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Abstract
This paper investigates the use of a reconfigurable intelligent surface (RIS) to aid point-to-point
multi-data-stream multiple-input multiple-output (MIMO) wireless communications. With practical finite
alphabet input, the reflecting elements at the RIS and the precoder at the transmitter are alternatively
optimized to minimize the symbol error rate (MSER). In the reflecting optimization with a fixed precoder,
two reflecting design methods are developed, referred as eMSER-Reflecting and vMSER-Reflecting. In
the optimization of the precoding matrix with a fixed reflecting pattern, the matrix optimization is
transformed to be a vector optimization problem and two methods are proposed to solve it, which
are referred as MSER-Precoding and MMED-Precoding. The superiority of the proposed designs is
investigated by simulations. Simulation results demonstrate that the proposed reflecting and precoding
designs can offer a lower SER than existing designs with the assumption of complex Gaussian input.
Moreover, we compare RIS with a full-duplex Amplify-and-Forward (AF) relay system in terms of SER
to show the advantage of RIS.
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2I. INTRODUCTION
Better communication qualities like smaller delay, higher transmission rate, lower symbol error
probability (SER), less energy consumption always attract researchers’ and users’ eyes. In the last
decade, wireless networks have been greatly improved thanks to various technological advances,
including massive multiple-input multiple-output (Massive MIMO), millimeter wave (mmWave)
communications, and ultra-dense deployments of small cells. However, some critical issues such
as the hardware complexity and system update cost are still blocking their steps to the practical
implementation [1]. To satisfy the growing demands with satisfying communication quality and
achieve challenge goals in a green and effective way, reconfigurable intelligent surface (RIS)
was proposed as a promising solution in the coming 5G or beyond era [2].
RIS is a planar array comprising of a large number of nearly passive, low-cost, reflecting
elements such as positive-intrinsic-negative (PIN) diodes, which are used for altering the phase of
the reflected electromagnetic wave with reconfigurable parameters and smart controller. RIS can
be implemented by various materials, including reflect arrays [3], [4], liquid crystal metasurfaces
[5], ferroelectric films, or even metasurfaces [6].
In the beginning, reflecting surfaces were not considered in wireless communication systems
because these surfaces only had fixed phase shifters, which could not adapt the phase modifi-
cation in time-varying wireless propagation environments. Recently, advanced micro-electrical-
mechanical systems (MEMS) and metamaterials have been investigated as a solution to this
issue, which enables the real-time reconfiguration reflecting surfaces [7]. Compared to existing
related technologies such as multi-antenna relay [8], backscatter communication [9] and active
intelligent surface-based massive MIMO [10], passive RIS does not require any dedicated energy
source for either decoding, channel estimation, or transmission. It only reflects the ambient radio
frequency (RF) signals in a passive way without a transmitter module. Moreover, the reflect-path
signal through RIS carries the same useful information as well as the direct-path signal without
any information of its own, which will not cause any additional interference.
RIS stands out among these technologies by smartly adjusting the phase shifts induced by
all the elements with advantages like overcoming unfavorable propagation conditions, enriching
the channel with more multi-paths, increasing the coverage area, improving the received signal
power, avoiding interference, enhancing security/privacy and consuming very low energy. On the
other hand, the lightweight and conformal geometry of RIS can enable the installment onto the
3facades of buildings in outdoor communication environments or the ceilings and walls of rooms in
indoor communication environments, which provides high flexibility and superior compatibility
for practical implementation [11]. Also, integrating RIS into the existing networks can be made
transparent to the users without the need for any change in the hardware and software of their
devices.
A. Prior Work
Due to the advantages mentioned above, RIS has attracted more and more researchers’ at-
tention in the last few years. Many interesting and contributed works appeared in the industry
[12] and academia field regarding to channel estimation [13], [14], multi-cell networks [15],
comparison with relaying systems [16] and massive MIMO networks [17], combination with
other technologies like SWIPT [18], [19], millimeter wave [3], [20], Terahertz communication
[21] and so on. A large and growing body of literature has optimized the RIS parameters and
systems’ structure to improve system performance, such as outage probability [3], signal power
[22]–[26], signal-to-interference-plus-noise ratio (SINR) [24], data rate [15], [27]–[30], [32]–
[34], spectral efficiency (SE) [25], [26], [32], secrecy achievable rate [36]–[39] and so on. To
describe the status of research, we survey some of them as follows before introducing our work.
In [3], the authors enhanced the mmWave link robustness and optimized the link outage
probability by deploying smart reflect-arrays when the direct links are blocked by obstructions.
The authors also investigated the optimal beam direction for randomly moving devices without
any location information, incorporating the antenna sector selection at the access point (AP) and
the mobile user as well as the configuration of the smart reflect-arrays.
For maximizing the total received signal power, preliminary contributions appeared in [22],
[23]. Specifically, a centralized algorithm with the global channel state information (CSI) and a
low-complexity distributed algorithm for designing the phase shifts were proposed in [22]. With
the same system setup in [22], the authors of [23] considered a more practical case when the
RIS only has a finite number of discrete phase shifts in contrast to the continuous phase shifts.
It can be seen that the asymptotic squared power gain of RIS-aided multiple-input single-output
(MISO) shown in [22] with continuous phase shifts still holds with discrete phase shifts with a
stable performance loss gap between the two conditions. The authors of [25] and [26] maximized
the energy-efficiency (EE) and SE of a RIS-assisted multi-user MISO system by designing both
the transmit power allocation at the BS and the phase elements of the RIS.
4By using the knowledge of only the channel large-scale statistics instead of the global CSI,
[24] designed an optimal linear precoder and the power allocation at the base station (BS) as
well as the RIS phase matrix to maximize the minimum SINR in multi-user RIS-assisted MISO
communication systems. It was shown that the RIS-assisted system can achieve power gains
with a much fewer number of active antennas at the BS.
The authors in [28]–[30] analyzed the approximated uplink ergodic rate of a Rician fading
system and derived an optimal size of a RIS unit, where users are mapped to a limited area of the
entire RIS. It was shown that RIS can bring improved reliability with a significantly reduced area
for antenna deployment compared to massive MIMO. Targeting for practical implementation, [31]
investigated an optimal phase shift design to maintain an acceptable degradation of the ergodic
capacity. The authors in [36] proposed a provably convergent, low-complexity method to maxi-
mize the system sum-rate. It was shown that a nearly interference-free zone can be established
in the proximity of the RIS thanks to its spatial interference nulling/cancellation capability. The
authors in [15] maximized the weighted sum rate in the RIS-assisted multicell MIMO system,
where a RIS located at the cell boundary of multiple cells to assist the transmission and alleviate
the inter-cell interference.
Moreover, using RIS to secure wireless communications is also a hot topic in this field.
The authors of [37] jointly optimized the transmit beamforming with artificial noise jamming
to maximize the achievable secrecy rate. The physical-layer security was also studied in [38],
which aims to maximizing system secrecy rate under source transmit power constraint on the
transmitter and the phase shifts unit modulus constraints on RIS. By jointly designing the transmit
beamforming of the AP and the reflect beamforming of the RIS, the authors of [39] optimized the
secrecy rate of the legitimate communication link considering the presence of an eavesdropper.
In all the studies reviewed here, RIS is a promising technology to satisfy the growing demand
for data rates and communication quality. Current research on the joint optimization of beam-
forming and reflecting in RIS-aided communications paid more attention to maximizing SE, EE,
signal-to-noise ratio (SNR) and so on assuming Gaussian-distributed signal input. However, the
assumption with Gaussian-distributed input signals is impractical, since the Gaussian-distributed
signals are not bounded. In practical, the widely adopted is finite discrete constellation signals,
such as phase-shift keying (PSK) or quadrature amplitude modulation (QAM) signals. The
authors in [40] showed that the probability distribution function of a standard Gaussian-distributed
signal is significantly different from the probability mass function of a quadrature phase-shift
5keying (QPSK) signal. Based on previous research on MIMO communications without the aid
of RIS, the optimization with the Gaussian input assumption is far from optimal in MIMO
communications with finite alphabet input, and also the optimization with finite alphabet input
is much more complicated [40]. In our paper, we are interested in the joint optimization of
beamforming and reflecting to minimize SER for RIS-aided MIMO communications assuming
finite alphabet input. Although the authors in [31] and [35] evaluated the error performance of
RIS-based communication systems, they do not do the optimization regarding the phase shifts
and precoder. To the best of our knowledge, there is no work to jointly optimize the reflecting
and precoding for RIS-assisted MIMO communications based on the SER minimization criterion
with finite alphabet input. The use of SER as the metric for performance optimization calls for
a thorough investigation, which motivates our work.
B. Contributions
As was pointed out in the previous subsection, we are interested in the joint optimization
of precoding and reflecting to minimize SER for RIS-aided MIMO communications assuming
finite alphabet input. The optimization objective is different from existing works. The challenge
of the optimization lies in that the beamforming and reflecting affect all received signal vectors.
The optimization complexity increases with the square growth of the number of transmit signal
vector candidates, because the mutual Euclidean distances among different noise-free received
signal vectors jointly affect the SER. We transform the SER minimization problem into several
problems that can be addressed by existing optimization techniques. For clearness, we list our
contributions as follows:
• This paper considers a RIS-enhanced point-to-point multiple-data-stream MIMO communi-
cation system, where a multiple-antenna transmitter serves a multiple-antenna receiver with
the help of a RIS. We formulate the SER minimization problem regarding the precoding
and reflecting for such a system. Since the precoding and reflecting are coupled in affecting
the objective function and isolated physically, we resort to an alternating strategy, which is
widely used in literature (e.g., [15], [19], [33], [41]) to maximize SE, EE, SNR, etc.
• Regarding the reflecting design, we reformulate the reflecting optimization to find the
optimal reflecting angle subsequently to minimize the symbol error rate (MSER) and solve
it by a coordinate descent method, referred as element-wise MSER (eMSER) reflecting.
The eMSER-Reflecting is analyzed to have high computational complexity. To reduce the
6complexity, we transform a non-convex constraint of the problem to be a convex constraint
and solve the optimal reflecting vector jointly through a vector gradient descent method,
referred as vMSER reflecting.
• Regarding the precoding design, we express the channel matrix, the precoding matrix,
and the transmitted symbol vectors in new forms and transform the precoding matrix
optimization to be a vector optimization problem. The reformulated problem can be solved
by a projected gradient descent method named MSER-Precoding. In the high SNR regime,
the minimizing SER criterion is shown to be equivalent to the maximizing the minimum
Euclidean distance (MMED) criterion. Based on the fact, the reformulated problem is
reduced to be a quadratically constrained quadratic program (QCQP) problem and we
propose a corresponding MMED-Precoding method. MMED-Precoding is shown to achieve
comparable performance with considerable computational complexity reduction.
• Moreover, a thorough investigation is conducted by simulations. The effectiveness of our
proposed algorithms is validated by comparing them with the solution gained through
an exhaustive search in performance, computation complexity, and central processing unit
(CPU) running time. By comparing the proposed designs with existing designs that max-
imize SNR, we verify that the SER minimization with finite alphabet input could not be
replaced by SNR maximization, especially in the high SNR regime. Although the proposed
designs are with higher computational complexity than existing designs, they can achieve
much better performance in practical communication systems with finite alphabet input.
Moreover, numerical comparison with a full-duplex Amplify-and-Forward (AF) relay system
is conducted to show that the RIS-assisted system can achieve the same or even better
performance by adopting reflecting elements rather than additional power amplifiers at
relays.
C. Organization
The remainder of the paper is organized as follows. Section II describes the system model
and formulates the system optimization problem. Section III introduces the proposed reflecting
and precoding designs. In Section IV, we analyze the computational complexity. Numerical
comparisons are presented in Section V and conclusions are drawn in Section VI.
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Fig. 1: System model.
D. Notations
In this paper, x denotes a scalar; x represents a vector; X stands for a matrix. ‖x‖2, ‖x‖p and
‖x‖∞ represents l2 norm, lp norm and l∞ norm of x respectively. ‖X‖F is the Frobenius norm
of X. diag (x) is a diagonal matrix whose diagonal entries are from vector x. xi denots the ith
entry of x, xi,j is the element in i-th row and j-th column of a matrix X, xi denots the i-th
column of matrix X. tr (X) denotes the trace of X, rank (X) represents the rank of X, vec (X)
means the vectorization of matrix X, which is a linear transformation which converts X into a
column vector, λmax (X) is the maximum eigenvalue of matrix X. X ≥ 0 means that matrix X is
positive semidefinite. ⊙ stands for the Hadamard product, ⊗ denotes Kronecker product. (·)H is
the conjugate transpose; (·)C represents the conjugate and (·)T denotes the transpose. C stands
for the complex domain while R represents the real domain. CN (µ,Σ) stands for the circularly
symmetric complex Gaussian distribution with mean µ and covariance Σ. E [·] represents the
expectation operation. IN denotes an N × N identity matrix. [x]+ denotes max (x, 0). Re{x}
and Im{x} represent the real and imaginary part of x, respectively. ∇ denotes the gradient of a
function. Q(·) stands for the tail distribution function of the standard normal distribution.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, we consider an RIS-assisted MIMO system model as illustrated in Fig. 1. In the
model, a transmitter equipped with Nt antennas communicates with a receiver equipped with Nr
antennas with the help of a RIS composed of N reflecting units. The RIS acts as a passive relay,
8which is embedded on a surrounding building. The received vector y ∈ CNr×1 at the receiver
can be expressed as
y =
√
ρ (H2ΦH1 +Hd)Fs+ n, (1)
where ρ is the SNR; H2 ∈ CNr×N represents the channel between the RIS and the receiver;
Φ = diag {φ} ∈ CN×N denotes the diagonal matrix accounting for the effective phase shifts
applied by the RIS reflecting elements with φ= [φ1, φ2, · · · , φN ]T , where |φn| = 1 with φn ∈
F , {exp ( j2pim
2b
)}2b−1
m=0
with b phase resolution in number of bits [26]; H1 ∈ CN×Nt represents
the channel between the transmitter and the RIS, Hd ∈ CNr×Nt represents the direct channel
between the transmitter and the receiver; F ∈ CNt×Ns is the precoder to encode Ns data streams; s
is the Ns × 1 transmitted data symbol vector with each entry chosen from a M-ary constellation
SM and there are totally MNs legitimate symbol vectors; n ∼ CN (0, σ2INr) is the additive
white Gaussian noise (AWGN) vector with each entry obeying a zero-mean variance σ2 complex
Gaussian distribution. In this paper, we assume that the average power of all legitimate symbol
vectors {s} is normalized. Let x = Fs denote the transmitted signal vector from the multi-
antenna transmitter. It is assumed that x satisfies the maximum average transmit power constraint
E
[‖x‖22] = E [tr (FssHFH)] = tr (Q) ≤ Pmax, where Q ∆=FFH is the signal covariance matrix
and Pmax denotes the maximum average power.
It is considered that the system utilizes all MNs feasible transmit vectors, the union bound on
SER can thus be written as
PS (Φ,F) =
1
MNs
MNs∑
i=1
MNs∑
j=1,j 6=i
Pr {si → sj}, (2)
where Pr {si → sj} denotes the pairwise SER of the vector si being erroneously detected as sj .
By using the squared Euclidean distance d2ij (Φ,F) = ‖(H2ΦH1 +Hd)F (si − sj)‖2 between two
vectors, Pr {si → sj} can be computed as Pr {si → sj} = Q
(√
ρd2ij(Φ,F)
2σ2
)
.
The objective of our design is to minimize the SER. To make the targeted problem more
tractable, we assume that the phase resolution is infinite [25] and all involved CSI are known,
9the optimization can be formulated as problem (P1):
(P1) : Given : H1,H2,Hd,SM
Find : Φ,F
Minimize : PS (Φ,F)
Subject to : tr (Q) ≤ Pmax
|φi| = 1, ∀i = 1, ..., N,
(3)
where the first constraint ensures that the BS transmit power is kept below the maximum feasible
power Pmax and the second constraint means that every reflecting unit only provides phase shift
without signal amplification.
The joint optimization problem is non-convex and challenging to obtain the optimal solution
due to the coupling effect directly. Thus, we resort to an alternating way to optimize the reflecting
and precoding, similarly to [15], [19], [33], [41].
III. JOINT REFLECTING AND PRECODING DESIGN
As stated above, because of the coupling effect between the reflecting elements in Φ and the
precoder F, the original problem (P1) is hard to solve. To decouple them, we will first optimize
Φ by fixing F and then update F by fixing Φ respectively. Then, we will obtain sub-optimal
solutions for both Φ and F by performing the process iteratively until reaching the convergence
of the objective function or the solutions to an acceptable level. In the following, we first present
the designs for reflecting elements.
A. Reflecting Designs
Based on a given F, the squared Euclidian distance can be re-expressed as d2ij (Φ) = ‖H2ΦH1xij‖22+
2R (φTaij) + ‖Hdxij‖22, where xij = F (si − sj) and aij is a vector with k-th element aij,k =
xHijhd,2,kh
T
1,kxij , where hd,2,k is the k-th column of H
H
d H2 and h1,k denotes the k-th column of
HT1 .
Then, we carry out some manipulations to transform ‖H2ΦH1xij‖22 as
‖H2ΦH1xij‖22 = qHijΦHH2HH2Φqij = tr
(
ΦHRH2Φ∆Qij
)
, (4)
where qij = H1xij RH2 = H2
HH2 and ∆Qij = qijq
H
ij . Using the rule that tr
(
DHx ADyB
T
)
=
xH (A⊙ B) y with Dx = diag {x} and Dy = diag {y} in [42], we can re-express ‖H2ΦH1xij‖22
as ‖H2ΦH1xij‖22 = φH
(
RH2 ⊙∆QTij
)
φ = φHCijφ, where Cij = RH2 ⊙∆QTij .
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Finally, d2ij (Φ) can be finally expressed by the function of φ as
d2ij (φ) = φ
HCijφ + 2R
(
φTaij
)
+ ‖Hdxij‖22 . (5)
1) eMSER-Refelcting Scheme: Expanding the matrix product, we can re-express the minimum
Euclidian distance as d2ij (φ) =
N∑
n=1
N∑
k=1
φnφk
HCij,k,n+2R
(
N∑
k=1
φkaij,k
)
+‖Hdxij‖22, where Cij,k,n
is the k-th row and n-th column of matrix Cij . In order to handle the non-convex problem, we
use a coordinate descent method to obtain the sub-optimal solution. Recall φn = exp (jθn), the
objective can be represented as a function of θn by fixing remaining phase shifts. In details, we
optimize φn by fixing remaining phase shifts firstly until it meets the stop criterion. Then, we
do the process iteratively until we get the sub-optimal solution. Thus, we formulate the gradient
of the cost function PS (θn) over θn as
∂PS (θn)
∂θn
=
1
MNs
MNs∑
i=1
MNs∑
j=1,j 6=i
∂Q
(√
ρd2ij(θn)
2σ2
)
∂θn
. (6)
According to Leibniz’s integral rule, we can express
∂Q
(√
ρd2
ij
(θn)
2σ2
)
∂θn
as
∂Q
(√
ρd2ij(θn)
2σ2
)
∂θn
= −
√
ρ
πσ2d2ij (θn)
exp
(
−ρd
2
ij (θn)
4σ2
)
∂d2ij (θn)
∂θn
, (7)
where
∂d2ij(θn)
∂θn
= 2R
(
N∑
k=1,k 6=n
j exp {j (θn − θk)}Cij,k,n
)
+ 2R (j exp {jθn} aij,n).
By using −∂PS(θn)
∂θn
as the search direction [45] for θn and do the process iteratively, we
can search the optimized solution as listed in Algorithm 1. Since we optimize θn directly, the
optimization process will not lead to an infeasible solution. This is because for any real number
θn, |ejθn| = 1 always holds.
2) vMMSR-Reflecting Scheme: To facilitate practical implementation, we investigate low-
complexity phase shift designs in this part. Since |φi| = 1, accordingly we can obtain that
tr
(
φφH
)
= N . In order to handle the non-convex constraint of |φi| = 1, we relax the problem
11
Algorithm 1 eMSER-Reflecting Scheme
1: Initialization: Given a feasible initial solution θ0, k = 0, n = 1, halting criterion ε0 > 0
and halting criterion ε1 > 0.
2: Gradient and Search direction: Compute the gradient gk and derive the search direction
as wn,k = −gn,k = −∂PS(θn,k)∂θn,k , where −∇θnPS (θn,k) is given in (6).
3: Update: Choose Armijo backtracking line search step size αn,k and
θn,k+1 = θn,k + αn,kwn,k, (8)
k ← k + 1. If |wn,k| < ε0 and n < N , then n← n+ 1 and go to step 2.
4: Iteration: Let n = 1 and go to Step 2 until PS (θn,k+1)− PS (θn,k) < ε1.
5: Output: The optimized reflecting elements are thus given by φn
∗ = exp [jθn,k].
(P1) into the following optimization (P2) with a convex ℓ∞ constraint:
(P2) : Given : H1,H2,Hd,SM ,F
Find : φ
Minimize : PS (φ)
Subject to : tr
(
φφH
)
= N
‖φ‖∞ ≤ 1.
(9)
Actually, the original feasible set is a subset of the new feasible set in (P2), i.e.,{
φ ∈ CN×1 : |φi| = 1, ∀i = 1, ..., N
}
=
{
φ ∈ CN×1 : tr (φφH) = N & ‖φ‖∞ ≤ 1} , (10)
which is convex due to the convexity of ℓ∞ norm.
Since the ℓ∞ constraint is non-differentiable, we exploit the ℓp approximation [43] with a
gradually increased large p, lim
p→∞
‖φ‖p = ‖φ‖∞, during the optimization process. To solve (P2),
we utilize the barrier method to incorporate the non-negative constraint [44] with the logarithmic
barrier function I (u) to approximate the penalty of violating the ℓp constraint, i.e., I (u) =
 −
1
t
ln (u) , u > 0
∞, u ≤ 0,
, where t is used to scale the barrier function’s penalty. Thus, we can
obtain the following optimization problem:
min
φ∈CN×1
g (φ, p) = PS (φ) + I
(
1− ‖φ‖p
)
. (11)
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To solve (11) via a gradient method, we formulate the gradient of the cost function g (φ, p) over
φ as follows:
∇φg (φ, p) = ∇φPS (φ) +
‖φ‖1−pp pφ
2t
(
1− ‖φ‖p
) , (12)
where pφ ∈ CN×1 is given as pφ =
[
φ1 · |φ1|p−2, φ2 · |φ2|p−2, ..., φN · |φN |p−2
]T
.
Moreover, the gradient ∇φPS (φ) can be calculated as
∇φPS (φ) = 1
MNs
MNs∑
i=1
MNs∑
j=1,j 6=i
∇φQ


√
ρd2ij (φ)
2σ2

. (13)
According Leibniz’s integral rule,∇φQ
(√
ρd2ij(φ)
2σ2
)
= −
√
ρ
piσ2d2ij(φ)
exp
(
−ρd2ij(φ)
4σ2
) (
Cijφ + a
C
ij
)
.
Thus, ∇φg (φ, p) can be re-expressed as
∇φg (φ, p) = − 1
MNs
MNs∑
i=1
MNs∑
j=1,j 6=i
√
ρ
πσ2d2ij (φ)
exp
(
−ρd
2
ij (φ)
4σ2
)(
Cijφ + a
C
ij
)
+
‖φ‖1−pp pφ
2t
(
1− ‖φ‖p
) .
(14)
By using −∇φg (φ, p) as the search direction [45], we can search the optimized solution as
listed in Algorithm 2.
Proposition 1. In each iteration of Algorithm 2, PS
(
φk+1
) ≤ PS (φk).
Proof. For any θˆ → 0, based on (15), the Taylor expansion of PS
(
φk+1
)
can be derived as
PS
(
φk+1
)
= PS (φk) + g
H
k ·
√
N
w⊥k∥∥w⊥k ∥∥ +O
(
θˆ2
)
≈ PS (φk) + gHk w⊥k
√
N∥∥w⊥k ∥∥ . (16)
We can also calculate that gHk w
⊥
k = (cos
2 α− 1) ‖wk‖2 ≤ 0, where α = arccos φ
H
k wk
‖φHk wk‖ is the
angle between vectors φk and wk. Combining it with (16), we have PS
(
φk+1
) ≤ PS (φk). The
proof is completed.
Under this constraint relaxation, the solution obtained from each iteration may cannot guaran-
tee satisfying |φk,i| = 1. To fix this, we add a element-wise normalization step φˆk is φˆk,i = φk,i|φk,i| ,
conditioned that the objective function is not much sensitive to the normalization. This step
ensures the feasibility of the solution and meanwhile keeps good performance.
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Algorithm 2 vMSER-Reflecting Scheme
1: Initialization: Given a feasible initial solution φ0, p > 0, ∆p > 0, pmax > 0, k = 0, halting
criterion ε2 > 0 and ε3 > 0 and the barrier coefficient t.
2: Gradient and Search direction: Compute the gradient gk and derive the search direction
as wk = −gk = −∇φg (φk, p), where ∇φg (φk, p) is given in (14).
3: Direction Projection: Project the search direction into the tangent plane of tr
(
φφH
)
= N
through w⊥k = wk − 〈wk,φk〉φk‖φk‖2 .
4: Search for θˆ: For 0 ≤ θ ≤ π/2, searching for it by θˆ = argmin
θ
PS (φk).
5: Update and Normalize: Go to step 6 if
w⊥
k
‖wk‖
≤ ε3 and
∣∣∣PS (φˆk)− PS (φk)∣∣∣ < ε2, where
the i-th entry of φˆk is φˆk,i =
φk,i
|φk,i| , else let
φk+1 = cos θˆ · φk + sin θˆ ·
√
N
w⊥k∥∥w⊥k ∥∥ , (15)
k ← k + 1 and then go to step 2.
6: Iteration: Go to Step 7 if p ≥ pmax, else let p← p+∆p and then go to Step 2.
7: Output: The optimized reflecting elements are thus given by φ∗ = φˆk.
B. Precoding Designs
Based on the optimized Φ, we can simplify (P1) as
(P3) : Given : H1,H2,Hd,SM ,Φ
Find : F
Minimize : PS (F)
Subject to : tr (Q) ≤ Pmax.
(17)
By introducing H = H2ΦH1 +Hd ∈ CNr×Nt , the received signal can be re-expressed as
y = HFs+ n = [h1, · · · , hNt ]


f1,1 · · · f1,Ns
...
. . .
...
fNt,1 · · · fNt,Ns




s0
...
s1

+ n =
Nt∑
a=1
Ns∑
b=1
fa,bhasb + n. (18)
Considering that (18) has two summations, which are not easy to handle, we rebuild the
channel matrix, precoding matrix and the transmitted data stream in a new form [46]. We first
construct a new channel matrix as Hˆ =
[
Hˆ1, · · · , Hˆnt , · · · , HˆNt
]
∈ CNr×NtNs , in which Hˆnt =
14
[hnt , · · · , hnt, · · · , hnt ]︸ ︷︷ ︸
Ns
, where each hnt repeats Ns times. Meanwhile, the precoding matrix
entries in F are collected together as Fˆ = diag
{
vec
(
FT
)}
= diag
{
[f1,1, f1,2, · · · , fNt,Ns]T
}
=
diag {f}. Furthermore, sˆ = [s, · · · , s, · · · , s]︸ ︷︷ ︸
Nt
T ∈ CNtNs×1.
Following the procedure above, we can rewrite (18) to be y = HˆFˆsˆ + n. Thus, we can
re-express the squared Euclidean distance as d2ij
(
Fˆ
)
=
∥∥∥HˆFˆ (ˆsi − sˆj)∥∥∥2. Similarly to (4), the
squared Euclidean distance can be re-expressed as
d2ij
(
Fˆ
)
= (ˆsi − sˆj)H FˆHHˆHHˆFˆ (ˆsi − sˆj) = tr
(
Fˆ
H
RHˆFˆ∆Sij
)
= fH (RHˆ ⊙∆Sij) f = fHCˆijf,
(19)
where RHˆ = Hˆ
H
Hˆ,∆Sij = (ˆsi − sˆj) (ˆsi − sˆj)H , f = [f1,1, f1,2, · · · , fNt,Ns]T and Cˆij = RHˆ⊙∆Sij .
In the following, we will provide several algorithms to solve this problem.
1) MMSE-Precoding Scheme: Based on discussion above, (P3) can be transformed to
(P3-a) : Given : Hˆ,SM
Find : f
Minimize : PS (f)
Subject to : tr
(
ffH
) ≤ Pmax.
(20)
To solve (P3-a), we formulate the Lagrangian function as
L (f, µ) = PS (f) + µ
(
tr
(
ffH
)− Pmax) , (21)
where µ is the Lagrangian multiplier. The optimal solution must satisfy the Karush-Kuhn-Tucker
(KKT) conditions as 

∇fL (f, µ) = 0
µ
(
tr
(
ffH
)− Pmax) = 0
µ ≥ 0
. (22)
Because of its monotonicity with power, L (f, µ) is minimized when the power constraint is met
with strict equality. Hence, µ
(
tr
(
ffH
)− Pmax) = 0. The first equation in (22) can be represented
as
∇fL (f, µ) =
[
− 1
MNs
Ω (f) + 2µI
]
f = 0, (23)
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where Ω (f) is given by
Ω (f) =
MNs∑
i=1
MNs∑
j=1,j 6=i
√
ρ
4πσ2d2ij (f)
exp
(
−ρd
2
ij (f)
4σ2
)
Cˆij . (24)
Clearly, the closed-form solution of (23) is difficult to derive. In this paper, we use the gradient
method and project the solution onto the tangent plane of tr
(
ffH
)
= Pmax. Specifically, the
gradient descent direction of (24) is firstly calculated to be
rk = −gˆk = Ω (fk) fk. (25)
Then, a projection on search direction is conducted by
r⊥k = rk −
〈rk, fk〉fk
‖fk‖2
. (26)
We update the solution by searching along the projected search direction as
fk+1 = cos βˆ · fk + sin βˆ ·
√
Pmax
r⊥k∥∥r⊥k ∥∥ , (27)
where βˆ,
(
0 ≤ βˆ ≤ π/2
)
can be obtained by
βˆ = argmin
βˆ
PS (fk) . (28)
By doing this process iteratively until it reaches the stop criterion
r⊥
k
‖rk‖
≤ ε4, where ε4 is the
halting criterion, a good solution can be obtained. For clearness, we list the iterative algorithm
to search for the solution of (23) in Algorithm 3.
Proposition 2. In Algorithm 3, PS (fk+1) ≤ PS (fk).
Proof. It can be proved similarly to Proposition 1.
Since (P3-a) is a non-convex problem, (23) is a necessary condition for global optimum
and the generated vector f in Algorithm 3 is thus a critical point. This algorithm guarantee the
feasibility for all solutions, because
tr(fk+1f
H
k+1) = f
H
k+1fk+1 = cos βˆ
2fHk fk + sin βˆ
2Pmax + 2 cos βˆ sin βˆ
√
Pmaxf
H
k
r⊥k∥∥r⊥k ∥∥
= cos βˆ2Pmax + sin βˆ
2Pmax = Pmax. (30)
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Algorithm 3 MSER-Precoding Scheme
1: Initialization: Given a feasible initial solution f0, k = 0 and halting criterion ε4 > 0.
2: Gradient and Search direction: Compute the gradient gk and derive the search direction
rk through (25) .
3: Direction Projection: Project the search direction into the tangent plane of tr
(
ffH
)
= Pmax
through (26).
4: Search for βˆ: For 0 ≤ βˆ ≤ π/2, searching for it by (28).
5: Update: Go to step 6 if
r⊥
k
‖rk‖
≤ ε4, else update the solution as (27) and let k ← k + 1, and
then go to step 2.
6: Output: The optimized precoding matrix are thus given by:
F∗ =


fk1 · · · fkNs
...
. . .
...
fk(Nt−1)Ns · · · fkNtNs

 , (29)
where fki is the i-th elements of fk.
2) MMED-Precoding Scheme: In the high SNR regime, the SER for a given channel can
be simplified as PS (Φ,F) ≈ λMNsQ
(√
ρd2min(Φ,F)
2σ2
)
, where λ is the number of closest symbol
pairs, and d2min (Φ,F) = min∀i,j,i 6=jd
2
ij (Φ,F) is the minimum squared Euclidean distance between
the noise-free received signal vectors. As PS (Φ,F) is a monotonically decreasing function of
d2min (Φ,F), problem (P1) can be formulated as a maximizing the minimum Euclidian distance
(MMED) problem [49]. Based on given Φ and (19), (P1) can be rewritten as
(P4) : Given : H1,H2,Hd,SM ,Φ
Find : f
Maximize : min fHCˆijf
Subject to : tr (Q) ≤ Pmax.
(31)
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By introducing an auxiliary variable r, we have the equivalent epigraph of (P4) as
(P4-a) : Given : H,SM
Find : f
Maximize : r
Subject to : fHCˆijf ≥ r ∀i, j, i 6= j
tr
(
ffH
) ≤ Pmax.
(32)
However, we can review (P4-a) in another equivalent way [46] as
(P4-b) : Given :H,SM
Find : f
Minimize : ‖f‖2
Subject to : fHCˆijf ≥ dmin ∀i, j, i 6= j,
(33)
where dmin is the desired squared minimum distance. The rationale behind (P4-b) is to guarantee
the minimum squared distance, while pursuing the minimum power usage as the objective. It can
be seen that (P4-b) is a large-scale non-convex QCQP problem. Since this optimization problem
is similar to the problem investigated in [46], we use the same method proposed in [46] to solve
the problem. The details can be seen in [46]. It should be noted that the power constraint is first
released in (P4-b). After the optimization through MMED-Precoding, the obtained solution is
scaled to satisfy the power constraint to ensure feasibility.
C. Alternating Optimization
Based on the aforementioned reflecting schemes and precoding schemes, an alternating algo-
rithm can be conducted to minimize SER as listed in Algorithm 4.
Proposition 3. In Algorithm 4, PS
(
φk+1, fk+1
) ≤ PS (φk, fk).
Proof. From Proposition 1, we can obtain that PS
(
φk+1, fk
) ≤ PS (φk, fk) and from Proposition
2, we can further obtain that PS
(
φk+1, fk+1
) ≤ PS (φk+1, fk). Thus, in Algorithm 4, it yields
PS
(
φk+1, fk+1
) ≤ PS (φk+1, fk) ≤ PS (φk, fk) . (34)
18
Algorithm 4 Alternating Optimization
1: Initialization: Given a feasible initial solution φ0, f0, k = 0 and stopping criteria εT > 0
2: Optimize the reflecting elements: Based on fk, optimize the reflecting elements via
reflecting schemes, which yields φk+1.
3: Optimize the precoder: Based on φk+1, optimize the precoder via precoding schemes,
which yields fk+1.
4: Iteration: Let k ← k + 1. Go to step 2 until PS (φk, fk)− PS
(
φk+1, fk+1
)
< εT .
The proposition indicates that PS (φk, fk) is a monotone decreasing sequence as k increases.
As is well known, the sequence is bounded by a lower limit PS (φ
∗, f∗) ≥ 0, where (φ∗, f∗)
represents the global optimal solution. According to the monotone convergence theorem, that is,
if a sequence of real numbers is decreasing and bounded below, then its infimum is the limit,
we can prove that our proposed alternating optimization algorithms are always converged. To
observe the convergence speed, we have included a figure showing the number of iterations
required for the algorithms in the simulation part.
Remark 1. In this section, we split the optimization problem (P1) into two separate optimization
problem. The approach of iteratively solving the phase shift matrix and precoding matrix can
only provide an efficient way to reduce the SER gradually. Due to the non-convexity of the
problem, the approach only ensures a sub-optimal solution. Moreover, the solution obtained
through Alternating Optimization is also always feasible since the proposed precoding and
reflecting optimization schemes are always feasible.
IV. COMPUTATIONAL COMPLEXITY
In this section, we analyze the computational complexity of the proposed algorithms.
A. Computational Complexity of Reflecting Schemes
1) Complexity Order of eMSER-Reflecting: As can be seen from Algorithm 1, the com-
putational complexity is dominated by the gradient calculation, which involves i) calculat-
ing the MNs
(
MNs − 1) matrix multiplications φHCijφ for each angle optimization and ii)
searching for the best solution for every angle based on other given angle, which is N op-
erations. Firstly, we should obtain the computational complexity of Cij computation, which
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is CC = O [N2 +N2Nr +NtNs +NNt +N2], where N2 is the computation complexity for
Cij = RH2 ⊙ ∆QTij calculation, N2Nr is the computation complexity for RH2 calculation and
NtNs+NNt+N
2 is the computation complexity for the calculation of ∆QTij . It can be further
simplified as CC = O [N2Nr +NtNs +NNt]. Therefore, the complexity order of Algorithm 1
is :
CeM = O
[
NM2Ns
(
N2Nr +NtNs +NNt
)]
. (35)
2) Complexity of vMSER-Reflecting: As can be seen from Algorithm 2, the computational
complexity is mainly consumed by the gradient calculation, which involves i) calculating the
MNs
(
MNs − 1) matrix multiplications φHCijφ, and ii) calculating the ℓp norm. Therefore, the
complexity order of vMSER-Reflecting Algorithm is :
CvM = O
[
M2Ns
(
N2Nr +NtNs +NNt
)
+N
Np∑
n=1
p(n)
]
, (36)
where Np = (pmax − p) /∆p, p(n) = p+ (n− 1)∆p, and p, ∆p, pmax are specified in step 1 in
Algorithm 2.
B. Computational Complexity of Precoding Schemes
1) Complexity of MSER-Precoding: Similar to Algorithm 2, the complexity of Algorithm 3
is also mainly consumed by the gradient calculation involving matrices fHCˆijf, while Cij needs
O [N2Nr +NrNNt +NrN2t N2s +N2t N2s ] = O [N2Nr +NrNNt +NrN2t N2s ], where N2Nr +
NrNNt is the computation complexity of H = H2φH1, NrN
2
t N
2
s is the complexity for com-
puting RHˆ = Hˆ
H
Hˆ and N2t N
2
s is the complexity of ∆Sij = (ˆsi − sˆj) (ˆsi − sˆj)H . Therefore, the
complexity order of Algorithm 3 for each iteration is :
CMS = O
[
M2Ns
(
N2Nr +NrNNt +NrN
2
t N
2
s
)]
. (37)
2) Complexity of MMED-Precoding Scheme: According to [46], the computational complexity
order of MMED-Precoding CMM is also mainly consumed by the gradient calculation involving
matrices fHCˆijf, which is same as Algorithm 2.
Remark 2. It should be mentioned that MMED-Precoding does not need SNR information.
In other words, MMED-Precoding is applicable for any SNR values, while MSER-Precoding
needs to be re-designed as SNR varies. Besides, the number of iterations required for MMED-
Precoding scheme is much less owing to the use of the BFGS method [46]. Thus, in general, the
complexity of the MMED-Precoding scheme is much less than the MMSR-Precoding scheme.
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C. Complexity of Alternating Optimization
In this subsection, we analyze the overall complexity order of Alternating Optimization by
taking different combinations of precoding schemes and reflecting schemes. By process reflecting
schemes and three precoding schemes alternatively, the overall complexity order can be expressed
as C = Ci∈R + Ck∈P, where Ci∈R and Ck∈P denote the complexity order of the selected reflecting
scheme and precoding scheme with R = {eM, vM} and P = {MS,MM}.
V. NUMERICAL RESULTS
In this section, we first compare the proposed designs with the exhaustive search (ES) solution
obtained by an exhaustively searching algorithm and compare their CPU running time numeri-
cally. Then, we compare the performance of the proposed reflecting and precoding designs with
existing designs which aims to maximize SNR, that is, SDP-Reflecting and Eigen-Precoding in
variously configured (Nr, N,Nt, Ns,M,K) systems, where K is the Rician fading parameter. All
experiments are performed on a PC with a 3.7GHz W-2145 CPU and 32GB RAM. By adopting
Alternating Optimization with different reflecting scheme and precoding scheme combinations,
vMSER-MMED, SDP-Eigen, SDP-MMED, and vMSER-Eigen are simulated and compared.
Then, we demonstrate the SER performance with a large number of reflecting elements to
investigate the impact of the size of the surface on the performance. Furthermore, the system
performance using perfect CSI and imperfect CSI is compared to investigate the impact of
channel estimation errors. Finally, we make a fair comparison between the RIS-assisted system
and a full-duplex Amplify-and-Forward (AF)-relaying system.
A. CPU Running Time Comparison and Superiority of the Proposed Schemes
In Fig. 2, we compare the proposed Reflecting-Precoding combinations with ES solution in
(1, 2, 2, 1, 2, 5) system under the same channel realization. The ES solution can be obtained
by searching each optimal reflecting elements from the feasible set CESR and searching every
optimal element of the precoding matrix from the feasible set CESP. Since the computational
complexity of the ES solution exponentially increases with the number of variables 2NtNs+N ,
thus it only can be realized in systems with small Nt, Ns and N . To verify the computation
efficiency, we present CPU running time comparisons, which is shown in Table I over the
same channel for each algorithm. It is seen that all combinations can achieve almost optimal
performance compared to the ES solution, which validates the effectiveness of the proposed
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Fig. 2: SER comparisons among different Reflecting-Precoding combinations.
algorithms. From Table I, it is observed that eMSER-combinations take much longer time than
others since the eMSER-Reflecting needs more time to obtain the sub-optimal solution. However,
the vMSER-combinations can achieve close performance to eMSER-combination with much
lower computation complexity. Thus, vMSER-combinations would be more suitable for practical
implementation. Compared with random design, we conclude that appropriate design for the
RIS-assisted system can improve system performance significantly. This results from the fact
that more signal power can be centered on the direction of the receiver with the well-designed
precoding and reflecting. The number of iterations that the Alternating Optimization converged
is one of the key factors dominating the computational complexity, which shown in Fig. 3. It
is observed that that Alternating Optimization adopting MMED-Precoding scheme needs more
iterations than MSER-Precoding scheme. Moreover, we find that the average number of iterations
required for the Alternating Optimization increases as N and Nt increase. This is because the
number of variables and the number of constraints in the optimization problem increase as N
and Nt increase.
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Fig. 3: Average number of iterations that different Reflecting-Precoding combinations takes to
converge.
Reflecting
Schemes
Complexity Order CPU Running
Time (Seconds)
eMSER-MSER O
[
M2Ns
(
N3Nr +NNtNs +N
2Nt +NNrNt +NrN
2
t N
2
s
)]
6.2408
eMSER-MMED O
[
M2Ns
(
N3Nr +NNtNs +N
2Nt +NNrNt +NrN
2
t N
2
s
)]
6.8444
vMSER-MSER O
[
M2Ns
(
N2Nr +NtNs +NNt +NrNNt +NrN
2
t N
2
s
)
+N
Np∑
n=1
p(n)
]
0.8149
vMSER-MMED O
[
M2Ns
(
N2Nr +NtNs +NNt +NrNNt +NrN
2
t N
2
s
)
+N
Np∑
n=1
p(n)
]
0.8123
Exhaustive search CNESRC
2NtNs
ESP 15,954
TABLE I: Computational complexity and CPU running time for different Reflecting-Precoding
combinations.
B. Comparison with Existing Algorithms
To make comparisons with other existing algorithms, we introduce them firstly. By using the
exponential upper bound of Q-function, another SER upper bound can be given as
PS (Φ,F) ≤ 1
MNs
MNs∑
i=1
MNs∑
j=1,j 6=i
exp
(
−ρd
2
ij (Φ,F)
4σ2
)
. (38)
Since the RIS adds new supplementary links to maintain the communication link, the overall
system performance can be increased by the in-direct multiple-path without additional interfer-
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ence leading to low required SNR. For this communication situation, the exponential function
can be expanded by Taylor expansion ex =
∑∞
n=0
xn
n!
. By only taking the first two terms as
exp
(
−ρd2ij (Φ,F)
4σ2
)
≈ 1 − ρd2ij(Φ,F)
4σ2
, (38) becomes PS (Φ,F) ≤ − ρ4MNsσ2
MNs∑
i=1
MNs∑
j=1,j 6=i
d2ij (Φ,F) +
MNs−1. Based on the given F, the objective function of the optimization problem can be changed
for maximizing
MNs∑
i=1
MNs∑
j=1,j 6=i
d2ij (φ). Based on (5), the optimization problem can be written as
(P5) : Given : H1,H2,Hd,SM ,F
Find : φ
Maximize : φHΓφ + γHφ + φHγ
Subject to : |φi| = 1, ∀i = 1, ..., N,
(39)
where Γ = RH2⊙
(
MNs∑
i=1
MNs∑
j=1,j 6=i
∆QTij
)
and γ =
MNs∑
i=1
MNs∑
j=1,j 6=i
aCij . This problem can be treated as a
homogeneous QCQP, which is similar to the (P3) shown in [22] and can be solved in the way
shown in [22]. We named the solution as SDP-Reflecting, whose computational complexity can
be analyzed to be CSDP = O
[
N4 +M2NsN (N2NtNr +NtNs)
]
[22].
In the following, we compare the system SER of proposed reflecting schemes with SDP-
Reflecting in (3, 2, 4, 2, 4, 3) system. As can be seen from Fig. 4, eMSER-Reflecting and vMSER-
Reflecting can achieve much better performance than SDP-Reflecting. SDP-Reflecting is about
2 − 3 dB worse than the other two algorithms in the high SNR regime since the exponential
approximation applied in (38) is close to the original Q-function only in the low SNR regime.
As a result, the performance gap increases with the increasing SNR in the depicted SNR regime.
It is seen that the proposed two reflecting schemes provide apparent favorable SER performance
compared to the one with random reflecting. This implies that the phase shift controller can have
a significant influence on the system SER. Moreover, it shows that the union bound on SER in
(2) is quite tight, which implies that the proposed designs minimizing the upper bound of SER
will directly minimize the real SER.
Most RIS-assisted literature optimized precoder based on received signal power, SNR, EE
without considering the input vectors. Based on the fact, this problem can be transformed into
maximizing the received signal power subject to the maximum transmit power constraint at the
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Fig. 4: SER comparisons among the proposed reflecting schemes and SDP-Reflecting.
transmitter, which can be formulated as
(P6) : Given : H,SM ,Φ
Find : F
Maximize : ‖HF‖2F
Subject to : tr (Q) ≤ Pmax.
(40)
Since F is full-rank matrix, we can easily obtain the solution as F =
√
Pmax
Ns
W, where the k-th
column of W is the k-th eigenvector of HHH corresponding to k-th eigenvalue with λk ≥ λk+1.
We named this solution as Eigen-Precoding in the following comparison. The computational
complexity of the Eigen-Precoding scheme is consumed by computing HHH and its eigenvectors,
which is CEP = O [N2Nr +NrNNt +N2t Nr +N3t ], where N2Nr +NrNNt is the computation
complexity of H, N2t Nr is the computation complexity of H
HH and N3t is the eigenvalue
decomposition complexity. In the following, we compare the system SER of proposed precoding
schemes with Eigen-Precoding in (3, 20, 3, 2, 4, 1) system.
As can be seen from Fig. 5, all the proposed schemes can provide lower SER than random
precoding. We can see that the proposed MSER-Precoding scheme has a slightly better per-
formance than MMED-Precoding scheme. As analyzed in Section V, the MMED-Precoding is
of lower complexity than MSER-Precoding. Thus, in realistic systems, MMED-Precoding is a
more appealing scheme compared to MSER-Precoding. Eigen-Precoding is much faster than two
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Fig. 5: SER comparisons among the proposed precoding schemes and Eigen-Precoding.
other schemes but much worse performance. It is obvious that a big performance gap occurs
between the Eigen-Precoding and the other two schemes under the given system setup. Although
Eigen-Precoding has significant lower computation complexity, it is about 4-5 dB worse than
MSER-Precoding and MMER-Precoding. It is validated that the algorithm designed with the
Gaussian input assumption should be reconsidered when applied to systems with finite alphabet
input. By comparing the proposed schemes with the classical zero-forcing (ZF) precoding, we
observe that the proposed schemes can bring significant performance gain in SER. The reason
behind the phenomenon is that our proposed precoding schemes aim to minimize the SER
directly, while ZF precoding is designed to null the interference. Compared to the performance
of random precoder, we can see the importance of well-designed precoding schemes.
By processing the SDP-Reflecting and Eigen-Precoding alternatively in (2, 5, 3, 2, 4, 2) system,
we show the simulation results in Fig. 6. Based on the results of Figs. 3-4, there is no doubt
that SDP-Eigen would achieve worse performance. Since the SDP-Reflecting maximizing the
approximation in high SNR regime and Eigen-Precoding maximizing the SNR is not equivalent to
maximizing the Euclidean distances which directly affects the SER. That is why the performance
of SDP-Eigen is not comparable to proposed schemes, which aim to minimize SER directly. Even
with Alternating Optimization, the system SERs with Eigen-Precoding is not favorable since it
does not take inputs into consideration. It proves that the algorithm designed for continues or
only finite inputs cannot replace the optimization that needs to be done for limited discrete data.
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Fig. 7: SER comparisons among vMSER-Reflecting and MSER-Precoding, vMSER-MSER with
various large N .
The influence of input symbols taken from finite and discrete constellation should be taken into
consideration.
C. Impact of the Number of Reflecting Elements
In Fig. 7, we show the influence of N on the phase shift design, precoding design and joint
design in (3, 100, 3, 2, 2, 2) and (3, 120, 3, 2, 2, 2) system. From Fig. 7, we can see that phase
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Fig. 8: SER comparisons in presence of CSI estimation errors.
shift design will play a more important role than precoding design on affecting SER when N is
large. There is no obvious SER gain with a larger N if the reflecting is not carefully designed.
Obviously, in Fig. 7, the joint design can gain optimal performance at the cost of more iteration
to gain a better solution. There is 1 dB SER gain with 20 more reflecting elements if both
the reflecting and precoding are optimized. In conclusion, the system SER can be significantly
decreased by equipping more reflecting elements at the RIS and using the proposed reflecting
design. N will not provide any SER gain without phase shift design.
D. Superiority in Presence of CSI Estimation Errors
Although we were assuming all involved CSI is perfectly known, the channel estimation for
the RIS-assisted system is challenging because of its massive number of passive elements without
any signal processing capability. The authors in [13] proposed a practical transmission protocol
based on the received pilot signals from the user to execute channel estimation. The authors
in [14] presented a two-stage algorithm that includes the sparse matrix factorization stage and
the matrix completion stage to do channel estimation, which was shown to be quite accurate.
However, it is still an ideal assumption to have perfect and timely channel information in practical
application. Based on the fact, the performance of proposed schemes in the presence of channel
estimation errors should be probed into. To show the superiority of the proposed schemes in the
presence of CSI estimation errors, we further evaluate the error performance of our schemes with
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imperfect CSI. SDP-Eigen scheme and vMSER-MMED scheme are chosen as examples. Such
imperfection originates from channel estimation and/or feedback errors. The model of imperfect
CSI is given by H’ = H + He, where He is the error matrix whose entries follow and i.i.d
circularly symmetric complex Gaussian distribution CN (0, σ2e). The error performance of the
joint SDP-Eigen scheme with different error levels σ2e = 0 (i.e., perfect CSI), σ
2
e = 0.1, σ
2
e = 0.3
in (4, 4, 3, 2, 2, 1) system is compared in the Fig. 8. As expected, the error performance degrades
with imperfect CSI. The SDP-Eigen scheme and vMSER-MMED scheme with imperfect CSI
will achieve a floor as SNR grows. It can also be seen that proposed schemes with imperfect
CSI still achieve an effective system SER optimization compared to a random joint design with
perfect CSI. For example, the SDP-Eigen scheme achieves about 2-3 dB SER gain for σ2e = 0.1
while vMSER-MMED scheme achieves about 10-15 dB SER gain for σ2e = 0.1 and about 5-6
dB SER gain for σ2e = 0.3 compared to random design with perfect CSI, which demonstrates
the superiority of our design. Furthermore, vMSER-MMED scheme achieves about 2-3 dB SER
gain for σ2e = 0.3 in low SNR regime and about 6-7 dB SER gain for σ
2
e = 0.1 compared
with SDP-Eigen scheme with perfect CSI. This means vMSER-MMED scheme can achieve
greatly better performance even with imperfect CSI since the Eigen-Precoding could not achieve
a favorable performance with multiple discrete input data streams.
E. Comparison with AF Relay Cooperating System
In this subsection, we compare a (3, 5, 3, 2, 4, 1) RIS-assisted system with a full-duplex AF
relaying system . The reason why using RIS is because of its low complexity and low cost com-
pared to the relay-based system [53]. Relay stations equipped with active electronic components
to receive and forward with a dedicated power source. The deployment of relays is costly and
power-consuming, especially for realizing multiple-antenna designs.
For fair comparison in performance, we assume there is a conventional N-antenna AF relay
in the place of the RIS structure under same channel realizations and input data streams, and the
received signal at the destination can be expressed as yD =
√
ρ (H2VH1 +Hd)Fs+H2VnR+nD,
where nR ∼ CN (0, σ2RINr), nD ∼ CN (0, σ2DINr) , V is the diagonal AF matrix and nR is the
additive noise at the AF relay. We jointly optimize V and F alternatively. The optimization for
precoder and AF matrix is similar to the optimization for precoder of RIS-assisted system with
power constraint. As can be seen from Fig. 9, AF relaying system can achieve much lower SER
compared to the same N RIS-assisted system when there is no noise at R. The reason is that
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Fig. 9: SER comparisons for RIS-assited system and AF relaying system.
AF relay consumes additional power to forward received signals, while there is no power gain
in RISs. However, we can also see that the performance gap between the RIS-assisted system
and AF relaying systems decreases as the variance of noise at relay increasing. As AF-relaying
introduces more noise power, the superiority of performance would eliminate. Moreover, the
RIS-assisted system outperforms the AF-relaying system by equipping more reflecting elements.
Another 10 reflecting elements can offer more 7− 8 dB SER gain and achieve almost the same
performance to the noise-free AF relaying system. It means the system performance can be
greatly improved in a low cost and energy-saving way.
VI. CONCLUSION
In the paper, several joint reflecting and precoding schemes were proposed to minimize
the SER in point-to-point RIS-assisted MIMO systems assuming finite alphabet input. The
proposed reflecting and precoding schemes can achieve a favorable system performance with
different computation complexity. A much lower complex algorithm based on SNR without
considering the influence of input data streams can not be used to replace the finite discrete input
system. Simulation results demonstrate that our proposed algorithm can significantly improve
SER performance with different scheme combinations while reflecting schemes will play a
more critical role than precoding schemes. The RIS-assisted system with proper reflecting and
precoding design has good robustness with imperfect CSI. By equipping more reflecting elements,
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it can improve the system performance significantly and surpass the one of relaying systems with
consuming additional power.
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