The role of the global surface ocean as a source and sink for atmospheric carbon dioxide and the flux strengths between the ocean and the atmosphere can be quantified by measuring the fugacity of CO 2 (ƒCO 2 ) as well as the dissolved inorganic carbon (DIC) concentration and its isotopic composition in surface seawater. In this work, the potential of continuous wave cavity ringdown spectroscopy (cw-CRDS) for autonomous underway measurements of ƒCO 2 and the stable carbon isotope ratio of DIC [δ 13 C(DIC)] is explored. For the first time, by using a conventional air-sea equilibrator setup, both quantities were continuously and simultaneously recorded during a field deployment on two research cruises following meridional transects across the Atlantic Ocean (Bremerhaven, Germany-Punta Arenas, Chile). Data are compared against reference measurements by an established underway CO 2 monitoring system and isotope ratio mass spectrometric analysis of individual water samples. Agreement within ΔƒCO 2 = 0.35 μatm for atmospheric and ΔƒCO 2 = 2.5 μatm and Δδ 13 C(DIC) = 0.33‰ for seawater measurements have been achieved. Whereas "calibration-free" ƒCO 2 monitoring is feasible, the measurement of accurate isotope ratios relies on running reference standards on a daily basis. Overall, the installed CRDS/equilibrator system was shown to be capable of reliable online monitoring of ƒCO 2 , equilibrium δ 13 C(CO 2 ), δ 13 C(DIC), and pO 2 aboard moving research vessels, thus making possible corresponding measurements with high spatial and temporal resolution.
One of the major drivers of climate change is the accumulation of carbon dioxide in the atmosphere. So far, approximately 48% of the anthropogenically emitted CO 2 have been dissolved in the oceans (Sabine et al. 2004) . To determine more precisely the magnitude of the net ocean sink, the gas fluxes between atmosphere and surface ocean have to be determined (Keeling et al. 2005) . Besides the difference of atmospheric and oceanic CO 2 fugacity (ΔƒCO 2 ), the isotope signature of the carbon reservoirs can be used to estimate the corresponding fluxes.
The stable isotope abundance of carbon is reported relative to the reference standard V-PDB (Vienna-PeeDee Belemnite) in terms of δ 13 C in ‰: (1) In general, isotope measurements are known as useful tracers to elucidate mass flows between different reservoirs. Without the need for additional measuring parameters, they depict seasonal and interannual variability within the carbonate system as well as fluxes between different carbon sources that are mediated by biological uptake and release, mixing, and gas exchange (e.g., Quay et al. 2007 Quay et al. , 2009 ). The utility of isotope ratio information for understanding surface ocean carbon dynamics, however, is limited by the scarce number of available δ 13 C measurements for oceanic CO 2 or dissolved inorganic carbon (DIC). Whereas ƒCO 2 is commonly determined using continuous and autonomous underway techniques, single point δ 13 C values are typically measured by isotope ratio mass spectrometry (IRMS) . With an accuracy of better than 0.05‰ (de Groot 2004) in measuring the isotope ratio in , and G. Friedrichs gaseous CO 2 , IRMS meets the high accuracy demands to measure the observed small changes in the ‰-range. So far, the required time-consuming and expensive sample handling including collection, shipment, and processing precludes IRMS based δ 13 C measurements in underway mode. Moreover, to achieve the required accuracy, very frequent calibration of the mass spectrometer is necessary (Ghosh and Brand 2003) . Altogether, this leads to a strong limitation of the sampling rate resulting in low spatial and temporal coverage of field data. For example, until the year 2003 the entire δ 13 C(DIC) data set for the global ocean consisted of only about 25000 data points as opposed to approx. 5.2 million ƒCO 2 measurements collected between 1957 and 2010 listed in the Lamont-Doherty Earth Observatory (LDEO) database (Takahashi et al. 2011) .
Extensive efforts have been undertaken to overcome these limitations by measuring isotope ratios using optical spectroscopy. As isotope substitution causes spectral shifts in the rovibrational transitions of a molecule, the concentrations of each isotopologue can easily be determined by high resolution absorption measurements. Supposing that the absorption cross section is known, an important advantage of absorptionbased methods is that calibration is (in principle) not necessary. Following first laser-based optogalvanic measurements performed by Murnick and Peer (1994) , many different spectroscopic methods have been tested. Examples are tunable diode laser absorption spectroscopy (TDLAS) (Bergamaschi et al. 1994) , nondispersive infrared spectroscopy (NDIR) (Haisch et al. 1994; Jäger et al. 2005) , Fourier transform infrared spectroscopy (FTIR) (Mohn et al. 2007 ), and cavity enhanced or cavity ringdown methods (Crosson et al. 2002; Jost et al. 2006; Wahl et al. 2006) .
For ship deployment, the spectrometer needs to withstand vibrations caused by ship operation. For continuous measurements, for example on a voluntary observing ship (VOS), autonomous operation must be possible as well. Durable NDIR detectors have proven to be suitable for ƒCO 2 measurements in surface water in such applications, [e.g., Körtzinger et al. (2000) ]. However, their sensitivity and spectral resolution is not sufficient for isotope ratio measurements. Even for ƒCO 2 monitoring, regular calibration with several different gas standards is needed to assure the desired accuracy of approx. 1 μatm. Improvements can be expected by using sensitive cavity ringdown spectroscopy (CRDS) instruments. During a CRDS experiment, a narrow-bandwidth laser beam encounters multiple reflections within a resonant optical cavity. This cavity is filled with the test gas, hence it represents the sample cell. As will be explained in more detail below, CRDS is immune against laser intensity fluctuations, which often limit the precision of other types of absorption experiments. This combination of long effective absorption pathlength, immunity to light intensity noise, as well as the possibility to measure spectra in high spectral resolution makes CRDS an ultrasensitive detection method for all sorts of stable and transient molecules, including CO 2 (Friedrichs 2008; Kerstel and Gianfrani 2008) . Recently, easy-to-handle and robust isotope ratio CRDS as well as cavity-enhanced absorption spectroscopy (CEAS) instruments entered the market and have been successfully used to perform isotope selective field measurements on land (Graham et al. 2010; Gupta et al. 2009; Krevor et al. 2010; McAlexander et al. 2011 ) and in coral reefs (Bass et al. 2012) .
In a preceding article, we have provided a thorough characterization of such a CRDS instrument by determination of its precision and accuracy. Moreover a first coupling with an air-water equilibrator has been accomplished (Friedrichs et al. 2010) . In the present work, a field test of the same CRDS analyzer was performed aboard the German research vessel Polarstern. To measure surface water ƒCO 2 , stable carbon isotope ratios, and oxygen concentrations, the instrument was coupled to an underway air-seawater equilibration system. The performance of the setup was tested during two meridional research cruises throughout the Atlantic Ocean between Punta Arenas, Chile, and Bremerhaven, Germany (Fig. 1) . A detailed assessment and a comparison with reference data measured by common methods are presented here.
Note that throughout this manuscript when referring to seawater properties δ 13 C(CO 2 ) denotes the δ 13 C(CO 2 ) of CO 2 in air, which is in chemical equilibrium with the sampled seawater. It does not stand for the 13 C isotopic ratio of the individual CO 2 species in the seawater DIC pool.
Materials and procedure

Cavity ringdown spectroscopy
Cavity ringdown spectroscopy (CRDS) is a highly sensitive spectroscopic technique. In contrast to most other absorption schemes, in CRDS the absorption is measured in the time instead of the intensity domain. A narrow bandwidth laser beam is coupled into a resonant optical cavity consisting of two or more highly reflective mirrors. Typical reflectivities are around 99.99% in the used wavelength region. Within the cavity, the laser light is reflected back and forth resulting in long effective pathlengths of up to several kilometers. In continuous wave CRDS (cw-CRDS) using laser diodes as the light source, the narrow bandwidth detection light needs to be coupled resonantly into the cavity by piezo-tuning one of the mirrors. With a resonant cavity, light intensity starts to build up in the cavity, and after a preset intensity level is reached, the laser is shut-off quickly, e.g., by an acousto-optical modulator (Romanini et al. 1997 ). Subsequently, a small part of the intensity is lost upon each roundtrip of the light and is detected by a photodetector placed behind the rear mirror. The decay constant of the resulting mono-exponential intensity-time profile, the so-called ringdown signal, reflects the quality of the ringdown cavity. Typical ringdown times are on the order of tens of microseconds corresponding to effective absorption pathlengths of several kilometers. In presence of an absorber within the cavity and in consequence of the additional intensity loss caused by absorption, the observed decay
Ocean monitoring of δ 13 C(CO 2 ) and ƒCO 2 time becomes shorter with increasing absorber concentration. The absorption coefficient α(ν) at laser frequency ν can be directly determined from the difference of two time constants (2) with τ 0 referring to the decay time of the empty cavity and τ referring to the decay time of the cavity with absorber present; c is the speed of light. Smallest detectable absorptions are typically around α min = 10 -9 cm -1 (Mazurenka et al. 2005) . For acquisition of absorption line profiles, the laser frequency is scanned over the absorption feature of interest. The absorption line strengths can be directly determined from the measured spectrum and the δ 13 C(CO 2 ) value is deduced from the ratio of the absorption of two separate 12 CO 2 and 13 CO 2 spectral lines.
cw-CRDS analyzer
A commercial cw-CRDS analyzer (EnviroSense 2050, Picarro) was used to measure 12 CO 2 , 13 CO 2 , and water vapor concentrations. A diode laser with an emission maximum around 1600 nm was coupled into a piezo-tuned 3-mirror-cavity. The sample gas was pumped through the cavity by a membrane pump with a flow of about 20 sccm (standard cm 3 ) at a pressure of 186.6 mbar and a temperature of 45.0°C. The species were detected on rovibrational absorption lines corresponding to the 30013←00001 transition of the R (36) (Mikhailenko et al. 2008; Perevalov et al. 2008a Perevalov et al. , 2008b . The absorption profiles were sampled with a scan increment of 0.02 cm -1 using a patented etalon-based wavelength monitor. Raw data points were created every 8-12 s based on hundreds of ringdown events. Artifacts such as irregular appearing spikes in the 13 CO 2 -measurements and switching spikes due to pressure variations caused by changing the gas flow were cut out of all data traces before data analysis. The acquired spectra were fitted with a multi-order fitting routine based on Galatry line profiles with line shape parameters valid for ambient air. Besides Doppler and pressure broadening, Galatry line profiles take into account the collisional Dicke narrowing effect (Galatry 1961) . The three fitting parameters were the Doppler width, the collisional broadening parameter y, and the narrowing parameter z. To assure stable fitting results, the ratio y/z was kept at a fixed value of 0.3215. For the determination of the mole fractions of 12 CO 2 , 13 CO 2 , and water vapor, peak heights of fitted Galatry lines were used instead of integrated absorption. This reduced possible errors arising from residual baseline fitting issues, but also introduced a gas matrix dependence due to subtle pressure line broadening effects. For example, in our previous work (Friedrichs et al. 2010) , it was shown that a 1% oxygen change in the gas matrix from the ambient air oxygen content corresponds to a systematic offset of the measured δ 13 C(CO 2 ) value of 0.5‰. A further check of the validity of a spectroscopically based correction procedure put forward in that previous article is one of the objectives of this work.
The CRDS xCO 2 was calibrated during pre-cruise measurements with an accuracy of ± 0.5 ppmv. Note that the standard measurements during the cruise (see below) were not included in the ƒCO 2 calculation. The isotopic compositions of the used reference gas standards were characterized by IRMS with an accuracy of ± 0.05‰. The accuracy of the isotope ratio measurements by CRDS was determined by Allan deviation analysis (Friedrichs et al. 2010) . Briefly, for an ideal analyzer with only statistical noise components, the precision of the measurements should improve with the square root of the number of averaged measurements. In a real experiment, however, this improvement is limited by long-term drift components. For our instrument, the optimum averaging time was found to be on the order of τ opt = 150 min resulting in a precision of Δ[δ 13 C(CO 2 )] = ± 0.07‰. An attainable accuracy including the long-term drift components was estimated to be ± 0.15‰. In this work, to improve the time response, a moving average over τ = 60 min has been calculated from the original field data corresponding to a precision of Δ(δ 13 C(CO 2 )) = ± 0.1‰ and an attainable accuracy of ± 0.25‰.
Setup and procedure aboard R/V Polarstern
Following a first performance test during the cruise ANT-XXVI/1 (from 50°N to 50°S) in October/November 2009, δ 13 C(CO 2 ) and ƒCO 2 in surface seawater were measured continuously in underway-mode during the cruise ANT-XXVI/4 (from 50°S to 50°N) in April/May 2010. The cruise tracks are shown in Fig. 1 and the schematic setup of the equilibration system in Fig. 2 . The CRDS was coupled to a commercial sprayhead equilibration system (Model 8050, General Oceanics), in the following referred to as GO-System, which is described in detail in Pierrot et al. (2009) . Seawater flowed continuously with a rate of 3 L min -1 through the equilibrator and formed a circular spray. After equilibration of the overlying gas phase to the continuous seawater flow, the equilibrated gas phase was dried by a thermoelectrically cooled condenser at 6°C and afterward by a Permapure Nafion dryer resulting in < 0.2% H 2 O by volume before entering the analyzer. The continuous flow of the sample gas was set to 100 sccm with 20 sccm flowing through the CRDS analyzer in a bypass configuration. Using a multiposition valve assembly, it was possible to measure either the gas from the equilibrator, a reference gas standard, or marine air. The equilibrator gas was recirculated in a closed loop to the equilibrator, all other gases were rejected after measurement. Internal leaking of the CRDS pumping unit, which has been reported for the used analyzer series, had been resolved by thorough sealing of the fittings on the gas tubing. Equilibrator temperature and pressure were measured directly. Each day, a reference gas standard with δ 13 C(CO 2 ) = (10.42 ± 0.05) ‰ and xCO 2 = (350 ± 3) ppmv was measured for 3 h and marine air for 1-2 h. Sea surface temperature and salinity were measured by a thermosalinograph near the water intake at the keel and atmospheric temperature and pressure were recorded by the weather station at the top of the ship. To assess the quality of the CRDS data, reference measurements were performed by conventional methods in parallel. The carbon dioxide fugacity was measured in underway-mode by an NDIR detector (LI-7000 CO 2 /H 2 O Analyzer, LiCOR) coupled to a separate, nearly identical GO-equilibration system operated on the same water supply. The NDIR detector was calibrated by the use of four working standards that had been carefully calibrated against NOAA standards (accuracy 0.1 ppmv) before the cruise. A linear regression was used to generate a calibration curve as reported in Pierrot et al. (2009) . This resulted in an accuracy of 2 μatm in measuring seawater ƒCO 2 and 0.1 μatm for atmospheric measurements. The CO 2 data were processed after the best practice guidelines of the U.S. Department of Energy (DOE) (Dickson et al. 2007 ).
As δ
13 C(CO 2 ) reference, discrete samples of 100 mL surface water were collected, poisoned with 50 μL saturated mercuric chloride solution and analyzed by IRMS at the Leibniz Laboratory for Radiometric Dating and Stable Isotope Research in Kiel. On the basis of duplicates, the uncertainty of the mass spectrometric analyses was estimated to be Δ[δ 13 C(DIC)] = ± 0.075‰. Finally, the oxygen concentration was measured by an optode sensor (Model 3830, Aanderaa) in a flow-through box with an accuracy of about 8 μmol kg -1 (≈0.008 atm). The optode was calibrated only once (at 25°C) against Winkler oxygen data. Therefore, as it is known that optodes often show a temperature-dependent performance, the measurements in cold water at higher latitudes are less reliable and need to be handled with care. As for ƒCO 2 , the reported underway pO 2 data have been converted to atmospheric pressure conditions to facilitate a direct comparison with the equilibrator measurements. For this purpose, the total gas pressure of dissolved gases was measured with a gas tension device (GTD sensor).
ƒCO 2 calculations
To process the CRDS data for ƒCO 2 , the concentrations of both isotopologues were summed up, and the data were cor- rected to dry air values by using the measured water vapor content. Moreover, as will be outlined below, a gas matrix correction was applied by using the measured oxygen mole fraction (optode data) as a single input parameter for calculating the gas matrix composition. Finally, the derived dry mole fractions of CO 2 were converted to ƒCO 2 at ambient pressure and 100% water vapor saturation according to Dickson et al. (2007) . δ
C(CO 2 ) calculations
The isotope ratio is calculated from the concentrations of each isotopologue by the instrument's software using a calibration polynomial. A gas matrix correction was applied based on the simultaneously detected oxygen concentrations from the optode according to . Here, φ i represents the gas matrix offset factor of component i as listed in Table 1 .
For example, the value of φ(O 2 ) = -38.7‰ corresponds to a -38.7‰ underestimation in the δ 13 C(CO 2 ) value measured by the instrument when replacing air by pure oxygen (Friedrichs et al. 2010 ). According to a recent manufacturer service release, the used 13 CO 2 absorption line for CRDS analysis is also affected by an interfering weak CH 4 absorption line. This interference causes a significant bias in the δ 13 C(CO 2 ) value for samples with CH 4 content different from the CH 4 contents in the reference gas standard. A recommended, first order correction of this cross sensitivity is based on the equation (3) An approximate correction factor of A ≈ 200 has been reported by the manufacturer. It is expected to depend slightly on the water concentration and may somewhat vary from analyzer to analyzer. The magnitude of this correction amounts to ≈ 0.95‰ for a CH 4 mole fraction of 1.8 ppmv and an xCO 2 of 380 ppmv in the measured sample gas.
To correct for a remaining systematic error because of an oscillating drift of the spectrometer, a reference gas standard was measured daily and interpolated values were deduced from a fitted spline as shown below.
For comparison with the IRMS data, the CRDS isotope ratio data had to be converted to the isotope ratio of DIC. The corresponding isotope fractionation, , depends on temperature, salinity and the speciation of the carbonate system. Fractionation factors measured by Zhang et al. (1995) in seawater (North Pacific, salinity not specified) were used for data processing according to Eq. 4, (4) which is valid for 5°C < T < 25°C, 0.05 < < 0.20, and 7.5 < pH < 8.5. For T, we used sea surface temperature. The carbonate fraction ( ) was calculated using the corresponding ƒCO 2 data and a total alkalinity (TA), which was estimated from a TA-salinity correlation ( ) based on discrete TA samples, which were collected during the cruise ANT-XXIV/4. All calculations were performed using the inorganic carbon model CO2SYS (van Heuven et al. 2009 ) with the dissociation constants of Mehrbach et al. (1973) as refitted by Dickson and Millero (1987) . As neither underway measurements nor discrete sampling of silicate and phosphate have been performed, the minor contribution of these nutrients to TA was neglected. pO 2 calculations and oxygen experiment Assuming a fixed Ar/N 2 ratio in the sampled gas, which was set to the value of ambient air (r = 0.01/0.781), it is possible to calculate the O 2 content from the Galatry line shape parameter y (Friedrichs et al. 2010) as follows: (5) Here, the y i represent the y-values that have been determined by fitting the observed absorption line shapes using the respective pure gases. Values used can be found in Table 1 . In this way, although not directly measuring O 2 absorption, the instrument can be used to deduce the gas phase oxygen mole fraction, which is needed to correct for the gas matrix effect outlined above. The precision of the determined y i values was found to be ± 0.0015 corresponding to an uncertainty of ± 0.5% in the mole fraction of oxygen. Using the mole fraction of O 2 from Eq. 5, pO 2 was calculated according to Eq. 6. (6) Here, p equ and pH 2 O are the measured total pressure and the partial pressure of H 2 O inside the equilibrator, respectively.
To further verify the gas matrix correction procedure, batch experiments were performed with water samples featuring large variations in the oxygen concentration. These experiments were conducted off the coast of West Africa, where a pronounced oxygen minimum zone can be found at a water depth of about 400 m (Stramma et al. 2008) . From several depths between the surface and 400 m, 80 L seawater were sampled with a CTD rosette and pumped directly from the Niskin samplers through the equilibrator using a peristaltic pump at a flow rate of 2.5 L min could be measured over a time interval of 25 min. As a reference, IRMS samples were taken for δ 13 C(DIC) analysis whereas the oxygen concentration was measured with an optode directly inside the Niskin bottles. For the comparison of the oxygen data, the CRDS pO 2 values, which were measured at atmospheric pressure, were converted to the total gas tension of the deep water sample. Since no total gas tension was determined during the experiment, we estimated its value based on the assumption that the water mass was in equilibrium with the atmosphere at a pressure of 1 atm and that its variation is only affected by oxygen depletion.
Assessment
Foci of this work were (i) a detailed assessment of the data reduction procedure and (ii) a detailed comparison of the field data measured by the CRDS analyzer with data obtained using conventional methods. In the following, the measurements of ƒCO 2 , δ 13 C(CO 2 ), and pO 2 will be assessed separately.
Gas matrix effect on CO 2 measurements
The gas matrix dependent pressure broadening does not only influence the isotope ratio measurements, but also exerts some influence on the measured CO 2 concentration. Since the xCO 2 is determined from peak heights instead of integral absorption, there is a bias for gas matrix compositions different from the reference composition of ambient air. For equilibrated ocean water, the main possible bias stems from the oxygen content. Fig. 3 illustrates the resulting relative CO 2 concentration error as a function of oxygen mole fractions different from air. Data points were calculated based on accurate Voigt line shape parameters for the two probed absorption lines taken from Nakamichi et al. (2006) . The nitrogen/argon ratio was kept at its ambient value in all cases. For example, in a typical situation with slight oxygen supersaturation of 2%, the required CO 2 correction is 0.07% and 0.01% for 12 CO 2 and 13 CO 2 , respectively. This significant correction sums up to -0.3 ppmv at xCO 2 = 380 ppmv. For field data analysis, the calculated points shown in Fig. 3 were fitted by second-order polynomials and a resulting correction factor, , has been deduced by including the average natural abundances of the two species 12 CO 2 and 13 CO 2 . δ 13 C(CO 2 ) calibration In principle, CRDS can be supposed to constitute a "calibration-free" method. It is based on the measurement of light absorption, which is directly linked to the CO 2 concentration via Beer-Lambert's law. Nevertheless, to assure highest accuracy, the instrument was calibrated using a set of reference gas standards. As usual, due to instrumental aging and other effects, this calibration should be repeated on a regular basis. In Fig. 4 The observed strong CO 2 dependence is in obvious contrast with the original manufacturer specification, Δ[δ 13 C(CO 2 )] < 0.03‰ per 100 ppmv. Consequently, the field data reported in this work were corrected according to the xCO 2 dependence shown in Fig. 4 , which had been observed in the laboratory and checked directly before the research cruise in April 2010. Moreover, as outlined in the next section, the instrumental drift of the δ 13 C(CO 2 ) offset was corrected by daily reference gas standard measurements. For the sake of completeness, it should be mentioned that the manufacturer later suggested an alternative correction (dashed curve in Fig. 4 ) assuming a [CO 2 ] -1 correlation. This correction is based on a reassessment of the original calibration data taking into account identified shortcomings of the calibration protocol. The fact that the proposed xCO 2 dependence does not match our data shows that a frequent check of the instrument's performance is absolutely essential to guarantee its accuracy.
Instrument stability
Since the CRDS analyzer is intended for autonomous, longterm operation on a voluntary observing ship, assessment of the stability of the instrument at sea is an important factor. Relying on the previously found excellent instrument performance on land, the instrument stability for carbon dioxide measurements was expected to be high. Fig. 5A and B illustrate the measured xCO 2 (a) and δ 13 C(CO 2 ) value (b) from daily measurements of the reference gas standard. In case of CO 2 , virtually no drift is discernible. With Δ(xCO 2 ) ≈ ± 0.04 ppmv, the standard deviation of the 5 min moving average is indeed very small. Keeping in mind that no recalibration of the instrument had been performed, these results clearly demonstrate that "calibration-free" measurements of CO 2 content are feasible with this technique.
In contrast, the δ 13 C(CO 2 ) measurements revealed an irregular drift (gray points, lower panel of Fig. 5 ). Although temperature and humidity conditions during the cruise were highly variable, no significant correlations between the laboratory conditions and the instability of the instrument could be found. Because expected natural oceanic variations of δ 13 C(CO 2 ) are in the ‰ range, a correction of the measured oceanic data with respect to the observed δ 13 C(CO 2 ) instrument drift was necessary. For this propose, a cubic spline interpolation using the averaged standard measurements as base points (open circles) has been fitted to the data. A few of these base points were left out to achieve a smooth curve. Clearly, such a regular recalibration of the instrument's δ 13 C(CO 2 ) readout is essential to meet the precision and accuracy requirements of oceanic measurements.
Underway CO 2 measurements
Reference CO 2 measurements were performed by a second (identical) equilibrator-system equipped with a commonly used NDIR analyzer. The two equilibrator systems were connected to the same flow of seawater and, during atmospheric measurements, the same flow of marine air. In Fig. 6A the ƒCO 2 values in marine air are shown. The black dots correspond to the CRDS data and the curve to the NDIR data measured five times a day for a few minutes. Moreover, a difference plot of these two datasets is shown in Fig. 6B . The mean offset between the two datasets was found to be Δ(ƒCO 2 ) = 0.35 μatm with a standard deviation of 0.29 μatm. This very good agreement of the CRDS and NDIR data is further underlined by the correlation plot shown in Fig. 6C . Correcting with a fixed intercept of 0.35 μatm, the data yield a slope of 1.00003 ± 0.00077, thus indicating a tight agreement of the two datasets within error limits. The offset is well within the stated ΔxCO 2 = ± 0.5 ppmv accuracy of the calibration of the CRDS instrument.
Corresponding plots for the seawater measurements performed during ANT-XXVI/1 and ANT-XXVI/4 are shown in Fig. 7 . Black and gray traces represent data from CRDS/GO system and NDIR/GO system, respectively. Measured ƒCO 2 values showed strong variations between 150 μatm and 400 μatm. Overall, the observed trends are in close agreement. The difference plot reveals noticeable variations in regions with high variability in ƒCO 2 , e.g., between 50 and 40° south. These variations are most probably due to small differences of the instrumental response times and minor mismatches in the timing of the two datasets. Averaging all data, a systematic offset of Δ(ƒCO 2 ) = 2.5 μatm with a standard deviation of 3.0 μatm is
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Ocean monitoring of δ 13 C(CO 2 ) and ƒCO 2 evident. In the light of the much smaller offset observed for marine air measurements, this offset has to be attributed to minor differences of the two independent water-air equilibration systems. Note that typical uncertainties of similar equilibration systems have been reported to be on the order of 2 μatm ). In particular, in our case, the offset could result from deficient cooling of the Peltier element used in the second drying unit of the NDIR/GO system. This caused a higher water fraction in the sample gas of the NDIR and possibly slightly biased the NDIR measurements as the H 2 O channel of the NDIR analyzer was not calibrated. In fact, an even less efficient cooling of the Peltier element can be expected in warmer regions. This would result in measured offsets systematically smaller at higher latitudes than in tropical regions. Another potential source of error could be the accuracy of the seawater temperature measurements at the intake and in the two equilibrators. Any systematic offsets between these will introduce ƒCO 2 offsets due to the correction procedures for seawater warming. Offsetting the ƒCO 2 values with a fixed intercept of 2.5 μatm, the correlation plot shown in Fig. 7C yields a slope of 1.0137 ± 0.0083, thus indicating a very good agreement between both datasets.
In summary, a remarkable agreement between the datasets of CRDS and NDIR has been obtained both for marine air and seawater measurements. Actually, the overall accuracy of the method is limited by the performance of the equilibration and drying processes inside the GO-system and not by the accuracy of the CRDS analyzer itself. Taking into account the exceptional drift-free behavior in case of simple CO 2 measurements, the CRDS method is ideally suited for measuring ƒCO 2 . Conventional NDIR systems could be replaced by CRDS instruments resulting in at least comparable accuracy at much reduced calibration effort.
Underway O 2 measurements
The partial pressure of oxygen, pO 2 , was determined indirectly by extracting the line broadening parameter of the 
12
CO 2 absorption line measured by the CRDS analyzer. Fig. 8A illustrates the comparison of the pO 2 data (black curve) with reference measurements using a calibrated optode (gray curve). The CRDS data were continuously averaged over a time interval of 60 min (moving average). Within the scatter of the data, reasonable agreement of the two datasets has been found (see difference plot in Fig. 8B ). Note that the precision of the indirect O 2 measurement has been estimated to ΔpO 2 = ± 0.005 atm in Friedrichs et al. (2010) (dashed lines in Fig. 8B ). However, there seems to be a latitudinal trend with too high CRDS values at high latitudes and too low values toward the equator. Although this trend is anticorrelated with measured ƒCO 2 and water temperature profiles, the reason for it remains unclear. On the one hand, changing amounts of CO 2 content, even on the order of hundreds of ppmv, should not have resulted in detectable line shape effects. On the other hand, the sample cell of the CRDS analyzer was kept at a constant temperature, and therefore, should be independent of ambient conditions. In fact, remaining discrepancies may be partly attributable to the optode measurements as well. As already mentioned in "Materials and procedure," the used optode had been calibrated at a temperature of 25°C and therefore the optode data under colder water conditions at higher latitudes are considered less reliable.
Gas matrix correction
In view of the comparatively small oxygen variations observed during the two cruises, it is difficult to assess the feasibility of a gas matrix correction relying solely on the online CRDS data, i.e., by the data presented in the preceding section. Therefore, two batch experiments with different oxygen concentrations were performed allowing for a more critical check of the applied gas matrix correction. Extracted δ 13 C(CO 2 ) values for batches sampled at different depths are shown in Table 2 with and without the gas matrix correction. For the comparison with reference IRMS samples, the δ 13 C(CO 2 ) CRDS data were converted to δ 13 C(DIC). For each batch, the pO 2 measured by the optode and by the CRDS, the isotope ratios measured by IRMS and by CRDS (without and with gas matrix correction, CRDS raw and CRDS O2 ), and corresponding differences between CRDS and IRMS are listed. As can be seen from the low optode pO 2 data, the batches from a depth of 400 m showed a strong undersaturation in oxygen. Due to the limited amount of water available for equilibration, however, the oxygen content in the equilibrated air did not reach these (low) values. Therefore, the gas matrix correction had to be based on the xO 2 measured by the CRDS only. Significantly higher differences between the CRDS raw data and the IRMS data are found at lower oxygen concentrations [see column Δ(CRDS raw -IRMS)]. As expected, inclusion of the gas matrix correction considerably improves the agreement between CRDS and IRMS data [see column Δ(CRDS O2 -IRMS)]. The remaining differences can, in part, be attributed to a too short averaging time interval and a systematic offset between the CRDS and IRMS data that will be discussed below. Although this batch experiment did not yield precise enough data to draw final conclusions with respect to the accuracy of the applied gas matrix correction, it again demonstrates its significance and practicability. Overall, the experiment demon- and an optode (gray curve) during ANT-XXVI/4. B) Difference plot of the two datasets, the dashed lines indicate an error estimate based on previous calibration data (Friedrichs et al. 2010) .
strates that the oxygen dependent gas matrix correction is necessary. Note that for the underway measurements, in contrast to the batch experiments, the more precise gas matrix corrections relied on simultaneously measured optode oxygen data. δ
C(CO 2 ) field measurements
The measured isotope ratios have been verified by comparison with data from discrete water samples, which were analyzed by IRMS. The CRDS δ 13 C(CO 2 ) field data, which have been converted to δ 13 C(DIC) according to the fractionation factors of Zhang et al. (1995) by using Eq. 4, are shown in Fig. 9A (black line) . Because no methane concentrations had been measured during the cruise, an approximate methane correction (see "Methods and procedure") was based on the assumption that methane dissolved in surface water was in equilibrium with the ambient atmosphere (pCH 4 = 1.8 ppmv). Methane disequilibria in the open ocean are in fact known to be typically small [ΔpCH 4 ≈ 0.1 -0.2 ppmv (Conrad and Seiler 1988) ]. Nevertheless, as surface water pCH 4 values of more than 2 μatm have been reported in the shelf areas near the South American coast (Rhee et al. 2009 ), this imperfect correction may have introduced some bias. Therefore, the presented data south of 45°S as well as north of 45°N should be handled with care. Discrete sample IRMS reference measurements are represented by circles in Fig. 9A and by the cross symbols in the difference plot shown in Fig. 9B . Concerning the overall trend, very good agreement of the CRDS and IRMS data were found. The difference plot reveals a systematic offset of Δ[δ 13 C(DIC)] = 0.33‰ with a standard deviation of 0.20‰. Two outliers have been discarded from the fit because high spatial variations of δ 13 C(DIC) and ƒCO 2 were observed in the respective area at overall low ƒCO 2 . This may have caused additional uncertainties due to possible data matching errors and a less accurate correction of the ƒCO 2 dependence of the CRDS readout (see Fig. 4 ). As will be outlined in more detail below, the remaining offset of Δ[δ 13 C(DIC)] = 0.33‰ is well within the expected error limits of the CDRS instrument and the δ 13 C(CO 2 ) to δ 13 C(DIC) conversion procedure. The correlation between continuous CRDS data and IRMS samples is shown in Fig. 9C . After fixing the intercept to 0.33‰, the linear correlation yields a slope of 1.00 ± 0.14. Keeping in mind the scatter of the data, these results demonstrate the near oneto-one correlation of both datasets. Summing up, with CRDS, it is possible to obtain online data of isotope ratios at high spatial resolution and good accuracy, thus reducing both the cost and the amount of work needed to collect this type of data.
Discussion
To use cavity ringdown or cavity-enhanced spectroscopybased instruments for marine applications on ships, it is important to demonstrate that stable and reliable operation in the field is possible. In this context, the measurements presented in this work served as a critical test. It turned out that the instrument's performance did not appreciable decline during the two cruises, which took place under highly variable climate conditions. Moreover, the CO 2 concentration could be recorded in underway mode with excellent precision and stability. The possibility of high precision measurements of surface water ƒCO 2 without the need for calibration is a major advantage over conventionally used NDIR systems that need frequent recalibration. For this reason alone, CRDS and CEAS systems hold great potential as next generation trace gas field analyzers.
However, the main purpose of this study was to establish continuous δ 13 C(DIC) measurement capabilities in surface water to add an additional parameter to better constrain environmental carbon fluxes. Here, to achieve the required accuracy, the system had to be calibrated on a regular basis. Based on our experience, a full calibration including the δ 13 C(CO 2 ) readout dependence on total CO 2 should be performed at least once before and after each cruise. Additionally, to overcome drift components on shorter timescales (see Fig. 5 ), it was necessary to measure one reference gas for 3 h at least once a day. To achieve a precision better than 0.1‰, switching between sample and reference gas standard every 2 min has been proposed (Rella 2011 ). An even further improved performance of CRDS analyzers with respect to precision and averaging time can be expected in the near future with ever optimized instruments.
A specific issue of our instrument resulting from measuring center-of-line absorption instead of integral absorption is that a gas matrix correction is required both for ƒCO 2 and δ 13 C(CO 2 ). For marine application, required corrections are mainly caused by varying O 2 content and are small for ƒCO 2 (typically a few tenth of ppmv) and significant for δ 13 C(CO 2 ) (e.g., -0.2‰ for 104% oxygen saturation at ƒCO 2 = 380 μatm). As can be concluded from the oxygen measurements presented in Fig. 8 and the batch experiment summarized in Table 2 , measuring pO 2 from the line-width data reported by the instrument itself is feasible at an accuracy in pO 2 of approximately 0.005 atm. For δ 13 C(CO 2 ), the attainable precision is approximately 0.2‰. If better precision is needed, a calibrated optode needs to be run in parallel.
Another element of uncertainty when reporting δ 13 C(DIC) instead of equilibrium δ 13 C(CO 2 ) is linked to the isotope fractionation factors between gaseous CO 2 and DIC, . In contrast to many atmospheric applications, the correlation of marine CO 2 parameters requires the knowledge of the isotopic composition of DIC instead of the isotopic composition of the CO 2 itself. Important examples are the correlation of surface water DIC with δ 13 C(DIC) using Keeling plots (Köhler et al. 2006; Yakir and Sternberg 2000) or the quantification of the oceanic Suess effect by comparing current δ 13 C(DIC) data measured by CRDS with literature data measured by IRMS (Körtzinger et al. 2003) . The latter requires a higher precision than achieved in this work, hence it relies on future CRDS analyzers with improved performance. Of course, the δ 13 C(CO 2 ) to δ 13 C(DIC) conversion is not a specific problem of CRDS, but this application calls for a redetermination of fractionation factor over a suitable temperature, salinity, and pH range because it currently limits the accuracy of our reported δ 13 C(DIC) data. Several studies dealt with the fractionation factors of the carbonate system in freshwater [e.g., Mook (1986) and Zhang et al. (1995) ], but only two studies are available for the fractionation in seawater (Inoue and Sugimura 1985; Zhang et al. 1995) . Note that fractionation factors for freshwater are hardly comparable with those in seawater since the equilibrium constants are salinity dependent. Moreover, the high concentrations of Mg 2+ and Na + affect the speciation within the carbonate system as well as the isotopic composition of DIC by the presence of sodium and magnesium complexes of bicarbonate and carbonate (Thode et al. 1965; Garrels et al. 1961) .
During the present cruise salinity values varied from 33.5 < S < 37.5 such that an accurate δ 13 C(CO 2 ) to δ 13 C(DIC) conversion needs to include the salinity dependence of the fractionation factors. Inoue and Sugimura (1985) determined the fractionation factor at a salinity of S = 34.75 and pH = 8.3 at five different temperatures. Also Zhang et al. (1995) reported values for different temperatures and pH values, but unfortunately, the salinity of the used seawater, which was collected in the North Pacific, was not given. In Fig. 10A , published temperature dependencies of the fractionation factors are presented. The different curves were calculated for a typical seawater speciation of CO 2 : HCO 3 -: CO 3 2-= 0.5% : 86.5% : 13%. Additionally, the original seawater data of Inoue and Sugimura (1985) are shown as cross symbols. In Fig. 10B , the calculated values are shown for our cruise data. The overall trend with lower fractionation factors near the equator largely reflects the varying water temperature conditions. Unfortunately, the presented datasets are not consistent. For example, although Zhang et al. (1995) reported a significant salinity dependence, their seawater data are more or less consistent with the freshwater data of Mook (1986) . Given this inconsistency, we estimate the potential systematic uncertainty of our reported δ 13 C(DIC) values to be up to ± 0.3‰ based on the temperature dependent DIC-CO 2 conversion alone.
In Fig. 11 , a similar analysis is shown for the carbonate system speciation dependence, which was calculated for a fixed temperature of 25°C using TA = ƒ(S) as the second CO 2 system parameter (see "Materials and Procedure"). Next to the already discussed systematic offsets of the different datasets, additional inconsistencies arise from the irregular behavior of with respect to the speciation. Note that the trends of the conversion outlined in Fig. 11 even show a reversed behavior depending on the literature source used. We estimate an additional, speciation dependent uncertainty on the order of Δ[δ 13 C(DIC)] ≈ ± 0.05‰. Taking the mentioned conversion errors together, the resulting uncertainty of Δ[δ 13 C(DIC)] ≈ ± 0.35‰ could account for the remaining difference of 0.33‰ observed between IRMS and CRDS δ 13 C(DIC) data as outlined in Fig. 9 . An additional uncertainty arises from the calibration of the instrument (≤0.3‰). Hence, it can be stated that the IRMS and CRDS data are, in fact, consistent within current error limits. Obviously, improved calibration of the instrument as well as more accurate values are needed to reduce these systematic errors in future measurements. In contrast, relative trends of δ 13 C(CO 2 ) are reliably resolved as demonstrated by the near one-to-one correlation of IRMS and CRDS data shown in Fig. 9C .
Finally, full cruise data are shown in Fig. 12 . These data represent the first continuous and simultaneous measurements of ƒCO 2 and δ 13 C(CO 2 ) in surface ocean waters along an ocean transect. Preliminary analysis of subsets of these data revealed anti-correlated behavior of ƒCO 2 and δ 13 C(CO 2 ). This is to be expected in ocean regions where primary production causes lower DIC concentrations. However, a detailed analysis should await the accumulation of more data and should be based on an improved data conversion procedure as outlined above. Especially, measurements need to be more properly corrected for the mentioned CH 4 cross-sensitivity. Currently, a manufacturer upgrade of the instrument is underway that will allow to simultaneously measure and correct for CH 4 . Despite these remaining issues, our field measurements clearly demonstrate that CRDS is capable of highly accurate and "calibration-free" monitoring of CO 2 concentrations. Already the first transect data revealed that the isotope ratio of dissolved inorganic carbon in surface ocean water can be determined with satisfying precision and accuracy. The easy handling, high precision, and robustness of the instrument is superior to other related techniques. Up to now, daily measurements of reference gas standards are still necessary to correct for δ 13 C(CO 2 ) baseline drifts. Also the instrument's response to changing CO 2 concentrations needs to be checked regularly. For seawater measurements, changes in the gas matrix of the equilibrated gases have to be properly taken into account as well.
