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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
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ANÁLISE DO DESEMPENHO DA VIRTUALIZAÇÃO LEVE PARA
AMBIENTES COM EDGE COMPUTING BASEADA EM NFV
Leon Valentim Porto Trindade
Fevereiro/2018
Orientador: Luís Henrique Maciel Kosmalski Costa
Programa: Engenharia Elétrica
O paradigma de Network Function Virtualization (NFV) está mudando a forma
pela qual os serviços de rede são providos, permitindo o mesmo grau de versatilidade
e agilidade já visto na computação na nuvem. De fato, o NFV propõe mudar as
funções de rede que hoje são executadas nas chamadas middleboxes, um hardware
dedicado, em funções virtuais. Ou seja, transformar soluções fechadas em simples
imagens de software, chamadas Virtual Network Functions (VNFs), as quais podem
ser consolidadas e executadas em servidores padrões da indústria. Porém, é possí-
vel implementar as funções virtuais através da virtualização tradicional baseada em
hipervisores ou da virtualização leve, constituindo um compromisso entre flexibili-
dade e desempenho. Assim, este trabalho compara o desempenho em ambientes que
utilizam tecnologia de virtualização com hipervisor aos que utilizam contêineres, a
fim de verificar a mais adequada para ambientes operacionais aliados ao conceito
de Edge Computing baseada em NFV. Com isso, pretende-se aferir a capacidade
dessas tecnologias serem transparentes ao usuário em relação ao desempenho. Para
tanto, foram feitos benchmarkings de Central Processing Unit (CPU), memória,
Input/Output (I/O) de disco, rede e aplicação, evidenciando a baixa sobrecarga da
virtualização leve que chega a se aproximar do cenário nativo em certos casos.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Master of Science (M.Sc.)
LIGHTWEIGHT VIRTUALIZATION PERFORMANCE ANALYSIS FOR
NFV-BASED EDGE COMPUTING ENVIRONMENTS
Leon Valentim Porto Trindade
February/2018
Advisor: Luís Henrique Maciel Kosmalski Costa
Department: Electrical Engineering
The Network Function Virtualization (NFV) paradigm is changing the way net-
work services are provided, allowing the same degree of versatility and agility as ever
seen in cloud computing. In fact, NFV proposes to change the network functions
that are currently performed in the so-called middleboxes, a dedicated hardware, in
virtual functions. That is, turn closed solutions into simple software images, called
Virtual Network Function (VNF), which can be consolidated and run on industry
standard servers. However, it is possible to implement as virtual functions through
traditional virtualization in hypervisors or in lightweight virtualization, constituting
a compromise between flexibility and performance. Thus, this work compares the
performance in environments that use virtualization technology with hypervisor to
those that uses a container, for the purpose of verify the best for operational envi-
ronments allied to the concept of Edge Computing in NFV. However, it is intended
to gauge the ability for the technologies to be transparent to the user regarding
performance. In order to do so, comparisons of CPU, memory, disk I/O, network
and application were made, evidencing a low overhead of lightweight virtualization
that comes close to the native scenario in certain cases.
vii
Sumário
Lista de Figuras x
Lista de Tabelas xi
Lista de Abreviaturas xii
1 Introdução 1
2 Virtualização 5
2.1 Virtualização Tradicional . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Paravirtualização . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Virtualização assistida por hardware . . . . . . . . . . . . . . . . . . 10
2.4 Virtualização Leve . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.1 Unikernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Virtualização Híbrida . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Contêineres 17
3.1 Namespaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Control Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 LXC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Docker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.1 Arquitetura do Docker . . . . . . . . . . . . . . . . . . . . . . 22
4 Virtualização de Funções de Rede 25
4.1 Objetivo do NFV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Diferenças para soluções legadas . . . . . . . . . . . . . . . . . . . . . 26
4.3 Edge Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 Desempenho em NFV . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5 Trabalhos Relacionados 30
6 Metodologia de Análise 33
6.1 Processamento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
viii
6.2 Disco . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.3 Memória . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.4 Rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.5 Aplicação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7 Resultados Experimentais 40
7.1 Desempenho de CPU . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.2 Desempenho de Memória . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.3 Desempenho de Disco . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7.4 Desempenho de Rede . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.5 Desempenho de Aplicação . . . . . . . . . . . . . . . . . . . . . . . . 47
8 Conclusão e Trabalhos Futuros 49




2.1 Diversos usuários utilizando os mesmo recursos de hardware. . . . . . 6
2.2 As diferentes arquiteturas de virtualização, desde a tradicional até a
virtualização leve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Os diferentes tipos de acesso ao recurso de hardware. . . . . . . . . . 11
2.4 Diferentes projetos de sistemas operacionais. . . . . . . . . . . . . . . 14
3.1 Exemplo da imagem Docker de uma aplicação em Java. . . . . . . . . 23
3.2 O ecossistema do Docker. . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.1 Cenários para avaliação do desempenho de rede. . . . . . . . . . . . . 34
7.1 Desempenho de CPU: tempo de cálculo do número π com x algarismos
utilizando o Y-cruncher. . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.2 Desempenho de CPU: tempo de cálculo de N números primos até o
valor superior x utilizando o Sysbench. . . . . . . . . . . . . . . . . . 42
7.3 Desempenho de Memória: Vazão de operações em memória utilizando
diferentes operações com a ferramenta STREAM. . . . . . . . . . . . 43
7.4 Desempenho de Disco: Vazão de acesso ao disco para diferentes quan-
tidades de arquivos criados utilizando o Bonnie++. . . . . . . . . . . 45
7.5 Desempenho de Disco: Taxa de buscas aleatórias em disco feitas com
sucesso utilizando o Bonnie++ e 4 processos em paralelo. . . . . . . . 45
7.6 Desempenho de aplicação: Tempo de execução para consultas em
uma tabela MySQL com 1 milhão de linhas utilizando o Sysbench. . . 47
x
Lista de Tabelas
6.1 Cenários de análise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.1 Tabela de operações STREAM. . . . . . . . . . . . . . . . . . . . . . 42
7.2 Desempenho de rede: Vazão total utilizando o Iperf. . . . . . . . . . . 46
xi
Lista de Abreviaturas
AHCI Advanced Host Controller Interface
ALU Arithmetic and Logic Unit
API Application Programming Interface
AUFS AnotherUnionFS
CAPEX Capital Expenditure
CDN Content Delivery Networks




CPE Customer Premises Equipment
CPL Current Privilege Level
CPU Central Processing Unit
CRM Customer Relationship Management
CSAM Code Scanning and Analysis Manager
CR3 Control Register 3
CU Control Unit
DocLite Docker Container-bases technology Lightweight Benchmarking
DPDK Data Plane Development Kit
EPC Evolved Packet Core
xii
EPT Extended Page Table
ERP Enterprise Resource Planning
ETSI European Telecommunication Standards Institute
HD Hard Disk
HTTP Hypertext Transfer Protocol
IMS IP Multimedia Subsystem
IOPS Input Output per Second
IoT Internet of Things
IP Internet Protocol
IPC Interprocess Communication
ISP Internet Service Provider
ISV Independent Software Vendor
I/O Input/Output
KVM Kernel-based Virtual Machine
LXC Linux Containers
LRU Least Recently Used
MEC Mobile Edge Computing
NAT Network Address Translation
NF Network Function
NFV Network Function Virtualization
NFVI Network Function Virtulization Infrastructure
NIC Network Interface Card
NSC Network Service Chaining
OCI Open Container Initiative
OPEX Operational Expenditure
xiii
OTT Over the Top
PATM Patch Manager
PCI Peripheral Component Interconnect
PID Process Identifier
POSIX Portable Operating System Interface
QCI QoS Class Identifier
QEMU Quick Emulator
QoE Quality of Experience
QoS Quality of Service
RAM Random Access Memory
RAN Radio Access Network
REST Representational State Transfer
RTT Round Trip Time
SATA Serial ATA
SBC Single Board Computer
SD-WAN Software Defined-Wide Area Network
SLA Service Level Agreement
SR-IOv Single Root I/O Virtualization
SSD Solid-State Drive
TCP Transmission Control Protocol
TI Tecnologia da Informação
TLB Translation Look-aside Buffer
UDP User Datagram Protocol
UTS UNIX Time Sharing
vCPE Virtual Customer Premises Equipment
xiv
VDI Virtual Disk Image
VM Virtual Machine
VMM Virtual Machine Monitor
VMCS Virtual Machine Control Structure
VNF Virtual Network Function




Os provedores de serviços de telecomunicações deparam-se constantemente com de-
safios de mercado e assim buscam reduzir custos, sejam em termos de Capital Ex-
penditure (CAPEX) e de Operational Expenditure (OPEX). Além disso, buscam
o aumento da agilidade de configuração dos serviços e otimização da utilização de
recursos. O NFV promete resolver esses desafios porque permite a diminuição do
Time-to-Market de serviços de rede nas operadoras, uma vez que o lançamento de
serviços pode ser feito com menores investimentos.
Além disso, o NFV permite uma maior flexibilidade de configuração, migração,
automação e gerência. Com isso, desde processos técnicos até de governança podem
ser evoluídos, agregando mais dinamismo e acelerando ciclos de inovação nas em-
presas de tecnologia. O NFV promove uma mudança disruptiva na organização das
empresas, uma vez que demanda planejamento tanto para reorganizar infraestrutura
técnica e configuração lógica de rede quanto funções e departamentos pessoais que
em alguns casos deixarão de existir.
Atualmente, a infraestrutura de redes das operadoras possui algumas caracte-
rísticas bem definidas: nós topologicamente fixos, algumas funções de rede com
redundância dentro de black boxes, demora no lançamento de novos serviços pela
operadora, novos serviços significam instalação de novos equipamentos e lógica de
controle em cada dispositivo com difícil evolução. Sendo assim, características que
contrastam com a flexibilidade, portabilidade e resiliência propostas pela virtualiza-
ção.
A premissa do NFV é evoluir a execução de funções de rede em servidores dedi-
cados para Virtual Network Functions (VNFs), executadas em servidores baseados
em arquitetura x86, de uso comercial. O conceito de execução de funções de rede
em software e em plataformas de computação genéricas não é novo, uma vez que
funções de rede baseadas em software estão disponíveis há anos, como o Quagga
Open Source Router [1] e o strongSwan IPsec Gateway [2] que são executados em
computadores com arquitetura x86.
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Quando um servidor é compartilhado por diversos usuários, a sua utilização
aumenta e o desempenho desejado por cada usuário deverá ser o mesmo obtido com
hardware dedicado. Uma das maiores vantagens das tecnologias de virtualização nos
datacenters é o melhor uso do hardware disponível podendo inclusive compartilhá-lo
em arquiteturas multi-inquilino, torna-se também uma das grandes desvantagens da
virtualização.
Com usuários simultâneos, o desempenho pode ser comprometido quando o nú-
mero de utilizadores ou o número de tarefas demandadas torna-se elevado. Isso irá
afetar o sistema como um todo e resultará em um efeito cascata podendo resultar em
uma resposta lenta e um desempenho ruim para todos os utilizadores. Para evitar
esse cenário as operadoras necessitam de uma excelente planejamento desses siste-
mas para o seu uso sob alta demanda e assim poder obter um desempenho próximo
aos de servidores dedicados.
Embora a virtualização possua diversas vantagens e seja uma tecnologia pro-
eminente da atualidade, ela também possui algumas desvantagens. No caso de
desempenho, o desempenho do sistema virtualizado geralmente é menor que o do
sistema ou rede sem virtualização. Apesar das máquinas virtuais serem isoladas do
hardware físico, elas ainda estão conectadas a esse hardware no sentido que uma
falha nesse hardware também reflete em uma falha na Virtual Machine (VM).
Quando a virtualização é investigada de perto, são observadas vantagens e des-
vantagens. Então, se faz necessário o conhecimento e análise do impacto da vir-
tualização através da medição de desempenho em cenários com diversos tipos de
virtualização para compará-los a um referencial sem virtualização e assim verificar
o nível de sobrecarga introduzido pelas diferentes técnicas de virtualização empre-
gadas.
As operadoras de telecomunicações demandam um desempenho previsível nas
VNFs para que elas sejam capazes de atender aos Service Level Agreements (SLAs),
acordos sobre os níveis de serviço contratados. A virtualização permite a portabili-
dade com a capacidade de migrar máquinas virtuais, ou seja, fornecendo a habilidade
de mover uma máquina virtual em execução de um servidor para outro.
Provedores de serviços de telecomunicações precisarão dessa live migration, ou
migração ao vivo, para entregar uma alta disponibilidade quando realizarem a ma-
nutenção do sistema ou quando moverem uma VM para uma plataforma de com-
putação com mais recursos. Além disso, a portabilidade tem como consequência
a habilidade de desenvolver uma VNF onde quer que ela seja necessária. Então,
consistência na infraestrutura é indispensável para ajudar nesse desenvolvimento,
garantindo o desempenho para o cliente.
Virtualizar as funções de rede, testá-las e então certificá-las em várias platafor-
mas de infraestrutura é um desafio importante para os fabricantes de equipamentos
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de rede. Em muitos casos, eles oferecem plataformas de computação parceiras ou
ecossistemas a fim de fornecer uma oferta integrada. A oferta de uma solução inte-
grada faz com eles tenham que garantir que a VNF irá atuar como esperado, uma
vez que isso será verificado em termos de interoperabilidade e desempenho. Além
disso, as operadoras de telecomunicações necessitam de um desempenho previsível
das funções de rede virtuais para que elas sejam capazes de atender aos SLAs.
Ademais, o conceito de computação da borda modifica o paradigma de topologia
centralizada para descentralizada, pela utilização de recursos de computação, rede
e armazenamento que estão mais próximos do usuário. Isso move o conteúdo e o
serviço para longe dos nós centrais, ou seja, dos datacenters ou da nuvem para as ex-
tremidades lógicas da rede. Idealmente, seja a um único salto de distância do usuário
ou quanto mais perto estiver a aplicação e o conteúdo, melhor será a qualidade de
experiência do usuário. A eliminação de um ambiente completamente centralizado
faz com que alguns gargalos e potenciais pontos de falha sejam removidos.
A edge computing busca a redução do tempo de resposta ou latência fazendo
cache ou descarregando o conteúdo nas pontas. As vantagens da utilização desse
conceito aliadas aos benefícios do NFV fazem com que novos serviços possam ser
desenvolvidos e consequentemente a avaliação da qualidade desses serviços se torna
necessária. Essas avaliações incluirão diferentes arquiteturas e seus requisitos es-
pecíficos para as diversas áreas com potencial crescimento, como por exemplo a
Internet das Coisas (Internet of Things (IoT)) com o conceito de Fog Computing,
5G com o conceito de Mobile Edge Computing (MEC), Software Defined-Wide Area
Network (SD-WAN) com o roteamento baseado em políticas.
Com o surgimento da virtualização leve, tem-se mais alternativas concorrendo
com a virtualização tradicional para implementação de serviços na borda da rede de
diversas áreas de tecnologia. O contêiner é um ambiente de execução autocontido
que compartilha o mesmo kernel do sistema operacional hospedeiro e que é isolado
de outras instâncias de contêineres [3].
Ademais, os contêineres prometem acabar com a sobrecarga proporcionada pela
virtualização completa, a qual utiliza técnicas como tradução binária para manipular
os sistemas operacionais visitantes, além de uma grande flexibilidade no gerencia-
mento, migração, atualização e customização das imagens de sistema.
Análise de desempenho do plano de dados de NFV é um aspecto crítico para
ajudar os Internet Service Providers (ISPs) na transição para uma rede baseada
em virtualização. Estruturas compartilhadas e ambientes multi-inquilino introdu-
zem complexidades em cenários que devem ser testados e necessitam de avaliações
mais completas devido a dependência introduzida por componentes de software da
Network Function Virtulization Infrastructure (NFVI) e isolamento da camada de
virtualização. Em ambientes compartilhados o desempenho da VNF não depende
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somente da implementação dela e sim do conjunto de entidades que instanciam e
gerenciam todo seu ciclo de vida.
Visando atender às necessidades da computação na borda, a presente dissertação
analisa o desempenho das camadas subjacentes de diferentes funções de rede em
uma plataforma x86. Uma vez que essas funções podem utilizar diferentes tipos de
virtualização, um benchmarking foi realizado a fim de avaliar os possíveis gargalos
destas soluções e qual é a mais apta para ser inserida na borda da rede garantindo
um desempenho satisfatório aos usuários. O benchmarking é focado em cinco frentes
consideradas as mais relevantes, as quais são: I/O de disco, memória, rede, aplicação
e processamento.
Uma contribuição importante do presente trabalho é relacionada ao preparo das
redes de telefonia móvel para o 5G. Uma vez que esta utilizará o conceito de Edge
Computing para permitir um novo QoS Class Identifier (QCI) nas redes móveis
relacionado ao valor máximo de latência necessário para determinada aplicação.
Com a tendência de virtualização da Radio Access Network (RAN) para permitir
uma maior flexibilidade do fronthaul das operadoras e prepará-las para funções como
Network Slicing, surge o questionamento de qual tecnologia de virtualização utilizar
na borda da rede e este trabalho tenta responder esta questão analisando tipos de
virtualização atuais para inserção em um ambiente mais próximo do usuário.
Este trabalho é aplicável também a diversas áreas emergentes como IoT com o
conceito de Fog Computing para permitir redes que ofereçam um contexto de usuário
e assim gerando serviços customizáveis que fornecem, por exemplo, a localização de
usuário em tempo real servindo como base para aplicações como carros autônomos
ou cirurgias remotas. Além disso, o ganho para quem fornece os serviços fazendo com
que sua infraestrutura de rede seja otimizada através da possibilidade de haver um
planejamento de capacidade da rede diferente, já que o hot data será descarregado na
borda e somente o cold data irá para o core contribuindo inclusive para a engenharia
de tráfego de backbones de operadoras e diminuindo os gastos com infraestrutura.
A presente dissertação está organizada da seguinte forma. O Capítulo 2 apresenta
os principais conceitos e diferentes tipos de virtualização. O Capítulo 3 apresenta
o conceito de contêineres e algumas soluções que utilizam essa tecnologia. O Capí-
tulo 4 explica o conceito de virtualização de funções de rede, enquanto o Capítulo 5
apresenta os trabalhos relacionados e suas principais diferenças em relação a pre-
sente dissertação. O Capítulo 6 apresenta a metodologia utilizada na avaliação de
desempenho das ferramentas de implementação do NFV. Já o Capítulo 7 apresenta
os resultados experimentais da análise de desempenho. Por fim, o Capítulo 8 conclui




Na década de 1940, os primeiros sistemas com eletrônica digital não possuíam siste-
mas operacionais. Os computadores dessa época eram totalmente primitivos com-
parados aos de hoje e os programas eram frequentemente executados no computador
bit a bit nas linhas dos concentradores mecânicos. Já na década de 50, os sistemas
executavam uma tarefa por vez, o que permitia somente uma pessoa utilizar a má-
quina, ou seja, todos os recursos computacionais estavam disponíveis a um único
usuário.
O primeiro grande sistema, considerado por muitos o primeiro sistema operaci-
onal, foi desenhado pelo laboratório de pesquisa da General Motors para seu main-
frame IBM 701 no começo de 1956. Os sistemas operacionais são o software que faz o
hardware tornar-se utilizável. O hardware fornece o poder computacional bruto. O
sistema operacional faz com que esse poder computacional esteja convenientemente
disponível para os usuários, através do gerenciamento do hardware cuidadosamente
a fim de obter um bom desempenho.
Os sistemas operacionais também podem ser considerados como gerenciadores
de recursos. Um sistema operacional determina quais recursos computacionais se-
rão utilizados para resolver determinado problema e a ordem na qual eles serão
utilizados. Em geral, os sistema operacionais possuem três funções básicas. A pri-
meira é a alocação e atribuição de recursos computacionais como dispositivos de
I/O, software, unidades de processamento central, etc. A segunda função básica é
escalonamento de tarefas coordenando recursos e tarefas seguindo uma prioridade
determinada. A terceira é a monitoração das tarefas do sistema mantendo o histó-
rico de operações, notificando os usuários ou operadores conforme alguma condição
de erro é encontrada.
A virtualização surgiu em 1960 a partir da IBM, que tinha como objetivo parti-
cionar os grandes mainframes da época em instâncias lógicas que seriam executadas
em um único hardware de um determinado mainframe hospedeiro. Essa necessidade
da IBM surgiu da incapacidade dos mainframes de aproveitar seu caro tempo de
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cálculo, ou seja, somente um usuário poderia utilizá-lo por vez. Com isso, a vir-
tualização veio juntamente com o conceito de time sharing (compartilhamento de
tempo), no qual múltiplos usuários utilizavam o mesmo hardware para aumentar a
eficiência do trabalho conforme é visto na Figura 2.1.
Figura 2.1: Diversos usuários utilizando os mesmo recursos de hardware.
No final da década de 70 os primeiros chips foram lançados pela Intel e na década
seguinte os microprocessadores foram responsáveis pela mudança no foco de algumas
empresas e assim deram o primeiro passo para a popularização do microcomputa-
dor e da arquitetura x86 que é utilizada até hoje nos computadores pessoais e nos
datacenters, obviamente com muita evolução ao longo dos anos. O termo x86 se
refere a um conjunto de instruções de linguagens para a máquina presente em certos
processadores da Intel e de algumas outras companhias. Ele define essencialmente
as regras de uso e vocabulário para o chip.
Um datacenter é um espaço físico responsável por uma modalidade de serviço
de valor agregado que oferece recursos de processamento e armazenamento de dados
em larga escala para que organizações de qualquer porte e até mesmo profissionais
liberais possam ter ao seu alcance uma estrutura de grande capacidade, flexibilidade,
alta segurança e igualmente capacitada do ponto de vista de hardware e software
para processar e armazenar informações.
Soluções de virtualização multiplicam o acesso ao hardware do computador per-
mitindo que diferentes fatias virtuais sejam executadas sobre ele. Em um ambiente
de datacenter legado, sem virtualização, um simples computador poderia somente
executar um único sistema operacional por um certo tempo. Esse sistema seria
responsável por controlar todos os dispositivos de hardware do computador, como
CPU, memória, controladores de disco, disco rígido, placas de vídeo, placas de rede,
e outros dispositivos periféricos. Com a virtualização, múltiplos usuários têm a ilu-
são do controle total sobre o hardware cada um em sua fatia virtual, ou seja, em
seu próprio espaço isolado de maneira lógica.
Essa abordagem ainda é empregada em muitos datacenters, quando somente
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um serviço é oferecido por uma dada máquina, geralmente para obter um nível
elevado de desempenho. Contudo, tanto espaço físico no armário quanto consumo de
energia, escalabilidade e atualizações de hardware são alguns pontos que necessitam
de atenção. A virtualização pode resolver esses desafios permitindo que diferentes
sistemas operacionais compartilhem o mesmo hardware e então consolidando fatias
virtuais em uma única máquina física. Sendo assim, cada fatia virtual possui uma
quantidade dedicada de recursos do servidor físico.
A virtualização é peça fundamental para a computação na nuvem e o NFV. Os
seus principais benefícios incluem independência de hardware, isolamento, ambientes
de usuário seguros e aumento da escalabilidade. Recentemente, observou-se um
aumento no número de soluções e de tecnologias de virtualização fazendo com que
as chamadas soluções tradicionais baseadas em hipervisores hoje concorram com a
virtualização leve baseada em contêineres que, em tese, possui menor sobrecarga
computacional. Além disso, houve a introdução de novas técnicas híbridas que
prometem combinar as vantagens das anteriores. As seções seguintes fazem uma
breve revisão destes conceitos.
2.1 Virtualização Tradicional
Uma solução de virtualização tradicional, também conhecida como virtualização
completa, emprega uma camada de software chamada de hipervisor, que se situa
entre o hardware e as máquinas virtuais. O hipervisor controla o acesso ao hardware
e realiza a alocação de recursos para cada VM, além de fornecer isolamento entre
elas. Com isso, as VMs utilizam diferentes sistemas operacionais e hospedam suas
próprias aplicações. Em geral, é possível dizer que cada VM possui seu próprio
ambiente computacional virtualizado, isto é, seu próprio sistema operacional e sendo
assim sua própria abstração de hardware.
Há hipervisores conhecidos como do tipo I, os quais são executados diretamente
no hardware ou usualmente chamado de bare-metal. Esse tipo de hipervisor uti-
liza uma virtualização completa baseada em hardware, como pode ser visto ver na
Figura 2.2(a), implementando uma modificação de um sistema operacional e assim
tornando desnecessário um sistema operacional hospedeiro intermediário, uma vez
que a própria solução é quem hospeda os diversos sistemas operacionais visitantes.
Essa modificação de sistema operacional é geralmente um kernel desenvolvido
por empresas seguindo o modelo de sistema operacional Portable Operating System
Interface (POSIX) para fornecer funcionalidades similares que podem ser encontra-
das em outros sistemas operacionais, como criação e controle de processos, sistemas
de arquivos e threads. Um exemplo é o vmkernel desenvolvido pela VMWare para
seu hipervisor VMWare ESXi que atua como um sistema operacional executado
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diretamente no hardware e gerencia recursos como memória, processadores físicos,
armazenamento e controladores de rede.
Por outro lado, há hipervisores do tipo II, que utilizam uma virtualização com-
pleta baseada em software, como é ilustrado na Figura 2.2(b), sendo executados
sobre um sistema operacional hospedeiro. É este sistema operacional hospedeiro
que é executado diretamente sobre o hardware gerando mais uma camada de sobre-
carga ao sistema.
Apesar de adicionar mais uma camada de abstração no hardware o que acarreta
em uma perda de desempenho, os hipervisores do tipo II possuem a vantagem de
suportar uma vasta gama de hardware hospedeiro. Isso se deve ao fato de que é
o sistema operacional hospedeiro que trata o gerenciamento do hardware. Além
disso, os hipervisores do tipo II geralmente são bem mais fáceis de instalar que os
hipervisores do tipo I.
Um conceito importante é o de modelo de proteção, uma vez que CPUs modernos
utilizam um esquema de proteção de recursos onde vários anéis de proteção são
criados e cada um deles representa um nível diferente de confiança na execução de
tarefas. A arquitetura x86 oferece 4 anéis, numerados de 0 a 3 e quanto menor o
número do anel, maior é a representação do nível de confiança no código. Muitas
vezes os números do anéis são referenciados pelo seu Current Privilege Level (CPL).
A parte do sistema operacional, a qual necessita da maioria de privilégios executa
no anel 0, os drivers dos dispositivos executam no anel 1 ou acima e as aplicações
no anel 3, conforme é observado na Figura 2.3(d).
Além disso, algumas instruções como as I/Os do sistema necessitam de privilégios
elevados. Quando uma aplicação do usuário necessita executar essas instruções, uma
função do sistema operacional é chamada, a qual realiza a execução do código no
kernel do sistema operacional, localizado no anel 0. Uma vez que essa função termina
sua execução, esta retorna o resultado obtido e a execução do código da aplicação
continua, com os privilégios anteriores de menor valor. Tal técnica é conhecida como
trap and emulate, já a camada de menor privilégio, onde as aplicações são executadas
é o espaço do usuário e a camada com o maior privilégio é conhecida como espaço
do kernel.
Algumas outras técnicas como binary translation, direct execution e binary pat-
ching são frequentemente utilizadas nas soluções de virtualização. Na binary transla-
tion as instruções sensíveis no código do sistema operacional visitante são substituí-
das tanto por hypercalls, as quais manipulam de forma segura as instruções quanto
por opcodes (códigos de operação) indefinidos que resultam em uma trap do CPU
e esta, por sua vez, é manipulada pelo hipervisor.
Ademais, a técnica direct execution faz com que somente o código do kernel seja
traduzido, evitando assim a sobrecarga advinda da tradução de partes desnecessárias
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da aplicação pela técnica binary translation. Já a técnica de binary patching é similar
a binary translation, exceto pelo fato de ser mais leve uma vez que o código é alterado
ao invés de ser traduzido o que gera uma alteração na memória do sistema visitante.
(a) Virtualização baseada em Hardware. (b) Virtualização baseada em Software.
(c) Virtualização híbrida. (d) Paravirtualização.
(e) Virtualização leve.
Figura 2.2: As diferentes arquiteturas de virtualização, desde a tradicional até a
virtualização leve.
2.2 Paravirtualização
A paravirtualização foi feita para superar as restrições da arquitetura de processa-
dores baseada em modo de proteção. Para melhorar a comunicação entre o sistema
operacional do visitante e o hipervisor, a proposta de paravirtualização modifica
o kernel (núcleo) do sistema operacional visitante substituindo as instruções não-
virtualizáveis por hypercalls que se comunicam diretamente com uma camada de
virtualização no hipervisor, como ilustrado na Figura 2.2(d). O hipervisor também
fornece interfaces de hypercalls para outras operações críticas do núcleo do sistema
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operacional como gerenciamento de memória, manipulação de interrupções e manu-
tenção de tempo.
A paravirtualização diferencia-se da virtualização tradicional, onde o sistema
operacional visitante sem modificações não sabe que é virtualizado e as chamadas
sensíveis do sistema operacional são tratadas utilizando a técnica de tradução binária
(binary translation). Uma vantagem da paravirtualização é a diminuição dos gar-
galos decorrentes da virtualização completa, entretanto a diferença de desempenho
entre ambas pode variar de acordo com a carga aplicada. Como a paravirtualização
não suporta sistemas operacionais sem modificação, sua compatibilidade e portabi-
lidade é fraca. A ferramenta mais conhecida desse tipo de virtualização é o Xen [4].
O Xen é um hipervisor open source desenvolvido para executar em servidores
Commercial off-the-shelf (COTS). O Xen permite executar múltiplas VMs simul-
taneamente em uma única máquina física. Além disso, ele implementa a técnica de
paravirtualização que melhora o desempenho do sistema visitante através da troca
do seu comportamento a fim de acionar o hipervisor quando necessário, evitando a
necessidade da tradução binária das instruções do sistema. A arquitetura do Xen é
composta por um hipervisor localizado acima do hardware físico e máquinas virtuais
sobre o hipervisor.
Cada máquina virtual possui seu próprio sistema operacional e aplicações quando
executadas no Xen. O hipervisor controla o acesso ao hardware e também gerencia
os recursos compartilhados disponíveis para as máquinas virtuais. Adicionalmente,
os drivers do dispostivo são colocados em uma máquina virtual isolada, chamada
Domain 0 (dom0), a fim de fornecer confiabilidade e eficiência ao hardware.Devido
ao dom0 possuir acesso total ao hardware físico, ele possui privilégios especiais com-
parado a outras máquinas virtuais, referenciadas como user domains(domUs). Por
outro lado, os user domains possui drivers virtuais, chamados de front-end dri-
vers(fe), os quais se comunicam com os back-end drivers(be) localizados no dom0
para acesso o hardware físico.
2.3 Virtualização assistida por hardware
A virtualização assistida por hardware foi criada para superar as restrições da pa-
ravirtualização e da virtualização completa através da criação de um mecanismo de
controle robusto no CPU. Este dispensa o uso de técnicas como ring compression
que retira privilégios do sistema operacional visitante colocando-o para executar no
anel 1 e também dispensa a modificação de código no sistema operacional visitante.
A tecnologia de virtualização assistida por hardware foi desenvolvida para pos-
sibilitar alto desempenho do hipervisor sem necessitar de mudanças decorrentes da
paravirtualização ou de técnicas como tradução binária. Com isso, possibilita uma
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implementação de hipervisor que pode suportar uma vasta gama de sistemas ope-
racionais visitantes sem modificação.
Para um hipervisor usufruir das vantagens de tecnologias como a Intel VT-x, ele é
executado em um novo modo de CPU chamado de VMX Root e o sistema operacional
visitante é executado no modo VMX Non-root. Assim, o Virtual Machine Monitor
(VMM) gerencia as VMs através de um mecanismo de entrada e saída, conforme
mostra a Figura 2.3(d).
A tecnologia Intel VT-x inclui duas formas de operação para que o hipervisor
possa ter um controle granular sobre o comportamento da CPU, essa instrução do
ponto de vista do processador é o estado VMX-root que significa a possibilidade
de execução de qualquer instrução no processador sem nenhuma restrição, inclusive
somente neste contexto se pode alterar o estado do sistema.
(a) Sem virtualização. (b) Virtualização completa.
(c) Paravirtualização. (d) Virtualização assistida por hardware.
Figura 2.3: Os diferentes tipos de acesso ao recurso de hardware.
Adicionalmente, quando o estado de execução é VMX-non root significa que
o processador está configurado para entender que a execução neste contexto é de
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uma máquina virtualizada. Com isso, algumas instruções, as mais privilegiadas, são
desabilitadas e os ponteiros do processador deste contexto serão armazenados em
cache dentro do próprio processador a fim de acelerar o compartilhamento do tempo
de processamento de outras máquinas virtuais, já que a gravação e recuperação no
cache do processador são muito mais velozes do que se fosse na memória principal.
A operação do estado VMX non-root e as transições entre os estados são con-
troladas pela estrutura de dados conhecida como Virtual Machine Control Struc-
ture (VMCS). O acesso ao VMCS é controlado através de um componente do
processador chamado VMCS pointer e existe um para cada processador lógico. O
VMCS gerencia os modos de operação anteriormente citados e contém campos para
lidar com os estados das transições, para informar quais são as exceções permitidas
ou proibidas, para informar a motivo das transições e flags para alterar o compor-
tamento das transições.
2.4 Virtualização Leve
A virtualização leve, também chamada de virtualização baseada em contêineres ou
de virtualização a nível de sistema operacional, fornece um nível diferente de abs-
tração em termos de virtualização e isolamento quando comparada aos hipervisores.
Conforme mencionado anteriormente, os hipervisores fornecem uma abstração de
hardware que resulta em uma sobrecarga em termos da própria virtualização do
hardware e dos drivers virtuais do dispositivo. Isso significa que cada instância de
VM é totalmente implementada com hardware virtual para suportar um sistema
operacional visitante não modificado, executado sobre o hipervisor.
Diferente da virtualização completa, na virtualização leve é fornecido um isola-
mento de processos no nível do sistema operacional evitando sobrecarga da camada
de abstração do hardware virtual para cada VM instanciada, como pode ser visto
na Figura 2.2(e). Com isso, as imagens são executadas sobre o mesmo kernel do sis-
tema operacional compartilhado no servidor físico, sendo que um ou mais processos
podem executar dentro de cada imagem.
Sendo assim, a virtualização leve é considerada mais leve e com melhor desem-
penho que a virtualização tradicional. Apesar de fornecer menor capacidade de
isolamento que a virtualização completa ou a paravirtualização, ela é considerada
com um nível de isolamento suficiente para cenários de gerência de recursos em IoT
devido a sua capacidade de ser executada em ambiente com baixo recursos compu-
tacionais [5].
Uma desvantagem da técnica de implementação da virtualização leve ao utilizar
o mesmo kernel quando comparada as VMs é relacionada a questões de segurança.
Diferente da virtualização tradicional, a virtualização leve expõe as tabelas de cha-
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mada do sistema do hospedeiro para cada visitante e confia em ponteiros para re-
direcionar essas chamadas de sistemas para estruturas de dados isoladas, chamadas
namespaces. Com isso, é aberta a possibilidade de explorar vulnerabilidades desse
ponteiro a fim de obter informações sigilosas ou obter um privilégio maior.
Outra desvantagem na utilização do mesmo kernel é que uma determinada vul-
nerabilidade no kernel hospedeiro é compartilhada com todas as instâncias, sendo
assim possuem o mesmos problemas de sistemas monolíticos que foram escritos com
linguagens inseguras, as quais fizeram os usuário optarem por VM para um isola-
mento seguro mesmo considerando o compromisso entre desempenho e segurança.
2.4.1 Unikernel
Um sistema operacional pode ser decomposto em dois espaços de endereçamento:
o espaço do kernel e o espaço do usuário. O espaço do kernel contém as funções
utilizadas pelo sistema operacional e bibliotecas compartilhadas incluindo funções
de baixo nível como I/O de disco, acesso ao sistema de arquivos, gerenciamento
de memória, bibliotecas compartilhadas, etc. Ele também fornece um isolamento
de processos, catálogo de processos e outras funções necessárias para sistemas ope-
racionais multiusuário. O espaço do usuário, por outro lado, contém o código da
aplicação como é visto na Figura 2.4(a).
Ao utilizar Unikernel, não há divisão entre o espaço do usuário e o espaço do
kernel, como pode ser visto na Figura 2.4(b). Apesar disso parecer uma pequena di-
ferença, é de fato o oposto, uma vez que a pilha de protocolos do sistema operacional
é uma combinação do kernel, bibliotecas compartilhadas e uma aplicação para obter
seu objetivo final. Só existe um programa sendo executado, e ele contém desde o
código em alto nível da aplicação até as rotinas em baixo nível de I/O do dispositivo,
sendo uma imagem singular e autocontida que não requer nada adicional para que
seja inicializada.
O Unikernel pode ser considerado um tipo de virtualização leve, porém imple-
mentado de uma maneira diferente da visão compartilhada no mesmo sistema ope-
racional anteriormente citada. Sendo assim, é um sistema operacional que utiliza
um conceito verdadeiramente minimalista para criação da pilha de software, ou seja,
preocupa-se somente com as necessidades específicas para cada aplicação. No design
do sistema operacional, as bibliotecas utilizadas para construí-lo são as estritamente
necessárias para funcionamento da aplicação, com isso tornando-o mais leve do que
as tradicionais VMs.
O Unikernel é conhecido como sistema operacional de bibliotecas, não é uma
ideia nova, porém não era amplamente implementado devido à incapacidade de
tratar com inúmeros hardwares diferentes. Entretanto, com a popularização dos
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(a) Sistema operacional tradicional.
(b) Sistema operacional com Unikernel.
Figura 2.4: Diferentes projetos de sistemas operacionais.
hipervisores, essa preocupação de lidar diretamente com o hardware foi superada
tornando possível um sistema operacional com essas características ser executado
em um ambiente de nuvem.
Uma das vantagens do Unikernel em relação a outras ferramentas é que ele
melhora a segurança por ser um sistema operacional muito pequeno e específico a
ponto de carecer de ferramentas internas adicionais para serem utilizadas a fim de
ajudar em uma possível invasão. Ademais, seu desempenho é elevado devido a sua
leveza, a inexistência de processos múltiplos com necessidade de gerenciamento e
a exclusão de mudanças de contextos de usuário na sua implementação, entretanto
essa ferramenta não foi utilizada no presente trabalho.
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2.5 Virtualização Híbrida
Além dos casos relatados anteriormente, existe a virtualização híbrida que mistura
os tipos de virtualização anteriores, sendo ilustrada na Figura 2.2(c). A virtua-
lização híbrida não é limitada a um tipo de virtualização específica e sim é uma
prática na qual mistura-se mais de um tipo de virtualização para possivelmente
melhorar algum aspecto específico, como por exemplo segurança. Um exemplo é o
ClearContainers [6] da Intel agora integrado ao KataContainers [7] da comunidade
Openstack que mistura virtualização leve, paravirtualização e virtualização assistida
por hardware para melhorar o desempenho e a segurança.
O Clearcontainers é um projeto que nasceu em 2015 para lidar com uma fa-
lha de segurança chamada DirtCow dentro dos contêineres que explorava a técnica
Copy-on-Write (CoW) para obter privilégios indevidos no sistema. A solução foi
criada através da utilização da tecnologia Intel VT-x que é um tipo de virtualização
assistida por hardware explicada anteriormente a fim de fornecer mais segurança
ao ambiente executando os contêineres como se fossem máquinas virtuais leves e
compatíveis com ferramentas de orquestração já existentes como Kubernetes [8].
No final de 2017, o projeto ClearContainers foi incorporado ao KataContainers
que acrescentou um ambiente de execução chamada runV [9], o qual é compatível
com as normas da Open Container Initiative (OCI) fazendo com que os contêineres
possam ser executados em diferentes plataformas e possuam um sistema operacional
leve e um kernel dedicado.
Adicionalmente a iniciativas de execução de contêineres juntamente com virtua-
lização assistida por hardware, há também outras frentes de trabalho mais antigas
como a do projeto Xenserver [10], o qual utiliza a paravirtualização, que adaptam
sua solução para utilizar a virtualização assistida por hardware que já está presente
em grande parte dos hardwares atuais, contêineres e Unikernel como no projeto
MirageOS [11] e no plugin xscontainer [12].
Uma outra iniciativa famosa que pode utilizar mais de um tipo de virtualização
é o Kernel-based Virtual Machine (KVM) [13] que é baseado na ferramenta Quick
Emulator (QEMU) [14], uma vez que nele os dispositivos podem ser paravirtualiza-
dos através da Application Programming Interface (API) Virtio [15] que fornece uma
camada de abstração evitando que os dispositivos sejam emulados, o que acarreta
em uma sobrecarga maior.
O QEMU é um emulador open source que pode emular desde dispositivos até
aplicações. Ele é executado no Linux, Windows e OS X e possibilita que sistemas
hospedeiros executem programas escritos para arquiteturas diferentes. Entretanto,
há sobrecarga em relação a desempenho devido ao uso da técnica dynamic binary
translation mencionada anteriormente.
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O hipervisor KVM é uma extensão do kernel do Linux e trabalha expondo uma
API, a qual pode ser utilizada para interagir com o kernel e com o hardware. Essa
API, por sua vez, é então utilizada por um client tal como o QEMU. Isso permite
a uma instância de software hospedada no QEMU ser executada mais rápido, uma
vez que a virtualização assistida por hardware é um requisito.
Recentemente uma outra estratégia adotada foi a mistura da virtualização leve
utilizando contêineres com a virtualização assistida por hardware e com o projeto
Unikernel para fornecer a ferramenta Docker nas plataformas Windows e Mac evi-




Apesar de o termo ter se tornado conhecido nos últimos anos, durante décadas já se
utilizava o conceito de contêineres em sistemas Unix, através do comando chroot que
era apenas uma forma de isolar o sistema de arquivos (filesystem). Em computação,
um filesystem é um método para guardar e organizar arquivos e dados contidos para
tornar fáceis a procura e o acesso. Um sistema de arquivos é utilizado sobre um
dispositivo de armazenamento de dados como um disco rígido a fim de preservar a
localização física dos arquivos.
Em seguida, vieram os jails do sistema operacional FreeBSD que, além do iso-
lamento do sistema de arquivos, permitiam também o isolamento de processos. O
chroot era limitado e ao longo do anos foram descobertas formas de burlar sua segu-
rança, com isso os jails vieram para melhorar a segurança e expandir o isolamento
para um conjunto determinado de usuários e subsistemas de rede.
Já a Sun Microsystems desenvolveu o Solaris Zones, mais uma solução baseada
em contêineres, porém somente para sistemas Solaris. O grande passo rumo ao
cenário dos dias de hoje foi a criação de um painel que permitia o fácil gerenciamento
de contêineres e a disponibilização do núcleo de um sistema, chamado Virtuozzo
como código aberto com o nome de OpenVZ [16].
O OpenVZ foi criado pela empresa Parallels e é outra tecnologia baseada em
virtualização leve. É considerado o antecessor do Linux Containers (LXC) tanto
que uma parte do código do LXC é derivado do OpenVZ ou com contribuição do
time do OpenVZ. A diferença do OpenVZ para os demais é que o seu kernel era
proprietário e derivado do kernel Linux 2.6, porém após um certo tempo ele foi
desenvolvido para o núcleo Linux podendo ser executado em ambos. Além disso, ele
possui funções como live migration e foi muito utilizado em cenários de produção
para Virtual Private Server (VPS).
Uma desvantagem do OpenVZ era a necessidade de aplicar um patch ao kernel
Linux. Após o surgimento do OpenVZ, o Google iniciou o desenvolvimento dos
Control Groups (cgroups) para o kernel do Linux e iniciou a utilização de contêineres
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em seus datacenters. Logo depois, surgiu o LXC que trazia consigo os cgroups para
limitar os recursos computacionais, os namespaces para isolar os processos e o chroot
fornecendo uma solução completa para a criação e gerenciamento de contêineres.
A virtualização baseada em contêineres é considerada uma alternativa leve à
virtualização baseada em hipervisor. Contêineres implementam isolamento de pro-
cessos a nível do sistema operacional da máquina hospedeira. Assim, evita-se a
sobrecarga devido ao hardware virtualizado e aos drivers virtualizados de disposi-
tivos. Um contêiner pode ser considerado um ambiente virtual pequeno e isolado,
o qual inclui um conjunto de dependências específicas necessárias para executar
determinada aplicação.
Os processos dentro dos contêineres não conseguem ver outros processos externos
e cada um dos contêineres tem a sua própria árvore de diretórios. Sendo assim, na
perspectiva da aplicação o contêiner não difere da virtualização tradicional porque
em ambos os casos a aplicação não sabe que está sendo executada em um ambiente
virtualizado. O mecanismo para proporcionar a construção desse ambiente isolado
chamado contêiner é constituído por ferramentas como os namespaces e os cgroups.
3.1 Namespaces
Os namespaces são umas das principais ferramentas do kernel Linux para permitir a
virtualização leve. A proposta de cada namespace é separar uma parte dos recursos
de sistema global em uma abstração que faz com que pareça para os processos
dentro de um namespace que eles possuem sua própria instância isolada de recursos
do sistema hospedeiro.
O primeiro namespace, de montagem, foi introduzido no Linux kernel versão
2.4.19 em 2002 e atualmente o Linux possui namespaces para identificadores de
processos, comunicação inter-processos, rede, hostname, ponto de montagem, iden-
tificadores de usuário e cgroups.
Os namespaces são utilizados para criar múltiplos espaços de usuário isolados no
kernel hospedeiro. Além disso, os namespaces permitem que processos enxerguem
um diretório arbitrário como sendo seu diretório raiz. Processos podem trabalhar
com privilégio de superusuário dentro de um namespace sem colocar em perigo o
sistema hospedeiro fora dele. Adicionalmente, os namespaces expandem o isolamento
para outras partes e funções do kernel.
Tradicionalmente, o sistema operacional Linux pode somente lidar com uma
única árvore de processos, a qual consiste em processos pais e filhos. Diferentes
processos podem possuir diferentes privilégios podendo inspecionar uns aos outros na
árvore e cada um deles possui um único identificador de processo (Process Identifier
(PID)). Quando o Linux inicia, ao primeiro processo é atribuído o PID 1 e esse
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processo é considerado como um processo init do sistema. Além disso, o processo
de inicialização executa e mantém todos os outros daemons e serviços necessários.
Os namespaces de PID são utilizados para virtualizar as árvores de processos.
Estes, por sua vez, dentro do namespace de PID, são isolados dos outros processos
do hospedeiro assim como dos processos em diferentes namespaces de PID. Os
namespaces de PID são hierárquicos, o que significa que cada processo também é
capaz de enxergar todos os processos dentro de seus namespaces filhos. Por exemplo,
o hospedeiro pode ver os processos de todos os namespaces na sua árvore de processos
original. Processos dentro de um namespace de PID tem um espaço para um PID
isolado e eles podem ter seu próprio processo init com PID 1. Isso significa que os
processos podem possuir múltiplos processos atribuídos a eles, um para cada árvore
de processo hospedeira e outro processo que é visível dentro do namespace.
Processos executando dentro de um namespace podem precisar se comunicar
com outros processos de fora para funcionarem corretamente. Essa comunicação
inter-processos é feita por namespaces de Interprocess Communication (IPC) que
permitem comunicações somente entre os processos pertencentes ao mesmo names-
pace de IPC. Isso previne a interferência de processos em namespaces distintos.
Os namespaces de rede fornecem isolamento de recursos do sistema relacionados
a rede. Então, cada namespace de rede possui seus próprios dispositivos de rede,
endereços de Internet Protocol (IP), tabela de roteamento, diretórios /proc/net,
números de porta e etc. Através do uso de namespaces de rede, processos diferentes
podem enxergar diferentes interfaces de rede. Os namespaces de rede são capazes de
fornecer novas interfaces de rede e endereços virtuais para seus processos. Processos
hospedeiros e processos em diferentes namespaces podem se comunicar uns com os
outros utilizando essas interfaces virtuais como se estivessem se comunicando com
usuários externos.
Já os namespacess de montagem são úteis para determinar quais pontos de mon-
tagem podem ser vistos dentro dos namespaces. Um processo consegue inicialmente
ver os mesmos pontos de montagem que o hospedeiro, contudo, com namespaces de
montagem, os processos podem montar e desmontar terminais sem afetar os pontos
de montagem do hospedeiro.
Adicionalmente, os namespaces de usuário são utilizados para executar os pro-
cessos que possuem identidades de usuário ou de grupo diferentes. O namespace de
usuário também permite que um processo tenha privilégios de superusuário dentro
do namespace sem ter os mesmos privilégios fora deste namespace.
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3.2 Control Groups
Os Control Groups (cgroups) servem para gerenciar o uso do hardware e do software,
como por exemplo CPU, memória, disco e rede de grupos de processos específicos.
Isso é feito pela atribuição de um conjunto de processos dentro de grupos hierárquicos
que possuem regras específicas para seu comportamento tendo como exemplo o limite
de quanto de CPU os processos podem consumir.
O projeto de cgroups iniciou através de dois engenheiros do Google em 2006, no
ano seguinte foi incorporado ao kernel do Linux. Entretanto, a comunidade alterou
o conceito de cgroups e ele foi redesenhado e incluído na versão 4.5 do kernel do
Linux em 2016.
Com os cgroups é possível garantir que certos grupos de processos não possam
consumir muitos recursos computacionais. Além disso, são utilizados para garantir
que um grupo específico de processos é capaz de obter determinada quantidade
de recursos de computação. Os cgroups se tornaram realmente úteis quando eles
foram combinados com os namespaces, servindo como base para a implementação
de contêineres.
A partir do momento em que os cgroups foram combinados com os namespaces foi
possível determinar a quantidade de recursos computacionais que cada contêiner tem
permissão de utilizar. Isso aproximou a virtualização a nível de sistema operacional
da virtualização tradicional, onde as aplicações de recursos computacionais podem
ser atribuídas para máquinas virtuais diferentes. Os cgroups também fornecem
métricas para utilização de recursos computacionais e essas métricas, por sua vez,
podem também ser utilizadas para outros fins, a título de exemplo para tarifação
(billing).
3.3 LXC
O LXC é considerado o primeiro método de conteinerização real que foi incluído
no kernel do Linux. Apesar de haver outras soluções que também fazem uso da
virtualização a nível de sistema operacional, elas não eram tão ativas na integração
com o kernel do Linux.
Ademais, o LXC utiliza o mesmo tipo de isolamento que o chroot, contudo o
LXC utiliza os namespaces do Linux para expandir seu isolamento tendo em conta
processos e rede. O LXC também utiliza os cgroups para gerenciar recursos e para
utilizar algumas funções de segurança, como políticas seccomp que são oferecidas
pelo kernel do Linux para limitar a quantidade de system calls que determinado
processo pode realizar.
O LXC oferece um isolamento lógico completo para os processos executados nos
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contêineres. Os contêineres são isolados do host, assim como dos outros contêine-
res. Os contêineres LXC compartilham o mesmo kernel subjacente do hospedeiro e
portanto não é necessário um sistema operacional adicional dentro dos contêineres.
Através da utilização do LXC é possível compartilhar os dispositivos do hospedeiro
e as imagens com os contêineres.
Além disso, o LXC oferece um conjunto de ferramentas que podem ser utiliza-
das para gerenciar os contêineres. Isso inclui ferramentas para criação, destruição,
inicialização, pausa de contêineres, clonagem e monitoração dos contêineres. Con-
tudo, o LXC é um tecnologia mais antiga quando comparada a outros gerenciadores
de contêineres, como por exemplo o Docker que foi feito originalmente utilizando
o LXC como driver principal. O LXC não tem uma comunidade tão grande para
suporte como o Docker, o suporte do LXC geralmente é mais focado na distribuição
Ubuntu.
O objetivo do LXC é criar um ambiente o mais próximo possível de uma distri-
buição Linux padrão sem precisar separar o kernel. A sua arquitetura pode ser vista
na Figura 2.2(e), desconsiderando a camada superior adicionada pelo Docker [17].
Algumas características como leveza e versatilidade tem facilitado o uso dos contêi-
neres em diferentes contextos abrangendo desde computação na nuvem até cenários
de IoT, passando por NFV.
3.4 Docker
Conforme dito anteriormente, o conceito de contêineres não é novo no mundo da
virtualização, mas tem adquirido maior relevância com a crescente adoção do sistema
Docker. O Docker introduz um mecanismo de camadas subjacentes junto a uma API
funcional que permite facilmente criar, gerenciar e remover a aplicação dentro do
contêiner. Devido à pequena sobrecarga adicionada, vários contêineres podem ser
executados mesmo em dispositivos com recursos computacionais limitados, tais como
plataformas Single Board Computer (SBC).
O Docker é baseado no sistema operacional Linux e permite utilizar o modelo
Representational State Transfer (REST) para gerenciar os contêineres através das
suas imagens Docker. Um contêiner Docker é semelhante a uma máquina virtual,
contudo o contêiner Docker é talvez mais eficiente que a VM porque ele elimina o
hipervisor e o sistema operacional do visitante completamente enquanto mantém os
contêineres portáveis através do kernel do sistema operacional Linux.
A significativa melhoria do contêiner em relação à VM não é limitada a desem-
penho, mas também a densidade de desenvolvimento. A natureza leve do contêiner
torna a densidade de desenvolvimento mais rápida que a de VM. Alta densidade de
desenvolvimento em computação na nuvem significa que menos máquinas físicas são
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necessárias para atender à mesma quantidade de clientes, com isso há uma redução
de custos de CAPEX e OPEX para as operadoras de cloud.
Uma desvantagem do Docker é a falta de maturidade da tecnologia em compa-
ração a VMs já conhecidas há décadas, além disso há uma desconfiança em relação
a capacidade do Docker de fornecer segurança uma vez que o mesmo kernel do
sistema hospedeiro é compartilhado com as instâncias visitantes. Ademais, outra
desvantagem para implantação do Docker em ambientes de produção é o esforço que
as companhias terão que fazer para alterar suas práticas comuns de gerenciamento,
desenvolver políticas de automação para o Docker, alterar a governança de áreas
técnicas, obter treinamento para equipes se qualificarem confiando em uma empresa
que há muito pouco tempo desenvolveu uma versão de software com suporte garan-
tido conhecida como Docker Enterprises Edition.
Além do Docker e LXC, o Rocket [18], o Kurma [19] e o Jetpack [20] são ferra-
mentas para execução de contêineres de aplicações no Linux. O mais completo é o
Rocket que é integrado com ferramentas de orquestração de clusters e totalmente
compatível com outras ferramentas para contêineres linux, como por exemplo o Doc-
ker. Isso significa que o Rocket pode executar imagens Docker. Ele foi construído
utilizando uma especificação chamada appc feita pela CoreOS que tornou-se obsoleta
com a criação dos padrões da Open Container Initiative (OCI), portanto a ferra-
menta não foi utilizada no presente trabalho devido a sua base ser uma especificação
obsoleta.
A escolha do Docker é devido a ser atualmente a ferramenta mais utilizada
relacionada a virtualização leve e a que possui a maior comunidade para suporte e
integração com diversas ferramentas de orquestração. Além disso, é a ferramenta
que possui o maior ecossistema em torno das suas funções desde a contribuição para
a criação de um padrão para contêineres com a OCI, eventos globais de incentivo ao
uso da tecnologia, aquisições de empresas para impulsionar a cultura de utilização
da ferramenta e parcerias com Over the Tops (OTTs) como Google e Amazon para
tornar a ferramenta global em ambientes de produção de grandes empresas.
Já a escolha do LXC é devido a ele ter sido considerado o primeiro sistema de
contêineres que entregava uma solução completa. Além disso, até a versão 1.11 o
Docker ainda utilizava ele em uma camada subjacente do seu código servindo como
plataforma base para execução das imagens de contêineres.
3.4.1 Arquitetura do Docker
O Docker foi desenvolvido com técnicas de Copy-on-Write (CoW). A ideia básica é
que um novo recurso, seja ele um bloco de disco ou uma área de memória, só é alocado
quando for modificado. O Docker utiliza um esquema de camadas (layers) e para
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montar essas camadas são usadas técnicas de CoW. Um contêiner é basicamente
uma pilha composta por N camadas read-only e uma camada, a superior, conhecida
como read-write, conforme é visto na Figura 3.1.
As camadas da Figura 3.1 representam uma aplicação web Java e elas são cons-
truídas através de uma ferramenta chamada Dockerfile que é simplesmente um ar-
quivo de texto com uma sintaxe específica para criação de imagens Docker. A técnica
de CoW faz com que caso o usuário precise fazer o download e configurar um Apa-
che Tomcat dentro de um diretório /opt/tomcat, esse procedimento não afetará a
imagem original do Java na camada abaixo. Ao invés disso, o Docker iniciará es-
crevendo uma camada de sistema de arquivos totalmente nova. Quando o contêiner
iniciar, ele agrupará esses sistemas de arquivos juntos. Isso permite ler o diretório
/usr/bin/java de uma camada e um /opt/tomcat/bin de outra. De fato, cada
passo em um Dockerfile produz uma camada nova de um sistema de arquivos, mesmo
se somente um arquivo é alterado. Por fim, essas imagens customizadas, construídas
muitas vezes em função de outras imagens já existentes podem ser salvas e replicadas
com facilidade.
Figura 3.1: Exemplo da imagem Docker de uma aplicação em Java.
O Docker daemon escuta as requisições das APIs Docker e gerencia os objetos
Docker tais como imagens, contêineres, redes e volumes. Um daemon também pode
se comunicar com outros para gerenciar serviços Docker. Já o cliente Docker é a
principal maneira dos usuários interagirem com a ferramenta Docker e com isso
enviarem comandos para o daemon através de uma API Docker.
Além dos elementos acima, há o registro Docker, onde são armazenadas as ima-
gens. Por padrão, o Docker utiliza o Docker Hub, mas também há a Docker Cloud.
Além desses anteriores, há a Docker Store que possibilita a compra e venda de ima-
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gens, uma vez que as imagens são customizáveis e geralmente baseadas em outras
imagens.
A Docker Cloud fornece um serviço de registro hospedado com construção e
teste de facilidade para imagens de aplicações Docker, ferramentas para auxiliar a
construção de imagens, gerenciamento de infraestrutura e aplicações com funções de
ciclo de vida dos contêineres para automatizar o desenvolvimento e atualização de
serviços criados com imagens Docker, conforme é visto na Figura 3.2.
Conforme dito anteriormente, a Docker Store é a loja onde podem ser publicados
códigos e procurar plugins ou imagens que podem agregar valor a solução de negócio
de cada empresa ou para desenvolvedores que pensam em empreender. Além disso,
há uma versão open source do Docker que é a Community Edition e outra paga para
empresas que buscam suporte e contratos de SLA que é a Enterprise Edition. Com
isso, o Docker criou um ecossistema para aproveitar ao máximo suas ferramentas e
difundi-las para ambientes de produção de empresas a nível global.
Figura 3.2: O ecossistema do Docker.
A eficiência das facilidades do Docker no armazenamento e distribuição de ima-
gens dos contêineres é baseada em um backend de armazenamento flexível e permutá-
vel. Por padrão, o Docker utiliza o sistema de arquivo sobreposto AnotherUnionFS
(AUFS). Este combina diversos diretórios em um sistema de arquivo virtual com
múltiplas camadas chamadas branches. As camadas inferiores são somente de leitura,
porém os arquivos dessas camadas podem ser logicamente trocados reescrevendo um
arquivo de um branch superior, conforme pode ser observado na Figura 3.1 para uma
aplicação web em Java.
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Capítulo 4
Virtualização de Funções de Rede
O trabalho colaborativo em NFV nasceu em outubro de 2012, quando alguns prove-
dores de serviços de telecomunicações ao redor do mundo publicaram um documento
pedindo uma ação industrial e acadêmica. Em novembro de 2012, sete desses prove-
dores selecionaram o European Telecommunication Standards Institute (ETSI) para
ser o grupo de especificação industrial para NFV. Atualmente, mais de 5 anos
depois, uma grande comunidade de experts está trabalhando intensamente para de-
senvolver os padrões necessários para NFV e compartilhando suas experiências no
seu desenvolvimento e implantação [21].
4.1 Objetivo do NFV
A demanda dos usuários por novos serviços, muitas vezes de curta duração e com
banda passante elevada, continua a aumentar. Por exemplo, frequentemente os
clientes solicitam um aumento programado de banda por um tempo limitado ou o
bloqueio de portas em um firewall para todas as filiais de uma empresa, para alguma
manutenção rápida.
Com isso, as operadoras continuamente compram, guardam e operam novos equi-
pamentos físicos, os quais possuem custos muito elevados. A principal ideia do NFV
é desacoplar o equipamento de rede físico das funções que são executadas nele. Isso
significa que uma função de rede tal como um firewall, pode ser vista pela operadora
como uma instância de um software simples, adotando o conceito de NFV.
Dessa maneira, um dado serviço pode ser decomposto em um conjunto de VNFs,
as quais podem então ser implementadas em um software executado em um ou
mais servidores de prateleira (COTS). As VNFs podem então ser realocadas e
instanciadas em diferentes localizações, acrescentando flexibilidade à configuração
da rede da operadora [22].
25
4.2 Diferenças para soluções legadas
O desacoplamento entre o software e o hardware faz com que um elemento de rede
não seja mais uma composição de entidades de hardware e software integradas,
frequentemente chamadas de soluções verticais. Isso possibilita que as evoluções de
ambos sejam independentes uma da outra e também permite a separação das linhas
de desenvolvimento e manutenção [23].
Outra diferença é o desenvolvimento flexível de funções de rede, uma vez que
a separação entre o software e o hardware ajuda a reatribuir e compartilhar os
recursos de infraestrutura, facilitando a realização de diferentes funções em diferentes
períodos. Isso ajuda as operadoras de rede a implantarem novos serviços de forma
mais rápida utilizando a mesma plataforma física e com isso, componentes podem
ser instanciados em qualquer dispositivo que suporta NFV na rede e suas conexões
configuradas de maneira flexível.
Além disso, o NFV proporciona uma escalabilidade dinâmica, uma vez que a
separação da funcionalidade das funções de rede em componentes de software ins-
tanciáveis fornece uma alta flexibilidade para escalar o atual desempenho das VNFs
dinamicamente [24] e com granularidade mais fina, por exemplo, de acordo com o
tráfego atual para o qual o operador precisa prover capacidade.
4.3 Edge Computing
A Edge Computing, ou computação na borda, é uma tecnologia emergente que
fornece serviços de nuvem e de Tecnologia da Informação (TI) com uma maior
proximidade dos assinantes, com isso a inteligência da rede é expandida para a borda
aumentando a responsabilidade da operadora ao lidar com plataformas distribuídas
e consequentemente com o aumento na complexidade para gerenciamento delas.
Uma plataforma de computação na borda reduz a latência das aplicações através
de sua capacidade de computação e armazenamento na borda da rede, ou seja, mais
próximo do usuário final [25]. Dispositivos móveis e de IoT são os grandes benefi-
ciados desse novo conceito, uma vez que possuem uma grande descarga de tráfego
oriundo de aplicações com uso computacional intensivo, tais como processamento
de imagens, jogos móveis e etc.
A computação na borda não implica porém a substituição dos datacenters tra-
dicionais ou da computação em nuvem que conhecemos. A computação na borda é
uma computação adicional que pode coexistir com a computação na nuvem. Assim,
uma carga computacional é distribuída onde é mais conveniente, entre a borda e a
nuvem. Por exemplo, dados de sensores serão coletados e processados em gateways
na borda onde soluções de tratamento de grandes massas de dados (Big Data) po-
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dem ser aplicadas utilizando algoritmos baseados em regras e inclusive podendo ser
aplicadas em tempo real.
Os dados filtrados podem ser enviados para uma nuvem centralizada visando
o enriquecimento e agregação destes com outras fontes de informação, tais como
banco de dados de Customer Relationship Management (CRM) e então colocados
em mecanismos de análise da rede para gerar modelos que podem ser novamente
enviados para análise na borda.
Em relação à telefonia móvel, a Mobile Edge Computing (MEC) oferece informa-
ção da RAN em tempo real para os desenvolvedores de aplicação e conteúdo [26].
Essas informações, tais como utilização da rede e localização do usuário na rede, são
utilizadas para fornecer serviços personalizados para assinantes móveis, elevando o
nível de flexibilidade dos serviços e consequentemente de satisfação do usuário e
Quality of Experience (QoE). Além disso, as operadoras podem permitir que os rá-
dios na borda da rede sejam manipulados por parceiros e com isso permitir o rápido
desenvolvimento de novas aplicações e serviços na ponta para assinantes móveis e
empresas.
Já no nicho de IoT, a Fog Computing é proposta para possibilitar a computação
diretamente na borda da rede que pode entregar novas aplicações e serviços [27]
especialmente para Internet do Futuro. Na Fog Computing, facilidades ou infraes-
truturas que podem fornecer recursos para serviços na borda da rede são chamados
fog nodes [28]. Estes podem ser dispositivos com poucos recursos como set-top-boxes,
pontos de acesso, roteadores, concentradores, base stations ou terminais. Um exem-
plo disso é a plataforma IOx [29] da Cisco que é executado em um hipervisor e
permite que desenvolvedores executem códigos python podendo assim executar seus
próprios códigos.
Apesar de terem nomes distintos em algumas áreas, o cerne dos conceitos acima
é o mesmo, uma vez que a camada de Edge Computing será executada perto das
fontes de dados e cada unidade de Edge Computing terá seu próprio conjunto de
recursos no que diz respeito a computação, armazenamento e rede. Essas unidades
serão configuradas para funções específicas as quais serão a função principal do
dispositivo. Estes, por sua vez, serão os primeiros responsáveis pela manipulação de
funções de rede como switching, routing, load balancing, segurança. O cluster de
dispositivos de Edge computing é o ponto de agregação local para dados originados
de uma variedade de fontes.
Ademais, cada um desses dados obtidos é analisado por um mecanismo com-
plexo de processamento de eventos que decide o caminho pelo qual eles seguirão
baseado em políticas e regras predefinidas, com isso os dados são processados local-
mente ou são encaminhados para a nuvem tradicional visando um processamento
mais completo. O hot data, o qual é crítico para a operação da infraestrutura lo-
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cal será analisado, armazenado e processado imediatamente pela camada de Edge
Computing. O cold data que contribui para uma análise histórica a longo prazo será
enviado para a nuvem tradicional para um processamento em lote [30].
4.4 Desempenho em NFV
O conceito de NFV consiste em executar Network Functions (NFs) em servido-
res COTS, o que significa que os fornecedores de servidores poderiam produzir o
equipamento sem o conhecimento das características das funções que, por sua vez,
poderiam ser executadas neles no futuro. Da mesma forma, os fornecedores de
VNFs poderiam garantir que essas funções seriam capazes de serem executadas nos
servidores anteriores. Isso levanta a questão de que se as funções executadas nos
servidores COTS poderiam realmente alcançar um desempenho comparável àque-
las que são executadas em hardware especializado e se essas funções poderiam ser
migráveis entre esses servidores.
O desempenho em altas taxas de transmissão é um problema mesmo em equi-
pamentos que executam funções de rede não virtualizadas. Já em ambientes vir-
tualizados, técnicas tais como aceleração de hardware serão também importantes
para NFV, uma vez que o desempenho é impactado por uma série de fatores como a
virtualização em si, o uso de redes sobrepostas e o uso de protocolos para transporte
como Transmission Control Protocol (TCP)/IP.
Alguns pesquisadores [31] [32] [33] em NFV buscam como alcançar alto desempe-
nho em uma plataforma de software middlebox virtualizada. Para Edge Computing
com NFV, o desempenho em ambientes virtualizados ainda é a primeira preocupa-
ção, uma vez que esse desafio possui dois aspectos: o primeiro é a vazão e latência
das middleboxes virtualizadas na rede e o outro é como obter uma instalação efici-
ente, colocação e migração das instâncias virtuais em uma rede dinâmica cumprindo
requisitos de latência baixa e vazão elevada.
Existem algumas abordagens para aceleração de software como as bibliotecas
Data Plane Development Kit (DPDK) que utilizam polling para superar os gargalos
das interrupções geradas pelo hipervisor e utiliza tecnologias como Core pinning
que fixa os processadores que a VM irá utilizar. Já em relação a hardware existe
o Single Root I/O Virtualization (SR-IOv) que permite que a Network Interface
Card (NIC) crie diversas funções virtuais com acesso direto a VM realizando um
bypass dos gargalos do sistema hospedeiro. Entretanto, o presente trabalho não
considerou essas técnicas de aceleração nos cenários em análise.
Ademais, VNFs relacionadas a serviços de voz manipulam uma grande quanti-
dade de pacotes com tamanhos pequenos, os quais exigem um grande esforço ao
sistema, sendo assim, a garantia contra perda de pacotes é muito mais complexa
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quando se tratam de pacotes pequenos. Além disso, alguns subsistemas são compos-
tos por diversos componentes, como por exemplo IP Multimedia Subsystem (IMS),
Evolved Packet Core (EPC) e Virtual Customer Premises Equipment (vCPE), o que
contribui para penalizar o desempenho. Adicionalmente aos desafios decorrentes da
virtualização, há o impacto devido ao Network Service Chaining (NSC) para per-
mitir o encadeamento de funções em determinados fluxos de carga gerando assim a




A avaliação de desempenho em soluções virtualizadas está presente em diversos tra-
balhos na literatura com alguns deles abordando aplicações específicas como em [34]
que faz uma análise de desempenho de duas ferramentas de código aberto de virtu-
alização, KVM e Docker, em um cenário com Hypertext Transfer Protocol (HTTP)
proxy. Adicionalmente, em [35] foram apresentadas técnicas leves de benchmarkings
na nuvem que são executadas rapidamente e podem ser utilizadas em tempo real.
Em [36] é realizada uma investigação sobre os impactos de vários hipervisores
no que diz respeito ao desempenho do sistema e com o objetivo de identificar qual
é o hipervisor ótimo para satisfazer as necessidades do mercado. Os hipervisores
VMWare [37], VirtualBox e VirtualPC foram comparados adotando um benchmar-
king de desempenho que analisa I/O de disco, memória, CPU e consumo de energia.
Entretanto, o trabalho considera como cenário nativo um sistema operacional di-
ferente do cenário virtualizado podendo ter seus resultados mascarados devido à
natureza das diferentes pilhas de sistemas operacionais hospedeiros. Já o presente
trabalho leva em consideração o desempenho de rede, aplicação e utiliza o mesmo
sistema operacional hospedeiro para todos os cenários avaliados trazendo mais con-
fiabilidade às amostras.
Já em [38] é descrita uma abordagem fim a fim para avaliar plataformas de vir-
tualização. Introduz-se um benchmarking com virtualização tradicional que envolve
uma comparação de desempenho em sistemas reais versus desempenho em sistemas
virtualizados. Foram descritos três benchmarkings específicos para ambientes virtu-
alizados. Para nível de sistema foi utilizado o VMMark [39], o qual incorpora rotinas
que avaliam simultaneamente sobrecarga de diversos recursos como CPU, memória
e I/O. As outras duas ferramentas foram desenhadas para medição de gerencia-
mento de virtualização e desempenho da aplicação: VCBench e ViewPlanner [40].
Houve também uma preocupação com design de fluxos de trabalho, entretanto dife-
rentemente do presente trabalho, o artigo focou em um único tipo de virtualização
utilizando um único hipervisor para análise o que gera um resultado muito específico
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podendo não ser aplicado em ambientes reais.
Ademais, em [41] foi feita uma análise de desempenho em 3 diferentes sistemas
de arquivos no Linux que são ext4, xfs e btrfs utilizando hipervisores do tipo 2.
Foram utilizadas as ferramentas de benckmarking Postmark [42] e Bonnie++ para
geração de testes no ambiente com ênfase na vazão de leitura e escrita de disco
sob diferentes condições de carga. Entretanto, a análise foi específica para disco que
talvez não seja o aspecto mais importante em termos de desempenho de aplicações no
ecossistema de NFV, uma vez que processamento e memória são cruciais e também
são uma das contribuições do presente trabalho.
Diversas técnicas de benchmarking são tipicamente pesadas consumindo proces-
sos os quais necessitam testar a VM inteira a fim de obter dados corretos. Tais
benchmarkings não podem ser feitos em tempo real na nuvem causando custos ex-
tras quando a aplicação é implementada. Em [35] , foram apresentadas técnicas
leves de benchmarking na nuvem que são executadas rapidamente e podem ser utili-
zadas em tempo real. A utilização de técnicas de benchmarking leves são facilitadas
pelo desenvolvimento do Docker Container-bases technology Lightweight Benchmar-
king (DocLite). Este é construído com tecnologia Docker, a qual permite que um
pedaço definido pelo usuário seja testado. DocLite opera em dois modos, no pri-
meiro, os contêineres são utilizados para avaliar uma pequena parte da VM para
gerar classificações de desempenho. Já no segundo modo de execução, os dados his-
tóricos do benchmarking são utilizados através do primeiro modo de maneira híbrida
para gerar classificações de VMs.
Nos trabalhos [43] e [44], visando avaliar como serão os cenários e protocolos para
Internet do Futuro, tendo como premissa que virtualização será a técnica principal
para acomodar os elementos dessa nova Internet, os autores avaliaram o desempenho
de três ferramentas de virtualização conhecidas que são Xen, VMWare e OpenVZ
considerando a utilização para virtualização de roteador. Os autores conduziram o
experimento com ferramentas de benchmarking para medir a sobrecarga introduzida
pela virtualização em termos de memória, processador, rede e desempenho de disco
dos roteadores virtuais executando em servidores COTS.
Adicionalmente, avaliaram os efeitos de escalabilidade de máquinas virtuais na
ferramenta de virtualização Xen e os resultados mostraram que ele é quem melhor
atende os requisitos de roteadores virtuais. Entretanto, a análise está defasada
devido a diversas melhorias nas ferramentas utilizadas diferentemente do presente
trabalho. Além disso, o trabalho presente analisa explicitamente a virtualização
assistida por hardware e a virtualização leve que é foco em ambientes operacionais
nas principais empresas que lidam com aplicações na nuvem evidenciando um avanço
no trabalho atual em relação aos citados acima.
O NFV é um novo paradigma no qual serviços de rede são virtualizados e podem
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ser executados em hardware genérico com melhor agilidade do serviços e redução de
custos. Há muitos fatores que encorajam o emprego de NFV, mas alguns requisitos
particulares devem ser cuidadosamente avaliados, como por exemplo qual tipo de
virtualização escolher. Em [34] foi feita uma análise de desempenho de duas soluções
de código aberto (open source) de virtualização, KVM e o Docker, em um cenário de
HTTP proxy. Os resultados mostraram que o Docker processa as requisições HTTP
em um tempo menor que o KVM, devido a sua virtualização leve. Com isso, baseado
nos resultados, forneceram uma ampla discussão sobre cada solução de virtualização
aplicada em ambientes NFV.
Nenhum dos trabalhos anteriores mistura diversos tipos de virtualização e ferra-
mentas atuais com análise de aplicações de missão crítica, ou seja, aquelas cruciais
para a empresa como banco de dados, Enterprise Resource Planning (ERP), Cus-
tomer Relationship Management (CRM) e plataformas de colaboração. Além disso,
nenhum dos anteriores utiliza mais de uma ferramenta em uma única frente de
análise, conforme é feito no caso de processamento para dupla validação do compor-
tamento garantindo maior confiabilidade a análise. Assim como os outros trabalhos,
o presente trabalho se preocupa com tratamento estatístico, uma vez que em todos




Este capítulo descreve a metodologia utilizada para analisar o desempenho de di-
ferentes tipos de virtualização na implementação de Edge computing baseada em
NFV, ou seja, a computação próxima ao usuário final. A computação na borda é
passível de ser aplicada em diferentes casos como IoT, SD-WAN, Customer Premises
Equipments (CPEs) virtuais, Redes Móveis, Content Delivery Networks (CDN), Big
Data, entre outros.
Cabe ressaltar que quando é medido o desempenho de um dispositivo de rede
virtual, avalia-se o desempenho cumulativo de várias entidades envolvidas, seja da
VM, do contêiner, do hipervisor e dos recursos de NFVI. Qualquer comparação entre
desempenho de alguma entidade de diferentes fornecedores deve ser feita somente
quando as variáveis envolvidas se mantiverem constantes para um cenário justo. Por
exemplo, quando o desempenho de VNFs fornecidas por diferentes Independent Soft-
ware Vendors (ISVs) é comparado, deve-se utilizar o mesmo hipervisor e os mesmos
recursos de NFVI no momento de execução do benchmarking de desempenho.
Foram analisadas algumas das ferramentas de virtualização mais difundidas atu-
almente: KVM, VirtualBox [45], LXC e Docker. As ferramentas escolhidas repre-
sentam diferentes tipos de virtualização, conforme explicado anteriormente. Uma
das maiores dificuldades em avaliar ferramentas de virtualização é que algumas fer-
ramentas comuns de benchmarking têm suas medidas distorcidas pelo tempo interno
ao ambiente virtualizado, porém essa dificuldade não prejudicou a confiabilidade da
análise devido ao ajuste de timestamp no KVM e ao controle de drift temporal no
Virtualbox.
Conforme dito anteriormente, as ferramentas de virtualização de diferentes forne-
cedores devem ser avaliadas utilizando os mesmos benchmarkings, além das mesmas
VNFs e recursos de NFVI a fim de manter a mesma referência na análise dos re-
sultados obtidos. Entretanto, uma consideração importante é que não basta avaliar
somente o número máximo de VMs suportadas, por exemplo. Em vez disso, deve
ser testado o número máximo de VM suportadas no hipervisor sob tráfego avaliando
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a QoE do usuário que o serviço é capaz de oferecer dentro de limites aceitáveis e
satisfazendo o SLA contratado.
Foram realizados benchmarkings avaliando desempenho de CPU, de memória,
de entrada e saída em disco, de desempenho de rede, e de aplicações visando a veri-
ficação da qualidade de experiência do usuário que é uma tendência nas operadoras
de telecomunicações em face da real ameaça das chamadas OTTs.
Além disso, é válido informar que o presente trabalho não leva em consideração
as técnicas que alguns hipervisores e sistemas operacionais utilizam relacionadas à
otimização de CPU diminuindo o número de interrupções no controle dos elementos
virtualizados através de técnicas como SR-IOv, DPDK e Core pinning. Essa escolha
foi feita na tentativa de simplificar os cenários, uma vez que o objetivo do presente
trabalho é mostrar a diferença de desempenho das tecnologias de virtualização con-
forme elas são disponibilizadas na instalação básica e padrão.
Figura 6.1: Cenários para avaliação do desempenho de rede.
Para realizar a análise de desempenho, foi utilizado um cenário composto por
um computador pessoal com processador Core i7, 8 GB de Random Access Memory
(RAM) e disco rígido de 1 TB. O computador executa um sistema operacional Linux,
distribuição Ubuntu 16.4 com kernel versão 4.4.0-31 e placa de rede com velocidade
de 100 Mbps.
Tabela 6.1: Cenários de análise.
Cenários Plataformas
1o cenário Nativo
2o cenário Nativo + Docker
3o cenário Nativo + LXC
4o cenário VirtualBox + VM
5o cenário KVM + VM
A configuração dos testes permitiu comparar o desempenho dos diferentes tipos
de virtualização em cinco cenários distintos, ilustrados na Tabela 6.1. Ademais, a
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topologia de rede está ilustrada na Figura 6.1, com origem e destino de acordo com
o cenário definido na Tabela 6.1.
Os cenários e ferramentas escolhidas foram o Docker por ser a ferramenta mais
utizada relacionada a virtualização leve, o LXC que deu origem ao Docker e é con-
siderado a primeira tecnologia a oferecer um ambiente completo para execução de
contêineres. Além dessas duas, há o Virtualbox que é uma ferramenta muito co-
nhecida por representar os hipervisores do tipo II e o KVM que é open source e
mundialmente utilizado em ambientes de produção representando os hipervisores
tipo I com virtualização assistida por hardware. Ademais, há o cenário nativo que
representa o legado e serve como referência para comparação dos gargalos inseridos
pelas diferentes tecnologias de virtualização.
Além disso, em alguns cenários foram utilizadas mais de uma ferramenta de
análise para verificar a correlação dos resultados e evidenciar um comportamento
semelhante em ambas a título de comparação. Com isso, é possível realizar uma
dupla validação do resultado e assim evitar que alguma ferramenta tenha uma con-
clusão equivocada nos resultados do benchmarking devido a alguma característica
peculiar da sua implementação.
6.1 Processamento
Um programa de computador consiste em uma série de passos chamados instruções,
as quais informam aos computadores o que fazer e o processador de um computador
busca, decodifica e executa as instruções dos programas. Cada instrução pode ser
um cálculo aritmético básico ou uma operação lógica e antes que o programa possa
ser executado ela é lida dentro da memória.
Essa basicamente é a função do processador, o qual controla o computador para
buscar uma instrução de programa na memória, decodificar a instrução e então
executar as ações necessárias no processo de execução. É de responsabilidade do
processador executar o ciclo busca-decodificação-execução inúmeras vezes com as
instruções obtidas na memória. Essa ciclo de busca, decodificação e execução é
frequentemente chamado de ciclo de execução.
Os principais componentes do processador são a Unidade Lógica e Aritmética
(Arithmetic and Logic Unit (ALU)), a Unidade de Controle (Control Unit (CU)) e os
registradores. A primeira é o cérebro do processador, realiza os cálculos aritméticos
básicos como adição, substração, multiplicação e divisão e também as operações
lógicas como comparação. Já a segunda, como o nome sugere é quem controla todas
as funções executadas dentro do próprio processador. Também indica para a ALU
qual operação lógica ou aritmética precisa ser feita, estas disparadas a cada clock do
sistema e escolhendo todos os caminhos internos do processador para ter certeza de
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que o dado seja obtido no lugar certo e vá para o destino correto.
Os registradores também são componentes chave dos processadores e eles ocupam
a posição de um armazenador temporário dos dados vindos da memória RAM em
direção ao processador para execução e dos dados vindos do processador após o
processamento ser feito. Portanto, um registrador é um local de armazenamento
dentro do processador que é utilizado para manter dados e instruções que estão
sendo trabalhados pelo processador.
Sendo o processador peça essencial para um sistema de computação, sua utili-
zação foi considerada como uma das frentes de análise nessa dissertação para de-
terminar seu desempenho nos 5 cenários, a fim de identificar possíveis gargalos em
cada um e como esses impactam a velocidade de processamento. As ferramentas
utilizadas para essa análise foram o Y-cruncher [46] e o Sysbench [47], o primeiro
calcula o valor de π com um número de casas decimais determinado pelo usuário e
o segundo calcula os números primos existentes até um limite superior.
6.2 Disco
O disco rígido (Hard Disk (HD)) é o local onde se encontra a maior parte da memória
secundária, onde o computador armazena os programas e as informações que estão
sendo usadas, modificadas ou processadas. Uma característica desse tipo de disco é a
persistência de dados, ou seja, estes dados gravados podem ser recuperados inúmeras
vezes pela memória RAM, modificados e novamente gravados.
Em se tratando de disco, o principal gargalo é o tempo de acesso que é o pe-
ríodo necessário para um computador processar o dado pedido pelo processador e
então obter o dado pedido no dispositivo de armazenamento. Uma vez que os discos
rígidos convencionais são mecânicos, é necessário esperar que o disco rotacione até
determinado setor específico do disco. Sendo assim, a latência dessa leitura é da or-
dem de grandeza de milissegundos, enquanto a da memória RAM é de nanosegundos
evidenciando uma grande diferença em desempenho.
Por outro lado, há também o Solid-State Drive (SSD) que é uma nova tecnologia
de armazenamento considerada a evolução do HD. Ele não possui partes móveis e
é construído em torno de um circuito integrado semicondutor, o qual é responsável
pelo armazenamento, diferentemente dos sistemas magnéticos. Duas vantagens são
a redução de vibrações devido a eliminação de partes mecânicas e o tempo de acesso
reduzido à memória flash persistente presente no seu interior. Entretanto, os SSDs
não foram utilizados no presente trabalho.
Gargalos no desempenho de disco podem afetar o desempenho de todo o sistema.
Sendo assim, problemas relacionados a disco criam lentidão nas VMs, nos sistemas
operacionais visitantes e nas aplicações executadas dentro das VMs. Problemas com
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I/O de disco causam experiências como timeouts podendo chegar ao congelamento
das VMs e até mesmo sua interrupção.
Devido ao disco ser um potencial gargalo a sistemas que utilizam virtualização,
ele foi utilizado como frente de análise no presente trabalho. A ferramenta utilizada
para avaliar o desempenho do disco foi o Bonnie++ [48], um software livre para
teste de disco que simula algumas operações como criação, leitura, exclusão e buscas
aleatórias de arquivos.
6.3 Memória
Nos computadores, a memória é a responsável pelo armazenamento de dados e ins-
truções em forma de sinais digitais. Com isso, para que o processador possa executar
suas tarefas, ele busca na memória RAM algumas as informações necessárias ao pro-
cessamento.
Além da memória RAM que é do tipo dynamic RAM, existe uma memória mais
rápida ainda que é a memória cache, do tipo static RAM. Esta é utilizada em
pequenas quantidades posicionada entre a memória RAM e o CPU para diminuir
o impacto de diferença de velocidade entre eles. Com isso, a memória cache copia
os dados frequentemente acessados da RAM para ela e tenta prever o que o CPU
solicitará na próxima requisição.
O tipo de memória abordado nesse trabalho é o RAM, uma vez que é para
ela que os programas, ou parte deles, e os dados que estão sendo trabalhados no
momento da execução do programa são transferidos. É principalmente nela em que
são executadas a maioria das operações, portanto é nesta memória que ocorrem as
operações de CPU.
A razão da existência e importância da memória RAM está na sua velocidade
de leitura de dados que é muito grande. Todas informações que estão contidas nela
podem ser acessadas de maneira mais rápida do que as informações que estão no
disco rígido, o qual é considerado um tipo de memória secundária. Estas, apesar
de terem acesso mais lento são permanentes, ou seja, as informações nelas gravadas
ficam armazenadas mesmo quando o dispositivo está desligado.
A memória RAM é parte essencial de um sistema com virtualização, além disso
a quantidade de memória disponível em uma plataforma impacta o número de VMs
que podem ser executadas sem compartilhar memória evitando a degradação do
desempenho. Devido a sua importância, a memória foi considerada uma das frentes
de análise nessa dissertação para determinar seu desempenho nos cenários propostos,
a fim de identificar possíveis gargalos. A ferramenta utilizada para essa análise foi




Uma rede de computadores é um conjunto de dois ou mais dispositivos, também
chamados de nós, que utilizam um conjunto de regras em comum para compartilhar
recursos entre si através de uma determinada conexão.
Rede virtual é um tipo de rede configurada para permitir que sub-redes sejam
criadas de forma lógica, isto é, adicionar, mover e alterar um ambiente virtual são
processos executados por software economizando assim o tempo e o custo consumidos
nas reinstalações físicas.
Dois modos de abordagem comuns para análise de desempenho da rede são o
ativo e o passivo. Esses dois são complementares entre si e podem ser utilizados em
conjunto para uma medição eficaz. No escopo dessa dissertação utilizamos ambos
os modos para a análise.
O modo ativo injeta tráfego de teste na rede ou envia pacotes para servidores e
aplicações a fim de medir o desempenho obtido pela rede no momento da execução.
A criação de tráfegos ajustáveis e medidas significativas podem ser obtidas com uma
pequena quantidade de tráfego em certos casos. Além disso, o modo ativo fornece
uma maior flexibilidade e controle da natureza da geração de tráfego, técnicas de
amostragem, o tempo, frequência, tamanho e tipo de pacotes, qualidade estatística,
caminho e função a ser monitorada.
Ademais, o modo ativo significa liberdade para testar o que quiser e do jeito que
quiser. Com isso, facilita a reprodução de cenários reais e a verificação das garantias
de Quality of Service (QoS) e os requisitos de SLA de maneira correta. Além disso,
fornece um estado de rede fim a fim entre dois hosts evidenciando o desempenho da
rede através da medição de Round Trip Time (RTT), média das perda de pacotes e
banda disponível ao longo da rede.
A fim de avaliar a sobrecarga de virtualização no desempenho de rede, foi adotada
a ferramenta Iperf [50] para medir a vazão com fluxos partindo da tecnologia sob
teste com destino para o host considerando apenas o protocolo de transporte User
Datagram Protocol (UDP) por ser amplamente utilizado e para simplificação de
cenário, uma vez que o protocolo UDP é mais simples em termos de funcionalidades
que outros protocolos como o TCP.
6.5 Aplicação
Desempenho de aplicação e qualidade de experiência do usuário são cruciais para o
sucesso dos provedores de telecomunicações que visam concorrer com as OTTs na
venda de conteúdo. Além disso, um dos objetivos da tecnologia da informação é
tornar os usuários e consequentemente as empresas mais produtivos.
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A possibilidade do usuário ser o árbitro final do valor do serviço justifica a
importância do foco de TI na experiência do usuário. Usuários finais preocupam-se
com utilidade dos serviços e com a sua facilidade de utilização, ou seja, se uma
aplicação ou serviço não agrega valor ou não funciona conforme o esperado, os
usuários não irão utilizá-la.
Não basta simplesmente analisar diversas frentes com variáveis isoladas para
determinar um resultado real de benchmarking que avalia a QoE, uma vez que
problemas podem acontecer com a necessidade de interação dessas variáveis em
ambientes reais. Portanto, é evidente a importância de um teste com cargas reais
de aplicações de uso intensivo como um banco de dados.
Tendo em vista a necessidade de ter um desempenho das aplicações previsível,
o presente trabalho escolheu aplicação como uma frente de análise no benchmarking
proposto através da ferramenta sysbench [47] que é uma ferramenta muito utili-
zada, criada há 9 anos e em constante atualização para analisar o desempenho de





Ferramentas de benchmarking sintético permitem gerar diferentes tipos de carga para
avaliar o desempenho de algum subsistema específico do hardware. Assim, CPU,
memória, I/O de disco, rede e qualidade da experiência do usuário são os principais
componentes testados nesse trabalho, uma vez que eles são métricas importantes
para ambientes de utilização do NFV. Para isso, as ferramentas utilizadas na avali-
ação foram o Y cruncher [46], o Sysbench [47], o STREAM [49], o Bonnie++ [48] e
o Iperf [50].
7.1 Desempenho de CPU
A fim de avaliar a sobrecarga da virtualização em termos do desempenho de CPU, foi
utilizado o Y-cruncher que é uma ferramenta de benchmarking com múltiplas threads
desenvolvida para sistemas multicore que calcula o valor de π. Há outras aplicações
para stress test de CPU que realizam o cálculo de π, porém o Y-cruncher tem a
vantagem de ser multi-thread. Uma outra ferramenta multi-thread é o wPrime [53],
porém este só funciona para o sistema operacional Windows e por isso não foi utili-
zada no presente trabalho.
A métrica levada em consideração na ferramenta é o tempo total de cálculo de
π. Por mais que exista também o tempo total de execução que consiste no tempo
total de computação somado ao tempo que é necessário para o processamento do
resultado, este não reflete uma diferença de desempenho somente de CPU e sim de
velocidade de escrita no disco já que uma das saídas desse software é a quantidade
escolhida de algarismos de π escrita em um arquivo.
O tamanho do valor de π considerado na ferramenta Y-cruncher foi 500 milhões
de algarismos. Conforme observa-se na Figura 7.1, o desempenho da virtualização
leve foi próxima à do ambiente nativo, entretanto o desempenho da virtualização
baseada em software foi aquém das demais evidenciando um gargalo de CPU na
utilização do VirtualBox.
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Os desempenhos obtidos tanto pelo Docker quanto pelo LXC aproximam-se do
ambiente nativo devido a ambos compartilharem recursos do kernel hospedeiro utili-
zando o Completely Fair Scheduler (CFS) como escalonador de processos. Este, por
sua vez, sempre busca normalizar as fatias de tempo para acesso pelo processador
em relação ao número total de tarefas para se aproximar do acesso multitarefa ideal
do processador, ou seja, executar os processos de maneira justa.
Ademais, os já mencionados cgroups e namespaces se encarregam do isolamento
dos contêineres proporcionando a cada um deles um escalonamento de processos em
grupo através do CFS que utiliza um mecanismo de árvore rubro-negra ordenado no
tempo para construir uma linha de execução de tarefas futuras.
Apesar de também utilizar o CFS como escalonador de processos, o KVM obteve
um desempenho inferior aos cenários com virtualização leve devido ao tratamento
dado às interrupções pela sua arquitetura que depende da virtualização baseada em
hardware. Esta ainda possui uma sobrecarga nas trocas de contexto entre visitante
e hospedeiro fazendo com que algumas instruções causem um número elevado ciclos
de processamento.
Além do Y-cruncher, também foi utilizada a ferramenta Sysbench que realiza o
cálculo dos N números primos existentes até um determinado valor superior como
critério de parada. O valor escolhido foi 200.000 porque é o valor máximo sugerido
pela ferramenta dada uma análise interna de hardware. Como pode ser visto na
Figura 7.2, o desempenho do cenário que utiliza o Virtualbox foi bem inferior aos
demais devido à tentativa do sistema operacional visitante de executar código de
anel 0 em anel 1 causando uma série de falhas de instrução, uma vez que o código
no anel 1 não possui permissão de executar instruções privilegiadas.
Em cada uma dessas falhas, o Virtualbox intervém através da emulação do código
para obter o comportamento desejado e isso gera um sobrecarga elevada que degrada
o desempenho nitidamente. Apesar de utilizar técnicas para melhoria de desempe-
nho como o componente chamado Code Scanning and Analysis Manager (CSAM)
que desmembra o código executado pelo visitante e aciona o Patch Manager (PATM)
que substitui esse código em tempo de execução, o desempenho do Virtualbox per-
maneceu abaixo dos demais.
O motivo da utilização de mais de uma ferramenta nesse cenário de processa-
mento é evidenciar a correlação dos resultados em ambas as ferramentas. Com
isso, foi confirmado que o comportamento observado é semelhante em ambas com
um desempenho perto do nativo pelas ferramentas com virtualização leve com um
desempenho inferior pelas ferramentas que utilizam virtualização completa.
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Figura 7.1: Desempenho de CPU: tempo
de cálculo do número π com x algarismos
utilizando o Y-cruncher.
Figura 7.2: Desempenho de CPU: tempo
de cálculo de N números primos até o va-
lor superior x utilizando o Sysbench.
7.2 Desempenho de Memória
A fim de testar a velocidade de acesso à memória foi utilizada a ferramenta
STREAM [49]. Esta mede o desempenho da memória utilizando operações triviais
de vetores no kernel, ou seja, gerando resultados para quatro operações diferentes
sobre vetores que são a Cópia, Escala, Adição e Tríade que podem ser vistas na
Tabela 7.1. Conforme ilustrado na Figura 7.3, para as quatro operações, o desem-
penho do VirtualBox que representa a virtualização completa baseada em software
é inferior aos demais sendo aproximadamente 30% inferior a partir de 2.000 threads.
Tabela 7.1: Tabela de operações STREAM.
Operação Fórmula Bytes por iteração
Cópia x[i] = y[i] 16
Escala x[i] = q * y[i] 16
Adição x[i] = y[i] + z[i] 24
Tríade x[i] = y[i] + q * z[i] 24
A tradução de endereços de memória virtuais para físicos pelos hipervisores é
uma operação que utiliza a memória intensamente, uma vez que o mapeamento
deve ser feito de maneira hierárquica diversas vezes. Para reduzir essa sobrecarga,
os processadores automaticamente guardam as traduções recentes em tabelas, cha-
madas Translation Look-aside Buffer (TLB). Com isso, a cada referência a memória,
o processador checa antes o TLB para determinar se a tradução desejada já está em
cache.
Ademais, o sistema operacional atualiza o Control Register 3 (CR3) durante
uma mudança de contexto. Uma mudança no registrador CR3 estabelece um novo
conjunto de traduções e então o processador invalida as entradas do TLB associadas
ao contexto anterior.
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O VirtualBox obteve um desempenho inferior aos demais devido à sua técnica
de tradução de memória chamada shadow pages, a qual mantém uma tabela de
blocos de memória de sombra derivada da tabela de memória do sistema operacional
visitante. Quando o visitante está ativo, o hipervisor força o processador a utilizar
essa tabela de sombra para realizar a tradução de endereços de memória e isso gera
uma sobrecarga devido ao esforço de manter essa tabela de sombra válida através
de rastreamento do estado da tabela de memória do visitante.
(a) Cópia. (b) Escala.
(c) Adição. (d) Tríade.
Figura 7.3: Desempenho de Memória: Vazão de operações em memória utilizando
diferentes operações com a ferramenta STREAM.
Os cenários com virtualização leve utilizam o cgroups de memória, o memcg,
para alocar endereços físicos de memória, inclusive com seu próprio mapeamento de
endereços mais utilizados recentemente conhecido como Least Recently Used (LRU)
gerando uma sobrecarga baixa e fazendo com que seu desempenho seja semelhante
ao nativo.
Além disso, no cenário com KVM é construída uma tabela de endereços de
memória para mapear os endereços físicos do visitante para os endereços físicos do
hospedeiro como se o visitante acessasse seu próprio endereço físico. Essa técnica,
conhecida pela Intel como Extended Page Table (EPT), faz com que o controle do
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mapeamento de memória fique no sistema operacional visitante fazendo com que o
hipervisor não fique sempre rastreando o estado da tabela de memória do visitante
para emular alguma alteração, reduzindo assim a sobrecarga como pode ser visto na
Figura 7.3.
7.3 Desempenho de Disco
Nesse trabalho, também foi avaliado o desempenho de acesso ao disco rígido. Para
isso foi medida a sobrecarga de virtualização do disco nas tarefas de escrita e leitura
comparando a sobrecarga produzida por cada tecnologia de virtualização. Foi utili-
zada a ferramenta Bonnie++, um software livre de teste de disco que simula algumas
operações como criação, leitura e exclusão de pequenos arquivos. O Bonnie++ tam-
bém testa o desempenho de acesso a diferentes regiões do disco rígido através do
acesso aos setores no começo, meio e fim do disco.
As métricas levadas em consideração para a análise foram a velocidade de escrita
em disco representada como entrada e de leitura representada como saída do disco.
Além disso, foi avaliada a quantidade de buscas aleatórias feitas com sucesso no disco
por meio da criação de quatro processos em paralelo pela ferramenta Bonnie++ e
variando a quantidade de arquivos com os valores 25, 50 e 100.
Como pode ser observado na Figura 7.4, tanto para 25, 50 e 100 arquivos, o pior
desempenho é o da ferramenta Docker, a qual utiliza virtualização leve frente às
demais e a discrepância é grande até mesmo com o LXC que utiliza o mesmo tipo de
virtualização. O Docker versão 1.12.6 executado no Ubuntu 16.04 utiliza o sistema
de arquivos AUFS em conjunto com o ext4 como sistema de arquivos subjacente.
O AUFS agrupa diversas camadas em um único hospedeiro e as apresenta como
sendo uma única. Essas camadas são unificadas através de um processo que é cha-
mado de union mount. Uma vez que o AUFS faz uma manipulação a nível de
arquivos, basta uma pequena escrita em um arquivo que ele tem que ser copiado
por inteiro. Essa operação é chamada de copy up e gera uma grande sobrecarga na
escrita e leitura de arquivos conforme é observado na Figura 7.4.
Tanto o desempenho do Virtualbox quanto do KVM foram próximos ao desem-
penho do cenário nativo. O primeiro emulou um controlador Serial ATA (SATA) no
modo Advanced Host Controller Interface (AHCI) juntamente com uma imagem de
disco com extensão Virtual Disk Image (VDI), já o segundo obteve um bom resul-
tado devido à baixa sobrecarga inserida pelo KVM que manipula arquivos através
de entidades chamadas storage pools e volumes. O storage pool padrão utilizado foi
o baseado em diretórios com uma técnica de cache chamada writeback na qual estão
habilitados para o sistema operacional visitante tanto o cache do hospedeiro para
melhorar I/O de disco quanto o cache de operações de escrita no disco.
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(a) 25 arquivos. (b) 50 arquivos.
(c) 100 arquivos.
Figura 7.4: Desempenho de Disco: Vazão de acesso ao disco para diferentes quanti-
dades de arquivos criados utilizando o Bonnie++.
Para buscas aleatórias no disco feitas com sucesso após o Bonnie++ criar 4
processos filhos, o desempenho do Docker foi bom como é mostrado na Figura 7.5,
devido as buscas não necessitarem de operações de cópia em diversas camadas, uma
vez que basta achar a posição no disco para medir o Input Output per Second (IOPS).
Figura 7.5: Desempenho de Disco:
Taxa de buscas aleatórias em disco
feitas com sucesso utilizando o Bon-
nie++ e 4 processos em paralelo.
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Por outro lado, tanto o desempenho do cenário com KVM quanto o do cenário
com Virtualbox foram ruins devido a gargalos inseridos pelos sistemas de arquivos
e controladores de I/O, no KVM através do virtio-blk e no VirtualBox com o
SATA. Esses gargalos das diferentes técnicas de virtualização no que diz respeito a
tempo de acesso a disco impactam diretamente a quantidades de buscas aleatórias
no disco.
7.4 Desempenho de Rede
Uma função virtual de rede, como por exemplo um roteador, tem que ser capaz de
receber corretamente pacotes e encaminhá-los para a interface de saída. Diante disso,
a camada de virtualização deve possuir obviamente a menor sobrecarga possível para
não afetar o desempenho de rede. A fim de avaliar a sobrecarga de virtualização
no desempenho de rede, foi adotada a ferramenta Iperf [50] para medir a vazão de
fluxos partindo da tecnologia sob teste com destino ao host, conforme observado na
Figura 6.1.
Nesta frente de análise foi realizada uma transferência de um arquivo com tama-
nho aproximado de 6GB durante 10 segundos com uma banda nominal declarada
na ferramenta Iperf de 1Gbps e com tamanho de pacote padrão da ferramenta que
é de 1470 bytes.
Tabela 7.2: Desempenho de rede: Vazão total utilizando o Iperf.
Plataforma Fluxo UDP (Mbps)
Nativo 815± 0, 15
Nativo+Docker 814± 0, 08
Nativo+LXC 814± 0.2
VirtualBox+VM 511± 31, 59
KVM+VM 672± 33, 63
A Tabela 7.2 mostra que o pior desempenho para o protocolo de transporte UDP
foi o do VirtualBox. O desempenho do KVM para UDP ficou bem próximo tanto do
ambiente nativo quanto das ferramentas que utilizam virtualização leve, que mais
uma vez tiveram um bom desempenho.
Apesar do Docker e LXC utilizarem uma bridge com o uso de Network Address
Translation (NAT), eles compartilham o mesmo kernel do sistema hospedeiro e
acessam os recursos computacionais sem a necessidade de percorrer pilhas adicionais
e assim ambos alcançaram um desempenho semelhante ao cenário nativo.
O desempenho do Virtualbox foi inferior aos demais devido à sobrecarga inserida
pela emulação da placa que foi a Intel PRO/1000, a qual habilita funções como a
checksum offloading e segmentation offloading que contribuíram para a degradação
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do desempenho. Além disso, há o esforço para utilização do NAT na interface
degrada o desempenho do cenário como podemos observar na Tabela 7.2.
Por outro lado, o KVM obteve um desempenho melhor que o cenário com Virtu-
albox devido à utilização de paravirtualização para o dispositivo de rede através da
interface virtio-net que apesar de diminuir as trocas de contexto entre hospedeiro e
visitante, ainda possui sobrecarga elevada em comparação tanto ao ambiente nativo
e ao cenário com virtualização leve.
7.5 Desempenho de Aplicação
Diversas operadoras de serviços de telecomunicações estão preocupadas com con-
teúdo para atrair clientes e assim a qualidade de experiência do usuário está em
foco, conforme mencionado anteriormente. Como a motivação principal deste tra-
balho é avaliar a tecnologia com melhor desempenho para inserção em um ambiente
com virtualização de funções de rede aliado ao conceito de Edge computing, foi
avaliado o desempenho de uma aplicação em cada tipo de virtualização.
A aplicação escolhida para análise foi um banco de dados MySQL, uma vez que
esta é uma aplicação muito utilizada em diversas áreas tecnológicas. Para avaliar o
desempenho das plataformas foi criado em cada uma delas um banco de dados com
uma tabela contendo 1 milhão de registros e o benchmarking consiste em realizar
consultas a valores contidos nessa tabela.
Figura 7.6: Desempenho de aplicação:
Tempo de execução para consultas em
uma tabela MySQL com 1 milhão de li-
nhas utilizando o Sysbench.
A métrica considerada para avaliação é o tempo total de execução das operações
citadas. Conforme se observa na Figura 7.6, o desempenho do VirtualBox foi pior,
evidenciando uma sobrecarga criada pela virtualização tradicional na execução de
aplicações. Esse fraco desempenho poderia degradar uma aplicação em produção,
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o que torna a virtualização baseada em software uma escolha ruim para aplicações
que exijam um alto desempenho de I/O.
O desempenho ruim tanto no cenário com LXC quanto o do cenário com Vir-
tualbox evidenciam os gargalos inseridos pelas diferentes técnicas de virtualização
no que diz respeito a tempo de acesso a disco, interação com drivers, velocidade de
CPU e de acesso a memória em ambientes que vão além de benchmarkings sintéticos,
ou seja, com aplicações reais.
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Capítulo 8
Conclusão e Trabalhos Futuros
Soluções baseadas em contêineres e outros sistemas emergentes desafiam os tradici-
onais hipervisores, baseados em máquinas virtuais, na computação na nuvem. Essas
novas tecnologias são mais leves e isso facilita um desenvolvimento mais denso de ser-
viços. Nesse trabalho, foi apresentada uma avaliação de desempenho para diferentes
tecnologias de virtualização no sistema operacional Linux.
Além do nível de sobrecarga baixo, elevado grau de versatilidade e facilidade de
gerenciamento das ferramentas de virtualização serem pontos a favor, ficou evidente
através do benchmarking das ferramentas que o desempenho das ferramentas de
virtualização leve se aproxima da plataforma nativa na maioria dos casos. Este
aspecto é importante para um ambiente de Edge computing, no qual a arquitetura
de microsserviços tende a ganhar cada vez mais força e exigir um alto desempenho
e flexibilidade das plataformas subjacentes.
As contribuições do trabalho são a demonstração de uma comparação atualizada
entre um cenário nativo, outros com utilização de contêineres e outros com máquinas
virtuais em ambientes utilizando virtualização através de benchmarkings relevantes
para essa nova tendência em telecomunicações. Adicionalmente, a identificação do
potencial da utilização de virtualização leve como alternativa à virtualização tradi-
cional e seu impacto no desempenho de aplicações.
A análise do presente trabalho é revelante uma vez que com o novo objetivo de
flexibilização das redes para geração de novos serviços de forma mais rápida e com
a difusão de arquiteturas de microsserviços em ambiente virtualizados, há a possibi-
lidade das operadoras de telecomunicações mudarem o cenário atual e modificarem
totalmente a arquitetura das redes desde o acesso, transporte e agregação até o core.
Além disso, há a oportunidade de alterarem características das suas redes, como por
exemplo o vendor lock-in que muitas vezes gera uma estagnação tecnológica.
Os principais resultados foram um desempenho superior da virtualização leve em
relação a CPU semelhante ao nativo, com uma diferença de quase 50 segundos para
o Virtualbox que representa os hipervisor tipo II com virtualização completa quando
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utilizada a ferramenta Y-cruncher. Além disso, foi confirmado com a ferramenta Sys-
bench um desempenho semelhante chegando a uma diferença de aproximadamente
102 segundos no cálculo dos números primos até o valor 200000 entre os mesmos
representantes citados acima.
Em relação a memória, a virtualização leve alcançou um desempenho semelhante
ao nativo para as 4 operações executadas na ferramenta STREAM, estas são Cópia,
Escala, Soma e Tríade demonstrando ser eficaz em uma das principais fontes de gar-
galo em máquinas virtuais e alcançando diferenças que chegaram a 40% em relação
a virtualização completa e a 10% em relação a virtualização assistida por hardware
representada pela ferramenta KVM.
No que diz respeito a disco o desempenho o desempenho da virtualização leve
foi inferior as demais para a ferramenta Docker e satisfatório para a ferramenta
LXC em relação as demais, porém em todos os casos não se aproximou do ambiente
nativo com uma diferença em torno de 20% evidenciando que em relação a disco a
virtualização ainda necessita evoluir.
Para gargalos internos à plataforma relacionados a rede e gerados somente pe-
las camadas de virtualização com a ferramenta Iperf, somente a virtualização leve
obtive um desempenho aproximadamente igual ao do ambiente nativo. Além disso,
nessa frente de análise tanto a virtualização completa representando pelo Virtual-
box quanto a virtualização assistida por hardware obtiveram um desempenho muito
aquém do esperado sendo 40% inferior aos demais.
Na frente de análise de aplicação foi utilizado a ferramenta Sysbench em conjunto
com o banco de dados MySQL que visava um teste com aplicações reais a fim de uma
verificação mais completa da QoE nas plataformas, a virtualização leve representada
pela ferramenta Docker obteve um desempenho superior que as demais, porém mais
uma vez muito distante do cenário nativo. A virtualização tradicional representada
pelo VirtualBox mais uma vez obteve de longe o pior desempenho. Isso demonstra
que as técnicas desenvolvidas pela Intel relacionadas a virtualização assistida por
hardware são eficazes para cenários reais, tendo em vista que o KVM foi superior a
virtualização completa.
O objetivo da avaliação foi alcançado ao proporcionar um direcionamento em
uma possível implantação de plataformas virtuais, isto é, no momento em que houver
um questionamento sobre qual tecnologia de virtualização será utilizada, tendo em
vista a sensibilidade da aplicação no que diz respeito a desempenho. Esse trade-off
entre desempenho, flexibilidade e custo tem que ser analisado com mais profundidade
em um trabalho futuro.
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8.1 Trabalhos Futuros
Apesar de considerar diversas frentes de análise, o presente trabalho limitou-se a
avaliar as plataformas na configuração default em que são apresentadas. Cabe como
análise futura uma abordagem na qual verifica diversas variáveis para cada frente
de análise proposta. Além disso, como o presente trabalho não levou em considera-
ção técnicas de aceleração de hardware como SR-IOv, DPDK e Core Pinning, essa
análise complementar é totalmente válida para os cenários reais.
Um estudo futuro interessante é uma análise de segurança [54] comparando con-
têineres com VMs para desmistificar o compromisso necessário entre segurança e
flexibilidade na escolha da tecnologia a ser utilizada. Ademais, em posse das evi-
dências que a virtualização leve possui um melhor desempenho que a virtualização
tradicional, cabe avaliar as ferramentas de orquestração para contêineres e seus prin-
cipais benefícios. Por fim, cabe a verificação do resultado quando ambos são coloca-
dos lado a lado em um ambiente real realizando Network Service Chaining (NSC),
conforme é feito pela ferramenta Contrail [55] da Juniper.
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