Previous work suggests that Gabor-wavelet-based methods can achieve high sensitivity and specificity for emotionspecified expressions (e.g., happy, sad) 
Introduction
In facial feature extraction of expression analysis, there are mainly two types of approaches: geometric featurebased methods and appearance-based methods [1, 2, 3, 5, 6, 7, 10, 11, 12, 13, 15, 17, 16, 18, 19] . The geometric facial features present the shape and locations of facial components (including mouth, eyes, brows, nose etc.). The facial components or facial feature points are extracted to form a feature vector that represents the face geometry. In appearance-based methods, image filters, such as Gabor wavelets, are applied to either the whole-face or specific regions in a face image to extract a feature vector.
Zhang et al. [20] have compared two type of features to recognize expressions, the geometric positions of 34 fiducial points on a face and 612 Gabor wavelet coefficients extracted from the face image at these 34 fiducial points. The recognition rates for six emotion-specified expressions (e.g. joy and anger) were significantly higher for Gabor wavelet coefficients. Recognition of FACS AUs was not tested. Bartlett et al. [1] compared optical flow, geometric features, and principle component analysis (PCA) to recognize 6 individual upper face AUs (AU1, AU2, AU4, AU5, AU6, and AU7) without combinations. The best performance was achieved by PCA. Donato et al. [5] compared several techniques for recognizing 6 single upper face AUs and 6 lower face AUs. These techniques include optical flow, principal component analysis, independent component analysis, local feature analysis, and Gabor wavelet representation. The best performances were obtained using a Gabor wavelet representation and independent component analysis. All of these systems [1, 5, 20] used a manual step to align each input image with a standard face image using the center of the eyes and mouth.
Previous work suggests that the appearance-based methods (specifically Gabor wavelets) can achieve high sensitivity and specificity for emotion-specified expressions (e.g., happy, sad) [11, 20] and single AUs [5] under four conditions. (1) Subjects were homogeneous either all Japanese or all Euro-American. (2) Head motion was excluded. (3) Face images were aligned and cropped to a standard size. (4) Specific-emotion expression or single AUs were recognized. In multi-culture society, expression recognition must be robust to variations of face shape, proportion, and skin color. Facial expression typically consists of AU combinations, that often occur together with head motion. AUs can occur either singly or in combination. When AUs occur in combination they may be additive, in which the combination does not change the appearance of the constituent AUs, or non-additive, in which the appearance of the constituents does change. The non-additive AU combinations make recognition more difficult.
In this paper, we investigate the AU recognition accuracy of Gabor wavelets for both single AUs and AU combinations. We also compare the Gabor-wavelet-based method and the geometry-feature-based method for AU recognition in a more complex image database than have been used in previous studies of facial expression analysis using Gabor wavelets. The database consists of image sequences from subjects of European, African, and Asian ancestry. Small head motions and multiple AUs are included. For 3 single AUs without head motion, a recognition rate of 83% is obtained for the Gabor-wavelet-based method. When the number of recognized AUs increases to 9 and the image sequences consists of AU combinations, head motions, and non-homogeneous subjects, the accuracy of the Gaborwavelet-based method decreases to 32%. In comparison, an average recognition rate of 87.6% is achieved for the geometry-feature-based method, and the best recognition rate of 92.7% obtained by combining the Gabor-waveletbased method and the geometry-feature-based method.
Facial Feature Extraction
Contracting the facial muscles produces changes in both the direction and magnitude of skin surface displacement, and in the appearance of permanent and transient facial features. Examples of permanent features are eyes, brow, and any furrows that have become permanent with age. Transient features include facial lines and furrows that are not present at rest. In order to analyze a sequence of images, we assume that the first frame is a neutral expression. After initializing the templates of the permanent features in the first frame, both geometric facial features and Gabor wavelets coefficients are automatically extracted the whole image sequence. No face crop or alignment is necessary. To detect and track changes of facial components in near frontal face images, multi-state models are developed to extract the geometric facial features (Fig. 1) Given an image sequence, the region of the face and approximate location of individual face features are detected automatically in the initial frame [14] . The contours of the face features and components then are adjusted manually in the initial frame. Both permanent (e.g., brows, eyes, lips) and transient (lines and furrows) face feature changes are automatically detected and tracked in the image sequence. We group 15 parameters which describe shape, motion, eye state, motion of brow and cheek, and furrows in the upper face. These parameters are geometrically normalized to compensate for image scale and in-plane head motion based two inner corners of the eyes. Details of geometric feature extraction can be found in paper [16] . We use Gabor wavelets to extract the facial appearance changes as a set of multi-scale and multi-orientation coefficients. The Gabor filter may be applied to specific locations on a face or to the whole face image [4, 5, 9, 17, 20] . Following Zhang et al. [20] , we use the Gabor filter in a selective way, for particular facial locations instead of the whole face image.
Geometric facial features

Gabor wavelets
The response image of the Gabor filter can be written as a correlation of the input image I(x), with the Gabor kernel
where the Gabor filter p k (x) can be formulated [4] :
(2) where k is the characteristic wave vector.
In our implementation, 800 Gabor wavelet coefficients are calculated in 20 locations which are automatically defined based on the geometric features in the upper face ( Figure 2 ). We use σ = π, five spatial frequencies with
16 , π 32 ), and 8 orientations from 0 to π differing by π/8. In general, p k (x) is complex. In our approach, only the magnitudes are used because they vary slowly with the position while the phases are very sensitive. Therefore, for each location, we have 40 Gabor wavelet coefficients.
Evaluation of Gabor-Wavelet-Based AU Recognition in Image Sequences of Increasing Complexity
Experimental Setup
AUs to be Recognized: Figure 3 shows the AUs to be recognized and their Gabor images when the spatial frequency= π 4 in horizontal orientation. AU 43 (close) and AU 45 (blink) differ from each other in the duration of eye closure. Because AU duration is not considered and AU 46 (wink) is close eye only in left or right, we pool AU 43, AU 45, and AU 46 as one unit in this paper. AU 1 (inner brow raise), AU 2 (outer brow raise) and AU 4 (brows pull together and lower) describe actions of brows. Figure 3(h) shows an AU combination. Database: The Cohn-Kanade expression database [8] is used in our experiments. The database contains image sequences from 210 subjects between the ages of 18 and 50 years. They were 69% female, 31% male, 81% EuroAmerican, 13% Afro-American, and 6% other groups. Over 90% of the subjects had no prior experience in FACS. Subjects were instructed by an experimenter to perform single AUs and AU combinations. Subjects sat directly in front of the camera and performed a series of facial behaviors which was recorded in an observation room. Image sequences with in-plane and limited out-of-plane motion are included. The image sequences began with a neutral face and were digitized into 640x480 pixel arrays with either 8-bit gray-scale or 24-bit color values. Face size varies between 90×80 and 220×200 pixels. No face alignment or cropping is performed. AU Recognition NNs: We use a three-layer neural network with one hidden layer to recognize AUs by a standard backpropagation method. The network is shown in Figure 4 , and could be divided into two components. The sub-network shown in Figure 4 (a) is used for recognizing AU by using the geometric features alone. The inputs of the neural network are the 15 geometric feature parameters. The subnetwork shown in Figure 4 (b) is used for recognizing AUs by using Gabor wavelets. The inputs are the Gabor coefficients extracted based on 20 locations. For using both geometric features and regional appearance patterns, these two sub-networks are applied in concert. The outputs are the recognized AUs. Each output unit gives an estimate of the probability of the input image consisting of the associated AUs. The networks are trained to respond to the designated AUs whether they occur singly or in combination. When AUs occur in combination, multiple output nodes are excited.
Experimental Results
First, we report the recognition results of Gabor wavelets for single AUs (AU 41, AU 42, and AU 43). Then, AU Recognition of Gabor wavelets for image sequences of increasing complexity is investigated. Because input sequences contain multiple AUs, several outcomes are possible. Correct denotes that target AUs are recognized. M issed denotes that some but not all of the target AUs are recognized. F alse denotes that AUs that do not occur are falsely recognized. For comparison, the AU recognition results of the geometric-feature-based method are reported. Best AU recognition results are achieved by combining Gabor wavelets and geometric features.
AU Recognition of Gabor wavelets for single AUs:
In this investigation, we focus on recognition of AU41, AU42, and AU43 by Gabor wavelets. We selected 33 sequences from 21 subjects for training and 17 sequences from 12 subjects for testing. All subjects are Euro-American without observable head motions. The data distribution of training and test data sets is shown in Table 1 . Table 2 shows the recognition results for 3 single AUs (AU 41, AU 42, and AU 43) when we use three feature points of the eye and three spatial frequencies of Gabor wavelet (
The average recognition rate is 83%. More specifically, 93% for AU41, 70% for AU42, and 81% for AU43. These are comparable to the reliability of different human coders.
AU Recognition of Gabor Wavelets for AU Combinations in Image Sequences of Increasing Complexity:
In this evaluation, we test recognition accuracy of Gabor wavelets for AU combinations in a more complex database. The database consists of 606 image sequences from 107 subjects of European, African, and Asian ancestry. Most image sequences contain AU combinations and some include small head motion. We split the image sequences into training (407 sequences from 59 subjects) and testing (199 sequences from 48 subjects) sets to ensure that the same subjects did not appear in both training and testing. Table 3 shows the AU distribution for training and test sets. Table 4 . AU Recognition of Gabor Wavelets for AU combinations in image sequences of increasing complexity. AU1  104  4  100  8  AU2  76  0  76  0  AU4  84  8  76  3  AU5  60  0  60  0  AU6  52  25  27  0  AU7  28  0  28  0  AU41  20  0  20  0  AU43  48  38  10  0  AU0  199  140  59  208  Total  671  215  456 219 Average Recognition Rate: 32% False Alarm Rate: 32.6%
AUs Total Correct Missed False
In the experiment, total 800 Gabor wavelet coefficients corresponding 5-scale and 8-orientation are calculated at 20 specific locations. We have found that 480 Gabor coefficients of three middle scales perform better than use all 5 scales. The inputs are 480 Gabor coefficients (3 spatial frequencies in 8 orientations, applied at 20 locations). The recognition results are summarized in Table 4 . We have achieved average recognition-and false alarm rates of 32% and 32.6% respectively. Recognition is adequate only for AU6, AU43, and AU0. The appearance changes associate with these AUs are detected often occurred in specific regions for AU6 and AU43 comparing with AU0. For example, crows-feet wrinkles often appear for AU6 and the eyes look qualitatively different when they are open and closed (AU43). Use of PCA to reduce the dimensionality of the Gabor wavelet coefficients failed to increase recognition accuracy. AU Recognition of Geometric Features for AU Combinations in Image Sequences of Increasing Complexity: For comparison, using the 15 parameters of geometric features, we achieved average recognition-and false alarm rates of 87.6% and 6.4% respectively (Table 5 ). Recognition of individual AUs is good with the exception of AU7. Most instances of AU7 are of low intensity, which change only 1 or 2 pixels in face image and cannot be extracted by geometry-feature-based method. Table 6 . In comparison to the results of using either the geometric features or the Gabor wavelets alone, combining these features increases the accuracy of AU recognition, recognition performance has been improved to 92.7% from 87.6% and 32% respectively.
Conclusion and Discussion
We summarize the AU recognition results by using Gabor wavelets alone, geometric features alone, and both of them in Figure 5 . Three recognition rates for each AU are described by histograms. The gray histogram shows recognition results based on Gabor wavelets. The dark gray histogram shows recognition results based on geometric features, and the white histogram shows results obtained using both types of features. Using Gabor wavelets alone, recognition is adequate only for AU6, AU43, and AU0. Using geometric features, recognition is consistently good with the exception of AU7. The results using geometric features alone are consistent with previous research that shows high AU recognition rates for this approach. Combining both types of features, the recognition performance increased for all AUs. Consistent with previous studies, we found that Gabor wavelets work well for single AU recognition for homogeneous subjects without head motion. However, for recognition of AU combinations when image sequences include non-homogeneous subjects with small head motions, we are surprised to find relatively poor recognition using this approach. In summary, several factors may account for the difference. First, the previous studies used homogeneous subjects. For instance, Zhang et al. included only Japanese and Donato et al. included only Euro-American. We use diverse subjects of European, African, and Asian ancestry. Second, the previous studies recognized emotion-specified expressions or only single AUs. We tested the Gabor-waveletbased method on both single AUs and AU combinations, including non-additive combinations in which the occurrence of one AU modifies another. Third, the previous studies manually aligned and cropped face images. We omitted this preprocessing step. Our geometric features and the locations to calculate Gabor coefficients were robust to head motion. These differences suggest that any advantage of Gabor wavelets in facial expression recognition may depend on manual preprocessing and may fail to generalize to heterogeneous subjects and more varied facial expression. Combining Gabor wavelet coefficients and geometric features resulted in the best performance.
