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We study metric transformations which depend on a scalar field φ and its first derivatives and
confirm that the number of physical degrees of freedom does not change under such transformations,
as long as they are not singular. We perform a Hamiltonian analysis of a simple model in the gauge
φ = t. In addition, we explicitly show that the transformation and the gauge fixing do commute
in transforming the action. We then extend the analysis to more general gravitational theories
and transformations in general gauges. We verify that the set of all constraints and the constraint
algebra are left unchanged by such transformations and conclude that the number of degrees of
freedom is not modified by a regular and invertible generic transformation among two metrics. We
also discuss the implications on the recently called “hidden” constraints and on the case of a singular
transformation, a.k.a. mimetic gravity.
I. INTRODUCTION
Conformal and disformal metric transformations have been useful tools in studying various aspects of gravitational
theories. A metric is simply a non-degenerate symmetric rank-2 tensor. Hence, one can easily construct a new metric
by combining the original metric variable with other fields in the gravity sector. Picking up a particular metric is
nothing but fixing a basis or a representation in the field space, provided that the transformation from the original
basis is regular. For this reason a choice of a metric variable and a transformation among different choices is often
called a frame and a frame transformation, respectively. In contrast, one might consider it more appropriate to use
the word “representation” rather than “frame”, in line with Dicke’s original paper [1] (see also [2] for a recent remark
on this point). Nevertheless, here we adopt the common terminology in the literature, namely “frame”. A conformal
transformation is a special case of frame transformations: the new and the original metrics are conformally equivalent
to each other. A disformal transformation is a frame transformation which does not fit in this criterion while, for the
simple cases studied in the present paper and in most of the literature so far, it can be understood as a rescaling of the
lapse function keeping the spatial metric unchanged under a certain gauge choice as we see later. For an alternative
interpretation, a disformal transformation can be perturbatively thought of as a rescaling of time (see [3]).
A frame transformation may change the structure of kinetic mixing between the metric and other fields in the
gravity sector. The description of the gravity sector is often simplified by going to a frame where such kinetic mixing
is minimized. If possible, it would thus be the best to choose a frame in which (the lowest dimensional part of) the
kinetic term for the metric is simply the Einstein-Hilbert action. Such a frame is called Einstein frame, if exists at
all in a given theory (for an analysis in the scalar-tensor theory see [4, 5]). On the other hand, the description of
matter fields is simple in a frame where they couple to the metric minimally, i.e. a frame in which free particles
made of matter fields follow geodesics. Such a frame is usually called Jordan frame or matter frame. It is thus rather
important to understand how the description of a theory changes from one frame to the other, especially from the
Einstein frame to the matter frame, and vice versa. Along this direction, the invariance of physical observables under
conformal and disformal transformations is intensively studied in the literature [2, 3, 6–17].
In the present paper we consider a class of frame transformations that are of the form
gµν → g˜µν = A(φ,X)gµν + B(φ,X)∂µφ∂νφ, (1)
where φ is a scalar field and X = −gµν∂µφ∂νφ. Concerning the first term on the right-hand side (so-called Weyl
transformation part), we introduce a general conformal factor, A, which can now depend on the first derivative of the
field as well as the field itself. As for the second term, this type of frame transformations was originally introduced
by Bekenstein [18]. It should be noted that A and B are such that by definition no change in the signature of the
metric is allowed.
As an example of the systems that naturally involve frame transformations, let us consider a D3-brane moving in
a higher dimensional spacetime. In the type IIB string theory, all complex structure moduli are stabilized by turning
on various fluxes [19]. Those fluxes act as gravitational sources and, as a result, the geometry of the extra dimensions
2is inevitably warped. A warped region of the extra dimensions is called a warped throat and has a 10-dimensional
metric of the form
ds210 = h
2gµνdξ
µdξν + h−2γpqdξ
pdξq, (2)
where gµν (µ, ν = 0, · · · , 3) is a 4-dimensional metric, γpq (p, q = 4, · · · , 9) is a Calabi-Yau metric on a 6-dimensional
compact manifold and the warp factor h depends only on the internal Calabi-Yau direction. If Ka¨hler moduli are
also stabilized, e.g. a´ la Kachru, Kallosh, Linde and Trivedi [20], then the low-energy behavior of the metric gµν is
described by the 4-dimensional Einstein gravity. We can thus regard gµν as the Einstein-frame metric. The bosonic
part of a probe D3-brane action is given as the sum of a Dirac-Born-Infeld (DBI) action,
IDBI = −T3
∫
d4x
√
− det(g˜µν + 2πα′Fµν) , (3)
and a Chern-Simon action, where xµ (µ = 0, · · · , 3) are the intrinsic coordinates on the brane, T3 is the brane
tension, g˜µν is the induced metric on the brane, α
′ is the Regge slope, and Fµν is the field strength of the U(1)
gauge field on the brane. Here, for simplicity we have assumed that the pullback of the NS-NS antisymmetric field
on the brane world-volume vanishes and that the dilaton is stabilized as in the construction by Giddings, Kachru and
Polchinski [19]. Expanding the DBI action with respect to Fµν , it is easy to see that the U(1) gauge field on the brane
minimally couples to the induced metric g˜µν (instead of gµν).
1 We can thus regard g˜µν as the matter (or Jordan)
frame metric. We consider the warped geometry of the form (2) with
γpqdξ
pdξq = dr2 + ds25, h = h(r), (4)
where ds25 is an r-dependent 5-dimensional metric. For example the Klebanov-Strassler throat [21] is indeed of this
form. We consider the radial motion of a D3-brane in the warped geometry, adopting a gauge in which the four
coordinates on the brane xµ (µ = 0, · · · , 3) coincide with the 4-dimensional part of the bulk coordinates ξµ, and
supposing that the brane radial position r also depends on xµ. In this case,
g˜µν = h(r)
2gµν + h(r)
−2∂µr∂νr. (5)
Considering the brane position r as a scalar field in the 4-dimensions, one sees that this is a special case of the frame
transformation (1). The form of the DBI action is completely fixed by Lorentz invariance of the D0-brane action and
T-duality. Hence, the DBI action and thus the frame transformation are valid even for a relatively large value of
∂µr, if the signature of g˜µν remains the same and if the second (and higher) derivatives of r (and the curvature) are
sufficiently small in the unit of the string scale. In this example, however, the conformal and disformal factors A and
B are simply functions of the scalar field and thus independent of its derivatives.
In the effective field theory approach, on the other hand, all possible terms should be included in the action as far as
they are consistent with the symmetries and/or the symmetry breaking patterns that are invoked for the construction
of the theory. For example, in the covariant formulation of ghost condensation [22], terms nonlinear in X are not
suppressed compared with terms linear in or independent of X , but one can still construct a sensible low energy
effective field theory. An extension of such a construction to an expanding universe leads to the effective field theory
of inflation [23]. In these effective field theories, one does not intend to expand a theory around X = 0. Instead, one
expands a theory around a non-vanishing background value of X . From this point of view, as far as we are interested
in a background with non-vanishing X , it is rather natural to expect that nonlinear (as well as linear) X-dependence
of the conformal and disformal factors A and B is not suppressed compared with constant parts, unless a specific
UV completion realizes such suppression. On the other hand, dependence on higher derivatives is under control and
can be safely ignored if we choose a background on which X does not change as fast as φ. For these reasons, in the
present paper we maintain the general X-dependence of the conformal and disformal factors A and B.
Under a certain condition, the frame transformation (1) is invertible and thus relates two equivalent theories to
each other. In the case where the conformal factor A is independent of X , the action transformed from the Einstein-
Hilbert action through (1) falls into the class of theories proposed by Gleyzes et al. [24] (it reduces to a sub-class of the
Horndeski theory [25–27] when the disformal factor B also depends only on φ). The number of degrees of freedom in
this class of theories has been proven to be the same as that of a scalar plus general relativity (GR) at least up to the
so-called L4 term in the so called unitary gauge φ = t (see (12) and discussions thereafter) [28, 29] (see also [30] for
Hamiltonian analysis of theories proposed in [31], as an extension of [24]). The proof for the L4 term of the generalized
1 The Chern-Simon term does not depend on Fµν .
3Galileon theory in the general gauge has been done recently in [32]. However, if A depends on X , transformations of
the type (1) relate a theory with second-order equations of motion to that with higher-order equations of motion [4].
Those higher-order field equations can be reduced to a set of second order differential equations in the unitary gauge
but the appearance of the first and second time derivatives of the lapse function will spoil the nature of the Hamiltonian
constraint. One might thus mistakenly conclude that the latter theory would have more physical degrees of freedom
than the former. Of course this is not the case since the two theories are equivalent to each other as long as the
transformation is not singular (see also [33] where the healthiness, to be precise, the degeneracy of the kinetic matrix
and thus the existence of a non-trivial constraint of such theories with derivatives of the lapse function was pointed
out at the level of perturbation). In order to reconcile the apparent contradiction we apply the standard method of
Hamiltonian analysis for a constrained system. We then conclude that frame transformations of the form (1) indeed
do not change the number of physical degrees of freedom, provided that the transformation is regular and invertible.
The rest of the present paper is organized as follows. In Sec. II, as a simple example, we disformally transform
the Einstein-Hilbert action by (1) without fixing any gauge and show that the terms with second time derivatives
of φ cannot be eliminated from the action in general. We also derive the action in the unitary gauge and show the
presence of terms quadratic in N˙ (N is the lapse function) provided that A depends on X . In Sec. III, we apply
the Hamiltonian analysis for a constrained system to the transformed action in the unitary gauge and prove that
the presence of nontrivial constraints keeps the number of physical degrees of freedom unchanged as compared to
the original action. In Sec. IV, we generalize our proof to more general gravitational theories and transformations
in general gauge. Viewing a transformation as a change of variables, we show that the constraint structure does not
change, and the system evolves in the same way as that before the transformation. This proves that the number of
physical degrees of freedom does not change. Finally in Sec. V, we summarize our result and discuss its implications.
In Appendix A, we collect some details in the calculations of disformal transformation and of the gauge fixing. In
Appendix B, we show a simple example to systematically replace derivatives with auxiliary variables in any given
transformation, with which the general analysis described in Sec. IV is applicable, and also point out that this
procedure is not valid for singular transformations.
II. FRAME TRANSFORMATION
Let us consider a generic disformal transformation of the metric g˜ as in (1) in an d + 1 dimensional spacetime,
where A and B are arbitrary functions of φ and X ≡ −gµν∂µφ∂νφ (µ = 0 , 1 , · · · , d) (see also [35]). The inverse of
the metric (1) is given by
g˜µν =
1
A
(
gµν − BA− BX ∇
µφ∇νφ
)
, (6)
provided that A(A−BX) 6= 0, where ∇µ is the covariant derivative with respect to gµν . The inverse transformation
gµν = A˜(φ, X˜) g˜µν + B˜(φ, X˜) ∂µφ∂νφ , (7)
where X˜ ≡ −g˜µν∂µφ∂νφ, is non-linearly related to the original one (1) through
A˜
(
φ,
X
A− BX
)
=
1
A(φ,X) , B˜
(
φ,
X
A− BX
)
= −B(φ,X)A(φ,X) , (8)
provided that A(A − BX) 6= 0 and the Jacobian of the transformation is non-vanishing,
A(A −AXX + BXX2) 6= 0 , (9)
where AX ≡ (∂A/∂X) |φ, BX ≡ (∂B/∂X) |φ [34].
We now perform the transformation (1) to the Einstein-Hilbert action, that is
I˜EH =
M2p
2
∫
dd+1x
√
−g˜ R˜ . (10)
4A straightforward calculation leads to the transformed action, given as (see Appendix A1 for details)
I˜EH =
M2p
2
∫
dd+1x
√−gA(d−1)/2
(
1− BAX
)1/2
×
{
R+
B
A− BX
[
∇µ∇νφ∇µ∇νφ−
(∇2φ)2]+ d(d − 1)
4
[
∇µ lnA∇µ lnA− BA− BX (∇
µφ∇µ lnA)2
]
− d− 1
2
B
A− BX ∇µ lnA
[
X∇µ ln
(B
A
)
+∇µφ∇νφ∇ν ln
(B
A
)]
− BA− BX
(
1
2
∇µX +∇µφ∇2φ
)[
(d− 1)∇µ lnA+∇µ ln
(B
A
)]}
, (11)
up to total derivatives. We shall later add a k-essence type action for the scalar field, but at this moment we first
apply the transformation to the Einstein-Hilbert part.
It is worth noting that, in the case of d + 1 = 4, for A = A(φ) and B = B(φ), the action (11) reduces to a
subclass of the Horndeski one [25–27], which has been known as a scalar-tensor theory with only 3 degrees of freedom,
concretely 2 tensor and 1 scalar. The crucial point is whether A and B depend on X , and if at least one of them does,
the transformed action (11) is not within the domain of the Horndeski theory. In fact, in the case A = A(φ) and
B = B(φ,X) as discussed in [29], the action (11) can be written as a subclass of the theory proposed by Gleyzes et
al. [24] which has been shown to have no extra degrees of freedom at least in the unitary gauge (see (12) and discussions
thereafter for the definition of the unitary gauge) [28, 29]. When A depends on X , however, the terms quadratic in
the second time derivatives of φ, i.e. such terms as proportional to ∇µX∇µX , enter the action in a nontrivial manner
[34]. It is generically impossible to eliminate these terms by diagonalizing the kinetic matrix and this may at a first
glance appear to introduce a ghost-like extra degree of freedom. However, as is clear from the derivation of the action
(11) from the original Einstein-Hilbert action (10), this is merely an artifact of the frame transformation (1) and the
number of degrees of freedom should stay the same as long as the transformation is non-singular. In the next section
we will explicitly show this claim by the Hamiltonian analysis for a simple case in the unitary gauge.
Before proceeding, in order to simplify the analysis, we fix the time gauge degree of freedom or time slicing in the
action (11), while keeping the spatial gauge arbitrary, by taking
φ = t , (12)
where we have implicitly assumed the existence of such time-slicings, namely that ∂µφ is non-zero, regular and timelike
everywhere in both frames. We adopt the nomenclature in the literature and call this gauge choice “unitary gauge.”
In this gauge, it is convenient to do the (d+ 1)-decomposition a` la Arnowitt-Deser-Misner (ADM) as
ds2 = gµνdx
µdxν = −N2dt2 + γij
(
dxi +N idt
) (
dxj +N jdt
)
, (i = 1 , 2 , · · · , d) (13)
where N is the lapse function, N i the shift vector, and γij the d-dimensional spatial metric. Spatial indices are
lowered and raised by the spatial metric γij and its inverse γ
ij , respectively. With this decomposition, X is simply
expressed in this gauge as
X = −gµν∂µφ∂νφ = 1
N2
. (14)
And hence A and B are now understood as functions of t and N rather than φ and X . By adopting the ADM
decomposition for g˜µν as well
ds˜2 = g˜µνdx
µdxν = −N˜2dt2 + γ˜ij(dxi + N˜ idt)(dxj + N˜ jdt) , (15)
the transformation (1) is rephrased as
N → N˜ , N i → N˜ i, γij → γ˜ij , (16)
where
N˜2 = AN2 − B, N˜ i = N i, γ˜ij = Aγij . (17)
Now the physical meaning of a disformal transformation is clear. While a conformal transformation with A 6= 1
(A 6= 0) and B = 0 scales both the lapse function and the spatial metric, a disformal transformation with A = 1 and
5B 6= 0 induces a mere change of the lapse function. Such transformation does not involve time derivatives of the fields
and is invertible, provided that
∂
∂N
(AN2 − B) 6= 0, A 6= 0. (18)
Then the action (11) becomes (see Appendix A2 for more details)
I˜unitaryEH =
∫
dt ddxN
√
γ
[
A4(t, N)
(
K2 −KijKji + (d− 1)KL+
d(d− 1)
4
L2
)
− U(t, N, γ)
]
, (19)
up to total derivatives. Here, we have defined
Kij ≡ 1
2N
(γ˙ij −DiNj −DjNi) , K ≡ γijKij (20a)
L ≡ ANA
(
N˙
N
− N
i
N
DiN
)
+
At
AN , (20b)
U(t, N, γ) ≡ −B4(t, N)
[
R(d) − (d− 1)D2 lnA− (d− 1)(d− 2)
4
Di lnADi lnA
]
, (20c)
A4(t, N) ≡ −
M2p
2
NAd/2√AN2 − B , (20d)
B4(t, N) ≡
M2p
2N
A(d−2)/2
√
AN2 − B , (20e)
where we have adopted the notation A4 and B4 introduced in the literature [24], Di and R
(d) respectively are the
covariant derivative and the Ricci scalar associated with the d-dimensional spatial metric γij . We have further defined
D2 ≡ γijDiDj, N˙ ≡ dN/dt, γ˙ij ≡ dγij/dt, At ≡ (∂A/∂t) |N , and AN ≡ (∂A/∂N) |t. As one can observe from
(19), the transformed action contains L2 ⊃ A2N N˙2/(A2N2) and KL ⊃ AN γij γ˙ij N˙/(2AN2), which makes N falsely
appear to be a dynamical quantity, provided that AN 6= 0. Note that in the general gauge this is equivalent to
(∂A/∂X) |φ 6= 0. Nevertheless, this is merely an artifact of the change of variables, as we later show from the full
Hamiltonian analysis in the unitary gauge in Sec. III, and the number of propagating degrees of freedom is unchanged
by the transformation, as one may naively and correctly expect. The unitary-gauge action (19) can also be obtained
by first fixing the gauge in the original action (10) and then transforming it in this gauge (see Appendix A2 and A3).
In the following section, we perform the Hamiltonian analysis for the transformed action in order to study its
structure and to verify the number of physical degrees of freedom. In doing so, we need to introduce the sector
associated with φ in the original action (10). As a simple example, we consider the k-essence type action, namely,
I˜total = I˜EH +
∫
dd+1x
√
−g˜ P˜ (φ, X˜) . (21)
After the disformal transformation (1), it takes the form
I˜total = I˜EH +
∫
dd+1x
√−gA(d+1)/2
(
1− BAX
)1/2
P˜
(
φ,
X
A− BX
)
, (22)
where the transformed I˜EH is given in (11). In the unitary gauge, this becomes
I˜unitarytotal = I˜
unitary
EH +
∫
dtddxN
√
γ A2(t, N) (23)
where I˜unitaryEH is given in (19), and
A2(t, N) ≡ A(d+1)/2
(
1− BAN2
)1/2
P˜ . (24)
6III. HAMILTONIAN ANALYSIS FOR SIMPLE CASE
The transformed action we have derived in Sec. II includes the terms quadratic in higher-order derivatives of φ
with respect to time in the general gauge (11) or the terms quadratic in time derivatives of N in the unitary gauge
(19), provided AN 6= 0. Clearly those terms do not belong to the Horndeski theory or other known theories with
the same number of degrees of freedom as that of GR plus one scalar (three in the 4-dimensional spacetime). Hence,
the transformed action appears to have extra degrees of freedom and to become unstable. On the other hand, it is
evident that there is no such pathological extra degrees of freedom in the Einstein frame action (21). To investigate
whether any extra degrees of freedom really emerge in the transformed system, described by the action (23), we shall
perform the Hamiltonian analysis in the unitary gauge.
First we define the canonical momenta conjugate to the variables N , N i and γij as
πN =
δI˜unitaryEH
δN˙
=
AN
A
√
γA4(d− 1)
(
K +
d
2
L
)
, (25a)
πi =
δI˜unitaryEH
δN˙ i
= 0 , (25b)
πij =
δI˜unitaryEH
δ ˙γij
=
√
γA4
(
Kγij −Kij + d− 1
2
γijL
)
, (25c)
where Kij , K, L and A4 are defined in (20). The trace of π
ij is
π ≡ γijπij = √γA4(d− 1)
(
K +
d
2
L
)
, (26)
which leads to the relation
πN − ANA π = 0 . (27)
Using the trace π, we can rewrite (25c) as
πij − 1
d
πγij =
√
γA4
(
K
d
γij −Kij
)
= Gij,klKkl , (28)
with
Gij,kl ≡ √γA4
[
1
d
γijγkl − 1
2
(γikγjl + γilγjk)
]
. (29)
We cannot invert πij since there is no tensorial product which maps Gij,kl to a unit tensorial product. Nevertheless,
we can construct the Hamiltonian by the Legendre transformation of the Lagrangian density since the kinetic terms
in the Lagrangian have the convex form. Following the usual procedure, the Hamiltonian corresponding to the action
(23) becomes
H =
∫
ddx
(
πij γ˙ij + πN N˙ − L
)
=
∫
ddx
(H⊥ +N iHNi ) , (30)
where
H⊥ = −N√γ
[
1
A4
(
πijπij
γ
− 1
d− 1
π2
γ
)
+
At
NA
π√
γ
+A2 − U(t, N, γ)
]
,
HNi = Hi + πNDiN ,
Hi ≡ −2√γDj
(
πji√
γ
)
,
7as long as A4 6= 0. As we have found above, the primary constraints in this system are
πi ≈ 0 , πN − ANA π ≡ π˜N ≈ 0 . (31)
We define the Poisson brackets as
{F,G}P ≡
∫
ddx
(
δF
δΦA(x)
δG
δΠA(x)
− δF
δΠA(x)
δG
δΦA(x)
)
, (32)
where
{(ΦA,ΠA)} =
{
(N, πN ), (N
i, πi), (γij , π
ij)
}
. (33)
The Poisson brackets between the primary constraints yield
{πi, πj}P = 0 , {πi, π˜N}P = 0 , {π˜N , π˜N}P = 0 . (34)
Including the terms corresponding to the primary constraints, we thus redefine the Hamiltonian as
H ′ = H +
∫
ddx(λiπi + λ˜N π˜N ), (35)
where λi and λ˜N are Lagrange multipliers.
The consistency conditions of the primary constraints with the time evolution lead us to the secondary constraints
as, namely
π˙i(x) ≈ {πi(x), H ′}P = −HNi (x) ≈ 0 (36)
and
˙˜πN (x) ≈ ∂
∂t
π˜N (x) + {π˜N (x), H ′}P ≡ C ≈ 0 , (37)
where C is given by
C = √γDi
(
N i
π˜N√
γ
)
+
1√
γ
[(
N
A4
)
N
+
dANN
2AA4
](
πijπ
ij − 1
d− 1π
2
)
+ CU [t, N, γ, A2N , B4N ] , (38)
CU =
(
δ
δN(x)
− ANA γij
δ
δγij(x)
)∫
ddyN
√
γ (A2 − U(t, N, γ)) . (39)
Let us calculate the remaining Poisson brackets among the constraints. Those involving πi are
{πi,HNj }P = 0, (40)
{π[f ], C[ϕ]}P = −
∫
ddx
δC[ϕ]
δN i(x)
f i = π˜N [f∂ϕ] ≈ 0 , for ∀f i, ∀ϕ , (41)
where f∂ϕ = f i∂iϕ and the barred objects are defined as
π[f ] ≡
∫
ddxπif
i , C[ϕ] ≡
∫
ddx C ϕ . (42)
Similarly, we shall make use of the following notation.
H[f ] ≡
∫
ddxHif i , HN [f ] ≡
∫
ddxHNi f i , π˜N [ϕ] ≡
∫
ddx π˜N ϕ. (43)
The Poisson brackets involving HNi are
{HN [f ],HN [g]}P = HN [[f, g]] ≈ 0 , for ∀f i, ∀gi , (44a)
{HN [f ], π˜N [ϕ]}P = π˜N [f∂ϕ] ≈ 0 , for ∀f i, ∀ϕ , (44b)
{HN [f ], C[ϕ]}P = C[f∂ϕ] +
∫
ddx
δC[ϕ]
δN i(x)
[f,N ]i = C[f∂ϕ]− π˜N [[f,N ]∂ϕ] ≈ 0 , for ∀f i, ∀ϕ , (44c)
8where [f, g]i = f j∂jg
i − gj∂jf i is the Lie bracket of arbitrary d-dimensional vectorial quantities f i and gi. When we
calculate (44), we make use of the following formula:
{H[f ], I}P =
∫
ddx
{√
γ
δI
δπN
Di
(
f i
πN√
γ
)
+
δI
δs
f iDis+
δI
δV i
[f, V ]i
}
, (45)
where I = I[πN/
√
γ, γij , π
ij/
√
γ, s, V i] is invariant under the restricted spatial diffeomorphism
xi → x′i = x′i(~x) , (46)
and s and V i which involve no conjugate momenta transform as a scalar and a vector, respectively, for the restricted
spatial diffeomorphism. We note that under this transformation, the quantities N, πN/
√
γ are scalars, N i is a vector
and γij , π
ij/
√
γ are rank-2 tensors. This formula is a slightly modified version of the one given in Appendix A of [36].
Lastly, the Poisson bracket of π˜N and C becomes
{π˜N , C[ϕ]}P = − ϕ√
γ
{[(
N
A4
)
N
+
dANN
2AA4
]
N
+
dAN
2A
[(
N
A4
)
N
+
dANN
2AA4
]}(
πijπ
ij − 1
d− 1π
2
)
+ C′U [t, N, γ, A2NN , B4NN ] , (47)
where
C′U = −
(
δ
δN(x)
− ANA γij
δ
δγij(x)
)∫
ddyϕ CU . (48)
The Poisson bracket (47) consists of terms quadratic in πij and the term C′U , which does not include any conjugate
momenta, and thus Eq. (47) would be expressed by nothing but C if we could write it by a linear combination of
constraints. Equation (47) includes, however, the second-order partial derivatives of A2, A4 and B4 with respect to N .
As a result, we cannot express Eq. (47) by a scalar multiple of C, and it does not vanish weakly in general. Including
the terms corresponding to the secondary constraints, we thus redefine the Hamiltonian as
Hˆ = H +
∫
ddx
(
λiπi + λ
i
HHNi + λ˜N π˜N + λCC
)
, (49)
where λi, λi
H
, λ˜N , λC are Lagrange multipliers.
The consistency of π˜N and C with the time evolution generated by Hˆ lead to the following conditions.
˙˜πN (x) ≈ ∂
∂t
π˜N (x) + {π˜N (x), H}P + {π˜N (x), C[λC ]}P ≈ 0 , (50)
C˙(x) ≈ ∂
∂t
C(x) + {C(x), H}P + {C(x), π˜N [λ˜N ]}P + {C(x), C[λC ]}P ≈ 0 , (51)
which yield no additional constraints but equations to determine the Lagrange multipliers λ˜N and λC . The remaining
consistency conditions are
π˙[f ] ≈ {π[f ], Hˆ}
P
≈ −HN [f ] + π˜N [f∂λC ] ≈ 0, (52)
˙HN [f ] ≈ {HN [f ], Hˆ}P ≈ HN
[
[f,N + λH]
]
+ π˜N
[
f∂λN
]
+ C[f∂λC] ≈ 0. (53)
Again, neither of them yields tertiary constraints. Therefore we have 2d first-class constraints πi,HNi and 2 second-
class constraints π˜N and C.
Since the dimension of the original phase space (γij , π
ij , N i, πi, N, πN ) is
d(d+ 1)
2
× 2 + d× 2 + 1× 2 = d2 + 3d+ 2 , (54)
and there are 2d first-class constraints and 2 second-class constraints, the number of physical degrees freedom of this
system is
# =
1
2
[
(d2 + 3d+ 2)− 2× 2d− 2] = d(d − 1)
2
, (55)
which is equal to the number of tensor degrees of freedom in d + 1 dimension plus that of a scalar field, namely
(d + 1)(d − 2)/2 + 1 = d(d − 1)/2. With this fact, we conclude that there exist no extra degrees of freedom which
may invoke ghost instabilities, although the action includes the terms quadratic in higher-order time derivatives of
φ or the terms quadratic in time derivatives of N in the unitary gauge. This confirms that the number of degrees
of freedom in the system with a k-essential scalar field coupled to GR does not change under any kind of disformal
transformations as long as the transformation is regular and invertible.
9IV. GENERAL ANALYSIS
So far we have analyzed a concrete example of the theory, transformed from a simple action (21) through the
transformation (1). In this section, we extend our previous result to more general gravitational theories and transfor-
mations.
Let us consider a theory of gravity in d+1 dimensions described by a set of field components {ΦA} (A = 1, 2, · · · ,N ),
where N is the total number of field components. For a given theory N is not unique since the set of field components
may include some redundant degrees. For example, {ΦA} = {gµν, φ} for a scalar tensor theory without any gauge
fixing, where gµν is a metric and φ is a scalar field, and thus N = d(d+ 1)/2 + 1. If we adopt the unitary gauge and
the ADM decomposition, on the other hand, the same scalar-tensor theory can be described by the lapse, the shift
and the d-dimensional spatial metric only, i.e. {ΦA} = {N,N i, γij}, and thus N = d(d+ 1)/2.
In some cases, one might like to introduce auxiliary fields to decrease the order of derivatives in the action. To
illustrate this point, suppose that the action of a scalar-tensor theory depends on up to m-th order derivatives of the
curvature tensor Rαβγδ and up to n-th order derivatives of a scalar field φ as
I =
∫
dd+1xL(gµν , Rαβγδ,∇µRαβγδ, · · · ,∇(µ1 · · ·∇µm)Rαβγδ, φ,∇µφ, · · · ,∇(µ1 · · ·∇µn)φ), (56)
where round brackets denote symmetrization of indices. In this case, if one likes, one can introduce auxiliary
fields Rαβγδ, Rµαβγδ, · · · , Rµ1···µmαβγδ, φµ, · · · , φµ1µ2···µn and replace Rαβγδ with Rαβγδ, ∇(µ1Rµ2···µi)αβγδ withRµ1···µiαβγδ (i = 1, · · · , n) and ∇(µ1φµ2···µj) with φµ1···µj (j = 1, · · · , n), provided that corresponding Lagrange
multipliers are properly introduced. The new action, which is equivalent to (56), is then
I ′ =
∫
dd+1x
[
L(gµν ,Rαβγδ,Rµαβγδ, · · · ,Rµ1···µmαβγδ, φ, φµ, · · · , φµ1···µn) + Λαβγδ(Rαβγδ −Rαβγδ)
+Λµαβγδ(Rµαβγδ −∇µRαβγδ) + · · ·+ Λµ1···µmαβγδ(Rµ1···µmαβγδ −∇(µmRµ1···µm−1)αβγδ)
+λµ(φµ −∇µφ) + · · ·+ λµ1···µn(φµ1···µn −∇(µmφµ1···µm−1))
]
, (57)
where Λαβγδ, Λµ1···µiαβγδ (i = 1, · · · ,m) and λµ1···µj (j = 1, · · · , n) are Lagrange multipliers. This action is linear
in the curvature Rαβγδ. Since the curvature is linear in the second derivatives of the metric components, one can
perform an integration by parts to remove the terms depending on the second derivatives. Concretely, the action after
the integration by parts is
I ′ =
∫
dd+1x [L(gµν ,Rαβγδ,Rµαβγδ, · · · ,Rµ1···µmαβγδ, φ, φµ, · · · , φµ1···µn)
+Γαβδ∂γ(gαηΛ
ηβγδ)− Γαβγ∂δ(gαηΛηβγδ) + Λαβγδ(Rαβγδ − gαηΓηǫγΓǫβδ + gαηΓηǫδΓǫβγ)
+Λµαβγδ(Rµαβγδ −∇µRαβγδ) + · · ·+ Λµ1···µmαβγδ(Rµ1···µmαβγδ −∇(µmRµ1···µm−1)αβγδ)
+λµ(φµ −∇µφ) + · · ·+ λµ1···µn(φµ1···µn −∇(µmφµ1···µm−1))
]
, (58)
where Γαβδ is the Christoffel symbol for the metric gµν . Therefore, the action after the integration by parts depends
on {gµν ,Rαβγδ, Rµαβγδ, · · · , Rµ1···µmαβγδ, φ, φµ, · · · , φµ1···µn , Λαβγδ, Λµαβγδ, · · · , Λµ1···µmαβγδ, λµ, · · · , λµ1···µn , }
and first derivatives of some of them only. Moreover, the action is at most second order in the first derivatives of
fields. It is easy to extend this procedure to multiple scalars, vectors, antisymmetric tensor fields, and so on. If the
original action is not (manifestly) diffeomorphism invariant then it may be more convenient (although not mandatory)
to covariantize the action by adding Stu¨ckelberg fields to the system before introducing auxiliary fields and Lagrange
multipliers. One may also fix some gauge freedom after rendering the action of the form (58), if it is convenient.
Throughout this section, we suppose that the action of the theory under consideration can be cast into the form
I =
∫
dd+1x
[
1
2
KABΦ˙AΦ˙B +MAΦ˙A − V
]
, (59)
where KAB (= KBA), MA and V are functions of the time t, ΦC (C = 1, 2, · · · ,N ) and their spatial derivatives. We
might need to introduce auxiliary fields to cast the action into this form, as illustrated in (58). Simple examples of this
procedure are depicted in Appendix B. Hereafter, we assume that the set of variables {ΦA} includes such auxiliary
fields (if necessary) and the action is already cast into the form (59).
We consider a transformation of the form,
Φ˜A = FA(Φ, t), (A = 1, 2, · · · ,N ), (60)
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with N being the total number of field components in the system and suppose that detFAB 6= 0, ∞, where FAB =
∂FA/∂ΦB. This type of theory (59) and transformation (60) clearly includes the case we have studied in Secs. II
and III, and in the previous example (17), {ΦA} = {N,N i, γij} and {Φ˜A} = {N˜ , N˜ i, γ˜ij}. The transformation (60)
is more general than the previous example but still does not involve derivatives of the field components {ΦA}.
If the transformation under consideration involves derivatives of the field components {ΦA} then the number of
physical degrees of freedom may change in general. In some special cases, however, such a transformation can be
cast into the form (60) by introducing further auxiliary fields and Lagrange multipliers as we did in the derivation of
(58). Finding the necessary and sufficient condition for this to be possible is an interesting problem but is beyond
the scope of the present paper. Here we simply conjecture that this should be possible if a derivative-dependent
transformation is regular and invertible in the sense that it can be inverted to express {ΦA} in terms of {Φ˜A} and
their derivatives. (See Appendix B1 for a simple example of this kind. As shown in (7), the frame transformation
(1) also falls into this type if A(A−BX)(A−AXX + BXX2) 6= 0.) After introduction of the further auxiliary fields
and Lagrange multipliers, the action is still of the form (59) with a larger N . Another example is the case in which
the transformation becomes derivative-independent one in a special gauge. In this case one can simply perform a
canonical transformation, corresponding to the gauge transformation from a general gauge to the special gauge, to
cast the transformation under consideration into the form (60).
Since we assume that detFAB 6= 0, ∞, the transformation (60) can be inverted as
ΦA = GA(Φ˜, t), (A = 1, 2, · · · ,N ), (61)
with detGAB 6= 0, ∞, where GAB = ∂GA/∂Φ˜B. Since
dΦA = GACF
C
B dΦ
B + (GAB∂tF
B + ∂tG
A)dt,
dΦ˜A = FACG
C
BdΦ˜
B + (FAB ∂tG
B + ∂tF
A)dt, (62)
we have the following identities.
GACF
C
B = F
A
CG
C
B = δ
A
B, G
A
B∂tF
B + ∂tG
A = FAB ∂tG
B + ∂tF
A = 0. (63)
In addition, by taking the variation of both sides of GACF
C
B = δ
A
B, one obtains
(GACDF
C
B +G
A
CF
C
BEG
E
D)dΦ˜
D + (FCB ∂tG
A
C +G
A
CF
C
BE∂tG
E +GAC∂tF
C
B )dt = 0, (64)
which yields the identities
GACDF
C
B +G
A
CF
C
BEG
E
D = 0, F
C
B ∂tG
A
C +G
A
CF
C
BE∂tG
E +GAC∂tF
C
B = 0, (65)
where GACD = ∂
2GA/∂Φ˜C∂Φ˜D and FCBE = ∂
2FC/∂ΦB∂ΦE .
After the transformation {ΦA} → {Φ˜A}, the action (59) becomes
I =
∫
dd+1x
[
1
2
K˜AB ˙˜ΦA ˙˜ΦB + M˜A ˙˜ΦA − V˜
]
, (66)
where
K˜AB = KCDGCAGDB ,
M˜A = MBG
B
A +KCBGCA∂tGB ,
V˜ = V −MA∂tGA − 1
2
KAB∂tGA∂tGB. (67)
It is immediate to see that
rankKAB = rank K˜AB , (68)
since KABvBα = 0 (α = 1, 2, · · · ,N − rankKAB) implies K˜AB v˜Bα = 0, where v˜Aα = FAB vBα , and K˜ABw˜Bν = 0 (ν =
1, 2, · · · ,N − rank K˜AB) implies KABwBα = 0, where wAν = GABw˜Bν . Here {vα|α = 1, 2, · · · ,N − rankKAB} is the
set of independent eigenvectors of KAB with zero eigenvalues, and {wν |ν = 1, 2, · · · ,N − rank K˜AB} is the set of
independent eigenvectors of K˜AB with zero eigenvalues.
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One can define the canonical momenta ΠA conjugate to Φ
A in the standard way as
ΠA =
δI
δΦ˙A
= KABΦ˙B +MA. (69)
Hence, if r = rankKAB is less than N , then there are N − r primary constraints, which are given by
Cα ≡ vAα (ΠA −MA) = 0, (α = 1, 2, · · · ,N − r) . (70)
Similarly, the canonical momenta Π˜A conjugate to Φ˜
A for the system after the transformation (60) are
Π˜A =
δI
δ ˙˜ΦA
= K˜AB ˙˜ΦB + M˜A = ΠBGBA , (71)
where we have used the identities (63) to show the last equality. Clearly there are again N − r primary constraints,
as in the new frame we have
C˜α ≡ v˜Aα (Π˜A − M˜A) = 0, (α = 1, 2, · · · ,N − r) , (72)
where v˜Aα = F
A
B v
B
α . Because of (68), it is obvious that (72) exhausts all independent primary constraints for the
system after the transformation (60). Moreover, it is straightforward to show that
Cα = C˜α. (73)
On the other hand, the Hamiltonians for the system before and after the transformation (60), respectively denoted
by H and H˜ , are formally
H =
∫
ddx
[
ΠAΦ˙
A − 1
2
KABΦ˙AΦ˙B −MAΦ˙A + V
]
, (74)
and
H˜ =
∫
ddx
[
Π˜A
˙˜ΦA − 1
2
K˜AB ˙˜ΦA ˙˜ΦB − M˜A ˙˜ΦA + V˜
]
, (75)
and are related to each other as
H˜ = H −
∫
ddxΠA∂tG
A, (76)
where we have used the identities (63).
The Poisson bracket is defined through{
ΦA(~x),ΦB(~y)
}
P
= 0,
{
ΦA(~x),ΠB(~y)
}
P
= δABδ
3(~x− ~y), {ΠA(~x),ΠB(~y)}P = 0. (77)
From these, it follows that{
Φ˜A(~x), Φ˜B(~y)
}
P
= 0,
{
Φ˜A(~x), Π˜B(~y)
}
P
= δABδ
3(~x− ~y),
{
Π˜A(~x), Π˜B(~y)
}
P
= 0, (78)
meaning that the definition of the Poisson bracket does not change by the transformation (60).
If one considers the time evolution of a function, let us say
O(Φ,Π, t) = O˜(Φ˜, Π˜, t), (79)
it is easy to show that
{
O˜, H˜
}
P
= {O, H}P −
(
∂O
∂ΦA
)
Π,t
∂tG
A +
(
∂O
∂ΠA
)
Φ,t
ΠBF
C
A ∂tG
B
C . (80)
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By taking variation of both sides of (79), one obtains the following identities:(
∂O˜
∂Φ˜A
)
Π˜,t
=
(
∂O
∂ΦB
)
Π,t
GBA +
(
∂O
∂ΠB
)
Φ,t
ΠCG
C
EF
E
BDG
D
A ,
(
∂O˜
∂Π˜A
)
Φ˜,t
=
(
∂O
∂ΠB
)
Φ,t
FAB ,
(
∂O˜
∂t
)
Φ˜,Π˜
=
(
∂O
∂t
)
Φ,Π
+
(
∂O
∂ΦA
)
Π,t
∂tG
A +
(
∂O
∂ΠA
)
Φ,t
ΠDG
D
B (∂tF
B
A + F
B
AC∂tG
C).
(81)
The last identity, combined (80) with (65), leads to
{
O˜, H˜
}
P
+
(
∂O˜
∂t
)
Φ˜,Π˜
= {O, H}P +
(
∂O
∂t
)
Φ,Π
. (82)
Hence, the time evolution of the system after the transformation (60) is exactly the same as that before the transfor-
mation, provided that H˜ and H , respectively, are used as the Hamiltonian of each system.
In summary, the set of all primary constraints, the definition of the Poisson bracket and the time evolution after
the transformation (60) are the same as those before the transformation. The essential reason for this is that the
transformation between {ΦA,ΠB} and {Φ˜A, Π˜B} is a canonical transformation. Indeed, in terms of the generating
functional
G[Π, Φ˜; t] = −
∫
ddxΠAG
A(Φ˜, t), (83)
the transformation (61) and (71) can be cast into the form of the standard canonical transformation as
ΦA = − δG
δΠA
, Π˜A = − δG
δΦ˜A
, (84)
The standard formula for the transformation of Hamiltonians is
H˜ = H +
∂G
∂t
, (85)
which agrees with (76). This means that all the secondary constraints and the constraint algebra are also the same
since they are defined through the primary constraints, the Poisson bracket and the time evolution. We thus conclude
that the number of degrees of freedom does not change by a generic transformation of the type (60), provided that
detFAB 6= 0, ∞.
V. SUMMARY AND DISCUSSION
We have studied metric transformations of the form (1), which depend on a scalar field and its first derivatives,
for a scalar-tensor gravitational theory with a metric gµν and a scalar φ. We have explicitly seen that, unless the
conformal factor A is independent of X = −gµν∂µφ∂νφ, the equations of motion in the theory after transformation
generically involve higher-order derivatives of the scalar field even if we start with a theory whose equations of motion
are second-order. One might thus mistakenly conclude that the theory after such transformation would have more
physical degrees of freedom than the original one. However, the two theories should be equivalent if the transformation
is regular and invertible. In order to reconcile the apparent contradiction, we have applied the standard method of
Hamiltonian analysis for a constrained system. In this paper, we have proven that frame transformations of the form
(1) never change the number of physical degrees of freedom in the unitary gauge where φ = t, provided that the
transformation is regular and invertible and that ∂µφ is non-zero, regular and timelike everywhere in spacetime. In
addition, we have checked that the metric transformation and the gauge fixing to the unitary gauge in transforming
the action (10) are commutative, namely that one can fix the unitary gauge before or after the transformation (see
Appendix A). Given the fact that higher order time derivatives of the scalar field disappear in the unitary gauge
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φ = t and that the transformations which originally include derivatives of the scalar field reduce to simple point
transformations (without any derivatives), taking the unitary gauge, if it exists, enables us to perform the analysis
with ease in a rather concise manner. On the other hand, performing a full Hamiltonian analysis is already a rather
involved task and hence it will be interesting to seek a more simple and hopefully elegant way instead of it, if any.
Afterwards, we have extended the discussion to more general gravitational theories and transformations in any
gauge. We found that the set of all primary constraints, the definition of the Poisson bracket and the time evolution
after the transformation (60) are the same as those before the transformation. This means that all the secondary
constraints and the constraint algebra are also the same. Therefore, we conclude that the number of degrees of
freedom does not change by a generic transformation, provided that the transformation is regular and invertible.
Here let us make some comments on a singular transformation to which our analysis does not apply, since it
violates regularity and invertibility of the transformation. If detFAB = 0 for the transformation of the type (60), the
transformation becomes singular, which can happen, for example, for the disformal transformation (1) when there is
a particular relation between A and B violating Eq. (9) [37] :
B(φ ,X) = 1
X
A(φ ,X)− f(φ) , (86)
where f(φ) is an arbitrary positive function of the scalar field alone. Since the transformation is not invertible in this
case (N˜2 = f(t) in the unitary gauge), the number of physical degrees of freedom may change by the transformation,
which will be the origin of mimetic degree of freedom [38, 39] (see also [37, 40, 41]). While we have not investigated
this special case in this paper, there are related interesting issues. For example, due to the singular nature of the
transformation, the number of degrees of freedom may decrease instead of increase while the latter case is mostly
studied so far in the literature. Moreover when the transformation between two theories is singular, whether one of
the theories can be a consistent truncation of the other is also an interesting question. In particular for the case of the
original theory of Chamseddine and Mukhanov [38, 39], the Hamiltonian analysis yields that the physical degrees of
freedom in fact increase in number [42, 43]. However, in the original mimetic gravity the scalar field is non-dynamical,
i.e. there is no kinetic term, and the singular transformation leads to a new conformal gauge degree of freedom [43],
a.k.a. the mimetic degree of freedom. Contrariwise, if the scalar field is originally dynamical, it is not clear whether a
new degree of freedom appears or not. In any case, it is worth performing a Hamiltonian analysis in a general way as
done recently in [32] and study the limit of mimetic gravity. We hope to come back to these issues in the near future.
On the other hand, in another approach in the literature [5, 17, 34], it has been shown that despite the appearance
of higher-order derivatives in the action one may rewrite the equations of motion, after some manipulations, only
in the terms up to second-order derivatives. This fact is usually referred as the existence of implicit or ”hidden”
constraints. However, such approach is not fully satisfactory from an action point of view and one may be eager to
reveal the ”hidden” constraint with the help of a Lagrange multiplier [44]. In that sense, as shown in Sec. IV and
inspired in the alternative formulation of mimetic gravity [41, 43, 45], one might expect that by treating the seemingly
problematic X dependence as a new field, say χ, introduced by a Lagrange multiplier λ, namely
I(g, φ, ∂µφ,X, ∂µX) = I(g, φ, ∂µφ, χ, ∂µχ) +
∫
dd+1x λ(χ−X), (87)
one is able to get rid of higher-order derivatives at the level of action and simplify the Hamiltonian analysis. The
mimetic limit is achieved when χ becomes a conformal gauge degree of freedom and can be set to unity, thus recovering
the results in the literature [41, 43, 45], where one has the original action plus a constraint given by 2
X = −gµν∂µφ∂νφ = 1 . (88)
One must bear in mind that this is just speculation, and a careful analysis should be derived in an upcoming work.
Nevertheless, some insights are at hand from our Hamiltonian formulation in the unitary gauge. In an X-dependent
metric transformation the “hidden” constraint is already revealed at the Hamiltonian level by an unambiguous sys-
tematic procedure. In other words, the undesired canonical momentum from the higher-order derivatives, i.e. πN , is
related to an already existing momentum, in our case πij , which gives rise to two additional second class constraints,
namely
π˜N = πN − ANA γijπ
ij ≈ 0 (89)
2 One can always redefine the field in such a way that the constraint always takes the same form as in (88).
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and its constancy in time, which eliminates the extra degree of freedom, or in other words one can use these constraints
to completely rewrite the problematic higher-order time derivative terms in terms of second-order quantities. This
nontrivial constraint, π˜N ≈ 0, and the associated secondary one would be the unitary-gauge counterpart of the implicit
constraints we would look for in the analysis without fixing the gauge.
From the Hamiltonian analysis in the present paper, it is obvious that there exist more general scalar-tensor
theories with the same number of physical degrees of freedom as that in the theories with GR plus one scalar mode.
For example, if the action in the unitary gauge is of the form
I =
∫
dd+1xN
√
γ L(K + α ∂⊥N,KTij , N, γij , Di) , (90)
where ∂⊥N ≡ N˙N − N
i
N ∂iN , α is a d-dimensional scalar made of N , γij and Di, and
KTij = Kij −
1
d
Kγij , (91)
then there is a primary constraint of the form
πN − 2
d
α γijπ
ij = 0. (92)
Hence, it is expected that a theory of this type generically has the same number of degrees of freedom as that of
general relativity plus one more degree of freedom.
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Appendices
Appendix A: Detailed calculation of transformation
1. Derivation of transformed action without gauge fixing
In this appendix subsection, we show some details of the calculation in disformally transforming the Einstein-Hilbert
action to obtain (11). For a general transformation from the metric g˜µν to gµν , it is convenient to know the relation
R˜µν −Rµν = ∇˜ρδΓρµν + δΓρµσδΓσρν − ∇˜µ∇˜ν ln
√−g˜√−g˜ − δΓ
ρ
µν∇ρ ln
√−g˜√−g , (A1)
where
δΓρµν ≡ Γ˜ρµν − Γρµν , (A2)
which is a tensorial quantity. Hence the corresponding part of the action reduces to [34]∫
dd+1x
√
−g˜ g˜µν
(
R˜µν −Rµν
)
=
∫
dd+1x
√−g
√−g˜√−g g˜
µν
(
δΓρµσδΓ
σ
ρν − δΓρµνδΓσρσ
)
, (A3)
up to total derivatives. This expression is particularly convenient, due to its compactness and to the fact that no
derivatives on the Christoffel symbols are involved.
We now consider the conformal and disformal transformations of the metric. Let us write the transformation of
g˜µν , (1), and that of g˜
µν , (6), as
g˜µν = A (gµν + F φµφν) , g˜µν = 1A (g
µν − G φµφν) , (A4)
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where
F ≡ BA , G ≡
B
A− BX , φµ ≡ ∇µφ , φ
µ ≡ ∇µφ = gµν∇νφ . (A5)
Note that in the conformal transformation, i.e. B = 0, we have F = G = 0. The difference in the Christoffel symbols
between the original and transformed frames is given by
δΓρµν = δ
ρ
(µ∇ν) lnA−
1
2
(gµν + Fφµφν) (gρσ − Gφρφσ)∇σ lnA
+ G φρφµν + G φρφ(µ∇ν) lnF − F
2
φµφν (g
ρσ − Gφρφσ)∇σ lnF . (A6)
The volume measures in the two frames are related as
√−g˜√−g = A
(d+1)/2 (1−FX)1/2 . (A7)
Now we compute the quantity in the parentheses on the right-hand side of (A3). Using (A6), we obtain
g˜µν
(
δΓρµσδΓ
σ
ρν − δΓρµνδΓσρσ
)
=
1
A
{
d(d− 1)
4
[
∇µ lnA∇µ lnA− G (φµ∇µ lnA)2
]
− d− 1
2
G ∇µ lnA
(
1
2
Xµ + φµ∇2φ+X∇µ lnF + φµφν∇ν lnF
)
+
G2
2
(Xµ +X∇µ lnF)
(
1
2
Xµ + φµ∇2φ
)}
, (A8)
where Xµ ≡ ∇µX and Xµ = ∇µX . Combining (A3) with (A7) and (A8), we obtain∫
dd+1x
√
−g˜ R˜ =
∫
dd+1x
√−gA(d−1)/2 (1−FX)1/2
{
R− G φµφνRµν
+
d(d− 1)
4
[
∇µ lnA∇µ lnA− G (φµ∇µ lnA)2
]
+
G2
2
(Xµ +X∇µ lnF)
(
1
2
Xµ + φµ∇2φ
)
− d− 1
2
G ∇µ lnA
(
1
2
Xµ + φµ∇2φ+X∇µ lnF + φµφν∇ν lnF
)}
. (A9)
Using the relation
φνRµν = (∇ρ∇µ −∇µ∇ρ)φρ , (A10)
we proceed (A9) to
∫
dd+1x
√
−g˜ R˜ =
∫
dd+1x
√−gA(d−1)/2 (1−FX)1/2
{
R+ G
[
φµνφ
ν
µ −
(∇2φ)2]
+
d(d− 1)
4
[
∇µ lnA∇µ lnA− G (φµ∇µ lnA)2
]
− d− 1
2
G ∇µ lnA (X∇µ lnF + φµφν∇ν lnF)
− G
(
1
2
Xµ + φµ∇2φ
)[
(d− 1)∇µ lnA+∇µ lnF
]}
, (A11)
up to total derivatives, arriving at the expression (11).
2. Taking unitary gauge of the transformed action
We fixed one gauge degree of freedom in performing the Hamiltonian analysis in Sec. III. While we simply reported
the resultant action in this gauge in the main text, we summarize its derivation in this appendix subsection. By
taking the unitary gauge, namely,
φ = t , (A12)
16
and by decomposing the metric in the ADM manner, i.e.
ds2 = −N2dt2 + γij
(
dxi +N idt
) (
dxj +N jdt
)
, (A13)
where N is the lapse, N i the shift, and γij the d-dimensional spatial metric. In this gauge we have the relations
φµ = − 1
N
nµ , φ
µ = − 1
N
nµ , X = −φµφµ = 1
N2
(A14)
where nµ =
(
1/N,−N i/N) and nµ = (−N, 0). The Ricci scalar can be written as
R = R(d) +KijK
j
i −K2 + 2∇µ (nµ∇νnν − nν∇νnµ) , (A15)
where Kij ≡ (γ˙ij −DiNj −DjNi) /(2N). We note some useful relations,
∇µnµ = K , nν∇νnµ = hµν∂ν lnN , ∇µnν∇νnµ = KijKji , (A16)
where hµν ≡ gµν + nµnν . Then the action (A11) in the unitary gauge takes the form
∫
dd+1x
√
−g˜ R˜ =
∫
dtddx
√
γA(d−1)/2 (N2 −F)1/2
{
G
F
[
KijK
j
i −K2 − (d− 1)KL−
d(d− 1)
4
L2
]
+R(d)
+
d(d− 1)
4
hµν∂µ lnA ∂ν lnA+ (d− 1) GF h
µν∂µ lnA ∂ν lnN − d− 1
2
G
N2
hµν∂µ lnA ∂ν lnF
}
,
(A17)
up to total derivatives. Now looking at the last term in (A17),∫
dtddx
√
γA(d−1)/2 (N2 −F)1/2 G
N2
hµν∂µ lnA ∂ν lnF
=
∫
dtddx
√
γ
A(d−1)/2√
N2 −F DiF D
i lnA
=
∫
dtddx
√
γA(d−1)/2 (N2 −F)1/2 [(d− 1)Di lnADi lnA+ 2D2 lnA+ 2 GFDi lnADi lnN
]
(A18)
up to total derivatives, where Di is the covariant derivative associated with the spatial metric γij . Plugging this result
into (A17), we obtain
∫
dd+1x
√
−g˜ R˜ =
∫
dtddx
√
γA(d−1)/2 (N2 −F)1/2
{
G
F
[
KijK
j
i −K2 − (d− 1)KL−
d(d− 1)
4
L2
]
+R(d) − (d− 1)D2 lnA− (d− 1)(d− 2)
4
Di lnADi lnA
}
, (A19)
giving the expression (19). Instead of taking the unitary gauge for the transformed action (A11), as is done here, one
can obtain the identical result by first taking the unitary gauge for the original Einstein-Hilbert action (10) and then
transforming it in this gauge, which we explicitly show in the following subsection.
3. Direct derivation of unitary-gauge action
In this appendix subsection, we reverse the order of the transformation and the gauge fixing as compared to the
previous subsection, in order to show that these two operations commute, as a consistency check. We first take the
unitary gauge as in (A12) and decompose both the metrics in the ADM manner, i.e. as in (13) for gµν and (15) for
g˜µν . In this case the disformal transformation (1) amounts to changing the variables as in (17).
Now, since the (d+1)-dimensional spacetime Ricci scalar can be written as (A15) in the tilded frame, the Einstein-
Hilbert action becomes, up to total derivatives,∫
dd+1x
√
−g˜ R˜(d+1) =
∫
dt ddx N˜
√
γ˜
[
K˜ijK˜
j
i − K˜2 + R˜(d)
]
(A20)
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The extrinsic curvatures in the two frames relate to each other through
K˜ij =
AN√AN2 − B
(
Kij +
1
2
γij L
)
(A21)
where Kij and L are defined in (20). On the other hand, the Christoffel symbols associated with the d-dimensional
spatial metrics γij and γ˜ij are related as
Γ˜kij = Γ
k
ij + δ
k
(iDj) lnA−
1
2
γijD
k lnA , (A22)
where Di is the covariant derivative with respect to γij , and thus the d-dimensional spatial Ricci scalar transforms as
R˜(d) =
1
A
[
R(d) − (d− 1)D2 lnA− (d− 1)(d− 2)
4
Di lnADi lnA
]
. (A23)
With the above two formulae and (A20), the Einstein-Hilbert action reduces to∫
dd+1x
√
−g˜ R˜(d+1) =
∫
dt ddxN
√
γ
[
A4(t, N)
(
K2 −KijKji + (d− 1)KL+
d(d − 1)
4
L2
)
− U(t, N, γ)
]
, (A24)
where A4 and U(t, N, γ) are defined in (20), directly reproducing the result (A19) obtained in the previous subsection.
This explicitly demonstrates that the transformation and the gauge fixing are indeed commutative procedures.
Appendix B: Examples of how to make transformations derivative independent
In this appendix, we describe with simple kinematic examples the procedure how to reduce any invertible trans-
formations to the form (60) in Sec. IV. When a transformation involves time derivatives of variables, one needs to
introduce auxiliary fields to replace them. In the following subsections, we argue that the transformation procedure
with this replacement is identical to the original one whenever the transformation is regular and invertible, and this
identity does not hold if it is singular, i.e. non-invertible.
1. Regular transformations
As an example of regular transformations, let us consider a two-free-particle system described by the Lagrangian
L =
1
2
Q˙1
2
+
1
2
Q˙2
2
. (B1)
Obviously, this system has 2 degrees of freedom. If we consider a derivative-dependent transformation of Q1 and Q2
as
q1 = Q1 + ǫQ˙2
2
, q2 = Q2, (B2)
where ǫ is a constant, we can find the inverted transformation
Q1 = q1 − ǫq˙22, Q2 = q2. (B3)
Under this transformation, the Lagrangian (B1) is transformed to
L′ =
1
2
(q˙1 − 2ǫq˙2q¨2)2 + 1
2
q˙22 , (B4)
and in order to do the Hamiltonian analysis, we further introduce to the Lagrangian (B4) an auxiliary variable r
that corresponds to q¨2 by adding s(r − q¨2), which is equivalent to sr + s˙q˙2 up to total derivative. One thus has the
following equivalent Lagrangian up to total derivatives
L′ =
1
2
(q˙1 − 2ǫq˙2r)2 + 1
2
q˙2
2 + sr + s˙q˙2 . (B5)
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By the Hamiltonian analysis it is straightforward to show that the number of physical degrees of freedom of this
system is the same as the original system (B1).
Alternatively, as an equivalent formulation, we can replace the transformation (B2) with a derivative-independent
one. To do this, as we have mentioned in the Sec. 4, we introduce an auxiliary variable R by adding S(R − Q˙2), to
the original Lagrangian (B1). One thus have the following equivalent Lagrangian
L =
1
2
Q˙1
2
+
1
2
R2 + S(R − Q˙2). (B6)
Then we can consider a transformation from the set of variables (Q1, Q2, R, S) to a new set of variables (q1, q2, r,
s) instead of the transformation (B2) as
q1 = Q1 + ǫR
2, q2 = Q2, r = R, s = S. (B7)
It is clear that this is a point transformation, and thus regular and invertible, as well as the original transformation
(B2). The Lagrangian (B6) is rewritten with the new variables as
L′′ =
1
2
(q˙1 − 2ǫrr˙)2 + 1
2
r2 + s(r − q˙2). (B8)
By performing the Hamiltonian analysis on this Lagrangian we find that the number of degrees of freedom is again
the same as the original system (B1). For completeness, in this case the hidden constraint can be found to be
πr + 2ǫrπq1 = 0, where πr and πq1 are the canonical conjugate momentum of r and q1 respectively.
When we consider a more complex transformation including derivatives of arbitrary orders, we can always perform
the same procedure as we have shown above, namely that we could reduce it to a derivative-independent system
with more auxiliary fields, as long as the transformation is regular and invertible. However, if the transformation is
singular and non-invertible, our procedure may no longer hold and consequently there may be a change in the number
of degrees of freedom and the evolution of a system. The reason is that the singular nature does not allow us to
replace such a transformation with a new, derivative-independent one by use of auxiliary variables in a consistent
manner under a straightforward application of our procedure (at least in some cases). In the following subsection, we
will show an example of singular transformations to which our procedure cannot directly be applied.
2. Singular transformations
We consider another simple example described by the Lagrangian as
L =
1
2
Q˙2 +
1
2
Q2. (B9)
It is obvious that the number of dynamical degrees of freedom is 1. Now we transform this Lagrangian as
q = Q˙+Q (B10)
leading to
L′ =
1
2
q2 (B11)
up to total derivatives. This is obviously a system with 0 degrees of freedom. The transformation (B10) is not invertible
and is singular in the sense that original variable Q cannot be expressed solely by the new one q. Consequently the
time evolution of Q derived from (B9) cannot be obtained by that of q in (B11), and vise versa. We show below that
our procedure in the previous subsection cannot be applied to this singular transformation.
Let us start from an equivalent Lagrangian to (B9)
L =
1
2
R2 +
1
2
Q2 + S(R− Q˙) (B12)
and notice that this system has 1 degree of freedom as in the original one (B9). Now let us try transforming the set
of variables (Q,R, S) to a new one (q, r, s) in the manner similar to the previous subsection as
q = R+Q, r = R, s = S, (B13)
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which is free from derivatives and invertible, leading to
L′ =
1
2
r2 +
1
2
(q − r)2 + s(r + r˙ − q˙) . (B14)
By performing the Hamiltonian analysis, one can see that the system (B14) obtained after the transformation (B13)
stays to have 1 degree of freedom, which is the same as the original system (B9). This is in sharp contrast to the
fact that the given transformation (B10) changes the number of physical degrees of freedom from 1 to 0. In the
above procedure we have inverted the relation (B13) to obtain (B14). On the other hand, such inversion is not
possible in (B10), indicating that the two transformations are not equivalent, and therefore the Lagrangians (B9)
and (B14) represent two different systems. We cannot make use of auxiliary variables to eliminate derivatives in the
transformation of this particular type, and this is due to the singular nature of the considered transformation (B10).
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