Rule-based information extraction has lately received a fair amount of attention from the database community, with several languages appearing in the last few years. Although information extraction systems are intended to deal with semistructured data, all language proposals introduced so far are designed to output relations, thus making them incapable of handling incomplete information. To remedy the situation, we propose to extend information extraction languages with the ability to use mappings, thus allowing us to work with documents which have missing or optional parts. Using this approach, we simplify the semantics of regex formulas and extraction rules, two previously defined methods for extracting information. We extend them with the ability to handle incomplete data, and study how they compare in terms of expressive power. We also study computational properties of these languages, focusing on the query enumeration problem, as well as satisfiability and containment.
INTRODUCTION
With the abundance of different formats arising in practice these days, there is a great need for methods extracting singular pieces of data from a variety of distinct files. This process, known as information extraction, or IE for short, is particularly prevalent in big corporations that manage systems of increasing complexity which Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. PODS'18, June 10-15, 2018, Houston, TX, USA © 2018 Association for Computing Machinery. ACM ISBN 978-1-4503-4706-8/18/06. . . $15.00 https://doi.org /10.1145/3196959.3196968 need to incorporate data coming from different sources. As a result, a number of systems supporting the extraction of information from text-like data have appeared throughout the years [5, 15, 19] , and the topic received a substantial coverage in research literature (see [14] for a good survey).
Historically, there have been two main approaches to information extraction: the statistical approach utilising machine-learning methods, and the rule-based approach utilising traditional finitelanguage methods. The latter approach has lately enjoyed a great amount of coverage in the database literature [2, 6, 7, 10] showing interesting connections with logic, automata, or datalog-based languages. Furthermore, as argued by [4, 14] , due to their simplicity and ease of use, rule-based systems also seem to be more prevalent in the industrial solutions.
Generally, most rule-based IE frameworks view documents as strings, which is a natural assumption for many formats in use today (e.g. plain text, CSV files, JSON documents). The information we want to extract is then represented by spans, which are simply intervals inside the string representing our document; that is, a span specifies a substring (i.e. the data) plus its starting and ending position inside the document. The process of extracting information can then be captured by the notion of document spanners, which are simply operators that transforms an arbitrary string, i.e., a document, into a relation containing spans over this string.
In order to specify basic document spanners, most rule-based IE frameworks use some form of regular expressions with capture variables [2, 3, 7] . Perhaps the best example of this are the regex formulas of [7] , which form the basis of IBM's commercial IE tool SystemT [15] . The main idea behind such expressions is quite natural: to use regular expressions in order to locate the span that is to be extracted, and then use variables to store this span. Once spans have been extracted using regular-like expressions, most IE frameworks allow combining them and controlling their structure through a variety of different methods. For instance, [7] permits manipulating spans extracted by regex formulas using algebraic operations, while [2] and [19] deploy Datalog-like rules to define relations over spans.
While several proposals for information extraction frameworks have appeared throughout the years [2, 3, 7, 19] , each of them offering significant advantages for the specific context they were designed to operate in, we believe that there are still some challenges not addressed by these languages, nor by the research literature as a whole. We next identify several such challenges which, once resolved, could lead to a better understanding of the information extraction process.
First, as already mentioned, the majority of methods for defining document spanners view information extraction as a process that defines a relation over spans. For example, in regex formulas of Session: Information Extraction and Efficient Enumeration of Answers PODS'18, June 10-15, 2018, Houston, TX, USA Seller:␣John,␣ID75 ↱ Buyer:␣Marcelo,␣ID832,␣P78 ↱ Seller:␣Mark,␣ID7,␣$35,000 ↱ . . . Table 1 : Part of a CSV document containing information about buying and selling property. [7] , all variables must be assigned in order to produce an output tuple, and the same is true for extraction rules of [2] . However, in practice we are often working with documents which have missing information or optional parts, and would therefore like to maximise the amount of information we extract. To illustrate this, consider a CSV file 1 containing land registry records about buying and selling property. In Table 1 we give a few rows of such a document, where ␣ represents space and ↱ the new line symbol. Some sellers in this file have an additional field which contains the amount of tax they paid when selling the property. If we are extracting information about sellers (for instance their names) from such a file, we would then like to also include the tax information when the latter is available. Unfortunately, most previous proposals (see e.g. [2, 7] ) are not well suited for this task, as they require all the variables to be assigned in order to produce an output, thus causing us to miss some of the desired data.
Another drawback of previous approaches to IE is that there is no agreement on the correct way to define the semantics of basic document spanners. For instance, up to date there is no fully declarative semantics for regex formulas of [7] , and their meaning is usually given in a procedural manner: either through syntactic parse trees [7] , or using automata [9] . Similarly, approaches such as [2] allow assigning arbitrary spans to variables when these are not matched against the document, thus potentially extracting undesired, or even incorrect, information.
Finally, not much is known about how different information extraction frameworks compare in terms of expressive power, nor about their computational properties. For instance, although there is some work on evaluating specific IE languages [2, [9] [10] [11] , we still do not have a good idea of which decision problems faithfully model the process of computing the (potentially exponential) output of the information extraction process, nor do we understand the complexity of the main static tasks associated with IE languages. Contributions. In order to alleviate some of the above issues, in this paper we propose to redefine the semantics of several previously introduced IE languages by making them output mappings in place of relations. This will not only allow us to capture incomplete information by making our spanners output partial mappings when some data is not available, but will also lend itself to defining a simple declarative semantics for multiple IE languages. This will then allow us to compare these languages in terms of expressive power, and make it easier to understand their computational properties such as query enumeration and query containment.
In particular, in what follows we will consider the regex formulas of [7] , their automata analogue called variable-set automata [7] , and extraction rules of [2] . We first extend these formalism with the ability to output mappings, thus making them capable of handling incomplete information, and give a simple inductive definition of their semantics. As sanity check we then show that this new semantics indeed subsumes the previous proposals of [7] and [2] , while at the same time allowing for simple inductive proofs based on the expression syntax, and that the connections between regex formulas and variable-set automata established in [7] are preserved when using mappings 2 . Next, we compare the regex formulas of [7] and extraction rules of [2] in terms of expressive power. Here we show that, while the two approaches are generally incomparable, one can restrict and simplify extraction rules in a non trivial manner in order to obtain a class equivalent to regex.
We also study the combined complexity of evaluating extraction expressions over documents. Here we isolate a decision problem which, once solved efficiently, would allow us to enumerate all mappings an expression outputs when matched to a document. One issue is that there is an exponential number of mappings from variables to spans, which means that the size of the answer is potentially exponential. Thus, our objective is to obtain a polynomial delay algorithm [13] ; an enumeration algorithm that takes polynomial time between each output. As we show, this is generally not possible, but we do isolate well-behaved fragments of the three extraction languages we consider here, all of them based on the idea of sequentially extracting the data. We also analyse the evaluation problem parametrised by the number of variables and show that the problem is fixed parameter tractable [8] for all expressions and automata models we consider.
Finally, we study static analysis of IE languages, focusing on satisfiability and containment. While satisfiability is NP-hard for unrestricted languages, the sequentiality restriction introduced when studying evaluation allows us to solve the problem efficiently. On the other hand, containment is bound to be PSPACE-hard, since all of our IE formalisms contain regular expressions, with a matching upper bound giving us completeness for the class. Since one way to lower this bound for regular languages is to consider deterministic models, we show how determinism can be introduced to IE languages and study how it affects the complexity. Organisation. We define documents, spans and mappings in Section 2. Expressions, automata and rules for extracting incomplete information are introduced in Section 3. Expressiveness of our languages is studied in Section 4, and the complexity of their evaluation in Section 5. We then tackle static analysis in Section 6 and conclude in Section 7. Due to space limitations most of the proofs are deferred to the full version of the paper.
PRELIMINARIES
Documents and spans. Let Σ be a finite alphabet. A document d, from which we will extract information, is a string over Σ. We define the length of d, denoted by |d |, as the length of this string. As done in previous approaches [2, 7] , we use the notion of a span to capture the part of a document d that we wish to extract. Formally, a span p of a document d is a pair [i, j⟩ such that 1 ≤ i ≤ j ≤ |d | + 1, where |d | is the length of the string d. Intuitively, p represents a continuous region of the document d, whose content is the infix of d between positions i and j − 1. The set of all spans associated with a document d, denoted span(d), is then defined as the set {[i, j⟩ | i, j ∈ {1, . . . , |d | + 1} and i ≤ j}. Every span p = [i, j⟩ of d has an associated content, which is denoted by d(p) or d([i, j⟩), and is defined as the substring of d from position i to position j − 1. Notice that if i = j, then d(p) = d([i, j⟩) = ε. Given two spans
As an example, consider the following document d 0 , where the positions are enumerated and ␣ denotes the white space character: Mappings. In the introduction we argued that the traditional approaches to information extraction that store spans into relations might be somewhat limited when we are processing documents which contain incomplete information. Therefore to overcome these issues, we define the process of extracting information from a document d as if we were defining a partial function from a set of variables to the spans of d. The use of partial functions for managing optional information has been considered before, for example, in the context of the Semantic Web [18] . Formally, let V be a set of variables disjoint from Σ. For a document d, a mapping is a partial function from the set of variables V to span(d). The domain dom(µ) of a mapping µ is the set of variables for which µ is defined. For instance, if we consider the document d 0 above, then the mapping µ 0 which assigns the span p 1 to the variable x and leaves all other variables undefined, extracts the first word from d 0 .
Two mappings µ 1 and µ 2 are said to be compatible (denoted µ 1 ∼ µ 2 ) if µ 1 (x) = µ 2 (x) for every x in dom(µ 1 ) ∩ dom(µ 2 ). If µ 1 ∼ µ 2 , then µ 1 ∪ µ 2 denotes the mapping that results from extending µ 1 with the values from µ 2 on all the variables in dom(µ 2 ) \ dom(µ 1 ). The empty mapping, denoted by ∅, is the mapping such that dom(∅) = ∅. Similarly, [x → s] denotes the mapping that only defines the value of variable x and assigns it to be the span s. The join of two sets of mappings M 1 and M 2 is defined as follows:
Finally, we say that a mapping µ is hierarchical if for every x, y ∈ dom(µ), either: µ(x) is contained in µ(y), µ(y) is contained in µ(x), or µ(x) and µ(y) are disjoint. Similarly, a set of mappings is said to be hierarchical if it only contains hierarchical mappings.
EXTRACTING INCOMPLETE INFORMATION
In this section we introduce three different mechanisms for extracting data: regex formulas [7] , variable-set automata [7] , and extraction rules [2] ; and redefine their semantics in order to support incomplete information. We do this by allowing them to output mappings in place of relations, which makes it possible to provide a simple uniform semantics for different IE approaches proposed in the literature.
Extracting information using RGX
Most previous approaches to IE [2, 7, 19, 20] use some form of regular expressions with capture variables in order to obtain the desired spans. Intuitively, in such expressions we use ordinary regular languages to move through our document, thus jumping to the start of a span that we want to capture. The variables are then used to store the desired span, with further subexpressions controlling the shape of the span. Borrowing the syntax from [7] , we define our core class of extraction expressions, called variable regex, as follows. Let Σ be a finite alphabet and V a set of variables disjoint with Σ. A variable regex (RGX) is defined by the following grammar:
where a ∈ Σ is a letter of the alphabet and x ∈ V is a variable. For a RGX γ we define var(γ ) as the set of all variables occurring in γ .
In what follows we will often refer to variable regex (RGX, resp.) as a regex formula (RGX formula, resp.). Just as in the previously introduced IE languages, RGX use regular expressions to navigate the document, while a subexpression of the form x {γ } stores a span starting at the current position and matching γ into the variable x. For example, if we wanted to extract the name of each seller from the document in Table 1 , we could use the following RGX Σ * · Seller:␣ · x {(Σ − {,}) * }·, ·Σ * where Σ stands for the disjunction of all the letters of the alphabet, and where we do not use the concatenation · inside words (formally, the string Seller:␣ should be written as the concatenation of each of its symbols). Here the subexpression Σ * · Seller:␣ navigates to the position in our document, where the name of some seller starts. The variable x then stores a string not containing a comma until it reaches the first comma; that is, it stores the full name of our seller. The remainder of the expression then simply matches the rest of the document.
Note that syntactically, our expressions are the same as the ones introduced in [7] . The only explicit difference from [7] (apart from the semantics -see below) is that we do not allow the empty language ∅ in order to make some of the constructions more elegant. Adding this variant would not affect any of the results though. Semantics. In contrast to [7] , our semantics views RGX formulas as expressions defining mappings and not only relations. To illustrate how this works, consider again the document in Table 1 , but now suppose that we want to extract the names of the sellers, and when available, also the amount of tax they paid (recall from the Introduction that not all rows have this information). For this, Session: Information Extraction and Efficient Enumeration of Answers PODS'18, June 10-15, 2018, Houston, TX, USA
consider the following RGX
Note that this expression matches ,␣ and extracts the information about the amount of tax paid into the variable y only when this data is present in the document (otherwise it matches ε). This now defines two types of mappings: the first kind will contain only the names of sellers (stored in x), while the second kind will contain both the name and the amount of tax paid (stored in y) when the latter information is available.
The full semantics of RGX expressions is defined in Table 2 . As explained above, we view our expression γ as a way of defining a partial mapping µ : var(γ ) ⇀ span(d). Our semantics has two layers, the first layer [γ ] d defines which part of a document d a subexpression of γ parses, and what is the mapping defined thus far. For instance, the alphabet letter a must match a part of the document equal to a and it defines no mapping. On the other hand, a subexpression of the form x {R} assigns to x the span captured by R (and preserves the previous variable assignments). Similarly, in the case of concatenation R 1 · R 2 we join the mapping defined on the left with the one defined on the right, while imposing that the same variable is not used in both parts (as this would lead to inconsistencies). The second layer of our semantics, γ d then simply gives us the mappings that γ defines when matching the entire document.
Note that in the case of an ordinary regular expression we output the empty mapping (representing TRUE) when the expression matches the entire document and empty set (representing FALSE) when not, thus making RGX a natural generalisation of ordinary regular expressions with the ability to extract spans.
As the semantics of some operators might seem somewhat counter intuitive at first, we now explain how the recursive definition works by means of an example. Example 3.1. To keep the presentation concise, we will consider the following document d: If we consider the expression consisting of a single letter a, then the set [a] d contains precisely three pairs: ([1, 2⟩, ∅), ([2, 3⟩, ∅), and ([3, 4⟩, ∅), since the word spelled by each of these spans equals to the letter a.
On the other hand, if we consider the expression x {a}, then [x {a}] d contains the above spans, but it also assigns the span to the variable. Namely,
To illustrate how concatenation works, consider now the expression x {a * } · y{b * }. Here [a * ] d contains any span that spells zero or more as, such as for example ([1, 4⟩, ∅), or ([5, 5⟩, ∅). Note that the latter matches a * , as it spells the empty string. Similarly, [b * ] d will contain, amongst others, the pairs
The latter two allow us to "concatenate" the two pairs in [x {a * }] d and [y{b * }] d to obtain a pair ([1, 7⟩, µ), with µ(x) = [1, 4⟩, and µ(y) = [4, 7⟩. Note that this also implies that µ ∈ x {a * } · y{b * } d , since its corresponding span equals the entire document.
Notice that "concatenating" µ 1 and µ 2 above is possible, since they share no variables. If we were dealing with an expression of the form x {a * } ·x {b * }, this would no longer be the case, and no mapping would be produced as the output of the expression. Some other "pathological" cases such as x {x {R}}, which wants to bind x inside itself, are also limited by our semantics, as this formula can never output any mappings.
On the other hand, some formulas that intuitively can make sense, but were not covered by the definition of functional regex in [7] , have a clearly defined semantics in our setting. One such example would be the expression e = (x {(a ∨ b) * } ∨ y{(a ∨ b) * }) * , which uses a Kleene star over a subexpression containing variables. If evaluated over the document d, this expression can output several mappings. For instance, we have that
It is worthwhile mentioning that the denotational semantics introduced here is much simpler than the semantics of variable regex defined in [7] . In Table 2 , we give the semantics of our framework directly in terms of spans and mappings. On the other hand, the semantics of variable regex in [7] is given through the so-called parse trees: syntactical structures that represent the evaluation of an expression over a document, while in [9] , the semantics uses reference words and projection functions. We believe that one important contribution of our work is the simplification of the semantics by using mappings, which could help in the future to better understand variable regex and other IE languages.
Of course, there are ways to allow adding partial information in regex formulas without using mappings. For instance, one could simply map each variable that does not get assigned to the empty span ε. That is, an expression of the form x {R} could be replaced with x {R ∨ ε}, with ε signifying that the variable is not assigned. One problem with this approach is that the term ε already has a meaning in regex that is reserved for the empty word, which one would sometimes like to assign (e.g. to specify a landmark, or in the Kleene closure). Similarly, one could introduce a special NULL Session: Information Extraction and Efficient Enumeration of Answers PODS'18, June 10-15, 2018, Houston, TX, USA value to denote a variable that is not assigned, and add a NULL expression into regex formulas to signify that a subexpression was not matched to any span. The main drawback of this approach is that it would change the syntactic structure of regex, making them somewhat more cumbersome and less intuitive. On the other hand, none of these problems are present when we use mappings, as they both preserve the syntax of regex formulas, do not overwrite the previously defined semantics in border cases, and offer an elegant general definition encompassing other approaches and simplifying the definitions of [7, 9] , while at the same time being fully declarative.
Automata that extract information
In this subsection, we define automata models that support incomplete information extraction. Just as with RGX, the definitions of the automata models come from [7] , however, we need to redefine the semantics to support mappings. A variable-set automata (VA) is an automata model extended with captures variables in a way analogous to RGX; that is, it behaves as a usual finite state automaton, except that it can also open and close variables. Formally, a VA automaton A is a tuple (Q, q 0 , q f , δ ), where Q is a finite set of states, q 0 and q f are the initial and the final state, respectively, and δ is a transition relation consisting of letter transitions (q, a, q ′ ), and variable transitions (q,
The ⊢ and ⊣ are special symbols to denote the opening or closing of a variable x. We define the set var(A) as the set of all variables x such that x ⊢ appears in some transition of A. Semantics. A configuration of a VA automaton over a document d is a tuple (q, i) where q ∈ Q is the current state and i ∈ [1, |d | + 1] is the current position in d. A run ρ over a document d = a 1 a 2 · · · a n is a sequence of the form:
) ∈ δ and i 0 , . . . , i n is an increasing sequence such that i 0 = 1, i m = |d | + 1, and i j+1 = i j + 1 if o j+1 ∈ Σ and i j+1 = i j otherwise (i.e. the automata moves one position in the word only when reading a letter). Furthermore, ρ must satisfy that variables are opened and closed in a correct manner, that is, each x is opened or closed at most once and, if x is closed at some position, then there must exists a previous position in ρ where x was opened. Note that it is valid for a run to open a variable once and never close it. We say that ρ is accepting if
Following [7] we also redefine the semantics of the so-called variable-stack automata (VA stk ), a restricted class of VA which only allow defining mappings that are hierarchical as in the case of RGX. The new version of variable-stack automata is almost identical to the one of VA automata above, but we now restrict to runs ρ where variables are open and closed following a stack policy. To avoid repeating the same definition we refer the reader to [7] . Lastly, we say that a VA is hierarchical if every mapping it produces is hierarchical.
Extracting information using rules
In [2] a simplified version of RGX, called span regular expressions, was introduced. Formally, span regular expressions, or spanRGX for short, are RGX formulas where all subexpressions of the form x {γ } have γ = Σ * . That is, in spanRGX, we have no control over the shape of the span we are capturing, and we cannot nest variables. For simplicity, we will often omit Σ * after variables when showing these formulas and simply write e.g. a·x ·a * to denote the expression a · x {Σ * } · a * .
In order to allow specifying the shape of a span captured by some variable, [2] allows joining spanRGX formulas using a rulelike syntax similar to Datalog. For instance to specify that the span captured by the variable x in the expression above must conform to a regular expression R, we would write a · x · a * ∧ x .R.
To define such rules formally, in our language we will allow two types of formulas: R and x .R, where R is a spanRGX formula and x a variable. The former is meant to be evaluated over the entire document, while the latter applies to the span captured by the variable x. The semantics of the extraction formula R over a document d is defined as in Table 2 above, and for x .R as follows:
x
We can now define rules for extracting information from a document as conjunctions of extraction formulas. Formally, an extraction rule is an expression of the form:
where m ≥ 0, all φ i are spanRGX formulas, and x i are variables 3 . Extraction rules typically have an implication symbol and a head predicate, which we will omit because it does not affect the analysis performed in this paper. Semantics. While [2] has a simple definition of the semantics of extraction rules, lifting this definition to the domain of mappings requires us to account for nondeterminism of our expressions. What we mean by this is perhaps best captured by the rule (x ∨ y) ∧ x .(ab * ) ∧ y.(ba * ), where we first choose which variable is going to be mapped to the entire document, and then we need to satisfy its respective constraint. For instance, if x is matched to the document, we want it to conform to the regular expression ab * ; however, in this case we do not really care about the content of y, so we should leave our mapping undefined on this variable. This is, for example, how the RGX x {ab * } ∨ y{ba * } would behave. Formally, we define when a rule of the form ( †) is satisfied by a tuple of mappings µ = (µ 0 , µ 1 , . . . , µ m ). To avoid the problem mentioned above, we need the concept of instantiated variables in our tuple of mappings. For a rule φ of the form ( †) and a tuple of mappings µ = (µ 0 , µ 1 , . . . , µ m ) we define the set of decide that x should be matched to our document, then we will not assign a value to the variable y and vice versa. We now define that a 3 For simplicity we assume that there is only one formula applying to the entire document; namely φ 0 . It is straightforward to extend the definitions below to include multiple formulas of this form. 
Here the last condition will allow us to "join" all the mappings capturing each subformula φ i into one. The problem with nondeterminism is handled by condition (2), since we force all instantiated variables to take a value, and the non-instantiated ones to be undefined. Finally, condition (1) starts from φ 0 which refers to the entire document and serves as a "root" for our mappings.
We can now define the semantics of an extraction rule φ over a document d as follows:
where µ = (µ 0 , µ 1 , . . . , µ m ) and i µ i denotes the mapping defined as the union of all µ i .
EXPRESSIVENESS OF IE LANGUAGES
In this section we study how different IE approaches compare in terms of expressive power. We first show how the new semantics based on mappings subsumes the relation based semantics of RGX from [7] and spanRGX from [2] . Next, we show that the results of [7] comparing automata models from Section 3.2 and regex formulas can be lifted to support incomplete information. We finish with a comparison of the rule-based language introduced in Section 3.3 with RGX.
Mapping-based semantics and relation-based semantics
Having the general definition of formulas which define mappings, we can now show how this framework subsumes regex formulas as defined in [7] and span regular expressions from [2] . We start with regex formulas of [7] . Although the expressions from [7] use the same syntax as our RGX formulas, the setting of [7] dictates that document spanners always define relations. This automatically excludes expressions such as R 1 ∨ R 2 from Section 3.1 which allows mappings with different domains. What [7] proposes instead is that each mapping defined by an expression assigns precisely the same variables every time (and also all of them); that is, we want our expressions to act as functions. As shown in [7] there is a very easy syntactic criteria for this, resulting in functional RGX formulas.
A RGX γ is called functional with respect to the set of variables X (abbreviated as functional wrt X ) if one of the following syntactic restrictions holds:
• γ ∈ Σ ∪ {ε} and X = ∅.
A RGX γ is called functional if it is functional with respect to var(γ ). This condition ensures that each variable mentioned in γ will appear exactly once in every word that can be derived from γ , when we treat γ as a classical regular expression with variables as part of the alphabet. We refer to the class of functional RGXs as funcRGX. Note that this corresponds to the original definition of regex formulas given by [7] , even when we consider the new semantics. Thus, we have: Theorem 4.1. Regex formulas of [7] are equivalent to the class funcRGX defined above.
Next, we show how RGX formulas subsume span regular expressions of [2] . For this, observe that span regular expressions of [2] have the same syntax as spanRGX; that is, they can be seen as RGX formulas where all subexpressions of the form x {γ } have γ = Σ * .
To compare spanRGX with span regular expressions, we also need to take note of the semantics proposed in [2] . One problem with that semantics is that when a variable is not matched by the expression, the resulting mapping is assigned an arbitrary span, which can be rather misleading (e.g. in the sales example above we could not determine if the tax data is real or assigned arbitrarily). Of course, this type of behaviour can easily be simulated by "joining" the results obtained by a spanRGX with the set of all total mappings. Another, more subtle problem, is that the formalism of [2] allows expressions of the form x {Σ * } · x {Σ * } (forcing x to be assigned the empty string at the same position multiple times), while this RGX is not satisfiable. We call span regular expressions which prohibit such behaviour proper. We now obtain the following. We can therefore conclude that using mappings is indeed a natural extension of the previous semantics of RGX and spanRGX.
Comparing expressions to automata
One of the main problems studied in [7] was to determine the relationship between the automata models from Section 3.2 (restricted to always output relations) with the class of functional RGX formulas. As our framework is an extension (in terms of expressiveness) and a simplification (in terms of semantics) of [7] that allows mappings instead of simple relations, here we show how the main results on VA and funcRGX from [7] can be generalised to our setting. We start by showing that the class of RGX formulas is also captured by VA stk automata in our new setting. 7]). Every VA stk automaton has an equivalent RGX formula and vice versa. That is VA stk ≡ RGX.
Just as in the proof for the relational case [7] , the main step is to show that VA stk automata can be simplified by decomposing them into an (exponential) union of disjoint paths known as PU stk (path union VA stk ). In PU stk automata each path is essentially a functional RGX formula, thus making the transformation straightforward. The only difference to the proof of [7] is that when transforming VA stk automaton into a union of paths, we need to consider all paths of length at most 2 · k + 1 in order to accommodate partial mappings, where k is the number of variables. The notion of a consistent path also changes, since we are allowed to open a variable, but never close it. As a corollary we get that every RGX is equivalent to a Session: Information Extraction and Efficient Enumeration of Answers PODS'18, June 10-15, 2018, Houston, TX, USA (potentially exponential) union of functional RGX formulas (with this union being empty when the RGX is not satisfiable).
Similarly as in the functional case, it is also straightforward to prove that the mappings defined by VA stk and RGX are hierarchical. Furthermore, just as in [7] , one can show that the class of VA automata which produce only hierarchical mappings is equivalent to RGX in the general case. 7]). Every VA automaton that is hierarchical has an equivalent RGX formula and vice versa.
Both VA and VA stk automata, as well as RGX, provide a simple way of extracting information. To permit a more complex way of defining extracted relations, [7] allows combining them using basic algebraic operations of union, projection and join. While defining a union or projection of two automata or RGX is straightforward, in the case of join we now use joins of mappings instead of the natural join (as used in [7] ). Formally, for two VA automatons A 1 and A 2 , we define the "join automaton" A 1 A 2 using the following semantics: for a document d, we have A 1
We denote the class of extraction expressions obtained by closing VA under union, projection and join with VA {∪, π, } , and similarly for VA stk and RGX.
To establish a relationship between algebras based on VA stk and VA automata, [7] shows that VA is closed under union, projection and join. We can show that the same holds true when dealing with mappings, but now the proofs change quite a bit. That is, while closure under projection is much easier to prove in our setting, closure under join now requires an exponential blowup, since to join mappings, we need to keep track of variables opened by each mapping in our automaton. Similarly, [7] shows that each VA automaton can be expressed using the expressions in the algebra VA stk {∪, π, } ; as this proof holds verbatim in the case of mappings we obtain the following. As we showed here, the main results from [7] can be lifted to hold in the more general setting of mappings, thus suggesting that the added generality does not impact the intuition behind the extraction process.
Comparing RGX with rules
In this subsection we will compare the expressive power of two different frameworks for extracting information: RGX formulas of [7] and extraction rules of [2] . We do this under the new semantics allowing incomplete information and show that, while in general the two languages are not comparable, we can capture RGX with the union of simplified extraction rules.
Extraction rules allow us to define complex conditions about the spans we wish to extract. For instance, if we wanted to extract all spans whose content is a word belonging to (ordinary) regular expressions R 1 and R 2 at the same time, we could use the rule Σ * · x · Σ * ∧ x .R 1 ∧ x .R 2 . More importantly, using extraction rules, we can now define valuations which cannot be defined using RGX, since they can define mappings which are not hierarchical. For instance, the rule x ∧ x .ayaa ∧ x .aaza is one such rule, since it makes y and z overlap on the document aaaaa. In some sense, the ability of rules to use conjunctions of variables makes them more powerful than RGX formulas. On the other hand, the ability of RGX formulas to use disjunction of variables poses similar problems for spanRGX. Theorem 4.6. Extraction rules and RGX are incomparable in terms of the expressive power.
In light of this result, we study how the class of extraction rules can be modified in order to capture RGX.
Simplifying extraction rules. As discussed above, the capability of an extraction rule to use conjunctions of the same variable multiple times already takes them outside of the reach of RGX. Therefore, the most general class of rules we will consider disallows that type of behaviour. We call such rules simple rules. Formally, an extraction rule φ of the form ( †) is simple, if all x i are pairwise distinct. From now on, we assume that all classes of rules considered in this section are simple.
Another feature that makes rules different from RGX is their ability to enforce cyclic behaviour through expressions of the form x .y ∧y.ax. A natural way to circumvent this shortcoming is to force the rules to have an acyclic structure. In fact, this kind of restriction was already considered in [2] , as it allows faster evaluation than general rules. Therefore, a natural question at this point is if the capability of rules to define cycles is really useful, or if they can be removed. We answer now the question whether cycles can be eliminated from rules, and somewhat surprisingly show that, while generally not possible, in the case of rules defined by functional spanRGX this is indeed true.
In order to study the cyclic behaviour of rules, we first need to explain how each rule can be viewed as a graph. To each extraction rule φ = φ 0 ∧x 1 .φ 1 ∧· · ·∧x m .φ m we associate a graph G φ defined as follows. The set of nodes of G φ contains all the variables x 1 , . . . , x m plus one special node labelled doc corresponding to the formula φ 0 . There exists an edge (x, y) between two variables in G φ if, and only if, there is an extraction formula x .R in φ such that y occurs in R. Furthermore, if the variable x occurs in the formula φ 0 , we add an edge (doc, x) to G φ . Then we say that a simple rule φ is dag-like, if the graph G φ contains no cycles, and tree-like if G φ is a tree rooted at doc.
To answer the question whether cycles can be eliminated from rules, let us consider most general case; namely, simple rules over full spanRGX. It is straightforward to see that in a rule of the form (x ∨y)∧x .(y ∨Σ * )∧y.(x ∨Σ * ), the cycle formed by x and y cannot be broken and the rule cannot be rewritten as a single dag-like rule. The main obstacle here is the fact that in each part of the rule we make a nondeterministic choice which can then affect the value of all the variables. However, there is one important class of expressions, which would prohibit our rules to define properties such as the one above; that is, functional spanRGX(we call a spanRGX functional if the underlying RGX is functional). In the next result, we show that in the case of functional rules (i.e. rules defined by functional spanRGX) cycles can always be removed, and in fact, converting a simple functional rule into a dag-like rule takes only polynomial time.
Theorem 4.7. For every simple rule that is functional there is an equivalent (functional) dag-like rule. Moreover, we can obtain the equivalent rule in polynomial time.
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PODS'18, June 10-15, 2018, Houston, TX, USA It is remarkable that the algorithm for removing cycles runs in polynomial time and, furthermore, it produces a single rule. We think that this result is interesting in its own right and potentially useful in other contexts regarding the use of rules in information extraction. Unions of simple rules capture RGX. We now know that cycles can be eliminated from functional rules, but is there any way to removes cycles from rules that are non-functional? Moreover, can we go even further from dag-like rules, and convert each rule into a tree-like rule? Unfortunately, one can easily show that all these questions have a negative answer since non-functional cyclic rules, and even functional dag-like rules, have the ability to express some sort of disjunction. For this reason, we introduce here the class of unions of simple rules and compare its expressive power with RGX. Formally, union of simple rules is a set of simple rules A. The semantics A d over a document d is defined as all mappings µ over d such that µ ∈ φ d for some φ ∈ A.
We start by extending our results for removing cycles from functional to non-functional rules. As it turns out, although functional and non-functional rules are not equivalent, every non-functional simple rule can in fact be expressed as a union of functional rules. Then, by combining this fact with Theorem 4.7 one can show that each non-functional rule can be made acyclic by transforming it to a union of dag-like rules. Now that the connection with union of acyclic rules is settled, our next step is to understand when dag-like rules can be defined by RGX formulas and, moreover, when can they be converted into treelike rules. First, observe that a functional RGX formula is always satisfiable; namely, there is always a document on which there is an assignment satisfying this formula. Similarly, every functional tree-like rule is also satisfiable. On the other hand, the functional simple rule x ∧ x .y ∧ y.ax is clearly not satisfiable, since it forces x and y to be equal and different at the same time. Therefore, to link rules with RGX, we should consider only the satisfiable ones. Proposition 4.9. Every dag-like rule that is satisfiable is equivalent to a union of functional tree-like rules.
The idea of the proof here is similar to the cycle elimination procedure of Theorem 4.7, but this time considering undirected cycles. One can show that eliminating undirected cycles results in a double exponential number of tree-like rules. In case that the rule was not satisfiable, our algorithm will simply abort.
With this at hand, we can now describe the relationship between unions of simple rules and RGX. Indeed, a union of simple rules is equivalent to a union of dag-like rules by Proposition 4.8 and this union is equivalent to a union of functional tree-like rules by Proposition 4.9 (if some dag-like rule is not satisfiable, we just output an unsatisfiable non-fuctional RGX formula in our algorithm from Proposition 4.9). Then one can easily see that any functional tree-like rule φ is equivalent to a RGX formula given that each (singleton) formula x .R in φ can be removed by composing the tree structure recursively with formulas of the form x {R}. Conversely, one can show that each RGX formula can be defined as a union of simple rules. Theorem 4.10. RGX formulas and unions of simple rules are equivalent. Moreover, every RGX formula is equivalent to a union of tree-like rules.
EVALUATION OF LANGUAGES FOR EXTRACTING INCOMPLETE DATA
In this section, we study the computational complexity of evaluating an extraction expression γ over a document d, namely, the complexity of enumerating all mappings µ ∈ γ d . Given that we are dealing with an enumeration problem, our objective is to obtain a polynomial delay algorithm [13] , i.e., an algorithm that enumerates all the mappings in γ d by taking time polynomial in the size of γ and d between outputting two consecutive results. For this analysis, our objective is to determine which decision problems can be used to faithfully model the process of enumerating all the outputs of an IE expression, and then study their complexity. We formally define our decision problems in Subsection 5.1 and show that in full generality, none of the languages we consider can be enumerated efficiently. In Subsection 5.2 we then identify several fragments that can be evaluated with a polynomial delay.
Decision problems for enumeration
In order to formally define the decision problems modelling query enumeration we need to introduce some notation first. Let ⊥ be a new symbol. An extended mapping µ over d is a partial function from V to span(d) ∪ {⊥}. Intuitively, in our decision problem µ(x) = ⊥ will represent that the variable x will not be mapped to any span. Furthermore, we usually treat µ as a normal mapping by assuming that x is not in dom(µ) for all variables x that are mapped to ⊥. Given two extended mappings µ and µ ′ , we say that µ ⊆ µ ′ if, and only if, µ(x) = µ ′ (x) for every x ∈ dom(µ). Then for any language L for information extraction we define the main decision problem for evaluating expressions from L, called Eval[L], as follows:
Problem: Eval[L]
Input: An expression γ ∈ L, a document d, and an extended mapping µ. Question: Does there exist µ ′ such that µ ⊆ µ ′ and µ ′ ∈ γ d ?
In other words, in Eval[L] we want to check whether µ can be extended to a mapping µ ′ that satisfies γ in d. Note that in our analysis we will consider the combined complexity of Eval[L].
We claim that Eval[L] correctly models the problem of enumerating all mappings in γ d . Indeed, if we can find a polynomial time algorithm for deciding Eval[L], one can have a polynomial delay algorithm for enumerating the mappings in γ d as given in Algorithm 1.
The procedure starts with the empty mapping µ = ∅ and the set V of variables yet to be assigned equal to var(γ ). 
when all variables in var(γ ) are assigned a span or the symbol ⊥ (i.e. V = ∅ in line 2).
We can therefore obtain the following.
is in PTIME, then enumerating all mappings in γ d can be done with polynomial delay.
Notice that Theorem 5.1 is a general result allowing us to reason about efficient enumeration of IE languages. That is, when we want to show that any IE language L can be enumerated efficiently, we simply need to show that Eval[L] is in PTIME. This is in contrast with approaches such as [11] , which, while providing a faster algorithm than the ones we derive below, are applicable to a single fixed language L.
Before continuing we would like to stress the importance of selecting the correct decision problem to model query enumeration. Indeed, while Eval[L] might seem somewhat counter intuitive at a first glance, as Theorem 5.1 shows, efficiently solving Eval [L] gives an efficient enumeration procedure. A more common variation of the evaluation problem, would ask if, given a mapping µ, an expression γ ∈ L, and a document d, it holds that µ ∈ γ d . We call this version of evaluation model checking and denote it with ModelCheck[L]. Model checking problem for subclasses of variable set automata that output relations was studied in [9] (under the name evaluation), where a PTIME algorithm is given for a subclass of VA automata. Unfortunately, solving model checking efficiently does not help us with the enumeration problem, since we would have to check each mapping one by one -a task that can produce an exponential gap between two consecutive outputs. On the other hand, it is straightforward to see that model checking is a special case of Eval.
Notice, however, that showing Eval[L] to be hard does not necessarily rule out the existence of a polynomial delay enumeration procedure for L. For this, we need to consider a related problem of checking non-emptiness. Formally, the non-emptiness problem, denoted NonEmp[L], asks, given a document d and an expression γ , whether γ d = ∅. One can easily see that non-emptiness is actually a restricted instance of Eval[L], namely: NonEmp[L](γ , d) = Eval[L](γ , d, ∅). This implies that if we find an efficient algorithm for Eval[L] then the same holds for NonEmp [L] , and that showing NonEmp[L] to be NP-hard implies the same for Eval [L] . More importantly, if we can show that NonEmp[L] is difficult, then no polynomial delay algorithm for L can exist (under standard complexity assumptions), as we could simply run the enumeration procedure until the first output is produced. Note on the other hand that showing e.g. NP-hardness of ModelCheck[L] does also not necessarily imply that efficient enumeration is not possible. As we are interested in query enumeration, we will therefore not consider the model checking problem in the remainder of this paper.
We would like to note that [2] and [9] already considered the non-emptiness problem and the model checking problem. In the following results we will point out when a (weaker) version of our result was proved in one of the two works. Generally, we can use [2, 9] to derive some lower bounds, while we need to show the matching upper bound (when possible) separately. It is important to stress that what [9] calls evaluation is our model checking problem, and, as discussed above, can not be used to obtain an efficient algorithm for enumeration or Eval, nor tell us when enumeration with polynomial delay is not possible. Now that we identified the appropriate decision problem, we start by understanding the complexity of Eval[L] in the most general case. It is easy to see that checking Eval[L] is in NP for all languages and computational models considered in this paper. Indeed, given a mapping µ ′ such that µ ⊆ µ ′ one can check in PTIME if µ ′ ∈ γ d by using finite automata evaluation techniques [12] . As the following result shows, this is the best that one can do if RGX or variable-set automata contain the language of spanRGX, as non emptiness is already hard for this fragment.
We would like to remark that this result was proved in [2] and here we strengthen it to allow using partial mappings.
Tractable fragments
Since Theorem 5.2 implies that efficiently enumerating answers of RGX or variable-set automata is not possible unless PTIME = NP, we now examine several syntactic restrictions that make their evaluation problem tractable. Note that the previous negative results are considering a more general setting than the one presented in [7] , where RGX and variable-set automata are restricted to be functional which forces them to only generate relations of spans. Interestingly, the functional restriction decreases the complexity of the evaluation problem for RGX as the following result shows.
This result proves that the functional restriction for RGX introduced in [7] is crucial for getting tractability. The question that now remains is what the necessary restrictions are that make the evaluation of RGX tractable when outputting mappings and how to extend these restrictions to other classes like variable-set automata. One possible approach is to consider variable-set automata that produce only relations. Formally, we say that a variable-set automaton A is relational if for all documents d, the set A d forms a relation. As the next result shows, this semantic restriction is not even enough to ensure the tractability of non emptiness. By taking a close look at the proof of the previous result, one can note that a necessary property for getting intractability is that, during a run, the automaton can see the same variable on potential transitions many times but not use it if it has closed the same variable in the past. Intuitively, this cannot happen in functional RGX formulas where for every subformula of the form φ 1 ·φ 2 it holds that var(φ 1 ) ∩ var(φ 2 ) = ∅. Actually, we claim that this is the restriction that implies tractability for evaluating RGX formulas. Formally, we say that a RGX formula γ is sequential if for every subformula of the form φ 1 ·φ 2 or φ * it holds that var(φ 1 )∩var(φ 2 ) = ∅ and var(φ) = ∅, respectively. We can also extend these ideas of sequentiality from RGX formulas to variable-set automata as follows. A path π of a variable-set automaton A = (Q, q 0 , q f , δ ) is a finite sequence of transitions π : (q 1 ,
. We say that a path π of A is sequential if for every variable x ∈ V it holds that: (1) there is at most one i ∈ [1, m] such that s i = x ⊢; (2) if such an i exists, then there is precisely one j ∈ [1, m] such that s j =⊣ x; and (3) i < j. We say that variable-set automaton A is sequential if every path in A is sequential. Finally, we denote the class of sequential RGX and sequential variable-set automata by seqRGX and seqVA, respectively.
The first natural question about sequentiality is whether this property can be checked efficiently. As the next proposition shows, this is indeed the case. Proposition 5.5. Deciding if an VA automaton is sequential can be done in NLOGSPACE.
Sequentiality is a mild restriction over extraction expressions since it still allows many RGX formulas that are useful in practice. For example, all extraction expressions discussed in Section 3 are sequential. Furthermore, as we now show, no expressive power is lost when restricting to sequential RGX or automata. Proposition 5.6. For every RGX (VA automaton), there exists a sequential RGX (sequential VA, respectively) that defines the same extraction function.
We believe that sequentiality is a natural syntactical restriction 5 of how to use variables in extraction expressions. Namely, one should not reuse variables by concatenation since this can easily make the formula unsatisfiable. Furthermore, the more important advantage for users is that RGX and VA automata that are sequential can be evaluated efficiently. It is important to recall that this result implies, by Proposition 5.1, that the evaluation of sequential RGX formulas can be done with polynomial delay. An interesting question we would like to tackle in the future is if this algorithm can be further optimised to yield a constant delay algorithm [13] like the one presented in [2] for the so-called navigational formulas -a class strictly subsumed by sequential RGX. Now that we have captured an efficient fragment of RGX, we will analyse what happens with the complexity of the evaluation problem for extraction rules. First, we show that evaluating rules is in general a hard problem. In fact, non-emptiness is already NP-hard, even when restricted to dag-like rules with functional spanRGX. 5 Note that [9] already considers a less general version of sequentiality called functional VA automata, that open and close all the variables exactly once. There a version of Proposition 5.5 is given with a PTIME bound, as well as a version of Proposition 5.6 for functional automata. The difficulty in this case arises from the fact that dag-like rules allow referencing the same variable from different extraction expressions. A natural way to circumvent this is to use tree-like rules. Indeed, the fact that, in a tree-like rule, different branches are independent, causes the evaluation problem to become tractable. In fact, the functionality constraint is not really needed here, as the result holds even for sequential rules. Theorem 5.9. Eval of sequential tree-like rules is in PTIME.
This implies that we should focus on sequential tree-like rules if we wish to have efficient algorithms for rules. Luckily, these do not come at a high price in terms of expressiveness, since Propositions 4.8 and 4.9 imply that every satisfiable simple rule is equivalent to a union of sequential tree-like rules.
The previous results show how far we can go when syntactically restricting the class of RGX formulas, variable-set automata, or extraction rules in order to get tractability. The next step is to parametrise the size of the query not only in terms of the length, but also in terms of meaningful parameters that are usually small in practice. In this direction, a natural parameter is the number of variables of a formula or automata since one would expect that this number will not be huge. Indeed, if we restrict the number of variables of a RGX formula or VA automata we can show that the problem is fixed parameter tractable. 
STATIC ANALYSIS AND COMPLEXITY
In this section, we study the computational complexity of static analysis problems for document spanners like satisfiability and containment. Determining the exact complexity of these problems is crucial for query optimisation [1] and data integration [16] , and it gives us a better understanding of how difficult it is to manage RGX formulas and VA automata. We start with the satisfiability problem for RGX formulas and VA. Formally, let L be any formalism for defining document spanners. Then the satisfiability problem of L, denoted Sat[L], asks given an expression γ ∈ L if there exist a document d such that γ d is non-empty.
Sat[L] is a natural generalisation of the satisfiability problem for ordinary regular languages: if γ does not contain variables, then asking if γ d ∅ for some document d is the same as asking if the language of γ is non-empty. It is a folklore result that satisfiability of regular languages given by regular expressions or NFAs has low-complexity [12] . Unfortunately, in the information extraction context, this problem is intractable even for spanRGX. These results show that satisfiability is generally NP-complete for all information extraction languages we consider in this paper. The next step is to consider syntactic restrictions of RGX or VA, like e.g. sequentiality introduced in Section 5. Indeed, with sequentiality we can restore tractability. It is interesting to note that this result is very similar to satisfiability of finite state automata: given a sequential VA the NLOGSPACE algorithm simply checks reachability between initial and final states. This again shows the similarity between finite state automata and VA if the sequential restriction is imposed.
Next, we consider extraction rules combined with the sequential or functional spanRGX. Similarly as before, Sat of extraction rules remains intractable even for the class of functional dag-like rules. However, if we consider sequential tree-like rules we can restore tractability since tree-like rules are always satisfiable. Theorem 6.3. Sat of functional dag-like rules is NP-hard. On the other hand, any sequential tree-like rule is always satisfiable.
It is important to make the connection here between regular expressions, sequential RGX and sequential tree-like rules: all formalisms are trivially satisfiable. In some sense, this gives more evidence that sequential RGX and sequential tree-like rules are the natural extensions of regular expressions, as they inherit all the good properties of its predecessor.
We continue by considering the classical problem of containment of expressions. Formally, for a language L we define the problem Containment[L], which, given two expressions γ 1 and γ 2 in L, asks whether γ 1 d ⊆ γ 2 d holds for every document d. It is well known that containment for regular languages is PSPACEcomplete [21] , even for restricted classes of regular expressions [17] . Since our expressions are extensions of regular expressions and automata, these results imply that a PSPACE bound is the best we can aim for. Given that the complexity of evaluation and satisfiability for VA increases compared to regular languages, one would expect the complexity of containment to do the same. Fortunately, this is not the case. In fact, containment of all infromation extraction languages we consider is PSPACE-complete. Given that all RGX subfragments contain regular expressions, it does not make sense to consider the functional or sequential restrictions of RGX to lower the complexity. Instead, we have to look for subclasses of regular languages where containment can be decided efficiently like, for example, deterministic finite state automata [12] . It is well-known that containment between deterministic finite state automata can be checked in PTIME [21] . Then a natural question is: what is the deterministic version of VA? One possible approach is to consider a deterministic model that, given any document produces a mapping deterministically. Unfortunately, this idea is far too restrictive since it will force the model to output at most one mapping for each document. A more reasonable approach is to consider an automata model that behaves deterministically both in the document and the mapping. This can be formalised as follows: a VA (Q, q 0 , q f , δ ) is deterministic if for every p ∈ Q and v ∈ Σ ∪ {x ⊢, ⊣x | x ∈ V} there exists at most one q ∈ Q such that (p, v, q) ∈ ∆. That is, the transition relation of a deterministic VA is a function with respect to both Σ and V. Although the deterministic version of VA seems straightforward, as far as we know, this is the first attempt to introduce this notion for infromation extraction languages.
The first natural question to ask is whether deterministic VA can still define the same class of mappings as the non-deterministic version. Indeed, one can easily show that every VA can be determinised by following the standard determinisation procedure [12] . Proposition 6.5. For every VA A, there exists a deterministic VA A det such that A d = A det d for every document d.
As mentioned previously, the motivation of having a deterministic model is to look for subclasses of VA where Containment has lower complexity. We can indeed show that this is the case for deterministic VA, although the drop in complexity is not as dramatic as with regular languages. Theorem 6.6. Containment of deterministic VA is in Π p 2 . Moreover, Containment of deterministic sequential VA is coNP-complete.
Although containment of deterministic models is better than in the general case, the complexity is still high. By taking a closer look at the lower bound, this happens because of the following two reasons: (i) some mappings extract spans that intersect at extreme points; and (ii) the automaton can open a variable, but never close it. Notice that the problem (ii) is solved by sequential VA. To overcome (i) we need the following definition. We say that two spans [i 1 , j 1 ⟩ and [i 2 , j 2 ⟩ are point-disjoint if {i 1 , j 1 } ∩ {i 2 , j 2 } = ∅, and we say that a mapping µ is point-disjoint if the images of different variables are point-disjoint. A VA automaton is point-disjoint if all mappings in γ d are point-disjoint for every document d. Using these restrictions we can show tractability of containment. Theorem 6.7. Containment of deterministic sequential VA that produce point-disjoint mappings is in PTIME.
CONCLUSIONS
In this paper we propose to extend the semantics of several previously proposed IE formalisms with mappings in order to support extraction of information that is potentially incomplete. This approach allows us to simplify and make fully declarative the semantics of regex formulas of [7] and extraction rules of [2] , while at the same time making it possible to compare their expressive power. From our analysis it follows that several variants of expressions proposed by [7] and [2] are in fact equivalent, and that obtaining an efficient algorithm for enumerating all of their outputs is generally not possible. To overcome the latter, we isolate a class of sequential regex formulas, which extend the functionality constraint of [7] , and show that these can be efficiently evaluated both in isolation, and when combined into tree-like rules of [2] . Finally, the good properties of sequential formulas and tree-like rules are also preserved when considering main static tasks, thus suggesting that they have the potential to serve as a theoretical base of information extraction languages.
