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введение. Согласно [1], для графа G = (V, E) с множеством вершин V и множеством ребер Е 
и некоторых непересекающихся подмножеств V1 и V2 множества V разрезом называется мно-
жество ребер, одни концы которых лежат в V1, другие – в V2. Рассмотрим задачу нахождения 
максимального разреза в графе, ребра которого взвешены действительными числами, т. е. такого 
разреза, у которого сумма весов ребер максимальна. Эта задача возникает, когда необходимо 
перейти от многозначных переменных к булевым векторам.
Нами исследуются две задачи логического проектирования: двухблочная разделительная де-
композиция системы полностью определенных булевых функций, выполняемая табличным ме-
тодом [2], и кодирование состояний конечного автомата с целью упрощения получаемых при 
этом булевых функций [3] и уменьшения энергопотребления реализующей схемой [4]. При ре-
шении первой задачи исходная система булевых функций задается в виде двумерной таблицы, 
столбцы которой необходимо кодировать булевыми векторами. При решении второй – каждому 
состоянию автомата приписывается булев вектор для получения системы булевых функций, не-
обходимой для построения логической схемы. В обоих случаях сложность получаемых буле-
вых функций довольно сильно зависит от варианта кодирования, которое ставит своей задачей 
уменьшение числа различных элементарных конъюнкций в дизъюнктивных нормальных формах 
(ДНФ) получаемых булевых функций. При энергосберегающем кодировании состояний конеч-
ного автомата целью является уменьшение интенсивности переключений элементов памяти 
в схеме, реализующей данный автомат.
1. декомпозиция булевых функций. Одной из важных задач логического проектирования 
является задача декомпозиции булевых функций. Как показано в обзоре [5], по этой теме выпол-
1© Поттосин Ю. В., Поттосина С. А., 2016
111
нено довольно много работ. Декомпозиция системы булевых функций, описывающей поведение 
некоторого дискретного устройства, ведет к разбиению последнего на отдельные блоки, что об-
легчает последующую процедуру его проектирования и иногда уменьшает площадь кристалла, на 
котором реализуется заданная система булевых функций при изготовлении устройства на основе 
микроэлектронной технологии. Рассмотрим эту задачу в следующей постановке [2]. Для систе-
мы полностью определенных булевых функций y = f(x), где y = (y1, y2, …, ym), x = (x1, x2, …, xl), 
f(x) = ( f1(x), f2(x), …, fm(x)), требуется найти суперпозицию y = j
 (w, z2), w = g
 (z1), где z1 и z2 – век-
торные переменные, компонентами которых служат соответственно переменные из подмножеств 
Z1 и Z2, образующих разбиение множества Х = {x1, x2, …, xl}. При этом число компонент вектор-
ной переменной w должно быть меньше, чем у переменной z1. К этому требованию добавим так-
же то, что функции j (w, z2) и g
 (z1) должны быть как можно более простыми.
Табличный метод декомпозиции [2] предусматривает представление исходной системы буле-
вых функций в виде двумерной таблицы М, столбцам которой соответствуют множества значений 
переменной z1, а строкам – множества значений переменной z2. На пересечении столбца z1 и строки 
z2 находится соответствующее значение вектора у. Приписав различным столбцам таб лицы М раз-
личные булевы векторы, получим функцию w = g (z1), значениями которой являются указанные 
векторы. Сложность функций j (w, z2) и g
 (z1) сильно зависит от варианта такого кодирования.
В работе [6] предлагается метод кодирования столбцов таблицы М, целью которого является 
упрощение функций j (w, z2) и g
 (z1). Метод представляет собой многошаговый процесс, на каж-
дом i-м шаге которого вводится переменная wi, выступающая компонентой вектора w, и опреде-
ляются ее значения. Для этого строится граф G = (V, E), и на парах различных столбцов табли-
цы М задается целочисленная функция h, значения которой определяются следующим образом. 
Если каждый столбец таблицы М рассматривать как булев вектор размерности sт, где s – число 
строк таблицы М, а т – число компонент вектора у, то расстояние по Хэммингу между i-м и j-м 
столбцами является значением функции h на данной паре столбцов. Вершинам графа G соот-
ветствуют столбцы таблицы М, а ребрам приписываются веса в виде соответствующих значений 
функции h. Вначале G является полным графом.
На i-м шаге упомянутого процесса находится максимальный разрез графа G, представляемый 
парой подмножеств V1, V2 множества V, и переменная wi, получает значение 0 (или 1) для столб-
цов, соответствующих вершинам из V1, и значение 1 (или 0) для столбцов, соответствующих вер-
шинам из множества V2. Для поиска разреза можно использовать «жадный» алгоритм, описание 
которого будет приведено ниже в п. 3 настоящей работы. Затем удаляются ребра, соединяющие 
вершины из V1 с вершинами из V2, и выполняется следующий, ( j + 1)-й, шаг. Процесс заканчива-
ется, когда граф G становится пустым. Использование функции h указанного вида способствует 
увеличению возможности склеивания элементарных конъюнкций в ДНФ функций j (w, z2) и g
 (z1).
В качестве примера рассмотрим систему булевых функций y = f(x), где x = (x1, x2, x3, x4, x5, x6, x7), 
y = (y1, y2, y3, y4), заданную системой ДНФ в виде следующих матриц:
 
1 2 3 4 5 6 7
1 0 1 1 1 1
1 0 1 2
1 0 1 0 0 0 3
0 0 0 0 1 4
0 5
1 0 0 6
1 0 0 7
0 0 1 1 0 8
1 1 9
1 0 1 0 0 10
1 0 1 0 11
1 1 1 12
х х х х х х х
- - 
 - - - - 
 -
 
- - 
 - - - - - -
 
- - - - 
 - - - -
 
- - 
 - - - - - 
 - -
 
- - - 
 - - - - 
 ,     
1 2 3 4
1 0 0 1
0 1 1 1
1 0 0 0
1 0 1 1
1 1 1 0
0 1 0 0
0 0 1 0
1 1 0 1
1 1 1 0
0 1 0 1
1 1 0 1
1 1 1 1
у у у у
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 . 
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Пусть z1 = (x2, x5, x6, x7) и z2 = (x1, x3, x4). Тогда таблица М будет иметь вид табл. 1. Для коди-
рования ее столбцов достаточно трех переменных. Таким образом, получим функцию g (z1) = w, 
где w = (w1, w3, w4).
Значения вектора w могут быть определены произвольно. Например, если просто пронуме-
ровать столбцы в двоичной системе, включая нуль, то функцию y = j (w1, w2, w3, x1, x3, x4) будет 
представлять табл. 2, а систему ДНФ для функции w = g (x2, x5, x6, x7) – следующие матрицы:
 
2 5 6 7
0 1 1 1
0 0 1
1 1 1
1 1 1
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0 0 0 0
0 1 1 0
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1 1 0 0
0 0 0 1
х х х х
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 − 
 −
 
− 
 −
 
 
 
 
 
 
 
  
 ,    
1 2 3
0 0 1
0 0 1
0 1 0
0 1 0
0 1 1
0 1 1
1 0 0
1 0 0
1 0 1
1 1 0
w w w
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 . 
Таблица 1
x2 x5 x6 x7
 
x1x3x4
0101 
101–
0111 
001–
111–
11–1
100– 
0000
0110 
0100 1100 0001
010 0000 0000 0000 0100 0000 0000 1111
000 1110 1110 1111 1110 1110 1111 1111
011 0000 0000 1111 0100 0000 1111 1111
111 1110 1111 1111 1110 1111 1111 1110
001 1110 1110 1111 1110 1111 1111 1111
100 1110 1110 1111 1110 1111 1111 1110
101 1110 1110 1111 1110 1111 1111 1110
110 1110 1110 1110 1110 1111 1111 1110
Таблица 2
w1w2w3
x1x3x4 000 001 010 011 100 101 110
010 0000 0000 0000 0100 0000 0000 1111
000 1110 1110 1111 1110 1110 1111 1111
011 0000 0000 1111 0100 0000 1111 1111
111 1110 1111 1111 1110 1111 1111 1110
001 1110 1110 1111 1110 1111 1111 1111
100 1110 1110 1111 1110 1111 1111 1110
101 1110 1110 1111 1110 1111 1111 1110
110 1110 1110 1110 1110 1111 1111 1110
Соответствующие системы ДНФ этих функций после минимизации методом, который опи-
сан в работе [7], могут быть представлены следующими матрицами:
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2 5 6 7
0 0 0 1 1
0 1 1 2
1 1 1 3
0 1 0 4
1 1 0 0 5
0 0 0 6
1 0 1 7
1 0 0 8
x x x x
 
 - 
 -
 
- 
 
 
- 
 -
 
-  
,     
1 2 3
1 1 0
0 0 1
0 1 0
1 0 0
1 0 1
0 1 1
0 1 0
0 0 1
w w w
 
 
 
 
 
 
 
 
 
 
 
  
;     
1 3 4 1 2 3
1 1 0 1
1 1 1 0 1 2
0 1 1 3
0 0 4
1 0 1 0 5
0 1 1 6
1 1 1 7
0 0 1 0 8
0 0 1 1 9
1 10
1 1 11
x x x w w w
- - - 
 - 
 - - -
 
- - - - 
 - -
 
- - - 
 - - -
 
- - 
 - - 
 - - - - -
 
- - - - 
,     
1 2 3 3
0 1 1 1
0 0 0 1
1 1 1 1
1 1 1 0
1 1 1 1
0 0 0 1
1 1 1 1
0 0 0 1
0 0 0 1
1 1 1 0
0 1 0 0
y y y y
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
Описанный метод кодирования столбцов таблицы М на рассматриваемом примере с табл. 1 
выполняется в три шага. Построим граф G = (V, E) с вершинами, соответствующими столбцам 
таблицы М, и с ребрами, взвешенными расстояниями по Хэммингу между соответствующими 
столбцами. Первые два развернутых столбца имеют вид
 00001110000011101110111011101110  
 00001110000011111110111011101110 
Расстояние между ними равно 1. Перед 1-м шагом граф G является полным. Все веса ребер в виде 
упомянутых расстояний даны в табл. 3.
Таблица 3
v2 v3 v4 v5 v6 v7
1 9 2 5 10 10 v1
8 3 4 9 11 v2
9 6 1 7 v3
7 10 8 v4
5 13 v5
8 v6
Применение «жадного» алгоритма, описанного ниже, дает на 1-м шаге разрез в графе G, опре-
деляемый множествами V1 = {v1, v2, v4, v5} и V2 = {v3, v6, v7}. Введем переменную w1 со значениями 
0 на вершинах из множества V1 и 1 на вершинах из множества V2. После удаления ребер, соединя-
ющих вершины из V1 с вершинами из V2, получим описание графа G в виде табл. 4.
Результатом шага 2 являются множества V1 = {v1, v3, v4, v6} и V2 = {v2, v5, v7}, а выполнение 
шага 3 дает V1 = {v1, v2, v6} и V2 = {v3, v4, v5}. Таким образом, столбцы табл. 1 получают следующие 
коды:
000 010 101 001 011 100 11–
Таблица  4 
v2 v3 v4 v5 v6 v7
1 2 5 v1
3 4 v2
1 7 v3
7 v4
v5
8 v6
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Результатом шага 2 являются множества V1 = {v1, v3, v4, v6} и V2 = {v2, v5, v7}, а выполнение 
шага 3 дает V1 = {v1, v2, v6} и V2 = {v3, v4, v5}. Таким образом, столбцы табл. 1 получают следующие 
коды:
000 010 101 001 011 100 11–
Это кодирование определяет функции y = j (w1, w2, w3, x1, x3, x4) и w = g
 (x2, x5, x6, x7), ДНФ ко-
торых представлены следующими матрицами, которые оказались более компактными по числу 
строк, чем предыдущие подобные матрицы:
 
2 5 6 7
0 1 1
1 1 2
0 0 0 1 3
0 1 0 4
0 0 5
1 1 1 6
1 1 1 7
x x x x
- - 
 - - 
 
 
- 
 - -
 
- 
 - 
,      
1 2 3
0 1 0
1 0 0
1 1 0
0 1 1
0 0 1
0 0 1
0 0 1
w w w
 
 
 
 
 
 
 
 
 
  
;      
1 3 4 1 2 3
0 1 1 0 1
0 1 1 1 2
1 1 0 0 3
1 1 1 0 1 4
1 1 5
0 1 0 6
1 1 1 7
0 8
1 9
0 0 1 10
x x x w w w
- - 
 - - 
 - -
 
- 
 - - - -
 
- - - 
 - - -
 
- - - - - 
 - - - - - 
 - - - 
,      
1 2 3 3
1 1 1 1
0 0 0 1
0 0 0 1
0 0 0 1
1 1 1 1
0 0 0 1
0 0 0 1
1 1 1 0
1 1 1 0
0 0 1 0
y y y y
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
. 
2. Кодирование состояний конечного автомата. Одной из моделей поведения дискретно-
го устройства является конечный автомат, который состоит из множества входных сигналов А, 
множества выходных сигналов В, множества состояний Q и двух функций – функции выходов 
F(a, q) = b и функции переходов Y(a, q) = q+, где a ∈ A, b ∈ B, q, q+∈ Q и q+ является состоянием, 
в которое автомат переходит из состояния q при входном сигнале a.
В процессе синтеза логической схемы функции F и Y преобразуются в систему булевых 
функций посредством замены абстрактных символов a, b и q булевыми векторами. В функцио-
нальном описании синтезируемой схемы часто входы и выходы уже заданы в виде булевых век-
торов. Задача заключается в том, чтобы приписать абстрактным символам состояний q булевы 
векторы z = (z1, z2, …, zk) в соответствии с некоторым критерием оптимизации. В этом случае 
любое состояние автомата будет представлено в схеме набором состояний двоичных элементов 
памяти (триггеров), где состоянием i-го триггера будет значение внутренней переменной zi. Булев 
вектор z, приписанный состоянию автомата, называется кодом состояния.
В настоящее время при проектировании дискретных устройств на базе КМОП-технологии 
большое внимание уделяется снижению энергопотребления в проектируемом устройстве. Это 
обусловлено, с одной стороны, стремлением увеличить время действия источника энергии в пор-
тативных приборах, и с другой – стремлением снизить остроту проблемы отвода тепла при 
проектировании сверхбольших интегральных схем. Поэтому одним из основных критериев оп-
тимизации при проектировании дискретного устройства является величина потребляемой им 
энергии. Как отмечено в работах [8, 9], потребляемая мощность схемы, построенной на осно-
ве КМОП-технологии, пропорциональна интенсивности переключений логических элементов 
и элементов памяти. В частности, снижения энергопотребления можно добиваться на этапе ко-
дировании состояний автомата [4], т. е. когда абстрактным символам состояний приписываются 
булевы векторы. Очевидно, кодировать состояния при этом надо таким образом, чтобы при пере-
ходе автомата из одного состояния в другое свое состояние меняли как можно меньшее количе-
ство элементов памяти.
Рассматриваются вероятности переходов между состояниями, и чем больше вероятность пе-
рехода для какой-либо пары состояний, тем меньше должно быть компонент в кодах этих состо-
яний, которые имеют различные значения, причем не важно, в каком направлении происходит 
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переход. Для подсчета вероятностей переходов между состояниями должны быть приняты сле-
дующие предположения: автомат должен быть полностью определенным; из каждого состояния 
автомат может перейти в любое другое состояние, т. е. должна существовать соответствующая 
входная последовательность. При этом предполагается, что автомат работает достаточно долго.
Вероятность перехода автомата из состояния qi в состояние qj, вызванного входным сигна-
лом а, равна вероятности поступления этого сигнала. Если имеется несколько входных сигналов, 
переводящих автомат из состояния qi в состояние qj, то условная вероятность p′ij этого перехода 
равна сумме вероятностей указанных сигналов, поскольку данные события являются несовме-
стимыми. Условием является то, что автомат находится в состоянии qi. Абсолютная вероятность 
pij перехода из состояния qi в состояние qj в течение всего времени работы автомата равна Pi p′ij, 
где Pi – вероятность того, что автомат находится в состоянии qi.
Для подсчета вероятностей Pi, i = 1, 2,…, |Q|, используется метод Чепмена – Колмогорова [10], 
где данные вероятности получаются в результате решения системы линейных уравнений с этими 
вероятностями в качестве неизвестных. Система имеет следующий вид:
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Вероятности p′ij должны быть известны. Таким образом, решив данную систему уравнений, 
получим вероятности Pi. Как было показано выше, абсолютные вероятности pij определяются как 
pij = Pi p′ij.
Значения внутренних переменных z1, z2, …, zk находятся следующим образом. Реализуется 
такой же многошаговый процесс, как и в предыдущей задаче, но текущая ситуация характеризу-
ется частичными кодами состояний (z1, z2, …, zj), j < k, и взвешенным графом G = (V, E), вершины 
которого соответствуют состояниям автомата. Две вершины этого графа связаны ребром, если 
и только если соответствующие состояния имеют один и тот же частичный код. Каждое ребро 
vsvt ∈ E имеет вес hst = 1 – p
*
st, где p
*
st – вероятность перехода между состояниями qs и qt, соот-
ветствующими вершинам vs и vt, независимо от направления перехода, т. е. p
*
st = pst + pts, где pst – 
вероятность перехода из состояния qs в состояние qt. Очевидно, для снижения переключательной 
активности элементов памяти расстояние по Хеммингу между кодами состояний qs и qt должно 
быть малым, если вероятность p*st высока.
На каждом j-м шаге находится разбиение множества V вершин графа G на два подмножества 
V1 и V2, вводится переменная zj и ей приписываются значения 0 (или 1) для состояний, соответ-
ствующих вершинам из множества V1 и 1 (или 0) для состояний, соответствующих вершинам из 
множества V2. Затем удаляются ребра, соединяющие вершины из V1 с вершинами из V2, и вы-
полняется следующий, ( j + 1)-й, шаг. Процесс заканчивается, когда граф G оказывается пустым.
Задача разбиения множества V на подмножества V1 и V2 сводится к нахождению максималь-
ного разреза в графе G, т. е. такого разбиения, что сумма весов ребер, соединяющих вершины 
из V1 с вершинами из V2, была бы максимальной. На последнем шаге ребрами связаны те верши-
ны, соответствующие которым пары состояний связаны переходами со сравнительно большой 
вероятностью. Расстояния между кодами этих расстояний равны единице.
В качестве примера рассмотрим автомат, для описания поведения которого используем мо-
дель, называемую автоматом с абстрактным состоянием [3]. Это поведение описывается с по-
мощью многозначной переменной q и двоичными переменными, входными x1, x2, … , xn и вы-
ходными y1, y2, … , ym, вместо многозначных переменных а и b соответственно. Пусть авто мат 
задан в виде табл. 5, где строки и столбцы соответствуют состояниям автомата, а на пересече-
нии i-й строки и j-го столбца представлено условие перехода автомата из состояния qi в состоя-
ние qj.
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Таблица 5
q1 q2 q3 q4 q5 q6
q1 – – – 0 – – – 1
q2 1 1 – 1 0 – – – 1 – – 0 1 0 – 1
q3 – – 1 – – – 0 –
q4 – 0 0 1 – 1 0 1
– – 0 0 
– – 1 –
q5 1 – 0 1 0 – 0 1 – – 0 0 – – 1 –
q6 1 1 – 1 1 1 – 0 0 – – – 1 0 – –
Автомат имеет шесть состояний и четыре входных переменных. Рассматриваемая задача по-
зволяет не обращать внимания на выходные переменные, поэтому далее говорить о них не будем. 
Например, элемент таблицы на пересечении строки q2 и столбца q3 показывает, что автомат пере-
ходит из состояния q2 в состояние q3, когда x1 = 1, x2 = 1, x4 = 1, и не важно, какое значение имеет 
переменная х3. Пустые клетки показывают, что соответствующих переходов нет.
Допустим, что вероятности входных сигналов имеют равномерное распределение. Тогда ус-
ловные вероятности p′ij переходов (переход из состояния qi в состояние qj, когда автомат находит-
ся в состоянии qi) будут представлены в табл. 6.
Таблица 6
q1 q2 q3 q4 q5 q6
q1 1/2 1/2
q2 1/8 1/2 1/4 1/8
q3 1/2 1/2
q4 1/8 1/8 6/8
q5 1/8 1/8 1/4 1/2
q6 1/8 1/8 1/2 1/4
Для вычисления вероятностей нахождения автомата в различных состояниях надо решить 
следующую систему уравнений:
  Р4 = 8Р1; Р6 = 8Р2;4 Р1 + Р2 + Р4 + Р5 + Р6 = 8Р3;
4 Р2 + 4 Р3 + Р5 + 4 Р6 = 8Р4;
Р2 + Р5 + Р6 = 4Р5;
4 Р1 + Р2 + 4 Р3 + 6 Р4 + 4 Р5 = 8Р6;
Р1 + Р2 + Р3 + Р4 + Р5 + Р6 = 1.
Тогда получим Р1 = 10/279, Р2 = 116/2511, Р3 = 103/837, Р4 = 80/279, Р5 = 116/837, Р6 = 928/2511. 
Абсолютные вероятности переходов pij показаны в табл. 7.
Таблица 7
q1 q2 q3 q4 q5 q6
q1 5/279 5/279
q2 29/5022 58/2511 29/2511 29/5022
q3 103/1674 103/1674
q4 10/279 10/279 60/279
q5 29/1674 29/1674 29/837 58/837
q6 116/2511 116/2511 464/2511 232/2511
Табл. 8 показывает с допустимой точностью веса wst = 1 – p
*
st ребер графа G, где p
*
st – веро-
ятность перехода в любом из двух направлений между состояниями qs и qt, соответствующими 
вершинам vs и vt.
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Таблица 8
v2 v3 v4 v5 v6
1 0,9821 0,9642 1 0,9821 v1
0,9942 0,9769 0,9885 0,9480 v2
0,9027 0,9827 0,8929 v3
0,9827 0,6002 v4
0,8395 v5
На первом шаге находим разрез, определяемый множествами V1 = {v1, v2, v3} и V2 = {v4, v5, v6}. 
Вводим переменную z1 со значениями 0 на вершинах из множества V1 и 1 на вершинах из мно-
жества V2. После удаления из графа G ребер, принадлежащих данному разрезу, получим табл. 9.
Таблица 9
v2 v3 v4 v5 v6
1 0,9821 v1
0,9942 v2
v3
0,9827 0,6002 v4
0,8395 v5
На втором шаге получаем V1 = {v2, v5} и V2 = {v1, v3, v4, v6}, а на третьем – V1 = {v1, v4} и 
V2 = {v2, v3, v5, v6}. Результатом процесса кодирования состояний являются следующие коды: 
q1 – 000, q2 – 011, q3 – 001, q4 – 100, q5 – 111, q6 – 101.
Качество решения задачи кодирования состояний автомата можно оценить величиной 
D = ∑ p*ij(dij – 1), где p
*
ij – вероятность перехода между состояниями qi и qj в любом направлении, 
dij – расстояние по Хэммингу между кодами состояний qi и qj, а суммирование ведется по всем 
парам состояний автомата. Эта величина была введена в работе [11]. Очевидно, что чем она мень-
ше, тем лучше решение, и D = 0, если любой переход между состояниями соответствует пере-
ключению только одного элемента памяти в логической схеме, реализующей заданный автомат.
Для варианта кодирования, полученного выше, имеем D = 0,196. Если взять произвольное 
кодирование, например, закодируем состояния q1, q2, q3, q4, q5, q6 последовательностью натураль-
ных чисел с нулем в двоичной системе счисления, т. е. q1 – 000, q2 – 001, q3 – 010, q4 – 011, q5 – 100, 
q6 – 101, то получим D = 0,7369. Ясно, что первый вариант лучше, чем второй.
3. Поиск разреза в графе. Пусть G = (V, E) – граф с ребрами, взвешенными действительными 
числами. Разрез, близкий к максимальному, можно получить следующим образом. Поскольку мы 
рассматриваем эвристический подход к решению упомянутых задач логического проектирова-
ния, для поиска разреза в графе можно использовать «жадный» алгоритм, применяемый также 
в работе [12] для не взвешенного графа. Здесь мы распространяем этот алгоритм для графа со 
взвешенными ребрами. Он представляет собой последовательность шагов, на каждом из которых 
выбирается вершина v из множества V2 и переносится во множество V1. Начальными значениями 
этих множеств являются V1 = ∅ и V2 = V, а вершина v выбирается, как описано ниже.
Пусть d(v) – сумма весов ребер, инцидентных вершине v, и пусть c(v) – сумма весов ребер, 
соединяющих вершину v с вершинами из множества V1. Перенос вершины v из множества V2 во 
множество V1 меняет сумму весов ребер, соединяющих вершины из V1 с вершинами из V2 на ве-
личину h(v) = d(v) – 2c(v). На первом шаге эта величина равна d(v), на последующих – может быть 
отрицательной. На каждом шаге выбирается та вершина, для которой величина h(v) максимальна. 
Процесс заканчивается тогда, когда эта величина не является положительной для всех вершин из 
множества V2.
Чтобы проиллюстрировать этот процесс, возьмем для примера граф, представленный в табл. 2, 
в соответствии с которой имеем d(v1) = 37, d(v2) = 36, d(v3) = 40, d(v4) = 39, d(v5) = 40, d(v6) = 43 
и d(v7) = 57.
В начале первого шага c(vi) = 0 и h(v) = d(vi) для любой вершины vi ∈ V2, поскольку в этот 
момент V1 = ∅ и V2 = V. Максимумом является d(v7) = 57, а результатом первого шага – V1 = {v7} 
и V2 = {v1, v2, v3, v4, v5, v6}.
На втором шаге имеем h(v1) = 17, h(v2) = 14, h(v3) = 26, h(v4) = 23, h(v5) = 14 и h(v6) = 27. Величина 
h(v6) = 27 представляет максимум, и теперь V1 = {v6, v7} и V2 = {v1, v2, v3, v4, v5}.
На третьем шаге имеем h(v1) = – 3, h(v2) = – 4, h(v3) = 24, h(v4) = 3 и h(v5) = 4. Здесь h(v3) = 24 
является максимумом, и тогда V1 = {v3, v6, v7} и V2 = {v1, v2, v4, v5}. Третий шаг – окончательный, 
так как после него значения h(v) для всех вершин v ∈ V2 отрицательны.
Заключение. Методы теории графов успешно применяются для решения комбинаторных за-
дач, возникающих при логическом проектировании дискретных устройств, что подтверждает 
подход, описанный в настоящей работе. Точные решения рассматриваемых задач могут быть 
получены только путем полного перебора многих вариантов, хотя это не всегда выполнимо из-за 
неполиномиальной сложности задач. Практический интерес представляют предложенные нами 
эвристические методы, ориентированные на использование в автоматизированных системах ло-
гического проектирования. Сравнение результатов, полученных этими методами, с другими спо-
собами решения задач показывают целесообразность использования предлагаемого подхода.
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