This paper investigates how automatic quality assessment of spoken language translation (SLT), also named confidence estimation (CE), can help re-decoding SLT output graphs and improve the overall speech translation performance. Our graph redecoding method can be seen as a second-pass of translation. For this, a robust word confidence estimator for SLT is required. We propose several estimators based on our estimation of transcription (ASR) quality, translation (MT) quality, or both (combined ASR+MT). Using these word confidence measures to re-decode the spoken language translation graph leads to a significant BLEU improvement (more than 2 points) compared to our SLT baseline, for a FrenchEnglish SLT task. These results could be applied to interactive speech translation or computer-assisted translation of speeches and lectures.
INTRODUCTION
Automatic quality assessment of spoken language translation (SLT), also named confidence estimation (CE), is an important topic because it allows to know if a system produces (or not) user-acceptable outputs. In interactive speech to speech translation, CE helps to judge if a translated turn is uncertain (and ask the speaker to rephrase or repeat). For speech-to-text applications, CE may tell us if output translations are worth being corrected or if they require retranslation from scratch. Building a method which is capable of pointing out the correct parts as well as detecting the errors in a speech translated output is crucial to tackle above issues.
In this paper, we claim that an accurate CE can also help to improve SLT itself through a second-pass N-best list reranking or search graph re-decoding, as it has already been done for text translation by [1] or more recently by [2] .
Given signal x f in the source language, the spoken language translation (SLT) consists in finding the most probable target language sequenceê = (e 1 , e 2 , ..., e N ) so that e = argmax e {p(e/x f , f )}
where f = (f 1 , f 2 , ..., f M ) is the transcription of x f . Now, if we perform confidence estimation at the "words" level, the problem is called Word-level Confidence Estimation (WCE) and we can represent this information as a sequence q (same length N ofê) where q = (q 1 , q 2 , ..., q N ) and q i ∈ {good, bad} 1 . Then, integrating automatic quality assessment in our SLT process can be done as following: In the product of (4), the SLT component p(e/x f , f ) and the WCE component p(q/x f , f, e) contribute together to find the best translation outputê.
Contributions Following this formalisation, our paper investigates how WCE can help re-decoding SLT output graphs and improve the overall speech translation performance. Our graph redecoding method (discussed in section 2) can be seen as a second-pass of translation. One requirement for this is the availability of a robust confidence estimator based on both ASR and MT features. Our WCE system using such multiple features is discussed in section 3. The experiments described in sections 4 and 5 show how robust WCE helps re-decoding speech translation graphs leading to significant BLEU improvements (more than 2 points). An analysis of the SLT hypotheses with and w/o second pass (based on WCE) is also provided at the end of this paper.
SLT GRAPH RE-DECODING

Our approach
For practical implementation, we made the following choices for evaluating equation (4):
• We want to maximize the product of probabilities over all sequences q of quality tags. This would require applying WCE to the SLT graph but due to technical constraints, our WCE system (detailed later in the paper) can be only applied word sequences. Thus, for each sentence to translate, we tag N-best hypotheses from the SLT system in order to approximate the maximization over q.
• For the same reason, the use of WCE labels cannot be integrated directly into the MT decoder so we apply a second pass were labels related to word confidence prediction are integrated into the first-pass search graph (SG) to re-determine the best hypothesis. To do this, our intuition is that all parts of hypotheses corresponding to words labeled as good should be appreciated while those labeled as bad should be weakened.
Consequently, the additional steps (for the second pass) are the following:
• Firstly, apply a WCE classifier on the SLT N-best list to assign the quality labels (good or bad) along with the confidence probabilities for each word.
• Secondly, for each word in the N-best list, update the cost of all SG's hypotheses containing it by adding the updated score to their cost.
• Thirdly, search again on the updated SG for the cheapest-cost hypothesis and thus find the new best translation.
We assume that the decoder generates N best hypotheses e N = {e 1 , e 2 , ..., e N } at the end of the first pass. Using the WCE system, we are able to assign the j-th word in the hypothesis e i , denoted by e ij , with one appropriate quality label, q ij . Then, the second pass is carried out by considering every word e ij and its labels q ij . Our principal idea is that, if e ij is a correct translation, i.e. q ij = good, all hypotheses H k ∈ SG containing it in the SG should be "rewarded" by reducing their cost. On the contrary, those containing incorrect translation will be "penalized". Let reward(e ij ) and penalty(e ij ) denote the reward or penalty score of e ij , the new transition cost of H k after being updated is formally defined by:
The update finishes when all words in the N-best list have been considered. We then re-compute the new score of complete hypotheses by tracing backward via back-pointers and aggregating the transition cost of all their edges. Essentially, the re-decoding pass reorders SG hypotheses following the rule: the more good words (predicted by WCE system) they contain, the more cost reduction will be made. In this work, the updated scores used are defined as follows:
Where #words(H k ) is the number of target words in H k , the positive coefficient β accounts for the impact level of this score on the hypothesis's final cost and can be optimized during experiments (in this work, due to corpus constraints, we apply a cross-validation procedure where optimization is done on the first half of the test corpus and applied to the second half, and vice-versa). Here, penalty(e ij ) gets negative sign (since score(H k ) < 0) and will be added to the transition cost of all hypotheses containing e ij in case this word is labeled as bad; whereas reward(e ij ) (same value, opposite sign) is used in the other case.
BUILDING AN EFFICIENT QUALITY ASSESSMENT (WCE) SYSTEM
The WCE component solves the equation:
where q = (q 1 , q 2 , ..., q N ) is the sequence of quality labels on the target language. This is a sequence labelling task that can be solved with several machine learning techniques such as Conditional Random Fields (CRF) [3] . However, for that, we need a large amount of training data for which a quadruplet (x f , f, e, q) is available.
While a corpus containing such a quadruplet was recently made available by [4] , it contains only 2.5k utterances which is not sufficient to accurately train the model.
Since this is much easier to obtain data containing either the triplet (x f , f, q) (automatically transcribed speech with manual references and quality labels infered from word error rate estimation) or the triplet (f, e, q) (automatically translated text with manual post-editions and quality labels infered using tools such as TERpA [5] ) we can recast the WCE problem with the following equation :
where α is a weight giving more or less importance to W CE ASR (quality assesment on transcription) compared to W CE M T (quality assesment on translation). It is important to note that p ASR (q/x f , f ) corresponds to the quality estimation of the words in the target language based on features calculated on the source language (ASR). For that, what we do is projecting source quality labels to the target using wordalignment information between e and f sequences. Our two components W CE ASR and W CE M T are more precisley detailed in next subsections (French-English SLT task).
WCE for speech transcription
In this work, we extract several types of features, which come from the ASR graph, from language model scores and from a morphosyntactic analysis. These features are listed below (more details can be found in [4] ):
• Acoustic features: word duration (F-dur).
• Graph features (extracted from the ASR word confusion networks): number of alternative (F-alt) paths between two nodes; word posterior probability (F-post).
• Linguistic features (based on probabilities by the language model): word itself (F-word), 3-gram probability (F-3g), back-off level of the targeted word (F-back), as proposed in [6] ,
We use a variant of boosting classification algorithm in order to combine features. The used classifier is bonzaiboost [7] . It implements the boosting algorithm Adaboost.MH over deeper trees.
For each word, we estimate the 7 features (F-Word; F-3g; F-back; F-alt; F-post; F-dur; F-POS) previously described. The WCE estimator is trained on a separate french corpus (BREF 120 [8] ) which was entirely transcribed automatically to obtain label examples (1M words with labels in total).
WCE for machine translation
We employ the Conditional Random Fields [3] (CRFs) as our machine learning method, with WAPITI toolkit [9] , to train the WCE estimator. A separate corpus of 10000 (frenchenglish) MT post-editions (see [10] ) is used as training set.
The reason why we use different machine learning technique for confidence estimation in ASR (boosting) and in MT (CRFs) is due to the fact that these systems were already available before this work. However, our short term goal is to use an unified approach for confidence estimation (for ASR and MT) based only on CRF.
A number of knowledge sources are employed for extracting features, in a total of 25 major feature types:
• Target side: target word; bigram (trigram) backward sequences; number of occurrences
• Source side: source word(s) aligned to the target word
• Alignment context [1] : the combinations of the target (source) word and all aligned source (target) words in the window ±2
• Word posterior probability [11] • Pseudo-reference (Google Translate): does the word appear in the pseudo reference or not?
• Graph topology [12] : number of alternative paths in the confusion network, maximum and minimum values of posterior probability distribution
• Language model (LM) based: length of the longest sequence of the current word and its previous ones in the target (resp. source) LM.
• Lexical features: word Part-Of-Speech (POS); sequence of POS of all its aligned source words; POS bigram (trigram) backward sequences; punctuation; proper name; numerical value.
• Syntactic features: null link [13] ; constituent label; depth in the constituent tree after parsing the target hypothesis.
• Semantic features: number of word senses in WordNet (on the target hypothesis).
A very similar feature set was used in our English -Spanish WCE system submitted to WMT 2013 and WMT 2014 Quality Estimation shared task and obtained very good performances [12] . Our experience in participating to the WCE shared task in 2013 and 2014 lead us to the following observation: while feature processing is very important to achieve good performance, it requires to call a set of heterogeneous NLP tools (for lexical, syntactic, semantic analyses). Thus, we recently proposed to unify the feature processing, together with the call of machine learning algorithms, in order to facilitate the design of confidence estimation systems. The opensource toolkit proposed (written in Python and made available on github 2 ) integrates some standard as well as in-house features that have proven useful for WCE (based on our experience in WMT 2013 and 2014). To our knowledge, this is the first toolkit dedicated to word confidence estimation. We also believe that the integrated feature processing of our toolkit could be used for other cross-lingual NLP tasks.
EXPERIMENTAL SETTINGS
Our dev/test corpus contains 2643 transcribed French speech utterances (x f and f ref -5 hours -news domain) translated into English (e ref ) for which we obtained speech transcription output (f hyp ) and speech translation output (e hyp ). Since this corpus is rather small, we apply a cross-validation on it by tuning the re-decoding parameters on half of it while evaluating on the other half, and vice-versa.
To obtain the speech transcripts (f hyp ), we built an ASR system based on KALDI toolkit [14] . The 3-gram language model was trained on the French ESTER corpus as well as French Gigaword (vocabulary size is 55k). SGMM-based acoustic models were trained using the same ESTER corpussee details in [15] . In addition, automatic post-processing was needed at the output of the ASR system in order to match requirements of standard input for machine translation (number conversion, recasing, re-punctuating, converting full words back to abbreviations and restoring special characters). With this post-processing, the output of our ASR system, scored against the f ref reference is 26.6% WER. This WER may appear as rather high according to the task (transcribing read news) but these news contain a lot of foreign named entities (part of the data is extracted from French newspapers dealing with european economy in many EU countries).
To obtain the speech translations (e hyp ), we used a French-English phrase-based translation system based on moses toolkit [16] . This medium-sized system was trained on Europarl and News parallel corpora for a former WMT evaluation shared-task (system more precisely described in [17] -1.6M parallel sentences and 48M monolingual sentences in target language).
In order to evaluate our WCE system, we obtained a sequence q of quality labels (recall that q = (q 1 , q 2 , ..., q N ) and q i ∈ {good, bad}) using TERp-A toolkit [5] . Each word or phrase in the hypothesis e hyp is aligned to a word or phrase in the reference (e ref ) with different types of edit: "I" (insertions), "S" (substitutions), "T" (stem matches), "Y" (synonym matches), "P" (phrasal substitutions) and "E" (exact match). Then, we re-categorize the obtained 6-label set into binary set: the E, T and Y belong to the good, whereas the S, P and I belong to the bad category. Table 1 summarizes MT (translation from manual transcripts f ref ) and SLT (translation from automatic transcripts f hyp ) performances obtained on our corpus, as well as the distribution of good and bad labels inferred for both tasks (these labels will be considered as our reference to evaluate WCE later on). Logically, the percentage of (B) labels increases from MT to SLT task in the same conditions. Table 1 . Baseline MT and SLT performance on 2643 utt.
EXPERIMENTS ON SLT GRAPH RE-DECODING
Robust estimation of word confidence for a speech translation task
We first report in Table 2 the baseline results obtained by individual WCE system for a single ASR task (second column of the table). Then, we evaluate the performance of 3 WCE systems for the SLT task:
• The first system (SLT sys. / MT feat.) is the one described in section 3.2 and uses only MT features.
• The second system (SLT sys. / ASR feat.) is the one described in section 3.1 and uses only ASR features (so this is predicting SLT output confidence using only ASR confidence features!). Word alignment information between f hyp and e hyp is used to project the WCE scores coming from ASR, to the SLT output, • The third system (SLT sys. / MT+ASR feat.) combines the information from the two previous WCE systems. In this work, the ASR-based confidence score of the source is projected to the target SLT output and combined with the MT-based confidence score as shown in equation (8) (we did not tune the α coefficient and set it a priori to 0.5).
The results of these 3 systems are given in the last 3 columns of Table 2 . They are obtained on the whole test set (all the results are given using a good/bad decision threshold which is a priori set to 0.7). The evaluation metric is the average between the F-measure for good labels and the F-measure for bad labels. From these results, we see that the use of both ASR-based and MT-based confidence scores improve the averaged F-score from 58,25% (MT only features) and 57,20% (ASR only features) to 60,75% (MT+ASR features). Table 2 . WCE performance with diff. feat. sets Table 3 compares our 1-pass SLT baseline, to the 2-pass (graph re-decoding) strategy used with three different word confidence estimators: one based on ASR features only; one based on MT features only; and one based on joint MT+ASR features. We see that re-decoding the SLT search graph using WCE improves the translation performance measured with BLEU. The use of joint ASR+MT features for WCE lead to the best performance and the improvement over the 1-pass baseline (more than 2 BLEU points) is significant (p ∈ [0.00; 0.01] evaluated according to [18] ). Comparing the 2-pass results, we observe that ASR+MT features clearly overpass MT features (BLEU is 32.82% instead of 31.89%) which may seem surprising because results of table 2 did not show a huge difference between both WCE methods. A first explanation may be related to the fact that for re-decoding, the confidence estimator is not applied on 2643 sentences only, but on 2643 * N sentences (in this case N = 100 best hypotheses) and differences in performance between MT and ASR+MT may be more important in this case. Another explanation may be also that even a small improvement in error detection (words whose label is bad) can lead to a significant gain of BLEU score. Finally, the use of ASR features only improves the performance compared to a single-pass system (31.12% instead of 30.60%) but this is the weakest improvement observed.
Re-decoding results
system baseline redecoding redecoding redecoding WCE feat.
30.60% 31.12% 31.89% 32.82% Table 3 . SLT perf. (BLEU) after 2d pass (2643 utt.) it has indicated that the speech that was well conducted , and that the tests were normal post route e hyp with redecoding he indicated that the intervention is very well done , and that the tests after operating were normal Table 4 . Exemples of French SLT hyp with and w/o redecoding Examples of speech translation hypotheses (SLT) obtained with or without graph re-decoding are given in table 4 (without trying to analyze fine differences between MT and ASR+MT estimators -so, line indicating with re-decoding corresponds to the use of one or the other estimator).
Analysis of SLT hypotheses
Example 1 illustrates a first case where re-decoding allows slightly improving the translation hypothesis. Analysis of the labels from the confidence estimator indicates that the words a (start of sentence) and penalty were labeled as bad here. Thus, a better hypothesis arised from the second pass, although the transcription error could not be recovered (since only the 1-best ASR hypothesis is translated so far -not the full ASR graph).
In example 2, the confidence estimator labeled as bad the following word sequences: it has, speech that was and post route. Better translation hypothesis is found after re-decoding (correct pronoun, better quality at the end of sentence).
Finally, example 3 shows a case where, this time, the end of the first pass translation deteriorated after re-decoding. Analysis of confidence estimator output shows that the phrase to open was (correctly) labeled as bad, but the re-decoding gave rise to an even worse hypothesis. This last example illustrates some limitations of our current approach, which in this case would -in any event -have been unable to recover the named entity opel which was not present in the translation graph.
RELATED WORK
Several previous works tried to propose effective confidence measures in order to detect errors on ASR outputs. Confidence measures are introduced for Out-Of-Vocabulary (OOV) detection by [19] . [20] extends the previous work and introduces the use of word posterior probability (WPP) as a confidence measure for speech recognition. Posterior probability of a word is most of the time computed using the hypothesis word graph [21] . Also, recent approaches [22] for confidence measure estimation use side-information extracted from the recognizer: normalized likelihoods (WPP), number of competitors at the end of a word (hypothesis density), decoding process behavior, linguistic features, acoustic (acoustic stability, duration features) and semantic features. In parallel, the Workshop on Machine Translation (WMT) introduced in 2013 a WCE task for machine translation. [23] [24] employed the Conditional Random Fields (CRF) [3] model as their Machine Learning method to address the problem as a sequence labelling task. Meanwhile, [25] extended the global learning model by dynamic training with adaptive weight updates in the perceptron training algorithm. As far as prediction indicators are concerned, [25] proposed seven word feature types and found among them the "common cover links" (links that point from the leaf node containing this word to other leaf nodes in the same subtree of the syntactic tree) the most outstanding. [23] focused only on various n-gram combinations of target words. Inheriting most of previously-recognized features, [24] integrated a number of new indicators relying on graph topology, pseudo reference, syntactic behavior (constituent label, distance to the semantic tree root) and polysemy characteristic. To our knowledge, the first attempt to design WCE for speech translation, using joint ASR and MT features, is the work published very recently at IWSLT 2014 by [4] .
Concerning second-pass MT, several works dealt with automatic post-edition [26] or N-best re-ranking [27, 1, 28] . [29] compared N-best re-ranking with graph re-decoding for statistical machine translation and have shown that graph redecoding is more efficient. This is why this paper focus on graphs instead of N-best lists.
If we focus on graph re-decoding, [30] proposes a 2-pass translation system which uses, in the second pass, sentence length and word sequence probability parameters. Experiments for Mandarin-English MT (NIST task) show a significant improvement in performance. Moreover, [31] proposes to re-decode the MT graph using minimization of Bayes risk (MBR). The experimental results on Arabic-English, Mandarin-English and English-Mandarin show that the approach outperforms a N-best re-ranking baseline (also using MBR criterion). Finally, [32] uses a N-gram language model (with longer history) to re-decode a translation graph obtained using probabilistic context free grammar (PCFG) MT. More recently, [33] integrated a large-scale neural language model into a machine translation system both by reranking N-best lists and by direct integration into the decoder. All these works were applied to MT graphs re-decoding only (no actual speech translation).
In addition to being applied to spoken language (SLT), our approach is different of the above mentionned since we are using, for second-pass decoding, external information features gathered via a robust confidence estimator (based on combined ASR and MT features). However, it present some similarities with [30] but using a much bigger number of features (for assessing word confidence).
CONCLUSION
We have proposed a formalisation of the use of quality assessment in speech translation. Moreover, experiments have shown that WCE (word confidence estimation) labels can be used to successfully re-decode the speech translation graphs and significantly improve speech translation performance. The use of combined MT and ASR features for robust word confidence estimation in SLT lead to the best performance in second-pass re-decoding. Some perspectives of this work are the following: train a unique WCE system for SLT (evaluating p(q/x f , f, e) as in equation (7)) using joint ASR+MT features and see if more SLT errors can be accurately detected, re-decoding speech translation graph obtained after translating the full ASR lattice (so far, a SLT graph is obtained by translating only the 1-best of the ASR), use our approach for real interactive speech translation scenarios such as news or lectures subtitling.
