This work starts from modeling the scheduling of n jobs on m machines/stages as flowshop with buffers in manufacturing. A mixed-integer linear programming model is presented, showing that buffers of size n-2 allow permuting sequences of jobs between stages. This model is addressed in the literature as non-permutation flowshop scheduling (NPFS) and is described in this article by a disjunctive graph (digraph) with the purpose of designing specialized heuristic and metaheuristics algorithms for the NPFS problem. Ant Colony Optimization (ACO) with the biologically inspired mechanisms of learned desirability and pheromone rule is shown to produce natively eligible schedules, as opposed to most metaheuristics approaches, which improve permutation solutions found by other heuristics. The proposed ACO has been critically compared and assessed by computation experiments over existing native approaches. Most makespan upper bounds of the established benchmark problems from Taillard (1993) and Demirkol et al. (1998) with up to 500 jobs on 20 machines have been improved by the proposed ACO.
Introduction
A flow line is a conventional manufacturing system where all jobs must be processed on all machines with the same operation sequence (Figure 1) . Examples of flow lines include transfer lines, assembly lines, chemical plants, logistics, and many more (Rossi et al., 2010) . The flowshop scheduling problem occurs whenever it is necessary to schedule a set of n jobs on m machines so that each job visits all machines in the same order to optimize one or more objective functions. The job sequence of each machine remains unchanged in a permutation flowshop (PFS) scheduling, while in a non-permutation flowshop (NPFS) the sequence of jobs can be different on subsequent machines. The impact of buffers, along with machines, products and operations, on reconfiguration and performance evaluation is examined by Colledani and Tolio (2005) .
MACHINE(i-1) MACHINE(i)
MACHINE ( In permutation flowshop no buffers are present. To achieve a feasible PFS schedule either the blocking or the no-wait condition should be applied. In the former case, a job completed on one machine may block that machine until the next downstream machine is free while in the latter the next machine must be available before a job leaves the previous one. Examples of flow line, which restrict feasible schedules to PFS schedules are factories with conveyors between machines for material transfer and assembly lines performing the final assembly of bulky products or rigid transfer lines.
In non-permutation flowshop scheduling systems, interoperational or intermediate buffers between two stages are necessary and job passing is allowed (Figure 1 ). Buffers can be shared in the form of an automatic warehouse or an open space. In most manufacturing applications buffers are present, consequently NPFS has a wider interest. PFS scheduling is an NP-complete combinatorial optimization problem already for m = 3 machines (Garey et al. 1976 ). The computation complexity of permutation approaches is much lower compared with its non-permutation counterpart: there are n! different schedules for ordering jobs on machines in PFS, whilst the number of NPFS schedules increases to (n!) m . To reduce the computation time, permutation flowshop approaches are often preferred by the shop-floor manager, often applying heuristic methods to generate good solutions for practical purposes. PFS scheduler is easier to implement but unfortunately, this simplicity is bought at the price of drastically inferior schedules.
Using the Graham's notation described by a triplet α|β|γ, where field α denotes the system layout and the production flow type, field β indicates the operation characteristics and field γ denotes the adopted performance indices. The problem considered here is F m |B i =n-2|C max , where F m stands for flowshop with m machines, B i denotes the presence of buffers; a buffer of unlimited capacity (B i =+∝) allows permutations, and consequently implies that the NPFS model is applied; a limited capacity B i = n-2 is sufficient to fulfill the previous requirement, because non-permutation schedules are allowed if the capacity requirement of n-2 is satisfied, as it will be proven in § 3., along with a mixed-integer linear programming model; C max denotes the makespan minimization as the optimization criterion. Lower makespan implies other benefits, such as lower idle time, higher machine utilization and higher efficiency. It is well-known that the elimination of buffers has the benefit of reducing the work-in-process (WIP) and improving the line efficiency according to the lean manufacturing philosophy, however as shown in the Gantt diagram in Figure  1 , changing the sequence of jobs on different machines can have the benefit of shorter schedules. When buffers between machines are present, non-permutation schedules are likely to outperform their permutation counterparts (Tandon et al., 1991) . Permutation schedules are dominant up to the three-machine case. In the general case with m (>3) machines, a permutation schedule is not necessarily optimal anymore (Potts et al., 1991) . The analysis of theoretical upper bounds of permutation and non-permutation schedules of the well-known 120 instance benchmarks proposed by Taillard (1993) , show that system performance are improved by NPFS scheduling (Vaessens, 1996) . Simulations by Weng (2000) show that up to 100 jobs and 20 machines, a buffer sizes B i ≥ 4 gives a slight gap in performance with respect to unlimited buffers (B i =+∝). A possible interpretation is that efficient permutated schedules include permutations of jobs that are at a distance of 4 positions. Permutations of jobs that are very distant in the sequence produce less efficient schedules (e.g. higher makespan). It has also been found that the buffer size should be proportional to the number of jobs. Consequently it can be observed that non-permutation flowshop is more and more beneficial over permutation with higher job number. In Figure 2 the logical flow of current work is summarized with alternatives from the literature, reviewed in the next § 2. It can be noticed that, as anticipated, scheduling on a flowline without buffers can be approached only as permutation flowshop (green path, left); permutation solutions can be used as input for non-permutation algorithms and produce non-permutation schedules (blue path, center). In § 4., the non-permutation approach (formalized in § 3.) is described by a disjunctive graph (digraph) to show how to select or design new heuristics or metaheuristics able to build natively non-permutation solutions (red path, right) as opposed to improving permutation solutions found by other heuristics or metaheuristics. The proposed native-NPFS approach ( § 5.) is based on ant colony optimization (ACO) from Bonabeau et al. (2000) , as discussed in detail in § 6. Native and non-native approaches are experimentally compared in § 7. considering the benchmarks from Taillard (1990) and Demirkol et al. (1998) .
OTHER OR HYBRID

Literature
A new class of computation techniques is leading considerable attention: metaheuristic algorithms. Examples of metaheuristics in flowshop scheduling include taboo search (Nowicki and Smutniki, 1996) , simulated annealing (Lin and Ying, 2009 ), immune algorithm (Li et al., 2012) , and genetic algorithms (Ruiz et al., 2006) . The relevant literature indicates that some of these metaheuristics give considerable results. Ruiz and Maroto (2005) and Ribas et al. (2010) give a comprehensive review of many heuristic and metaheuristic approaches on permutation flowshop scheduling. A total of 25 algorithms have been coded and tested by Ruiz and Maroto against Taillard benchmarks. As a conclusion, they state that the NEH heuristic from Nawaz et al. (1983) is the best heuristic with Taillard benchmarks. The performance of this heuristic, if implemented as in Taillard is outstanding, with CPU times below 0.5 seconds even for the largest instances. As opposed to the extensive reviews on PFS, there are few approaches to non-permutation flowshop scheduling (NPFS). Park et al. (1984) adapted a number of heuristics to flowshop scheduling without buffer constrains and concluded that the NEH heuristic is dominant. Afterwards, the metaheuristic performance are improved by Rajendran and Ziegler (2004) with an ant colony optimization (ACO) approach, Tasgetiren et al. (2007) with a particle swarm optimization method, Zobalas et al. (2009) by a hybrid metaheuristics, which combines the advantages of genetic algorithm with variable neighborhood search, Khalili and Tavakkoli-Moghaddam (2012) by an algorithm risen from the attraction-repulsion mechanism of electromagnetic theories, the multi-objective electromagnetism algorithm, and Ruiz et al. (2006) by a genetic algorithm, which is the current state-of-the-art algorithm tested against Taillard benchmarks. Among native approaches, a heuristic preference relation, developed as the basis for a heuristic so that only the potential job interchanges are checked for possible improvement with respect to the multicriteria objectives of minimizing makespan and total flowtime, has been applied on Taillard benchmarks by Rajendran (1995) . Results have been improved by three native heuristics for the minimization of makespan derived from the minimization of total flowtime based on the sum of idle times on stages by Ravindran et al. (2005) , which becomes the better algorithm also for non-native NPFS on Taillard benchmark. Among heuristics, the first native approach based on the shifting bottleneck procedure is from Demirkol et al. (1998) , the same authors of benchmark problems. Koulamas (1998) has reported a new two-phase heuristic where in the first phase, it makes extensive use of Johnson's algorithm. The second phase improves the resulting schedule from the first phase by allowing job passing between machines, i.e. by allowing non-permutation schedules. Leinsten (1990) has proposed heuristics for the flowshop scheduling where passing of jobs between two machines is permitted. The considered system F m |B i ∈B|C max where B=0,1,..,+∝ involves a finite buffer capacity, but includes also no buffer capacity and unlimited buffer capacity as a extreme cases. Tandon et al. (1991) use the enumerative search and a simulated annealing approach to compare PFS and NPFS with the objective of minimizing the makespan. According to their computation experiments, non-permutation schedules usually have global optimum of 2% lower than permutation schedules; benchmarks with random processing times ranging from 1 to 50 (and from 1 to 500) time units were generated. This feature is also treated by Potts et al. (1991) , who theoretically proved that there exists a family of instances for which the best permutation flowshop schedule is worse than that of the best non-permutation flowshop schedule by a factor of more than (m 0.5 /2). Pugazhendhi et al. (2003) , Liao et al. (2006) and Ying et al. (2010) compare PFS and NPFS with respect to the minimization of a number of flowtime and due-date objectives: total completion time (ΣC i ), total weighted completion time (Σw i C i ), total tardiness (ΣT i ), and total weighted tardiness (Σw i T i ). All the authors use benchmark problems generating random processing time and approach the problem by simulated annealing. In particular, Pugazhendhi et al. (2003) compare PFS and NPFS on F m |B i =+∝|ΣC i and F m |B i =+∝|Σw i C i by a heuristic procedure, Liao et al. (2006) evaluate NPFS on F m |B i =+∝|ΣT i by a tabu search and a genetic algorithm, and Ying et al. (2010) consider NPFS by a simulating annealing approach to all the objective functions, F m |B i =+∝|(C max , ΣC i , Σw i C i , ΣT i , Σw i T i ). Their computation experience shows that all the proposed procedures yield better NPFS schedules than PFS. Metaheuristic NPFS approaches to minimize flowtime or multicriteria objectives have been proposed by Liao and Huang (2010) on F m |B i =+∝|ΣT i by a tabu search, and by Lin and Ying (2008) , who propose three types of metaheuristics, a simulated annealing, a tabu search and a genetic algorithm. They consider sequence-dependent setup times among parts of different batches, Yagmahan and Yenisey (2010) consider a multi-objective criterion F m |B i =+∝|(w 1 C max + w 2 ΣC i ) and propose an ACO. They propose an approach where the initial amount of pheromone on ant trails is a function of the best solution generated by the NEH heuristic (non-native). Mehravaran and Logendran (2012) consider sequence-dependent setup times and a bicriteria optimization for supply chain customer inventory. Aloulou and Artigues (2010) consider a general flowshop scheduling F m |π, B i =+∝|C max characterized by a partial sequence of jobs on each machine. The purpose of their work is to provide on-line a characterization of possible modifications of a predictive off-line optimal schedule while preserving optimality. Conversely, few approaches consider the computation experience achieved by benchmarks proposed in literature for the F m |B i =+∝|C max problem to objectively and quantitatively compare the performance of different algorithms. Ying, Lin and others test various metaheuristic approaches on Demirkol benchmarks: an ant colony system (Ying and Lin, 2007) , an iterated greedy heuristic (Ying, 2008) and a hybrid simulated annealing -tabu search method (Lin and Ying, 2009) . In their last approach, Lin and Ying use a PFS schedule as the initial solution of their tabu search (non-native). Brucker et al. (2003) consider F m |B i ∈B|C max where B=0,1,..,+∝, a flowshop with buffers, similarly to Leinsten (1990) . Computation experiments indicate that CPU times will be reduced and global solutions will be improved by increasing the buffer size. Their tabu search is tested on the Taillard dataset. The Taillard dataset is very effective for F m |B i =0|C max and F m |B i =+∝|C max because Taillard (1993) and Vaessens (1996) gave a method to evaluate tight upper bounds. Brucker et al. (2003) provide results on NPFS with limited capacity buffer and propose a local search procedure in their tabu search. Their approach is not native: their initial solution is for PFS evaluated by the NEH heuristic; next, their approach becomes non-permutated because the initial job sequences are permutated by local search. Jain and Meeran (2002) consider a multi-level hybrid approach for the general flowshop scheduling problem F m |B i =+∝|C max . They hybridize a scatter search and a tabu search with the neighborhood structure proposed by Nowicki and Smutnicki (1996) for job-shop scheduling. The initial solution is found by the insertion algorithm proposed by Werner and Winkler (1995) .
Tabu search in general requires a good initial solution as input, e.g. produced by outer heuristics, but is unable to generate solutions autonomously: results produced with this technique cannot be used for comparison with native approaches. ACO has been considered to solve some PFS scheduling systems with the objective to minimize the makespan (Alaykyran et al., 2007; Rajendran and Ziegler, 2004; Ying and Liao, 2004 Figure 3 shows the representation of a feasible schedule by a digraph. In ACO, the digraph is an internal shared memory where, in analogy with nature, artificial ants following trails of pheromone direct disjunctive arcs. Each trail from source and destination nodes represents a possible solution of the problem. Rossi and Dini (2007) describe this mechanism in detail for job-shop scheduling with effective results and integrating a number of features in their digraph: schedules with routing flexibility, sequence-dependent setup and transportation times. Ying and Lin (2007) represent the NPFS problem by a disjunctive graph and use an ant colony system to reach a fully native approach. They adopt a multi-heuristic function of visibility based on a set of schedules achieved by dispatching rules. In ACO the visibility of an ant represents the heuristic desirability, that together with the pheromone amount, drives the selection (and the direction) of a disjunctive arc of the digraph to generate a nest-food path. To the best of our knowledge a native-NPFS approach with the objective of minimizing the makespan is applied only by Ying and Lin (2007) on Demirkol benchmark. The digraph is a general-purpose tool to represent ( § 4.) and design ( § 5.) native NPFS algorithms. The example for an ACO is detailed in § 6.
Non-Permutation Flowshop Scheduling (NPFS) problem
This section formalizes the NPFS problem by a mixed-integer linear programming model (MILP), showing its relationship with PFS and the buffer requirement. In current model, n jobs i = 1,..,n are given, to be processed on m machines M 1 ,.., M m and m-1 buffers B j between machines M j and M j+1 with a capacity of b j units for j = 1,.., m − 1. The buffer size for machine j = m is n (i.e. the output buffer contains up to n jobs). Each job i consists of m operations O i j (j = 1,.., m) and operation O i j has to be processed on machine M j without preemption (job interruption to process higher priority jobs) for p i j ≥ 0 time units. Between the operations of each job there are precedence relations in the form of a linear routing
A feasible job schedule is given by assigning start times S i j (and, thus, completion times C i j = S i j + p i j ) to operations O i j (i = 1,..,n; j = 1,..,m) such that: 1. the precedence relations between jobs are respected (C i j ≤ S i+1,j ), 2. each machine processes only one job at any time (
. no machine is kept idle when it could start processing some operations (non-delay schedule), 4. in each buffer B i at most n-2 jobs may be stored at the same time, and 5. no blocking conditions are applied.
Blocking occurs when job i completely processed on machine M j , which could start on M j+1 (i.e. C i j < S i j+1 ), finds buffer B j completely filled by other jobs and machine M j+1 is still busy; job i has to wait on machine M j . While waiting on M j , job i blocks this machine, so that no other job can be processed on M j during this time. A job leaving the buffer may be replaced by job i. Since all jobs in buffer B j have to be processed on machine M j+1 , jobs may leave buffer B j only when machine M j+1 becomes available. The relaxation of the blocking condition at point 5. imposes to job i, which finishes processing on machine M j , before it can start on M j+1 (i.e. C i j < S i,j+1 ), to wait on machine M j or within buffer B j during time period [C i j , S i,j+1 ].
Lemma
The flowshop scheduling with n jobs and m machines is B i =+∝ if and only if the buffer size for machine
In the worst case, all the jobs wait for the same machine. Let j (2 ≤ j ≤ m) be the machine for which the jobs wait for and let i the last job processed on M j-1 . Because only non delay schedules are considered (constraint 3.), job i waits on M j for the machine M j+1 which is busy. Hence (n-2) jobs necessarily wait in buffer B j between machines M j and M j+1
The mixed-integer linear programming (MILP) model for the NPFS problem is the following:
l and l' = the sequence positions, l, l' = 1,2,. . .,n BigM = a sufficiently large positive value Z i l j = 1, if job i is assigned to sequence position l on machine j; 0 otherwise
Objective function
Subject to the following constraints:
Constraint (2) ensures that each job is assigned to exactly one position of the job sequence on every machine. Constraint (3) states that each position of the job sequence processes exactly one job on every machine. Constraint (4) states that, considering all the machine sequences, each job can be at most m times in the same position and at least one of these can be less than m times in the same position (non-permutation constraint). Constraint (5) denotes the starting times of the first job on every machine. Constraint (6) ensures that the (l + 1) th job in the sequence of machine j does not start until the l th job in the sequence of machine j has completed. Constraint (7) assures that the starting time of job i, which is assigned to position l in the sequence on machine j + 1 is not earlier than its finish on machine j. Constraint (8) ensures that the buffer size for machine j (2 ≤ j ≤ m) is at least (n-2).
The proposed formulation limits the difference between NPFS and PFS to a single constraint of the MILP, the nonpermutation constraint (4). In the PFS formulation, expression (4) is an equality, because each job needs to stay in the same position for all the machine sequences.
Digraph approach for non-permutation flowshop scheduling
The digraph in Figure 3 used to approach this problem is represented by:
where N is the set of operations plus the dummy start and finishing operations represented by the symbols 0 and *; A is the set of conjunctive arcs between every pair of operations on a job routing, between 0 and every first operation on a routing, and between every last operation on a routing and *; E j is the set of disjunctive arcs between pairs of operations, O *j , that have to be processed on the machine at stage j (j=1,..,m); it also includes disjunctive arcs between 0 and O *j , between O *j and * and between 0 and * for all E j ; W N is the weight on nodes, represented by the processing time of related operations
Figure 3 (top) shows an example of digraph for flowshop scheduling. Each operation O * j is connected with disjunctive arcs of E j only, because the related operation can be processed by a machine at stage j. In general, a non-permutation flowshop problem is represented by n×m operations and an operation is connected with (n+1) disjunctive arcs. If no cycle is present in a conjunctive graph achieved by directing some disjunctive arcs to include all the operations, the conjunctive graph becomes acyclic and related sequences on machines are feasible schedules. In an acyclic conjunctive graph, the makespan of the feasible schedule is the length L(C) of the critical path, the longest path between the dummy start and finishing operations. 
Native Non-Permutation Flowshop Scheduling heuristic
The native non-permutation flowshop algorithm generates an acyclic digraph by visiting every operation one and only one time. Disjunctive arcs connecting any visited node are immediately directed towards the node. A fast O(n×m) approach to generate an acyclic digraph is proposed by Rossi and Dini (2007) considering the list scheduler heuristic for the flexible job-shop scheduling. The list scheduler heuristic is originally proposed by Giffler and Thompson (1960) . The behavior of the list scheduling heuristic is to connect exactly one ending and one starting arc for every operation by directing (n×m) of the (n 2 ×m) initial disjunctive arcs.
The following heuristic designed for the native non-permutation flowshop scheduling modifies the list scheduling heuristic in order to generate a feasible schedule with completion times of all operations assigned to nodes. 
A Native Non-Permutation Flowshop Scheduling (native-NPFS) heuristic
Input: a digraph DG = (N, A, E M , W N ) O ← {O i j  i=1,
6.
Transferring weight: the weight t i j on the node is moved onto the related arc and onto the arc of the job routing (arc of A) that ends at O i j ; also, the completion time t(O i j ) = S i j + t i j is assigned as a mark inside the node O i j , where the starting time of the operation is the maximum between the completion time of the previous operation in the routing and the previous operation in the sequence at stage j:
7.
Updating Structures: update O by removing operation O i j end for
9.
Directing the remaining disjunctive arcs: i.e. arcs connected to the dummy operation * Output: the non-permutation schedule C
The native-NPFS heuristics performs as many steps as the number of nodes (operations). The dummy operation 0 is the start of all machine sequences. For each node, a set of feasible moves is initialized. A feasible move is a disjunctive arc that connects the current node, already inserted in the machine sequence, to a next node that represents an operation not already scheduled. A feasible move to connect the related operations is selected by means of the heuristic desirability. This desirability is termed visibility (e.g. shortest processing or setup time, nearest due date etc.). Machine sequences are non-permutated because the native-NPFS heuristic allows a random selection of the feasible move and because the selected disjunctive arc can be directed in either the directions. After a feasible move is selected, all disjunctive arcs connected with the starting node are removed to prevent cycles. The weight of the ending node is updated with the maximum distance from the source, evaluated by the following two alternatively paths: i.) the path that crosses the previous node on the routing; ii.) the path that crosses the previous operation in the machine sequence. This guarantees that the weight on the dummy finishing operation is the longest path that starts from the dummy start operation, i.e. the L(C).
Proposed Ant Colony Optimization (ACO) algorithm
Ant colony systems, a subset class of ACO, are an emerging class of biologically inspired research dealing with artificial or swarm intelligence: it exploits the experience of an ant colony as a model of self-organization in cooperative food retrieval (Dorigo and Gambardella, 1997) . The main goal of the ACO mechanism is to generate optimal solutions by constructive schedules. The concept is similar to "divide et impera", because the stigmergy progressively concentrates the search in a low number of very small promising regions. Differently to local search, this fact makes the algorithm intrinsically parallel and may take advantage of modern processors. This section describes an ant colony system (ACS), which makes use of the heuristic designed above by the digraph method and which fulfills all the problem constraints (2) to (8) to generate native non-permutation flowshop schedules.
The proposed native-NPFS ACO based on the list scheduling heuristics described guides ants to select the most desirable move into nest-food path by using the function of visibility (as for native-NPFS heuristics). Pheromone amount laid on the disjunctive arcs mitigate the impact of heuristic desirability because it drives ants to select the optimal move within the set of feasible moves (step 4. of the native-NPFS heuristic). At the start, the pheromone is randomly deposited; consequently, the node selection is random as in pure list scheduling algorithms. As epochs evolve, the deposited pheromone drives the arc selection. The ant runs the nest-food path by a probabilistic selection of nodes according to the following properties: i) diversification in order to produce promising alternative paths; ii)
intensification to select a node in the vicinity of the current best path C*. As soon as all the paths of the ants in the colony are generated, the best epoch ant deposits on the arcs of it path C be a further amount of pheromone proportional to the path length L(C be ) and a pheromone decay routine is performed to prevent the stagnation in local optima solutions. The pheromone trail is the basic mechanism of communication among real ants and it is mimicked by the ant colony system in order to find the shortest path, connecting source and destination on a weighted graph, which represents the optimization problem. The following mechanisms have been implemented in the proposed ACO and are described in detail:
path generation, to transform the digraph in an acyclic conjunctive graph by a stochastic process based on the amount of pheromone; candidate list construction, to select operations, not only to achieve feasible schedules, but also in order not to exceed the idle time more than a predefined value; local search, to better improve the best found solution. Local and off-line pheromone update rules are mechanisms of, respectively, ant paths diversification and ant paths intensification. They are implemented by the standard procedures described in Dorigo and Gambardella (1997) .
Digraph model
The disjunctive graph is able to implement pheromone trails. The
has the new component W E , which represents the weight on disjunctive arcs (pheromone amount). The weight on disjunctive arcs 
Path generation
To generate a feasible schedule C a , each ant a visits every operation on WDG one and only one time in order to transform the digraph in an acyclic conjunctive graph. Path generation is a stochastic process where an ant starts from the dummy 0 and selects the next node from a subset of allowed operations, the candidate list CL. It uses the following transition probability rule of the pheromone trail as a function of both the heuristic function of desirability, η (the visibility function), and the amount of pheromone τ on the edge (O i j , J), with J ∈ CL and such that
The non-negative parameters α and β represent the intensity of respectively, the amount of pheromone and the visibility included in the transition probability function. The non-negative parameter q 0 is the cutting exploration, a mechanism that restricts the selection of the next operation from the candidate list CL. If a random number q is higher than the cutting exploration parameter q 0 (0 ≤ q 0 ≤ 1), the candidate operation is selected examining all the candidate operations in probability, proportionally to pheromone amount
; otherwise the most desirable operation is taken, i.e. the arc with the highest amount of pheromone and the highest visibility. The role of cutting exploration is explicitly splitting the search space in order to achieve a compromise between the probabilistic mechanism adopted for q ≤ q 0 or the further intensification mechanism of exploring near the best path so far, which corresponds to an exploitation of the knowledge available about the problem. By tuning parameter q 0 near 1, cutting exploration allows the activity of the system to concentrate on the best solutions (exploitation activity) instead of letting it explore constantly (exploration activity, achieved by tuning parameter q 0 near 0). In fact, when q 0 is close to 0, all the candidate solutions are examined in probability, whereas when q 0 is close to 1, only the local optimal solution is selected by the second expression in (11). Scheduling problems have many local minima so higher randomization is used when the algorithm starts. A freezing function similar to the one proposed by Kumar et al. (2003) is considered. It progressively freezes the system by tuning q 0 from 0 to 1, in order to favor the exploration in the initial part of the algorithm according to the expression
where epoch is the current iteration and n_epochs is the total number of iterations of the ant colony system from the stability condition defined below. The heuristic function of desirability η is a critical component of ant colony systems. Generally, it is implemented by dispatching rules, as in Ying and Lin (2007) . A comparison among a number of dispatching rules to implement the visibility function has been performed by Blum and Sampels (2004) . In the proposed ACO the earliest starting time (EST) heuristic, i.e. the best heuristic tested by Blum and Sampels (2004), is used.
Candidate list construction
The candidate list does not include all the operations that can be selected at a given construction step of the algorithm. In fact, it is well known that the optimal schedule is always an active schedule, i.e. a feasible schedule in which no operation could be started earlier without delaying some other operations or breaking a precedence constraint. Thus, the search space can be safely limited to the set of all active schedules. An important class of active schedules is the nondelay schedule: these are schedules in which no machine is kept idle when it could start processing some operations. As no all-optimal schedules are non-delay, the concept of parameterized non-delay schedules is used. This type of schedule consists of schedules in which no machine is kept idle for more than a predefined value δ if it could start processing some operations. As the minimum starting time of a candidate operation is
All the operations O* that can start if no machine is kept idle for more than a predefined value δ verify the condition
A strategy that relaxes the expression (14) is considered by using the following parametric value of δ rf S S rf
where rf is the restricted factor. If the restriction is maximum, i.e. rf → +∞, the predefined value δ(rf) tends to zero and we obtain a non-delay schedule, i.e. CL=AL; on the contrary, if rf is set higher than 0, the property of non-delay schedule is relaxed; finally, if rf = 0 the candidate list does not differ from the allowed list, i.e. no restriction to AL occurs. To sum up, the following candidate list is used
where a restricted factor rf = 3 from the cited literature is selected.
Local search
When a path is generated, the solution is taken to its local optimum by a local search routine. The mechanism considered is a steepest descent algorithm where the current best solution is replaced with an improved solution included in the neighbor of current best. The performance of the local search depends on the neighborhood structure, and has been derived from the state-of-the-art local search for job-shop scheduling: the neighborhood structure proposed by Nowicki and Smutnicki (1996) for their fast tabu search algorithm.
Stability condition
In iterative algorithms, the stop criterion is sometimes a fixed epoch number or computation time. Instead, to stop the algorithm we use a stability condition, corresponding to a fixed number of epochs (3000), with error reduction of at least one makespan time unit per epoch.
6.6.
The native approach
A metaheuristic algorithm is considered as a native approach if the initial solution is a feasible solution achieved by dispatching rules. Generally, a dispatching rule is selected within a complete set of known rules. Recently, the behavior of an algorithm to be native is considered in computation science to demonstrate the superiority of the single component algorithm of hybrid metaheuristic under study. A native-NPFS approach builds autonomously an initial feasible schedule, which includes different permutations of jobs between machines. Starting with a native (inner) initial sequence, the unbiased performance of the system can be evaluated, because they are not affected by the performance of (outer) heuristics. According to this definition of native, hybrid approaches cannot be considered native. A number of metaheuristics approaches are tailored on the digraph. A feasible native schedule can be built by a disjunctive graph approach. Biologically inspired general-purpose optimization algorithms are capable to deal with large job-size problems and with the exponential increase in search space with the number of machines and jobs. In this paper ant colony optimization is considered, because ACO uses a basic mechanism (diversification) to generate nonpermutated sequences of jobs. The proposed digraph approach builds natively non-permutation sequences by the path generation mechanisms. In this stochastic process, each artificial ant selects probabilistically the next node (move selection) according to the amount of pheromone on the connecting arc (learned desirability). By design, nonpermutation schedules are achieved by directing arcs differently at each stage. C max is evaluated from the weights on the critical path. At each epoch, as soon as all the paths of the ants in the colony are generated, the best ant (lowest C max ) deposits on its arcs an amount of pheromone proportional to the path length (pheromone updating). A pheromone decay routine is also performed to prevent stagnation in local optima solutions (evaporation ρ = 0.12). The two inverse mechanisms are achieved by negative and positive pheromone deposition, respectively through the local update rule and off-line pheromone update rule. Diversification by the local update rule pushes towards permutated schedules and is the core mechanism to generate natively non-permutation solutions.
Implementation
The following pseudo-code gives a high-level description of an Ant Colony System for Native Non-Permutation Flowshop Scheduling. 
Input: a weighted digraph
end for 10. Directing the remaining disjunctive arcs (these arcs are connected to dummy *)
11. Local Search: Apply the local search with the neighbor structure from Nowicki and Smutnicki (1996) to C a ;
end if end for
Global Updating: Apply the global update rule as in Dorigo and Gambardella (1997) ; The main parameters of the two ACO approaches are listed in Table 1 . The parameters considered in other ant colony systems for NPFS are also listed. 
Computation experiments
Benchmarks
Benchmark problem sets allows researchers to compare their proposed algorithms with those of other researchers using an identical test problem set. Benchmark instances are arrays b n×m of processing times of each job on all m machines ordered by routing originally generated random. Each benchmark can be synthesized by its makespan, i.e. the processing time obtained as the addition of the n×m operations of each job on all machines ordered by routing (plus idle times). Two reference makespan values are considered by researchers: non trivial lower (LB) and upper bound (UB). The lower (upper) bound is the maximum (minimum) known theoretical minimum (maximum) attainable makespan. A lower bound (LB) can be obtained for each instance by relaxing the capacity constraints on all but one machine, and solving for optimality the resulting single machine problem of minimizing makespan with release and delivery times (Pinedo, 1995) . The upper bound can be reduced by improved solutions. If it coincides with the lower bound, the optimum has been reached. Table 3 40, Table 4 # sets (aggregated data) considered by other authors for comparison 3, Table 5 8, Table 5 competitors approaches Rajendran (1995) , Ravindran et al. (2005) , Yagmahan and Yenisey (2010) Demirkol et al. (1998) , Ying and Lin (2007) , Lin and Ying (2009) Vaessens (1996) , mirrored in Lanzetta (2012) + competitors above see competitors above
The proposed native heuristic has been tested by computation experiments on well-known benchmark problem sets established by Taillard (1993) and by Demirkol et al. (1998) characterized in Table 2 . These combinations yield a problem set that is not based on a specific application. All jobs are available at time zero, and generated by a discrete uniform distribution. The most used flowshop benchmark set is by Taillard and is listed in Table 3 . All Taillard instances in each set are considered by authors, instead Demirkol et al. ranked the instances in decreasing order of percentage gap, defined in (17), between the upper and lower bounds for each combination of n and m to obtain a more compact and challenging set of test problems. Only the first five instances for each combination were finally presented. Thus, the test bed comprised a total of 40 test instances, which are listed in Table 4 . Vaessens (1996) determined the lower bounds for non-permutation for Taillard benchmarks with a method similar to the mentioned Pinedo (1995) . As the size and complexity of the instances make exact solutions impractical, Demirkol et al. (1998) solved each instance by five different constructive heuristics and three versions of the shifting bottleneck procedure and reported the highest makespan value obtained as a lower bound in each instance. All algorithms were run on Unix with 50 MHz SUN SPARC server 1000 Model 1104. The upper bound (UB) for each instance was the best solution found by any of the algorithms. The computation time was recorded by the method that provided the best solution. If more than one algorithm found the best solution, then the algorithm with the shortest computation time was selected. Before this work, it seems that no author has compared the performance of their proposed approach on both sets, so the results of current approach are presented for each set separately.
Performance measures
The proposed native-NPFS ACO has been run 10 times with the parameters in Table 1 . The best and average solutions have been reported in Table 3 and in Table 4 .
Metrics for algorithm performance are: 1) the number of benchmark instances where the minimum makespan Analogous measure is evaluated for each array n×m of the 10 Demirkol benchmarks. Table 3 . Benchmark problems by Taillard (1993) , state-of-the-art solutions and results of computation experiments for one non-native and three native NPFS approaches. Yagmahan and Yenisey (2010) is an ant colony system, Rajendran (1995) and Ravindran et al. (2005) are two native heuristics and native-NPFS ACO is the ant colony system proposed in this paper. In bold the best performing native algorithm. Ying and Lin (2007) is an ant colony system and native-NPFS ACO is the ant colony system proposed in this paper. In bold the best performing native algorithm. 
Results and discussion
Based on the results presented in Table 3 to Table 5 using expression (17), the proposed ACO performs better than others native approaches examined for both Taillard and Demirkol datasets. Table 3 shows that only few benchmarks are left to the competitors approaches: three to the heuristic of Ravindran et al. (2005) and one to the heuristic of Rajendran (1995) . In the other 24 of 28 Taillard sets, it is incumbent. The average gap % calculated as in (18) for all sets ranges within 2.2%. Table 4 shows that the proposed native approach performs better in 35 Demirkol benchmark problems leaving only five to the competitors approaches, particularly three sets to Ying and Lin (2007) and two sets to Demirkol et al. (1998) . Here, the average gap % ranges like Taillard benchmark except for one problem that exceeds 2.9%.
Table 4 also shows the difference of performance from the non-native approaches considered. Due to a lack of tight upper bounds similar to those evaluated by Vaessens (1996) , the upper bound of Demirkol benchmark coincide with the best known solution. Thus, Yagmahan and Yenisey (2010) is not close to the upper bound whilst Lin and Ying (2009) is right the current best-known solution. Also, native-NPFS ACO performs better in 75% of Taillard benchmark problems than the current best non-native approach, the ACO with pheromone trails initialized by the NEH heuristic, from Yagmahan and Yenisey (2010) , making the proposed algorithm a very competitive ant colony system. The non-native hybrid SA -tabu search from Lin and Ying (2009) performs better than other native approaches. Considering that the hybrid metaheuristic of Zobolas et al. (2009) is the state-of-art permutation flowshop (PFS) approach, hybridization is more performing than the individual components. This was also confirmed by Rossi and Boschi (2009) by a Kruskall-Wallis H test statistics on a hybrid ACO -genetic algorithm compared to the two individual components. However, hybridization is intrinsically opposite of native approach because it is the result of two or more native approaches combined. Possible reasons for improvements over existing native ACO approaches are inferred from the analysis of Table 1 , from self complied parameterized non-delay candidate list and freezing function, and stability condition and from other parameters, closer to Yagmahan and Yenisey (2010) , which is non-native, than to Ying and Lin (2007) . Table 5 shows the good performance over a wide range of problems has defined by the two benchmarks in Table 2 in terms of size (# operations) and configuration (n to m ratio). Individual and aggregated results on all Taillard sets, not listed in Table 4 because not available from other authors, are available from Lanzetta (2012) , where benchmarks are also mirrored, for future benchmarking.
Conclusion
Among the main merits of current work is modeling the scheduling of a flow line with buffers as non permutation flowshop, which has also been characterized by a MILP. Alternative approaches and implications have been reviewed in order to map existing metaheuristics approaches to the examined manufacturing problem. The digraph approach described in the paper has the additional merit of being a powerful design tool for native non-permutation algorithms. ACO has been shown to fulfill such design requirements by the pheromone mechanism. The proposed ACO is natively non-permutation as opposed to other authors who apply a local search to permutation solutions. The few existing approaches have been compared using well-known benchmarks. This proposed approach shows the best performance in non-permutation flowshop configuration, particularly on larger instances (available as additional material) and is very close to state-of-the-art metaheuristics, also for non-native. Computation experiments have shown promising performance of such general-purpose optimization tool, regardless of the problem complexity increase in the examined range, from 100 to 10,000 operations and job to machine ratios from 1 to 100.
