Multiresolution wavelet analysis is a natural way to decompose an economic time series into trend, cycle, and noise. The method is illustrated with GDP data. The business-cycle component of the wavelet-filtered series closely resembles the series filtered by the approximate bandpass filter.
Introduction
Multiresolution wavelet analysis is a useful tool for studying the time and frequency properties of an economic time series. Using a wavelet filter, a time series x(t) can be decomposed as x(t) = x 0 (t) + 
where x 0 (t) denotes cycles with periodicity greater than 32 periods and y j (t) denotes cycles with periodicity between 2 4−j and 2 5−j periods. If the sampling frequency is quarterly, x 0 (t)
is the long-run trend (periodicity greater than 32 quarters). y 0 (t), y 1 (t), and y 2 (t) are the business-cycle components (periodicity of 16-32, 8-16, and 4-8 quarters, respectively) . y 3 (t)
is high frequency noise (periodicity less than 4 quarters).
Applying wavelet analysis to the US real GDP in the postwar period (1947:1-2003 :2), the business-cycle component (i.e. j=0 y j (t)) closely resembles the series filtered by the approximate bandpass filter (Baxter and King, 1999) . In that sense, wavelet filtering is an alternative to bandpass filtering. However, wavelet analysis provides better resolution in the time domain since wavelet basis functions are time-localized (in addition to being scalelocalized), which is useful for capturing the changing volatility of the business cycle. The wavelet-filtered series reveal that most of the business-cycle volatility before the 1960's was due to cycles of 8-16 quarters. Most of the volatility in the 1970's was due to lower frequency cycles of 16-32 quarters. Since the early 1980's, the volatility has been relatively small at all frequencies, which is consistent with recent evidence (Kim and Nelson, 1999; McConnell and Perez-Quiros, 2000) .
Section 2 provides a brief overview of multiresolution wavelet analysis, highlighting properties that are relevant for the empirical application. The reader is referred to Strang and Nguyen (1997) for details. Section 3 applies the methods to study the time and frequency properties of real GDP. The MATLAB code used in the analysis is available from the author's webpage.
Multiresolution wavelet analysis

Overview
The design of wavelets begins with a two-channel perfect reconstruction filter bank. 
The analysis wavelet w(t) is defined by the analysis wavelet equation,
The corresponding synthesis dilation and wavelet equations are
Let φ jk (t) = 2 j/2 φ(2 j t − k) and w jk (t) = 2 j/2 w(2 j t − k) be the analysis scaling function and wavelet at scale j and location k. The corresponding synthesis scaling function and wavelet are denoted by φ jk (t) and w jk (t). The J-level wavelet decomposition of a continuous
where
Let H 0 (ω) and H 1 (ω) be the frequency responses of the lowpass and highpass analysis filters. The filter relating the scaling coefficients a 0k to the original signal has a frequency
In other words, the filter is a lowpass filter with an approximate passband |ω|
The filter relating the wavelet coefficients b jk at level j to the original signal has a frequency response
which is a bandpass filter with an approximate passband |ω| ∈ [π/2 and Walden, 2000, pp. 96-97) .
Let F 0 (ω) be the frequency response of the lowpass synthesis filter. When F 0 (ω) has p zeros at π, the analysis wavelet has p vanishing moments. Consequently, polynomials of degree p − 1 can be expressed as a linear combination of the synthesis scaling functions φ 0k (t). In order to filter out the linear trend in nonstationary economic time series such as real GDP, p ≥ 2 is a necessary criteria in choosing wavelet filters.
Biorthogonal 17/11 wavelet filter
In analyzing economic time series, the timing of events at various frequencies is important.
This motivates the use of biorthogonal, rather than orthogonal, wavelet filters, which have linear phase (zero phase when centered). Within the family of biorthogonal filters, the filter must be sufficiently long to avoid undesirable artifacts in the filtered series. Based on experimentation, starting with shorter filters, I have found that the 17/11 filter works well in practice. The rest of this section highlights the relevant facts about this filter. The sum of the three business-cycle components is shown in the bottom panel of Figure 4 .
As a comparison, the figure also shows real GDP filtered by the approximate bandpass filter.
The two filtered series are remarkably similar. The local minima of the filtered series generally correspond to the NBER troughs. The peaks of the filtered series usually occur a few quarters before the NBER peak, which is a consequence of the slowdown in GDP growth before the onset of a recession. The only recession that both the wavelet filter and the bandpass filter miss is the 1980 recession, which began in January and ended in July. First, the duration of this recession is short. Second, Figure 3 shows that GDP was well above the long-run trend before the slowdown, so GDP did not fall much below the trend during the recession. 
