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Re´sume´
. On conside`re une classe de syste`mes non-line´aires pour lesquels la
technique de synthe`se par backstepping n’est pas applicable. On pre´sente
un crite`re pour la synthe`se d’une commande hybride faisant l’union d’une
commande par backstepping et d’une commande locale. Cette commande
hybride rend le syste`me boucle´ globalement asymptotiquement stable. Le
crite`re de se´lection repose sur le choix de la taille et la stabilisation d’un
ensemble inclus dans le bassin d’attraction d’une commande locale. Les
re´sultats sont illustre´s par des simulations.
1 Introduction
Il existe de nombreuses me´thodes diffe´rentes pour la synthe`se de commandes
pour les syste`mes non-line´aires (voir par exemple, (Freeman and Kokotovic´,
2008; Khalil, 1992; Kokotovic´, 1992)). En fonction de la structure de chaque sys-
te`me, la synthe`se suit une approche diffe´rente, par exemple, avec un grand gain
(Grognard et al., 1999), par forwarding (Jankovic´ et al., 1996; Mazenc and Praly,
1996; Sepulchre et al., 1997) et par backstepping (Freeman and Kokotovic´, 2008;
Krstic´ et al., 1995; Praly et al., 1991). En raison de la pre´sence des parame`tres
inconnus ou de la structure dynamique, certaines techniques peuvent eˆtre inap-
plicables.
Pour le type de syste`mes ou` la technique de synthe`se par backstepping peut
ne pas eˆtre utilisable, l’approche pre´sente´e dans (Stein Shiromoto et al., 2011)
donne une direction pour obtenir une commande stabilisante globale. Plus pre´-
cise´ment, la technique se propose de rassembler deux types de commandes.
L’union de commandes ainsi que de fonctions de Lyapunov a de´ja` e´tudie´e dans
la litte´rature, voir (Andrieu et al., 2011), (Andrieu and Prieur, 2010) et (Prieur,
2001). Dans cette dernie`re re´fe´rence cette union a e´te´ re´alise´e en utilisant des
commandes hybrides ((Hespanha et al., 1999), (Morin and Samson, 2000)). Un
∗E-mail: humberto.shiromoto@ieee.org.
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des aspects essentiels est que cette classe de commandes hybrides est robuste
par rapport aux erreurs de mesure et aux erreurs d’actionneur.
Il est important de noter que dans (Stein Shiromoto et al., 2011), une classe
de syste`mes non-line´aires a e´te´ pre´sente´e pour illustrer l’utilisation de cette
technique. En revanche, cette approche laisse en suspens des questions ouvertes.
Ainsi, il n’a e´te´ de´fini aucune me´thode pour la de´termination des gains des
commandes obtenues. Dans cet article en reprenant l’exemple particulier e´tudie´
dans (Stein Shiromoto et al., 2011), nous montrons comment un choix approprie´
des parame`tres nous permet de concevoir une loi de commande hybride qui
stabilise globalement et asymptotiquement l’origine. Par ailleurs, on pre´sente
aussi des limitations sur cette technique, plus pre´cise´ment on analyse un cas tel
que l’hypothe`se d’inclusion (voir hypothe`se 3, introduite ulte´rieurement) n’est
pas satisfaite.
Dans la section 2 les concepts sur lesquels nous travaillons et la formulation
du proble`me en conside´ration seront introduits. Dans la section 3 nous pre´sen-
tons le re´sultat de ce travail pour la classe de syste`mes non-line´aires conside´re´e.
Nous illustrons le re´sultat avec des simulations pre´sente´es dans la section 4.
Notations. Dans cet article nous utilisons les notations suivantes : x · y est
le produit interne carte´sien entre deux vecteurs x et y, || · || de´note la norme
induite. La boule ferme´e et unitaire est note´e par B. La classe des fonctions
f : R≥0 → R≥0 qui sont continues, ze´ro a` ze´ro, strictement croissantes et non
borne´es est note´e par K∞. En ce qui concerne les de´rive´es, on note par ∂xf(x)
la de´rive´e d’une fonction f par rapport a` un vecteur x. La de´rive´e de Lie d’une
fonction V par rapport au vecteur f , c’est-a`-dire ∂xV (x) · f(x, u) calcule´e en
(x, u) sera note´e par LfV (x, u). Soit x˙ = f(x, u(x)) un syste`me en boucle ferme´e,
son bassin d’attraction sera note´ par Bf (u).
2 Formulation du proble`me
Conside´rons le syste`me non-line´aire de´fini par
{
x˙1 = f1(x1, x2) + h1(x1, x2, u)
x˙2 = f2(x1, x2)u + h2(x1, x2, u)
(1)
avec (x1, x2) ∈ R
n−1 × R et u ∈ R la commande. Les fonctions f1, f2, h1
et h2 sont localement Lipschitziennes. Par ailleurs, les fonctions de´crivant la
dynamique satisfont a` l’origine f1(0, 0) = h1(0, 0, 0) = 0, h2(0, 0, 0) = 0 et
f2(x1, x2) 6= 0, ∀(x1, x2) ∈ R
n.
On utilise aussi une notation plus compacte pour le syste`me (1) : x˙ =
fh(x, u). Dans le cas h1 ≡ 0 et h2 ≡ 0, on note simplement x˙ = f(x, u).
2.1 Des hypothe`ses
Hypothèse 1 [Stabilite´ locale] Il existe une fonction C1 positive, de´finie et propre
Vℓ : R
n → R≥0, une fonction continue ϕℓ : R
n → R et une constante positive cℓ
telles que, ∀x ∈ Ωcℓ(Vℓ),
LfhVℓ(x, ϕℓ) < 0, (2)
avec Ωcℓ(Vℓ) = {x : Vℓ(x) < cℓ, x 6= 0}.
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Pour ve´rifier cette hypothe`se, il est possible de faire la synthe`se d’une com-
mande locale pour (1) en exploitant une approximation du mode`le. Par exemple,
si l’approximation de premier ordre autour de l’origine est controˆlable, alors il
est possible d’obtenir une commande line´aire locale et une fonction de Lyapunov
quadratique telles que l’hypothe`se 1 soit satisfaite.
A` cause de la pre´sence des fonctions h1 et h2 et leurs de´pendances par rapport
a` la commande u, il n’est pas possible d’utiliser la technique de backstepping dans
le sens classique. Plus pre´cise´ment, supposons que l’on ait une commande ϕ1
stabilisante pour le sous-syste`me x˙1 = f(x1, x2) et une fonction de Lyapunov V1
associe´e (autrement dit que l’item a) de l’hypothe`se 2 dessous est valide), alors,
avec la proce´dure classique du backstepping la fonction V (x1, x2) = V1(x1) +
(x2−ϕ1(x1))
2/2 est une fonction de Lyapunov candidate pour x˙ = fh(x, ϕ1(x)).
On calcule V˙ (x) := LfhV (x1, x2, u), ∀(x1, x2, u) ∈ R
n−1 × Rn × R,
V˙ (x) ≤ −α(V1(x1)) + (x2 − ϕ1(x1)) · [f2(x1, x2)
·u+ h2(x1, x2, u)− Lf1+h1ϕ1(x1, x2, u)
+∂x1V1(x1) ·
∫ 1
0
f1(x1, sx1 − (1 − s)ϕ1(x1)) ds]
+Lh1V1(x1, x2, u).
Soit
E(x1, x2, u) = [f2(x1, x2)u+ h2(x1, x2, u)
−Lf1+h1ϕ1(x1, x2, u)
+∂x1V1(x1) ·
∫ 1
0
f1(x1, sx1 − (1− s)ϕ1(x1)) ds].
Alors,
V˙ (x) ≤ −α(V1(x1)) + (x2 − ϕ1(x1))
·E(x1, x2, u) + Lh1V1(x1, x2, u)
(3)
Par conse´quence, pour obtenir un terme (x2 − ϕ1(x1))
2 a` droite de l’ine´galite´
(3), il est ne´cessaire de re´soudre le syste`me d’e´quations implicites en u donne´
par
Lh1V1(x1, x2, u) = −k(x2 − ϕ1(x1))
2
E(x1, x2, u) = −k(x2 − ϕ1(x1))
avec k > 0. Ce syste`me d’e´quations implicites est en ge´ne´ral dificile a` re´soudre.
Cette obstruction nous incite a` introduire des hypothe`ses sur les fonctions h1 et
h2 dans l’objectif de re´soudre le proble`me de stabilisation.
Hypothèse 2 [Bornes] Il existe une fonction V1 : Rn−1 → R≥0 positive, de´finie,
propre et de classe C1. Une fonction ϕ1 : R
n−1 → R de classe C1. Une fonction
α : R≥0 → R≥0 localement Lipschitz de classe K
∞. Une fonction continue
Ψ : Rn → R et deux constantes positives ε < 1 et M telles que les proprie´te´s
ci-dessous sont valides
a) (Controˆleur stabilisant pour le sous-syste`me en x1) ∀x1 ∈ R
n−1,
Lf1V1(x1, ϕ1(x1)) ≤ −α(V1(x1))
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b) (Borne sur h1) ∀(x1, x2, u) ∈ R
n−1 × R× R,
||h1(x1, x2, u)|| ≤ Ψ(x1, x2),
Lh1V1(x1, ϕ1(x1), u) ≤ (1− ε)α(V1(x1)) + εα(M);
c) (Borne sur ∂x2h1) ∀(x1, x2, u) ∈ R
n−1 × R× R,
||∂x2h1(x1, x2, u)|| ≤ Ψ(x1, x2);
d) (Borne sur h2) ∀(x1, x2, u) ∈ R
n−1 × R× R,
||h2(x1, x2, u)|| ≤ Ψ(x1, x2)
La condition a) de l’hypothe`se 2 permet de concevoir une commande stabi-
lisante globale pour l’e´quation de´finie par
x˙1 = f1(x1, x2), (4)
lorsque x2 est vu comme une entre´e. C’est-a`-dire que cette condition permet
de concevoir une commande pour x˙ = f(x, u) a` travers la technique de backs-
tepping. Les conditions b)-d) fournissent des bornes pour les termes h1 et h2
ne permettant pas que cette technique soit applique´e pour le syste`me (1). En
exploitant les bornes sur les fonctions h1 et h2, nous arrivons a` concevoir une
classe de commandes qui garantit que l’ensemble compact donne´ par
A = {(x1, x2) ∈ R
n : V1(x1) ≤M,x2 = ϕ1(x1)}. (5)
est globalement pratiquement asymptotiquement stable. Plus pre´cise´ment, nous
avons le re´sultat suivant pre´sente´ dans (Stein Shiromoto et al., 2011, Proposi-
tion 3.1)
Proposition 1 Si l’hypothe`se 2 est satisfaite, alors l’ensemble A de´fini par (5) est
globalement pratiquement stable, c’est-a`-dire, pour chaque a > 0, il existe une
commande continue ϕg telle queA+aB contient un ensemble qui est globalement
asymptotiquement stable pour le syste`me x˙ = fh(x, ϕg(x)).
La de´monstration de la Proposition 1 fournit une commande ϕg dont la
de´finition est :
ϕg(x1, x2) =
1
KV f2(x1, x2)
· [KV
Lf1ϕ1(x1, x2)− ∂x1V1(x1)
·
∫ 1
0
∂x2f1(x1, ηx1,x2(s)) ds
−(x2 − ϕ1(x1)) · (c+
c
4
∆2(x1, x2))],
(6)
avecKV = 2(M+a)/a
2, ηx1,x2(s) = sx2+(1−s)ϕ1(x1), c une constante positive
et
∆(x1, x2) = ||∂x1V1(x1)||
∫ 1
0
Ψ(x1, ηx1,x2(s)) ds
+Ψ(x1, x2)KV (1 + ||∂x1ϕ1(x1)||)
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Afin d’obtenir une loi de commande qui stabilise globalement et asympto-
tiquement l’origine, il faut donc rassembler la commande locale ϕℓ donne´e par
l’hypothe`se 1 et la commande obtenue a` la Proposition 1 en exploitant un for-
malisme hybride. Pour cela nous utilisons l’hypothe`se suivante.
Hypothèse 3 [Inclusion] La fonction Vℓ satisfait l’ine´galite´ suivante
max
(x1,x2)∈A
Vℓ(x1, x2) < cℓ.
Les hypothe`ses 1 et 3 imposent que l’ensemble A soit inclus dans le bassin
d’attraction de (1) en boucle ferme´e avec ϕℓ.
Dans (Stein Shiromoto et al., 2011), nous avons pre´sente´ le proble`me de
conception d’une commande pour (1) de telle sorte que l’origine soit globa-
lement asymptotiquement stable pour le syste`me (1) en boucle ferme´e. Nous
pre´sentons ici la de´finition de ce type de commande (pour une lecture plus de´-
taille´e sur les syste`mes hybrides, le lecteur est invite´ a` consulter (Goebel et al.,
2009) et (Prieur et al., 2007))
Definition 2 Une commande hybride pour (1), note´e par K, est compose´e de
– Un ensemble totalement ordonne´ Q ;
– Pour chaque q ∈ Q
– des ensembles ferme´s Cq ⊂ R
n et Dq ⊂ R
n tels que Cq ∪Dq = R
n ;
– des fonctions continues ϕq : Cq → R ;
– des fonctions exte´rieurement semi-continues, localement borne´es, uni-
forme´ment dans Q, e´value´es en ensembles Gq : Dq ⇒ Q avec des images
non vides.
Avec ces donne´es, nous pouvons de´finir une commande hybride telle que l’origine
du syste`me boucle´ est globalement asymptotiquement stable (Stein Shiromoto et al.,
2011, theore`me 1) :
Théorème 1 Soient cℓ et c˜ℓ deux constantes positives qui satisfont 0 < c˜ℓ < cℓ.
Si les hypothe`ses 1-3 sont toutes valides et s’il existe une constante a > 0 telle
que la commande hybride K de´finie par Q = {1, 2}, les sous-ensembles
C1 = {(x1, x2) ∈ R
n−1 × R : Vℓ(x1, x2) ≤ cℓ}
C2 = {(x1, x2) ∈ R
n−1 × R : Vℓ(x1, x2) ≥ c˜ℓ}
Dq = (Rn−1 × R) \ Cq, ∀q ∈ Q,
les commandes
ϕ1 : C1 → R
n−1 × R
(x1, x2) 7→ ϕ1(x1, x2) = ϕℓ(x1, x2),
ϕ2 : C2 → R
n−1 × R
(x1, x2) 7→ ϕ2(x1, x2) = ϕg(x1, x2)
et les applications multi-value´es et de´finies par Dq ∋ (x1, x2) 7→ Gq(x1, x2) =
{3− q}, q ∈ Q rend l’origine globalement asymptotiquement stable pour le sys-
te`me (1) en boucle ferme´e avec K :
{
x˙ = fh(x, ϕq(x)), x ∈ Cq
q+ ∈ Gq(x), x ∈ Dq
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Remarque 1 Si les items b)-d) de l’hypothe`se 2 sont valides, l’e´quation (3) te´-
moigne de l’effet des fonctions h1 et h2 sur la proce´dure de backstepping clas-
sique. Intuitivement, plus les bornes des fonctions h1 et h2 sont grandes plus le
bassin d’attraction de la commande locale est petit. Ainsi, il existe un compromis
entre la taille des bornes des fonction hi, i = 1, 2 et la validite´ de l’hypothe`se 3.
Une condition ne´cessaire pour que la commande hybride pre´ce´demment de´fi-
nie rende l’origine globalement asymptotiquement stable pour le syste`me boucle´
est donne´e par
A ⊆ Bfh(ϕℓ).
Supposons que les hypothe`ses 1 et 2 sont valides. Si A 6⊆ Bfh(ϕℓ), alors l’hypo-
the`se 3 n’est pas satisfaite. Ainsi, il peut exister des conditions initiales telles que
la solution du syste`me x˙ = fh(x, ϕg(x)) converge vers l’ensemble A \Bfh(ϕℓ).
Ainsi les trajectoires du syste`me x˙ = fh(x, ϕℓ(x)) ne convergera pas vers l’ori-
gine pour toutes les conditions initiales dans l’ensemble A \Bfh(ϕℓ). ◦
Bien que le the´ore`me 1 donne une commande globalement stabilisante, lorsque
les hypothe`ses 1-3 sont valides, il n’est pas toujours e´vident d’effectuer la syn-
the`se d’une commande locale qui satisfasse la contrainte sur le bassin d’attrac-
tion. Par ailleurs, la taille de l’ensemble A de´pend du gain de la commande
stablisante pour le sous-syste`me en x1. Dans ce travail, nous pre´sentons des
conditions sur les gains telles que l’hypothe`se 3 soit satisfaite, quand la com-
mande locale a e´te´ de´ja` donne´e par l’hypothe`se 1.
2.2 De´finition du proble`me
Notre approche se de´compose en deux e´tapes :
– Dans un premier temps, nous devons chercher un couple stabilisant, c’est-
a`-dire, une commande locale ϕℓ et une fonction de Lyapunov locale Vℓ avec
une estimation du bassin d’attraction pour le syste`me x˙ = fh(x, ϕℓ(x)).
– Dans un second temps, nous devons e´tablir des conditions sur le gain de
la commande ϕ1 pour le sous-syste`me de´fini par (4), telles que la taille de
l’ensemble de´fini par (5) soit la plus petite possible afin que l’hypothe`se 3
soit plus facile a` satisfaire.
Dans cet article, nous n’allons pas analyser un proble`me ge´ne´ral mais nous
allons poursuivre l’e´tude d’une classe particulie`re de syste`mes non-line´aires in-
troduite dans (Stein Shiromoto et al., 2011).
3 Une classe de syste`mes non-line´aires
On rappelle la classe de syste`mes non-line´aires pre´sente´s dans (Stein Shiromoto et al.,
2011, E´quation (12)) :
{
x˙2 = u
x˙1 = x1 + x2 + θx
2
1 + θ(1 + x1) sin(u)
(7)
avec θ > 0 qui est un parame`tre libre mais constant pour chaque syste`me.
L’inte´reˆt dans cette classe de syste`mes nous permet d’illustrer l’influence
de la norme des fonctions hi, i = 1, 2, dans les calculs nume´riques et dans la
faisabilite´ des hypothe`ses 1-3.
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Dans (Stein Shiromoto et al., 2011, Lemma 4.1) nous avons ve´rifie´ que les
hypothe`ses 1-3 sont valides pour tous les syste`mes avec θ ≤ 0.001. Dans notre
e´tude, nous montrons qu’avec un choix approprie´ de la commande ϕ1 les meˆmes
approches sont valides pour une classe plus grande de syste`mes (plus pre´cise´ment
pour des valeurs plus grands de θ).
L’ide´e de notre approche est de conside´rer un gain K1 qui garantit que
l’orientation du plus grand axe de l’ellipso¨ıde associe´ aux lignes de niveau de la
fonction de Lyapunov soit celle de l’ensemble A.
En suivant cette de´marche, nous obtenons alors le re´sultat suivant.
Théorème 2 Pour la classe de syste`mes de´finie par θ ≤ 0.06, il existe une com-
mande hybride telle que l’origine est globalement asymptotiquement stable pour
chaque syste`me en boucle ferme´e.
Démonstration.
Pour ne pas alourdir la lecture, les calculs interme´diaires seront omis, et nous
ne pre´senterons que les e´le´ments principaux de la de´monstration. L’hypothe`se
1 est ve´rifie´e, avec la commande
ϕℓ(x1, x2) = −x1k1 + x2k2 (8)
avec k1 = 7 + θ et k2 = −4 + 4θ + θ(1 + θ). La fonction de Lyapunov pour le
syste`me (7) en boucle ferme´e avec ϕℓ est de´finie par
Vℓ(x1, x2) = w
TPℓw = w
T

5/2 1
1 1/2

w (9)
w = [x1 − θx2, x2]
T . La constante cℓ vaut
cℓ =
(
2− θp1(θ)
θp2(θ)
)2
, ∀θ < θ1.
1 (10)
L’hypothe`se 2 est ve´rifie´e avec ϕ1(x1) = −2.7456x1 − θx
2
1, V1(x1) = x
2
1/2,
α(s) = 3.4912s, Ψ(x1, x2) = θ(1 + |x1|), ε = 0.89 et M = 0.02. Par ailleurs, la
proposition 1 assure l’existence de la commande donne´e par (6), avec c = a = 10,
ϕg(x1, x2) = −(2.7456 + 2θx1)(x1 + x2 + θx
2
1)
−
x1
2KV
−
x2 − ϕ1(x1)
KV
(c+
c
4
∆2(x1, x2)),
(11)
et
∆(x1, x2) = θKV (1 + |x1|)(|x1|/KV + 1
+|2.7456+2θx1|)
telle que l’ensemble A = {(x1, x2) : |x1| ≤ 0.2, x2 = ϕ1(x1)} est globalement
pratiquement stable pour le syste`me (7) en boucle ferme´e avec ϕg.
1. Les polynoˆmes p1 et p2 sont donne´s par
p1(θ) = −396 + 2308θ + 9768θ2 + 1440θ3
p2(θ) = 792 + 7000θ + 20856θ2 + 21672θ3 + 2160θ4.
et θ1 = 0, 118462 est la plus petite racine positive de l’e´quation ξ(θ) = −2 + θp1(θ).
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Pour l’hypothe`se 3, on trouve qu’elle est ve´rifie´e, ∀θ < 0.0607418. En parti-
culier, avec θ = 0.06 on a
max
(x1,x2)∈A
Vℓ(x1, x2) = Vℓ(0.2, ϕ1(0.2))
= 0.030807 < 0.0390824 = cℓ
Avec le the´ore`me 1, nous obtenons donc une loi de commande hybride nous
permettant de conclure la preuve du the´ore`me 2. •
4 Simulations
Dans cette section, nous pre´sentons des simulations du syste`me pre´ce´dant.
Nous conside´rons comme condition initiale des points au bord d’une boule de
rayon 2 et nous exe´cutons une simulation du syste`me (7) avec θ = 0.06 et boucle´
avec K.
Comme attendu, le syste`me converge vers l’origine. Pour avoir une illustra-
tion claire nous montrons l’e´volution temporelle de Vℓ (figure 1) et des compo-
santes de la solution (x, q) du syste`me boucle´ avecK seulement pour la condition
initiale (x1, x2, q) = (2, 0, 1) (figure 2). Pour les autres points qui appartiennent
a` la boule le comportement est similaire, comme le montre la figure 3 qui est la
trajectoire de 5 points dans l’espace d’e´tats.
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1
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t
V l
(x 1
,
x 2
)
FIGURE 1 – Evolution de (9) pour le système (7) avec θ = 0.06, en boucle fermée avec K.
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FIGURE 2 – Evolution des composantes de la solution du système (7) avec θ = 0.06, en boucle
fermée avec K.
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FIGURE 3 – Trajectoires des solutions pour différentes conditions initiales choisies au bord d’une
boule de rayon 2.
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5 Conclusion et perspectives
Dans ce document, nous montrons que par un choix approprie´ de la loi de
commande locale ϕ1 pour le sous-syste`me x1, cela permet de ve´rifier l’hypothe`se
3 pour une classe plus grande de syste`mes que ce que nous avions obtenu lors de
nos travaux pre´ce´dents dans (Stein Shiromoto et al., 2011). A pre´sent, l’objectif
est donc de trouver une de´marche constructive de se´lection de ce controˆleur local
afin de garantir que le bassin d’attraction de celui-ci contiendra l’ensemble A et
par conse´quent de ve´rifier l’hypothe`se 3.
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