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We investigate the dynamics of a quantum system coupled linearly to Gaussian white noise using
functional methods. By performing the integration over the noisy field in the evolution operator, we
get an equivalent non-Hermitian Hamiltonian, which evolves the quantum state with a dissipative
dynamics. We also show that if the integration over the noisy field is done for the time evolution
of the density matrix, a gain contribution from the fluctuations, can be accessed in addition to
the loss one from the non-hermitian Hamiltonian dynamics. We illustrate our study by computing
analytically the effective non-Hermitian Hamiltonian, which we found to be the complex frequency
harmonic oscillator, with a known evolution operator. It leads to space and time localisation, a
common feature of noisy quantum systems in general applications.
I. INTRODUCTION AND MOTIVATION
The interaction of quantum systems with a complex
background can be simulated via the introduction of ran-
dom fields ξ(t, x). The random fields account for residual
interactions with the complex environment or, when it is
perturbed by an external field, can be associated with
a noisy component in the external field as can happen,
for example, in the interaction of a laser with electrons in
atoms (see e.g. [1]). An example for the first situation can
be found in [2] where the spin-boson Hamiltonian is used
to investigate the real-time dissipative dynamics of quan-
tum impurities embedded in a macroscopic environment.
Relying on functional methods for quantum dissipative
systems [3], the authors reformulated the original prob-
lem in terms of a stochastic Schro¨dinger equation with
a Gaussian noise coupled linearly to the quantum sys-
tem. The spin-boson model is used across many areas of
physics from quantum computing, to the investigation of
dissipation-induced quantum phase transitions.
The consideration of noisy interactions to model com-
plex systems is of broad interest in science. Examples are
provided by stochastic resonances (see e.g. [4]), which are
relevant to many other fields as geology, engineer, biology
and medicine. Random fields are also a necessary ingre-
dient to describe systems with random couplings as, for
example, spin glasses or disordered lattice systems [5, 6].
Stochastic or random processes are invoked in many
different situations ranging from microscopic systems, as
the investigation of the Dirac spectrum in quantum chro-
modynamics [7], to large classical systems, as for example
to describe turbulence in fluid dynamics [8].
In an application of a system driven by noise, one has
to assume a priori a given probability distribution for the
random field. An usual choice is to assume a Gaussian
white noise.
Herein, we will focus on the dynamics of non-
relativistic quantum systems coupled to random fields.
We formulate the problem in configuration space but, in
principle, the method can be extended to any representa-
tion or applied to spin systems. For a class of couplings
between the quantum system and ξ and for certain prob-
ability distributions, the random fields can be integrated
out exactly.
The fluctuations due to the random fields enable the
definition of various types of averages where the com-
bined role of the fluctuations and dissipation can be in-
vestigated simultaneously. Although, we write all the
necessary formalism to analyse the contributions coming
from the fluctuations to any correlation function, herein
we focus mainly on the dissipative part.
The integration over the random fields for the evolu-
tion of the quantum state amplitude allows the identi-
fication of an effective non-Hermitian Hamiltonian with
negative imaginary part, ensuring that, for sufficiently
large time, the wave function ψ(x, t) vanishes indepen-
dently of the initial condition. The original Hamiltonian
is recovered in the limit of vanishing noise. The fluc-
tuations can be accessed by computing the time evolu-
tion of the density matrix, which gives two parts, one
associated with the dynamics provided by the dissipative
non-Hermitian Hamiltonian, and another part associated
with fluctuations of the random field. In this way, our
formalism realizes the dissipation-fluctuation physics in
the time evolution of the density matrix.
The emergence of non-Hermitian effective Hamiltonian
in the description of complex systems is a common occur-
rence in several fields. A well known example is nuclear
collision theory, as described by the optical model [9, 10].
Thus the final results of our calculation as described be-
low are supported by previous theories which were aimed
at a simplified description of complex reactions.
Our method avoids large time computing simulations
associated with many realisations necessary to build a
statistical significant ensemble to follow the dissipative
aspect of the evolution of the quantum state. The
method is sufficiently general and can be applied in many
different types of noisy quantum systems.
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2II. LINEAR COUPLING
Let us discuss the case where the random field has as a
dipole type interaction with the quantum particle. As a
prototype one considers an electron in an hydrogen atom
coupled to an intense linearly polarised laser field F (t),
perturbed by a stochastic force ξ(t). Such system was
studied in [1, 11] relying on the following Hamiltonian
(in atomic units h¯ = m = e = 1)
H(p, x) =
p2
2
+ V (x) + x {F (t) + ξ(t)} , (1)
where V (x) = −1/√x2 + a2 is a non-singular Coulomb
like potential. Although, the following discussion uses the
Hamiltonian (1), the conclusions are general for couplings
of type x ξ and are valid beyond the one dimension and
one particle quantum systems.
Let us consider a Gaussian white noise as in [1, 11],
i.e. the random variable satisfies the following relations
〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = 2D δ(t− t′) , (2)
where the noise intensity D is related to the variance of
the Gaussian distribution σ2.
The evolution described by the stochastic Hamiltonian
(1) is nondeterministic and, therefore, to build a statisti-
cally meaningful solution of the time-dependent stochas-
tic Schro¨dinger equation, an average over many realisa-
tions of the system is required. For a given realisation,
i.e. for a given ξ(t), the evolution of the system can be
described by the propagator
Uξ(x
′, t′;x, t) =
∫
DqDp exp
{
i
∫ t′
t
dt
[
p q˙ −H(p, q)
]}
,
(3)
where the integration is performed over the trajecto-
ries satisfying the boundary conditions q(t′) = x′ and
q(t) = x. A statistically meaningful solution of the time
dependent problem is given by summing over many ξ
fields distributed according to a Gaussian distribution.
The exact propagator reads
U(x′, t′;x, t) =
∫
DξDqDp eΓ , (4)
where Dξ stands for the continuum limit of Πi dξ(ti) and
Γ = i
∫ t′
t
dt′′
[
p q˙ −H(p, q)
]
− 1
2
∫ t′
t
dt′′
ξ2(t′′)
σ2(t′′)
. (5)
The last term in (5) represents a time dependent Gaus-
sian probability distribution associated with the random
variable ξ(t), which brings the average over the many
realisations of the random field.
From the point of view of integration over ξ in (4), the
integral is of Gaussian type and the exact integration
gives∫
Dξ exp
{∫ t′
t
dt′′
[
−1
2
ξ2(t′′)
σ2(t′′)
− i q(t′′) ξ(t′′)
]}
=
= exp
{
−1
2
∫ t′
t
dt′′ σ2(t′′) q2(t′′)
}
. (6)
Then, the resulting evolution operator can be reinter-
preted in terms of the new effective non-hermitian Hamil-
tonian
H ′(p, x, t) =
p2
2
+ V (x) + xF (t)− i
2
σ2(t)x2 , (7)
which has only the degrees of freedom of the original
quantum system, the deterministic external field F (t)
and a non-hermitian term proportional to width of the
Gaussian distributions. The variance σ2(t) associated to
the Gaussian distributions is, from the point of view of
H ′, an external field.
If one ignores the contribution of V and F , the integra-
tion over the random fields gives rise to a pure imaginary
oscillator with negative imaginary frequency. Therefore,
for a sufficient large time ψ(x, t) vanishes independently
of the initial condition.
For the particular case where V(x) is quadratic in x,
F(t) = 0, and σ(t) is time independent, the integration
over the random field defines a damped complex har-
monic oscillator. The wave functions and energy spec-
trum of the complex harmonic oscillator, i.e. with a fre-
quency ω = ω1 +iω2 with ω1, ω2 real and constants, were
investigated in [12]. For the general case, the wave func-
tions are no longer orthogonal but reduce to the usual
harmonic oscillator functions in the limit ω2 → 0. Fur-
thermore, one can define coherent states and for these
states the Heisenberg uncertainty relation is verified
∆x∆p =
h¯
2
√
1 +
ω22
ω21
>
h¯
2
. (8)
The time-dependent eigenfunctions of the complex har-
monic oscillator can be defined in L2(X,T ) and read
ψn(x, t) =
[
2T ω2
(
n+ 12
)
exp
(
2T ω2
(
n+ 12
))− 1
]1/2
exp
{
−i t (ω1 + iω2)
(
n+
1
2
)}
ψn(x, 0).(9)
For negative imaginary frequencies ω2 < 0 and for large
times the wave function is driven to zero.
III. DENSITY MATRIX: DISSIPATION AND
FLUCTUATIONS
The density matrix for a quantum mechanical system
is defined as
ρ(t;xf , xi) =
∫
dx dx′ 〈xf |U(t)|x〉 〈x|ρ(0)|x′〉
3〈x′|U†(t)|xi〉 , (10)
where ρ(0) is the density matrix at time t = 0 and U(t)
is the evolution operator. The matrix elements of U(t)
can be written as functional integrals of type
〈x′′|U(t)|x′〉 =
∫
DxDp ei
∫ t
0
[pq˙−H(p,q)]
, (11)
where we have set h¯ = 1. The functional integrals can be
defined introducing a partition of the interval [0, t], where
tj = j∆t and j = 0, . . . , N , and should be understood as
the large N limit of the multidimensional integral
〈x′′|U(t)|x′〉 =
∫ N−1∏
j=1
dqj dpj
2pi
dp0
2pi
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−H(pn, qn)
]}
(12)
where qj = q(tj), pj = p(tj), q0 = x
′ and qN = x. The density matrix can also be put into a functional form as follows
ρ(t;xf , xi) =
∫
dx dx′ 〈xf |U(t)|x〉 〈x|ρ(0)|x′〉 〈xi|U(t)|x′〉∗
=
∫
dq0 dQ0
N−1∏
j=1
dqj dpj
2pi
dp0
2pi
 N−1∏
j=1
dQj dPj
2pi
dP0
2pi
 ρ(t = 0; q0, Q0)
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−H(pn, qn)− PnQn+1 −Qn
∆t
+H(Pn, Qn)
]}
=
∫ N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(t = 0; q0, Q0)
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−H(pn, qn)− PnQn+1 −Qn
∆t
+H(Pn, Qn)
]}
(13)
where (q, p) refer to the canonical variables associated to the partition of 〈xf |U(t)|x〉 and (Q,P ) are the canonical
variables associated to 〈xi|U(t)|x′〉.
Let H0 be the Hamiltonian of a noiseless quantum system which couples linearly to the white noise ξ(t). The total
Hamiltonian of system reads H = H0 +λx ξ(t), where λ is a real coupling constant setting the strength of the coupling
to the random field. For a given realisation of the noise ξ(t) one can associate the density matrix
ρξ(t;xf , xi) =
∫ N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(t = 0; q0, Q0)
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−H0(pn, qn)− PnQn+1 −Qn
∆t
+H0(Pn, Qn)− λ (qn −Qn) ξn
]}
.(14)
The averaged density matrix is obtained by integrating ρξ over the variabes ξ which follow a gaussian distribution
and, therefore, is given by
ρ(t;xf , xi) =
∫ N−1∏
j=0
dξj√
2piσ2j /∆t
 N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(t = 0; q0, Q0)
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−H0(pn, qn)− PnQn+1 −Qn
∆t
+H0(Pn, Qn)− λ (qn −Qn) ξn
]}
exp
{
−1
2
∆t
N−1∑
n=0
ξn
σ2n
}
. (15)
4The integrals of the white noise are gaussian integrals which can be performed exactly given the following averaged
density matrix
ρ(t;xf , xi) =
∫ N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(t = 0; q0, Q0)
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−H0(pn, qn)− PnQn+1 −Qn
∆t
+H0(Pn, Qn)
]}
exp
{
−λ
2
2
∆t
N−1∑
n=0
σ2n (qn −Qn)2
}
=
∫ N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(t = 0; q0, Q0)
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−Heff (pn, qn)− PnQn+1 −Qn
∆t
+H∗eff (Pn, Qn)
]}
exp
{
λ2∆t
N−1∑
n=0
σ2n qnQn
}
(16)
where the new effective non-hermitian dissipative Hamil-
tonian reads
Heff (p, q) = H0(p, q)− i
2
σ2 λ2q2 . (17)
If one ignores the last term in (16), the time evolution of
ρ requires only the knowledge of Heff and the quantum
system is dissipative. If the dynamics associated with
Heff favours the collapse of the quantum system, the last
term in (16) introduces correlations between the paths
x → xf and x′ → xi which favours the revival of the
quantum system.
Collapses and revivals of quantum systems are famil-
iar phenomena in many areas of quantum physics as e.g.
quantum optics. The Jaynes-Cummings model [13, 14]
is a well known model where successive collapses and re-
vivals are present and whose interest goes beyond quan-
tum optics. The Jaynes-Cummings model is related to
Caldeira–Leggett model [15], a popular quantum me-
chanical system set to include dissipation in a system
coupled to a heat bath.
In order to build a solution for ρ one take the large N
limit of (16) and write the above expression as a func-
tional integral
ρ(t;xf , xi) =
∫
DqDpDQDP ρ(q(0), Q(0)) exp{i ∫ t
0
dt
[
pq˙ −Heff (p, q)− PQ˙+H∗eff (P,Q)− i λ2σ2 q Q
]}
(18)
with the following boundary conditions q(t) = xf and
Q(t) = xi.
An important quantity to consider which would clearly
exhibit the dissipation - fluctuation aspect of the ξ-
averaged density matrix is its time derivative. For con-
servative system governed by an Hermitian Hamiltonian,
H0, this equation is the so-called Pauli evolution equa-
tion,
iρ˙0 =
[
H, ρ0
]
. (19)
Adding the white noise and using the density matrix for
the full Hamiltonian Hξ = H0+λ ξx, the equation for the
corresponding density matrix, ρξ still satisfies the same
Pauli equation,
iρ˙ξ =
[
Hξ, ρξ
]
. (20)
On the other hand the equation for the time derivative of
the ξ-averaged density matrix, would contain a dissipa-
tive term (loss term) and a fluctuation term (correlation,
gain, term), viz,
iρ˙ =
[
H0, ρ
]− Lρ+Gρ (21)
where Lρ, the loss term, and Gρ, the gain term, are short
hand notations for the action of the dissipation term,
−iλ2σ2q2/2, and the correlation term, iλ2σ2 q Q, respec-
5tively, see Eq. (18). In fact, the loss term is just,
Lρ =
1
2
λ2σ2
[
q2, ρ
]
. (22)
The evolution equation of ρ above is an important for-
mal entity which exhibits in a transparent way the
dissipation-fluctuation aspect of the action of the white
noise on the physical system. Further, it supplies a mean
to find the evolution of the averages of physical, observ-
able quantities.
A way to actually calculate the gain term above, is to
resort to the source method. Introducing the sources j
and J which couple to q and Q, respectively, one can
write
ρ(t;xf , xi) = exp
{
i S′
[
i
δ
δj
, −i δ
δJ
]}
Zρ[j, J ]
∣∣∣∣
j=J=0
(23)
where
S′ [q , Q] =
∫ t
0
dt
[−i λ2σ2 q Q] (24)
and
Zρ[j, J ] =
∫
DqDpDQDP ρ(q(0), Q(0)) exp{i ∫ t
0
dt
[
pq˙ −Heff (p, q)− PQ˙+H†eff (P,Q)− jq + JQ
]}
. (25)
Expression (23) provides the formal solution to compute
the average value of density matrix. For small enough
variances, exp{i S′ [iδ/δj,−iδ/δj]} can be expanded in
powers of σ2 and the correlations between the paths can
be written as a power series of the variance of the white
noise.
IV. EXAMPLE: NOISY HARMONIC
OSCILLATOR
Let us consider the case of an harmonic oscillator de-
fined by the potential V (x) = mω2 x2/2 in interaction
with a Gaussian white noise described by a term like x ξ
in the Hamiltonian. Following the prescription described
above, after the functional integration over ξ, the new
effective Hamiltonian is
H ′ =
p2
2m
+
1
2
mω2 x2 − i
2
σ2(t)x2 . (26)
Setting σ2(t) = mσ2 > 0 and introducing the complex
frequency squared Ω2 = ω2− i σ2, the propagator for the
noisy harmonic oscillator and a time independent vari-
ance is given by (see e.g. [16])
U(x′, t′;x, t) =
[
mΩ e−ipi/2
2pi sin(Ω(t′ − t))
]1/2
exp
{
imΩ
2
[
(x′ 2 + x2) cot(Ω(t′ − t))− 2x
′ x
sin(Ω(t′ − t))
]}
. (27)
Writing Ω = ω1− i ω2, for a particle created at time t = 0 and at position x = 0 the wave function for positive time is
ψ(x, t) = U(x, t; 0, 0) =
[
mΩ e−ipi/2
2pi sin(Ωt)
]1/2
exp
{
imx2 Ω
2
cot(Ωt)
}
=
[
m (ω1 − i ω2) e−ipi/2
2pi [sin(ω1t) cosh(ω2t)− i cos(ω1t) sinh(ω2t)]
]1/2
exp
{
mx2
4
ω2 sin(2ω1t)− ω1 sinh(2ω2t) + i [ω2 sinh(2ω2t) + ω1 sin(2ω1t)]
sin2(ω1t) cosh
2(ω2t) + cos2(ω1t) sinh
2(ω2t)
}
. (28)
In the small width limit such that σ2/ω2  1, ω1 ≈ ω
and ω2 ≈ σ2/2ω > 0. In the following, we will always
assume ω1, ω2 ≥ 0.
For large t, the wave function is exponentially damped
both in space and in time directions
ψ(x, t) ≈
√
m (ω1 − i ω2)
pi
exp
{
−iω1t
2
}
exp
{
−ω2t
2
}
6exp
{
mx2
2
(−ω1 + iω2)
}
. (29)
This means that the quantum system is localised in space
and has a finite time life. The mean lifetime of the asymp-
totic noisy quantum oscillator τ = 2/ω2 is controlled by
the imaginary part of the complex frequency Ω. In the
small width limit as defined above τ = 4ω/σ2 and there-
fore smaller Gaussian widths imply longer mean lifetimes.
Indeed, in the limit where σ2 → 0, the mean lifetime be-
comes infinite. On the other hand, the space localisation
of the noisy quantum oscillator is controlled by the real
part of the complex frequency Ω. One can define the pen-
etration depth λ =
√
2/mω1 which becomes λ =
√
2/mω
in the small width limit.
The localisation in time and in space are general char-
acteristics of the noisy quantum oscillator that occur even
when ω vanishes, i.e. for a pure noisy oscillator. In such
case ω1 = ω2 = σ/
√
2 with τ and λ being a measure of
the width of the Gaussian noise. It follows, that a very
short (long) lifetime implies that the system is spread
over a very small (large) space region. Surprisingly, a
dipole like coupling of a quantum system with a Gaus-
sian noise confines the quantum system.
From the general expression (28) one concludes that if
the localisation in the time direction is a general property
of the noisy quantum oscillator, localisation in the space
direction can only occurs for times such that
ω2 sin(2ω1t)− ω1 sinh(2ω2t) < 0 . (30)
If this condition is not fullfiled, the system can spread
over the entire space. From the above expression one
can conclude that space localisation always occur for suf-
ficient large times. For the special case where ω1 = ω2,
as in a pure noisy quantum oscillator, the inequality is
satisfied for all t and the pure noisy quantum oscillator
is a localised system.
The square of the wave function |ψ(x, t)|2 for a noisy
quantum oscillator is reported in Fig. 1 for three different
complex frequencies Ω. As discussed previously, the oscil-
lator is localised in space and its wave function vanishes
for sufficient large times, even for a pure noisy quantum
oscillator represented by ω1 = ω2 = 1 in the figure.
In Fig. 2 we show the current defined by
JR(x, t) = <
[
−i ψ∗(x, t) ∂ψ(x, t)
∂x
]
(31)
computed at x = 0.5 (arbitrary units) after propagating
the ground state of an harmonic oscillator with m = 1
and ω = 1 from t = 0 and for various σ2. In all cases
one can identify an oscillatory behaviour for small and
medium t values followed by an exponential damping of
the system for sufficient large times. The pattern ob-
served in Fig. 2 follows closely that observed in similar
figures for JR for the cases reported in [1], where an elec-
tron in an hydrogen atom perturbed by a noisy laser
beam was investigated.
It is instructive to discuss the spectrum of the com-
plex oscillator, as it represents a variety of physical phe-
nomena, such as the multi-phonon giant resonances in
nuclei [17] and also atomic clusters [18], as well as bar-
rier tunneling influenced by coupling to a damped os-
cillator [19]. One dimensional oscillator has the usual
harmonic spectrum En = (n + 1/2)h¯ω. If ω is complex
with a negative imaginary part, as our model exhibits,
then Ω = ω1 − iω2. Identifying the width of a resonant
state by Γn = (2n + 1)h¯ω2, then the spectrum becomes
En = (n+1/2)h¯ω1−iΓn/2, showing that the states of the
oscillator become resonances with lifetimes τn = h¯/Γn.
To be physically consistent, the ground state of the os-
cillator is stable for sufficiently small noise levels as can
be seen in Fig. 2, and thus the factor 1 in (2n + 1) in
Γn must be ignored. The widths of the first few states
are thus, given in terms of the widths of the correspond-
ing one phonon, two phonon, three phonon states etc.
Γ1 = 2h¯ω2,Γ2 = 2Γ1,Γ3 = 3Γ1, etc. Such relations are
approximate as these phonons are bosons and accordingly
the wave function of n-phonon states must be symmetric
and contain a factor 1/
√
n!. This factor would modify
the expressions for the widths, as discussed in [17].
For the case where the coupling to the random field is
strong and the perturbative approach is no longer appli-
cable, which should be the case in many physical appli-
cations, then the ground state of the system is no longer
stable and decays exponentially. This type of situations
is illustrated in Fig. 2 setting ω2 ∼ ω1 which configures a
case where the absorptive effective interaction competes
with the harmonic oscillator potential.
A. Fluctuations and Dissipation
For an harmonic oscillator coupled linearly to a white
noise, the effective non-hermitian Hamiltonian is given by
Heff = p
2/2m+mΩ2x2/2, where Ω2 = ω2 − iλ2σ2 with
ω being the natural frequency of the oscillator. The time
derivative of ρ can be computed from (16) by looking at
the difference ρ(t+∆t)−ρ(t). After some straightforward
algebra it comes that
i
dρ(t)
dt
=
∫ N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(q0, Q0) [Heff (pN−1, xf )−H∗eff (PN−1, xi) + imλ2σ2xfxi]
= −F [ρ]− m
2
[
ω2(x2i − x2f ) + i λ2σ2(xi − xf )2
]
ρ(t) (32)
7FIG. 1. |ψ(x, t)|2 for the noisy quantum oscillator and for various complex frequencies Ω = ω1 − iω2.
FIG. 2. JR(x, t) computed after propagating the ground state
of the harmonic oscillator from t = 0. For sufficiently large
times, in all cases JR is exponentially damped. See text for
details.
where
F [ρ] =
∫ N−1∏
j=0
dqj dpj
2pi
 N−1∏
j=0
dQj dPj
2pi
 ρ(q0, Q0)P 2N−1 − p2N−1
2m
exp
{
i∆t
N−1∑
n=0
[
pn
qn+1 − qn
∆t
−Heff (pn, qn)− PnQn+1 −Qn
∆t
+H∗eff (Pn, Qn)− imλ2qnQn
]}
. (33)
It follows from the differential equation (32) that if the
contribution of F [ρ] is subleading, then the system col-
lapses for sufficiently large times. On the other hand, in
F the integration over PN−1 and pN−1 introduces a term
which behaves like(
2m
∆t
)2 [
(xi −QN−1)2 − (xf − qN−1)2 − i∆t
]× integral
and, depending on the relative values of xi and xf , can
be translated into the differential equation in a gain, i.e.
ρ grows with t, or a loss of the system with ρ vanishing
for sufficiently large times.
V. DISCUSSION AND SUMMARY
In the present work we investigated the coupling of
a quantum system with a Gaussian white noise. For a
dipole coupling, i.e. proportional to the position of the
quantum system, the noise can be integrated explicitly
using functional methods. In this way, one avoids the
time consuming construction of statistical significant en-
sembles to follow the evolution of the wave function.
The integration over the Gaussian white noise in-
troduces a new average which can be performed be-
fore or after the integration over the dynamical vari-
ables. Then, for any correlation function C(t1, · · · , tn) =
〈xf |q(t1) · · · q(tn)|xi〉 the integration over the random
field can be perform either after computing C(t1, · · · , tn)
for a given realisation of the ξ(t), i.e.
C(t1, · · · , tn) =
∫
Dξ Cξ(t1, · · · , tn) e−
1
2
∫ tf
ti
ξ2(t)
σ2(t) (34)
where Cξ stands for the expectation value
〈xf |q(t1) · · · q(tn)|xi〉 for a given ξ(t) field, or per-
form first the integration over the random fields and
define an effective non-hermitian Hamiltonian to com-
pute C(t1, · · · , tn) in terms of H ′. The interplay between
8the two different kinds of averages allow to describe the
fluctuation-dissipation characteristics that are typically
associated with a complex quantum system.
For the latter type of averages, the integration replaces
the original Hamiltonian by a new non-hermitian effec-
tive Hamiltonian H ′. As argued before and shown ex-
plicitly for the noisy quantum oscillator, the dynamics
associated to H ′ is dissipative and localised, i.e. ψ(x, t)
vanishes for sufficient large times or for sufficient large
|x|.
This exponential damping in time and space is a gen-
eral property associated with the non-hermitian Hamil-
tonian H ′. For example in [2], by solving an equivalent
stochastic Schro¨dinger equation, the authors observed an
exponential decay in the long time behaviour of the spin
correlation functions.
Although we have considered a particular type of cou-
pling between a quantum system and the Gaussian white
noise, the procedure can be generalised beyond the dipole
coupling. For example, for H = H0 + g ξ, where g
represents a general operator, the integration consid-
ered here generates the following effective Hamiltonian
H ′ = H0 − i σ2 g2/2. This class of Hamiltonian in-
cludes, for example, the case of the nonlinear Schro¨dinger
equation subject to random noise used to describe the
evolution of Bose-Einstein condensates, i.e. the Gross–
Pitaevskii equation, to investigate nonlinear photonics,
Langmuir waves in plasmas among other systems – see
e.g. [20, 21] and references there in. Furthermore, be-
sides the linear coupling in ξ, the functional integration
can also be performed exactly up to quadratic terms
g1 ξ + g2 ξ
2/2, where g1 and g2 represent possible quan-
tum operators. In this case, the new effective Hamilto-
nian reads H ′ = H0 + i g1 (g2 − 1/σ2)−1g1.
As a final remark, we would like to show that the above
procedure can be extended to include many-body inter-
actions in a particle independent approach to a system
of identical particles. For a system of identical particles
one should consider a single white noise which should be
coupled to
∑
i xi. The total Hamiltonian reads
H = H0 +
(∑
i
xi
)
ξ(t) , (35)
where H0 is the Hamiltonian for the many-particle sys-
tem with zero noise. It follows that the new effective
Hamiltonian is given by
H ′ = H0 − i
2
σ2
(∑
i
xi
)2
(36)
with the new non-hermitian interaction being propor-
tional to the square of the position of the center of mass
of the identical particle system. This non-hermitian op-
erator is responsible for the damping in time of the many-
body system and also by its localisation in space. The
non-hermitian interaction, namely the dissipative force,
drives the many-particle system to collapse to its center
of mass position for sufficiently large times, however the
contribution from the fluctuation has to be accounted,
and it will soften this sharp behaviour with a gain con-
tribution as opposed to the losses from dissipation.
In summary, we propose a general method to describe
the dynamics of quantum systems coupled to a Gaussian
white noise and that takes into account the dissipative
and fluctuations aspects of a noisy quantum system. The
dissipative aspect of the quantum evolution can be found
by integrating directly the random fields in the definition
of the partition function of the theory. This procedure
establishes a mapping between quantum systems driven
by white noise and non-hermitian dissipative Hamiltoni-
ans, associated with losses, namely probability flows from
the explicit degrees of freedom to the implicit ones sim-
ulated by the noisy field. The exact integration and the
use of H ′ avoid the statistical sampling to compute the
evolution of the amplitude of the quantum state. On the
other hand, the contributions from the fluctuations can
be accessed by computing the time evolution of the den-
sity matrix and averaging over the stochastic field after.
That gives two terms to the density evolution: one fol-
lows from the non-hermitian Hamiltonian dynamics with
dissipation and corresponding losses and another one as-
sociated with a gain contribution from the fluctuations
induced by the coupling of the quantum system to the
white noise.
The method was formulated in configuration space but,
in principle, it can be translated into any other represen-
tation or applied to spin systems as those used in quan-
tum computing.
For a dipole coupling to the white noise, the effective
Hamiltonian is the complex frequency harmonic oscilla-
tor, with an analytical evolution operator. It leads to
space and time localisation, a common feature of noisy
quantum systems. In this case, the current reproduces
the same pattern as observed when one uses stochastic
methods [1]. Furthermore, the complex frequency natu-
rally gives a width to the oscillator states which become
resonant states.
The effective quantum Hamiltonian H ′ can be used to
describe several many-body physical phenomena, such as
Stochastic Resonances and Bose-Einstein Condensation,
and, in particular, the complex frequency harmonic os-
cillator can provide the starting point for a more general
approach to the dynamics of such type of systems under
the stochastic dipole interaction. So far only the losses
are accounted explicitly by our example. To complete
the picture the gain contribution to the density matrix
should be computed, that task is beyond the present work
and we leave it for a future investigation.
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