We construct a competitor to Tong's method for defining a fixed-width confidence interval for the largest normal mean. This competitor eliminates inferior populations early in the experiment; a Monte-Carlo experiment shows that it can use significantly fewer observations than Tong's method without any real loss in observed coverage probability.
~1. Introduction
Tong (1975) considered the problem of constructing a fixed-width confidence interval for th,e largest mean from k normal populations with unknown variance.
His procedure is a sequential procedure and is based on the ideas of Chow and Robbins (1965) . However, the very nature of this k population problem is qualitatively different from the simpler problem constructing a confidence interval for a mean because the user has the flexibility (not found in Tong's procedure) of sampling selectively from the populations. One method of such selective sampling is elimination, where a population is eliminated from further consideration when the data indicate said population is unlikely to be associated with the largest mean.
The purpose of this note is to show that, using the ideas of Swanepoel and Geertsema (1976) , it is easy to construct a sequential competitor to Tong's procedure which possesses the elimination option, achieves its intended coverage probability, and can lead to great savings in sample size when the population means are not identical. When the population means are nearly identical, the procedure will take approximately 10% more observations than Tong's procedure, a small price to pay for possible large savings. To this end, in Section 2 we present a Monte-Carlo study of Tong's procedure. In Section 3, we introduce the elimination procedure and study its small sample behavior in a Monte-Carlo study.
Tong's Procedure
Suppose we have k popUlations and take independent and identically distributed observations x il 'x i2 ' ... from population i. Define skn = (k(n-l))
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In Table 1 we present values of Co = cO(y) and x o = xO(cO(y)) for various values of y and k.
As part of this study we decided to investigate the small sample bahavior of Tong's rule by means of a Monte-Carlo study. We studied the following
with d = 0.0, 0.5, 2.0. We chose y = .90 and L = 0.50, 1.00, with k = 2,3,5
and 10. The results are reported in Tables 2 and 3 . It appears that Tong's procedure does indeed approximately achieve it prescribed coverage probability.
Note however that the average total number of observations is independent of d, the spacing of the means. It is this undesirable feature of Tong's procedure which we will attempt to improve upon in the next section.
Elimination Procedures
The previous section makes clear that while Tong's procedure achieves its coverage probability in small samples, it is "data-blind" in the sense that it takes no account of information available from the data about the relative differences among the means. In order to begin to design a procedure which will take the data more fully into account we investigate a procedure which attempts to eliminate early in the experiment populations which are obviously not associated with the largest mean.
The idea is based upon a technique due to Swanepoel and Geertsema (1976) .
Essentially, if we desire a coverage probability y and set (l-y) = (I-yO) + (I-B),
we will use Swanepoel and Geertsema's technique (with a minimal sample size of 5), to eliminate populations with error probability at most (l-S), and we will use Tong's procedure with coverage probability YO and the remaining populations.
4It two techniques will result in a procedure which is slightly conservative when the means are all nearly the same but is very efficient when some observations should be. eliminated. We outline the steps in the grafting as follows:
Step #1. For any 6(typically .90 < 6 < .99) and k, choose values of (a,t), where and F 4 (f 4 ) is the distribution (density) function of a t distribution with four degrees of freedom. The values of (a,t) are given in Table 4 .
Step '#2. Define
We say that population i is eliminated at stage n > 5 if it has not been eliminated before stage n and if
for some population j which has yet to be eliminated at stage n.
Step #3. Choose y as the intended coverage probability. Let
(1-6) + (I-yO) = l-y. Take five observations from each population. Use the Tong procedure with YO if NT = 5.
Step #4. If NT F 5, eliminate whatever populations you can. Suppose there are k 6 populations left.
Step #5. Take another observation on each remaining population, so that there are now n observations on k populations. Step #6.
2
If n~(cO s(n,kn)/L) , discontinue sampling and announce the Tong confidence interval with k populations.
n
Step #7. Otherwise, set n = n+l and see if any more populations can be eliminated. There are now k populations left. Return to step #5. • 98, so that only obviously inferior populations were eliminated from consideration. In Tables 9 and 10 we present values of the ratio total observations used by Tong's procedure total observations used by the elimination procedure
The tables make clear the following conclusions:
(1) The elimination rule achieves its intended coverage probability.
(2) The elimination rule results in approximately 10% more observations in the case that the means are relatively close and k is small. the elimination procedure takes only 35% of the total observations needed by Tong's procedure, a dramatic savings.
Conclusion
We have discovered by a simple grafting technique a procedure which eliminates obviously inferior populations early in the experiment, thus leading to possibly dramatic savings in sample size over the conventional procedure. We argue that elimination methodology is easy to use and easy to study, and that the savings in sample size argue for their implementation. 
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c.~.::> ., ',) ,l' Table 6 Average total number of observations for elimination rule with y = .90 and 1 = ... =~k-l =~k -d. Table 8 Average total number of observations for elimination rule with y = .90 and i+l -~i = d, i = 1, ... ,k-1. 
