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Abstract 
Artificial intelligence advances business model, strategizes competitive 
resources, and impacts on organizational agility. Deep learning as a 
subset of AI brings changes in different aspects that substantially 
influences organizational capabilities. We argue that deep learning 
enables new conceptualization of organizational agility. We will conduct 
a case study in a leading Chinese FinTech company to inductively ground 
these impacts.  
Keywords:  Artificial Intelligence, Deep Learning, Organizational Agility. 
 
Introduction 
 
In recent years, deep learning becomes a predominant machine learning method used in a wide range of 
artificial intelligence designs that can produce remarkably accurate results (Goodfellow Bengio and 
Courville 2016). Similar to other machine learning methods, deep learning relies on algorithms 
(Schmidhuber 2015), and can make data-driven predictions (Deng and Yu 2014). In particular, deep 
learning can automatically manipulate data without human control on the rules (Chollet 2017), in turn 
generating immediate, customized, and accurate results. One of the most significant influences of deep 
learning is on how firms formulate dynamic capabilities, one of which organizational agility has been 
drawn to our attention.  
 
Deep learning distinguishes itself from other prevailing machine learning methods in its ability to process 
unlabeled data (LeCun Bengio and Hinton 2015). Common machine learning methods require labelled 
data to perform tasks whereas deep learning can process natural data in raw forms (Domingos 2012). 
Such ability requires deep learning to exhibit a particular way of data collection, data analysis, and 
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algorithms. First, data should be collected in large quantity and variety so that deep learning can gain 
sufficient information (Najafabadi et al. 2015). Second, analysis has been transformed by deep learning to 
an exceptionally data-driven and evidential process (McAfee and Brynjolfsson 2012). Third, deep learning 
algorithms (e.g. neural networks) empower the machine to resemble human by learning tacit decisions 
(Bengio Courville and Vincent 2013). Through these particular changes, deep learning enables the 
machine to control decision-making over human; and potentially leads to data and machine management 
over human and knowledge management. As a result, deep learning enables firms to become agile that is 
inherently data-driven and machine-based. 
Organizational agility captures the capability of firms to quickly sense and respond to market dynamics 
(D’Aveni et al. 2010; Jaworski and Kohli 1993; Overby et al. 2006). Park et al. (2017) conceptualize 
organization agility as a sense-response process loop, which entails sequence in steps (sensing, decision-
making, and responding). Both sensing and responding can be improved by applying business intelligence 
techniques (Park et al. 2017) whereas improvement in decision-making requires efficient communication 
amongst involved stakeholders (Kester et al. 2011). The key difference is that decision-making step is 
necessarily involved with human. If deep learning can be trained to incorporate decision-making criteria 
to the rules, machine can individually and automatically generate organizational agility. 
This research looks into “what is the impact of deep learning on organizational agility?” We answer this 
research question by examining deep learning functionalities and their linkages to the key steps of 
organizational agility. Each functionality enables a particular way of using data, and each linkage makes a 
difference to each step of organizational agility. The aggregation of these changes enables a re-
conceptualization of organizational agility.     
Theoretical Background  
Artificial Intelligence, Machine Learning and Deep Learning 
Artificial intelligence (AI) enables the machine to exhibit human intelligence including the ability to 
perceive, reason, learn, and interact, etc. (Rai et al. 2019; Russell and Norvig 2016; Nilsson 2014). 
Essentially, AI is a broad concept that captures the intelligent behavior of the machine. Machine learning 
empowers the machine to “learn” without explicit programming (Samuel 1959). This learning process is 
accomplished by machine itself through collecting data, analyzing data and making predictions. So 
machine learning is a subset of AI and serves as a technique to operationalize AI. The principle of machine 
learning incorporates training algorithm to enable machines to learn how to make accurate predictions. 
There are four training categories of machine learning algorithms: supervised, semi-supervised, 
unsupervised and reinforcement (LeCun Bengio and Hinton 2015). Deep learning is defined as a category 
of machine learning algorithm that can derive structure from raw data in a multi-layered manner (Deng 
and Yu 2014). It can use all four training approaches to achieve respective functions. The way deep 
learning process data and generate result resembles how human brain identifies patterns, categorizes 
information types (Schmidhuber 2015).  
Deep learning is essentially data-driven (Molnar et al., 2018) and is enabled by algorithms, architecture, 
learning weights (Honegger, 2018), and high volume of data input (McAfee and Brynjolfsson 2012). These 
characteristics of deep learning have allowed business from increasing domains to establish new 
competitive resources and enhance business competitiveness (Agarwal and Dhar 2014) through 
unprecedented algorithm capabilities. For example, deep learning with neural network algorithm has 
helped traveling industry in price forecasting (Elliott 2017), healthcare system in disease diagnosis (Chen 
and Asch, 2017), and financial services in credit risk detection (Pasquale 2015). The uniqueness and 
strength of deep learning attribute to multilayered architecture and diverse propagation, which enhance 
accuracy (Goodfellow Bengio and Courville 2016) in result.  
Changes Induced by Deep Learning 
Specifically, deep learning influences organizational behavior in human-machine relationships through 
several aspects of changes. First, changes are reflected in the way by which data is collected. Increasing 
functionalities of digital devices allow people to collect data with significantly larger quantity and diversity 
(Newell and Marabelli 2015). Data collected from digital devices and can be traced and recorded is, 
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termed as “digital trace data” (Wu and Brynjolfsson 2009). Digital trace data is not only rich in quantity 
but also in diversity so that deep learning can comprehensively enhance the accuracy in result.   
Second, data analysis is a subsequent and critical aspect that follows the data collection, and contributes 
to the value capture and creation of the data. Data analysis includes data mining and statistical analysis 
(Chen et al. 2012). These functions are mainly supported by algorithms that can classify, cluster, and 
regress data. Typically, deep learning uses neural networks-based algorithm to conduct data classification 
and pattern generation. This advanced capability in algorithm empowers deep learning to explore and 
leverage unique data features in a superior way.  
Third, algorithm is regularly updated so that the machine can exhibit increasing intelligence 
(Schmidhuber 2015). The cause of algorithm advancement should attribute to the use of big data. With 
more information extracted from big data, deep learning can improve the algorithm capability and 
intensify the influences. In particular, neural networks-based algorithm can essentially improve to 
perform as human brain with hidden neurons and multi-layered structure (LeCun Bengio and Hinton 
2015; Honegger 2018). The direction of algorithm advancement can be considered as human-like 
reasoning and machine-level speed.  
Organizational Agility  
Organizational agility refers to the capability of a firm to quickly sense and respond to its external 
environment (D’Aveni et al. 2010; Overby et al. 2006). Cockburn (2006) stated that organizational agility 
must have a light and supple structure so that timely change can be maneuvered. Therefore, agile firms 
can constantly prepare themselves for competitive actions, which facilitate the value creation, value 
capture and competitive performances (Sambamurthy et al. 2003) in volatile environments (Prahalad 
2009).  
Most scholars have conceptualized organizational agility with two imperative components: sensing and 
responding (Nazir and Pinsonneault 2012; Overby et al. 2006). If either component is limited, the overall 
agility will be impeded (Tallon et al. 2018). Firstly, sensing refers to scanning business cues from external 
environment so that firms can prepared to maneuver strategy, solidify competitiveness and enhance 
performance (Daft and Weick 1984; Thomas et al. 1993). The scanning process should effectively filter 
and extract useful information, so that firms can then decide to follow up with actions (El Sawy 1985).  
Secondly, responding refers to the actions that specify the way to manage resources and gain 
competitiveness in face of environmental changes (Daft and Weick 1984). These actions include new 
products or services line, new operational models, new cooperation partners, new segments of customers, 
and even redesigning of organizational structure (D’Aveni 1994; Thomas et al. 1993). Therefore, other 
competitors may sense these actions as new market changes and react accordingly.  
Thirdly, Park et al. (2017) highlight decision-making as another component of organizational agility. It 
exists and works between sensing and responding from an information process perspective. Decision-
making refers to interpreting scanned information in a way that firms can clearly define opportunities and 
threats (Thomas et al. 1993). This step requires human (e.g. executives, top managers etc.) to analyze and 
plan on how to make full use of opportunities and alleviate threats (Houghton et al. 2004; Kester et al. 
2011). Therefore, the extent to which decision-making can be agile will determine the firm’s overall agility.  
Fourthly, Park et al. (2017) also demonstrate the relationship among these three components as a process 
or a loop with sequence and steps. Sensing, decision-making, and responding works in this specific 
sequence and compose a unit for a firm to demonstrate organizational agility. It captures how information 
flows between the organization and environment. Therefore, all three components should be agile enough 
to contribute to the organizational agility.  
Organizational Agility and IT 
IS literature mainly focus on IT as an enabling factor of organizational agility. IT is considered as a crucial 
infrastructure that equips firms with adaptability (Haeckel 1999) to ever-changing conditions (Lucas and 
Olson 1994). Sambamurthy et al. (2003) state that IT enables digital options that can be used to quickly 
sense market opportunities. Overby et al. (2006) argue that digital options can be either knowledge-based 
or process-based. While knowledge-based digital options refer to technology that can help firm access and 
utilize information to gain competitiveness; process-based digital options refer to infrastructure that firm 
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can possess to coordinate information. Knowledge-based digital options can mostly support sensing and 
process-based digital options can mostly support responding. In particular, IT helps firms to access, filter 
and organize customer data so that firms can effectively sense the market (Chakravarty et al. 2013). IT 
enables firms to coordinate communication so that firms can realize efficient decision-making (Lu and 
Ramamurthy 2011). Furthermore, IT helps firms to organize and store data so that firms can make timely 
responses (Wixom and Watson 2001).  
Changes in technology have led to changes in the way we conceptualize organizational agility and IT. 
Building on the work of Park et al. (2017), we are particularly interested at examining how new technology 
affects the three key components of organizational agility, namely sensing, decision-making, and 
responding. Specifically, we aim to extend the extant literature by exploring how firms utilize new 
technology to scan business cues from the environment, so that firms can initiate decision-making and 
responding steps to maneuver strategy, competitiveness and performance (Daft and Weick 1984; Thomas 
et al. 1993). We elaborate these changes and their impact on organizational agility in turn.  
Changes in technology can influence the sensing capability of firms. Sensing can be better supported by IT 
infrastructure capability (Lu and Ramamurthy 2011). The comprehensiveness of information acquired 
and the speed of information processed altogether determine the quality of sensing. Decision-making step 
refers to the process to assess opportunities and threats from what has been sensed from the external 
environment (Thomas et al. 1993). Changes in technology provide firms with more efficient coordination 
of information (Chan et al. 2006) and communication of people (Okhuysena and Bechky 2009). Also, 
technology changes enable internal integrations that aim at structural standardization and explicit 
knowledge (Nazir and Pinsonneault 2012). Therefore, changes in technology can affect decision-making 
through infrastructure and/or organizational structure. Afterwards, responding step is conducted as an 
organizational action to the market with strategy and/or products. Changes in technology can influence 
the extent to which responses are accurate, customized, and timely. The quality of responding depends on 
the data analysis and coordination with decision-making. Technology can bring in advanced analytic and 
processing power of data to enhance the responding capability. Also, since responding and decision-
making work in sequence, technology changes, which can fundamentally improve decision-making, will 
improve responding accordingly.   
Changes in Organizational Agility by Deep Learning  
Based on the identification of deep learning functionalities, changes in data collection, data analysis, and 
algorithms can collectively influence how organizational agility works in current theorization. With 
particular approaches in data collection, data analytics and algorithms, deep learning can be trained to 
speedily appropriate more comprehensive information (Chollet 2017) in sensing, to learn from what 
executives behave towards gathered information (Schmidhuber 2015) and become an “executive” to 
complete decision-making step, and to generate faster and more accurate responses (Goodfellow Bengio 
and Courville 2016). The way deep learning operates essentially controls all three components of 
organizational agility. Deep learning can fundamentally accomplish each task in an automatic manner 
where sequential actions can largely become simultaneous actions. Thus, deep learning is highly likely to 
change how we theorize organizational agility.  
Theoretical Development 
To develop a comprehensive understanding, we aggregate all the changes led by deep learning (Wu and 
Brynjolfsson 2009; Chen et al. 2012; Schmidhuber 2015) with current debates and perspectives of 
organizational agility (Lu and Ramamurthy 2011; Nazir and Pinsonneault 2012; Chakravarty et al. 2013; 
Park et al. 2017). Essentially, we aim to capture how organizational agility works based on deep learning 
implementation. This approach of theorizing will uncover how deep learning functionalities influence the 
key steps of organizational agility. Understanding such influence contributes not only to the 
reconceptualization of organizational agility but also to the impact of deep learning.  
From the current literature, we have categorized three streams of influences (A1-A3, B1-B4, C1-C2) in 
Figure 1, and explain each stream in turn, first, in stream A, sensing is influenced mainly by how data is 
collected and analyzed through deep learning. Indeed, deep learning requires vast amounts of data to 
operate in an effective way. Given that most data acquired by firms is essentially digital trace data, the 
variety and quantity of acquired data can significantly affect the effectiveness of how firms sense the 
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market. Also, firms gradually implement cloud computing to store and manage data resources. The 
capability of cloud infrastructure and functions facilitates efficient management of data resources, thereby 
further supporting deep learning to use digital trace data within the firm (Li et al. 2017). Another aspect 
change is data-driven analysis, which enables better exploitation of digital trace data. So machines can 
reach and analyze all possible data resources in order to exhibit data-driven sensing function.  
 
Figure 1. Research Model 
 
Second, in stream B, changes in data analysis and algorithms led by deep learning can lead to a form of 
digitized decision-making. From the aspect of data analysis, executives are faced with exponentially 
increasing amounts of data to analyze so that more information can be considered and more effective 
decisions can be made. However, human cannot possible deal with ever-increasing data in a short amount 
of time. Deep learning can indeed accommodate such intensive workload in an efficient manner. 
Therefore, machine-generated decisions are data-driven and evidential whereas human-generated 
decisions are hardly data-driven and but experiential. Deep learning lead such change in data analysis can 
put forward to a digitized decision-making status.  
In terms of algorithms, capabilities of algorithms can determine the degree of intelligence machines 
possess. In particular, neural network is a commonly used deep learning algorithm that can mostly 
resemble human. The mechanism of how neural network functions simulate human brain where neurons 
and multi-layered structure altogether enable tacit way of reasoning. Also, this type of algorithm can be 
constantly trained to exhibit ideal accuracy and effectiveness. Therefore, neural networks-based algorithm 
enables machines to largely digitize decision-making process.  
Third, in steam C, new form of organizational agility potentially can exist due to different aspects of 
changes led by deep learning. It is clear that current conceptualization of organizational agility is a unit 
loop of sensing, decision-making and responding. However, given the changes induced by deep learning a 
new form of decision making, termed by us as “digitized decision-making process”, will be developed. 
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Through the digitized decision-making process, conventional decision-making that is performed by 
human will gradually be handed over to the machine. Therefore, the machine will gain full autonomy over 
each step of organizational agility. Therefore, current conceptualization of organizational agility with its 
three key steps occurring in a particular order should be revised in the context of deep learning. All three 
proposed steams will be reviewed after the data collection and remains to be confirmed or modified.  
Methodology 
Research Setting 
To identify changes in organizational agility as a result of deep learning implementation, we select a 
leading Chinese FinTech company to contextualize such change and analyze the collected data. This case 
is selected because it is particularly suitable for disclosing and enriching relationships and logic 
(Eisenhart and Graebner 2007) between deep learning and organizational agility constructs. FinTech 
companies provide a typical setting for answering this research question for several reasons. First, deep 
learning implemented in this company supports its business model different from traditional financial 
services. The loan assessment of a bank is basically undertaken by mixing human and machine (Lummer 
and McConnell 1989), whereas credit assessment in this FinTech company employs machines that use 
deep learning to accomplish this type of task. Second, FinTech business places credit assessment as a vital 
procedure in that accurate selection of users guarantees the corresponding business revenue. So the role 
of deep learning in the credit assessment can influence organizational agility by changing the process of 
sensing, responding and decision-making. Third, financial service has been creating disruptive influences 
with data-driven technologies (Huang et al. 2017). Deep learning implemented in many FinTech 
companies entails such disruptive influences. Aggregated changes led by deep learning can impact current 
theorization of organizational agility. This serves as a critical contribution on agility theory in current 
digital age. 
Data collection 
This research aims to conduct a case study with multiple qualitative data collection methods, including 
semi-structured interview, archival document and observation. The theory building takes place from 
recursively interpreting data, clustering constructs, and associating literature (Eisenhardt and Graebner 
2007). A holistic single-case study will be conducted because this is a phenomenally emergent case (Yin 
2003). Semi-structured interview will be conducted with working staff from different departments such as 
technical, marketing and strategy. The data analysis will follow a four-step, grounded, iterative process 
(Langley 1999; Strauss and Corbin 1998) in order to generalize a theoretical result. The intermediate stage 
of analysis is based on the principle of axial coding (Strauss and Corbin, 1998), as the new concepts are 
generated with the textual evidence and relevant literature. Then, a preliminary conceptual framework of 
how deep learning enables new form of organizational agility.  
To conduct semi-structured interviews, we select informants who are knowledgeable, but share diverse 
perspectives towards deep learning, which helps to limit the bias in data collection (Eisenhart and 
Graebner 2007). We aim to use purposeful sampling (Kumar Stern and Anderson 1993) of all key 
informants who undertake tasks related to or influenced by deep learning implementation. The semi-
structure interview attempts to capture (1) what changes led by deep learning have been realized; (2) how 
agile the firm is (through three elements: sensing, decision-making, and responding; and (3) how deep 
learning substantially changes above-mentioned three elements of organizational agility. All the 
interviews will be recorded and transcribed. Field notes will be taken during each interview and 
observation. Purposeful sampling can support continuous comparison of data across all the informants 
(Glaser and Strauss 1967). In general, our approach requires an iterative manner in data collection, data 
analysis and new informants seeking based on revealed information. This process ends when the data 
analysis reaches “theoretical saturation” (Glaser and Strauss 1967). Therefore, we can ensure the quality 
of the data for the emerging theory through the grounding process.  
Preliminary Findings  
We have conducted a preliminary meeting with this Chinese FinTech company, and have gained 
fundamental understandings in the deep learning implementation within the firm. Deep learning-
supports financial services that are capable of reaching, benefiting and extending customers in 
exceptionally agile manner. The utilization of deep learning manifests two important points. First, the 
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process of deep learning is entirely data-driven. Rules are solely based on data (answers can be 
understood as labeled data). Second, decisions are determined by machine. In the deep learning process, 
rules are derived from data and contribute to the management of data. The capability of machine is 
surpassing human by learning trivial management skills from data as human, by dealing with vast amount 
of data in a shorter time than human, and by generating accurate decisions than human.  Since this is just 
a short and preliminary meeting with the company, these findings are limited but in accordance with our 
theoretical development. We aim to thoroughly conduct data collection soon to comprehensively disclose 
the theoretical framework.    
Expected Progress  
Current stage of this research has already identified several key aspects of changes led by deep learning. 
These changes and the way they influence the key constructs of organizational agility offer a promising 
opportunity to re-theorize organizational agility. So we are inspired to discover how organizational agility 
functions after the implementation of deep learning. We have gained access to a leading Chinese FinTech 
company and aim to collect qualitative data from in September. During that time, over 30 semi-structured 
interviews will be conducted. In addition, archival document and observation will be used as two 
additional sources of data collection. In October and November, we will conduct data analysis. A 
preliminary discussion to reflect data analysis and theoretical development will be produced. The full 
paper is expected to complete in the early quarter of next year. We believe this research will yield 
significant and novel contribution to the IS field.  
Expected Contribution  
This paper will contribute to current IS research by theorizing the impacts of deep learning on 
organizational agility. We have critically identified key theoretical constructs that are enabled by the 
implementation of deep learning, as well as their potential influence on the three steps of organizational 
agility. As highlighted in the theoretical development section, in-depth theorization of deep learning 
impacts will be based on the data collection and analysis in the following step. The prospected findings 
will shed light on the reconceptualization of organizational agility in the context of deep learning 
implementation. 
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