Atomic-scale finite element analyses show that 2:1 internal resonance mechanism exists in a range of single-walled carbon nanorings (10-60). When an initial radial breathing mode (RBM) vibration with sufficiently high velocity is imposed to a nanoring, circumferential flexural modes (CFMs) can be excited after a period of RBM-dominated vibration. Then, mode transformations between RBM and the excited CFMs can be observed in the subsequent vibration process. When single-walled carbon nanorings are assembled to make double-or triple-walled carbon nanorings, the 2:1 internal resonance may change to 1:1 internal resonance in a specific ring due to the strong interactions between these nanorings. Furthermore, mode transformations between RBM and the excited CFMs can become unstable in a specific ring if the excited CFMs in neighbouring layer rings are not symmetrically matching between each other. 2:1 internal resonance is also shown in selected armchair single-walled carbon nanotubes except in a special case (armchair (9, 9)), in which 1:1 internal resonance occurs.
Introduction
Vibrations of carbon nanotubes (CNTs) have been studied extensively in past decades due to their importance in nanomechanical devices and sensoring applications (Sazonova et al., 2004; Salvato et al., 2008; Wang et al., 2008) . Most vibration measurements on CNTs (e.g., Raman spectroscopy) focus on radial breathing mode (RBM) and other higher frequency modes (D-, Gand G 0 -bands) (Dresselhaus and Eklund, 2000; Dresselhaus et al., 2002; Dresselhaus et al., 2007; Tang et al., 2008) . Lower frequency modes than RBMs in Raman spectra have received much less attention in spectrum analysis. However, it has been shown that the intermittent transformation between RBM and a lower frequency circumferential flexural mode (CFM) may happen in single-walled carbon nanotubes (SWCNTs) (Li and Shi, 2008) . This intermittent transformation between RBM and CFM may be related to the 2:1 internal resonance, which has been observed in other non-linear systems (Nayfeh and Arafat, 2006) . The existence of this automated internal nonlinear resonance in SWCNTs has been further demonstrated using molecular dynamics (MD) and local and non-local continuum models (Li and Shi, 2008; Shi et al., 2009 ).
On one hand, though local and nonlocal elasticity theories have been successfully applied to predict some mechanical behaviours of nanoscale structures (Mahan, 2002; Zhang et al., 2005; Hu et al., 2008) , they are limited by the assumptions developed for macroscale continuums, and therefore, cannot fully represent the discrete structures of CNTs since material behaviours at nanoscale are dominated by its microstructures (such as lattice spacing between individual atoms). One typical example is that, for a uniform deformation on the macroscale (such as in a simple tensile test), the atomic motion may not be uniform at the atomic scale even for a perfect atomistic structure without defects (Zhang et al., 2002a,b; Liu et al., 2004) .
On the other hand, molecular models, while conceptually valid for small length scales, face difficulties in formulating intra-molecule forces accurately and are almost always computationally intensive, and hence prohibitively expensive for large scale discrete systems. Since the continuum mechanics and atomistic simulations have difficulties to ''scale down" and ''scale up", respectively, multiscale computation methods have emerged as a viable means for the study of nano-structures. Multiscale computation methods combine the atomistic simulation methods based on the nanoscale physics laws with the continuum mechanics that represents the collective behaviours of atoms but significantly reduces the degrees of freedom. One important multiscale computation method is quasi-continuum method (Tadmor et al., 1996; Shenoy et al., 1999; Shilkrot et al., 2002) , in which the inter-atomic potential is directly incorporated into the continuum finite element method (FEM) via the Cauchy-Born rule (e.g., Born and Huang, 1954) to produce the continuum strain energy density from the energy stored in all atomic bonds. The quasi-continuum method is related to both discrete atoms and continuum solids, and thus, can consider the long range forces among atoms, i.e. the multi-body atomistic interactions. However, artificial interfaces between the atomistic and continuum domains have to be introduced, which produces spurious interfacial forces (Shenoy et al., 1999) and generates simulation errors. Furthermore, quasicontinuum method uses the conjugate gradient method, an order-N 2 computational method, which is computationally intensive for large scale discrete systems. An improved multiscale computation method called atomicscale finite element method (AFEM) (Liu et al., 2004 has been used successfully to study the static deformation of nanostructures. In AFEM, FEM is applied to both discrete atoms and continuum solids. An important advantage of AFEM in comparison with other multiscale computation methods is that the atomistic and continuum domains are seamlessly connected since they are within the same framework of FEM. Furthermore, it is an order-N method, i.e. the computation scale is linearly proportional to the system size, which is much more efficient than the order-N 2 conjugate gradient method, and therefore, is suitable for simulating large scale discrete systems. In this paper, static AFEM is modified by including the inertia term for dynamic simulations. The modified AFEM is then applied to study mode transformations in carbon nanorings and SWCNTs. In second section, AFEM and its modification will be briefly introduced. For a more detailed description of AFEM, especially the connection part between discrete system and continuum solid, one may refer to the original publications (Liu et al., 2004 . In third and fourth sections, the modified AFEM will be employed to study mode transformations in carbon nanorings and SWCNTs.
Atomic-scale finite element method
For a system of N atoms, the energy stored in all atomic bonds is denoted as U tot ðx 1 ; x 2 ; . . . ; x N Þ, where x i is the position of atom i. Let U be the interatomic potential for a pair of atoms, then U tot can be expressed as
For a system of many bodies, the multi-body interatomic potential U depends not only on the pair of atoms themselves but also on the neighbouring atoms. The total energy of the whole system is
where x ¼ ðx 1 ; x 2 ; . . . ; x N Þ T and F i is the external forced exerted on atom i. For static problems of discrete systems, an equilibrium state of the whole system corresponds to minimization of the total energy, which requires that
The Taylor expansion of E tot around an initial position 
Substituting E tot in Eq. (4) into Eq. (3) yields following governing equation of the displacement u ¼ x À x ð0Þ for static problems:
ð6Þ is the stiffness matrix, and
ð7Þ is the non-equilibrium force vector, and F ¼ ðF 1 ; F 2 ; . . . ; F N Þ T is the external force vector. With the exception of a linear system, Eq. (5) should be solved iteratively until P vanishes, which corresponds to the equilibrium state of a discrete system. In this AFEM method, each atom in a discrete system is not only a node but also represents an element. The potential energy of the whole system is the summation of all interatomic energies stored in each bond between two atoms. For multi-body interatomic potentials, however, the energy stored in an atomic bond between a pair of atoms does not depend only on themselves but also on neighbouring atoms. This implies that the interatomic potential is nonlocal, or equivalently, the long-range forces should be considered. Furthermore, the global stiffness matrix K and the global non-equilibrium force vector P need to be updated during each iteration process, which can be easily achieved with the updated positions of all atoms through Eqs. (6) and (7).
Since the interatomic potential for a pair of atoms depends not only on the structure of the discrete system but also on all the atomic interactions involved to the pair of atoms, the AFEM elements should be dependent on the specific microstructure of materials. Given a carbon nanotube shown in Fig. 1(a) , the interatomic potential of AFEM element corresponding to the atom denoted by ''1" in Fig. 1(b) or Fig. 1(c) takes the consideration of the interactions between atom ''1" and the nearest-neighbour atoms (i.e. the three carbon bonds 1-2, 1-5 and 1-8 in Fig. 1(b) , or 1-2, 1-3 and 1-4 in Fig. 1(c) ) and the interactions between atom ''1" and the second nearest-neighbour atoms, which accounts for the stretch and rotation effects on carbon bond potentials, as in the first and second generation reactive empirical bond order (REBO) Brenner potentials (Brenner, 1990; Brenner et al., 2002) . Third nearest-neighbour atoms are also necessarily incorporated in the AFEM element shown in Fig. 1(c) , which considers the dihedral angle effect in the calculation of carbon bond potential. This means that, for carbon nanotubes, each atom will interact directly with three nearest-neighbour atoms and indirectly with six second nearest-neighbour atoms for both first and second generation Brenner potentials, and also indirectly with nine third nearestneighbour atoms only in the second generation Brenner potential (Brenner, 1990; Brenner et al., 2002) . Therefore, regarding the atom denoted by ''1", totally 10 and 19 atoms are included in the AFEM elements shown in Fig. 1(b) and (c), respectively. The position change of the central atom ''1" will influence the energies stored in 9 and 21 atomic bonds, respectively. Then, for the element shown in Fig. 1(c) , its stiffness matrix and the non-equilibrium force vector contributed by the element are given by 
and
respectively, where atom identity i runs from 2 to 19 representing all atoms related to this element. Similar to conventional FEM, the global stiffness matrix of the whole system is sparse and accordingly standard iteration methods can be employed to solve the governing equation (5).
Because both the first-and the second-order derivatives of the energy are used in AFEM, it takes only one iteration step to arrive at equilibrium state or to obtain the minimum energy for a linear system. For carbon nanotubes, it can be seen from the specific format of Brenner potentials (Brenner, 1990; Brenner et al., 2002 ) that a set of nonlinear governing equations will be obtained based on AFEM and two steps are involved within each iteration, i.e. (1) the calculation of the stiffness matrix and the non-equilibrium force vector, which are on the order of N since the number of non-zero components in global stiffness matrix and global force vector are proportional to N; (2) the process to solve the governing equation (5), which is also on the order of N due to the sparseness of global stiffness matrix (Liu et al., 2004) , and then update the positions of all atoms and check whether the vector forces of all atoms at new positions are simultaneously small enough such that an ''equilibrium" state is achieved. The computational efficiency of AFEM for solving static problems of CNTs has been demonstrated in Liu et al. (2004 Liu et al. ( , 2005 .
For the study of dynamic problems of CNTs, an inertial term is added to the original governing equation of static problems (Eq.
where M is the mass matrix of whole system. However, for an insulated discrete system of atoms without any external forces, the energy of whole system should be conserved. But, by integrating both sides of Eq. (10), one can easily obtain the following equation:
in which T represents the total kinetic energy of the system and U refers to the total potential energy of the system. The energy expression given by Eq. (11) is clearly in confliction with the energy conservation in an insulated system (i.e. it should be T + U = constant). Therefore, the static AFEM needs to be modified for dynamic problems. The new governing equation for dynamic problems is given as
where the stiffness matrix is defined as
Governing equation (12) essentially corresponds to classical molecular dynamics method. For dynamic problems of carbon nanotubes, bond torsion effect or dihedral angle effect on carbon bond potential needs to be accounted for in AFEM, and therefore, the second generation Brenner potential (Brenner et al., 2002) will be employed to calculate carbon bond energy in the study of mode transformations in carbon nanotubes, which implies that the 19-atom element in AFEM shown in Fig. 1 (c) will be used. A user element subroutine has been developed within commercial FEM software ABAQUS (Abaqus, 2009 ).
Mode transformations in carbon nanorings
In this section, carbon nanorings are studied with focus on their vibrational mode transformations. Carbon nanorings are constructed simply by using covalent bonds to link up carbon atoms and form a closed circular chain. Single-and multi-walled carbon nanorings will be studied and the results are presented in following two sections.
Single-walled carbon nanorings
A selection of single-walled carbon nanorings (SWCNRs) and multi-walled carbon nanorings (MWCNRs) are chosen for the investigation of their mode transformation characteristics. The initial bond length is set as 0.142 nm when constructing carbon nanorings from a line chain of carbon atoms. When the head atom is connected to the end one to form a closed circular carbon ring, all atoms are not necessarily in an equilibrium state due to the curvature change. Therefore, the whole simulation process takes two steps. The first step is a static analysis, in which all atoms are relaxed until the resultant force on each atom is vanishing such that an equilibrium state can be achieved. The second step is a dynamic analysis, in which a uniform initial RBM vibration velocity field is imposed to all atoms in the beginning such that a pure RBM vibration is initiated in the ring at the start of simulation. The following vibration process is simulated within ABAQUS.
SWCNRs (10, 20, 30, 40, 50 and 60) are studied in sequence to explore their mode transformation characteristics. In the static analysis step, all the selected SWCNRs shrink and their radii before and after the static analysis step are shown in (Brenner, 1990; Brenner et al., 2002) .
that when initial RBM vibration velocity is large enough, the RBM vibration can become unstable after the vibration has accumulated itself for sufficiently long duration and mode transformations can be observed then in all the selected carbon nanorings. With initial RBM vibration velocities 0.2 nm/ps imposed to SWCNRs (10, 30, 50 and 60) and 0.3 nm/ps to the other two SWCNRs (20 and 40) (note: no mode transformations can be observed within an analysis time 20 ps in these two SWCNRs when initial RBM vibration velocity is set as 0.2 nm/ps for both of them), it is observed that one or more circumferential flexural mode (CFMs) will be excited and intermittent mode transformations between RBM and the excited CFMs will be experienced in each nanoring. For example, the initial four vibration processes of SWCNR (10) are shown in Fig. 2 . The RBM vibration continues about 10 ps, then CFM-4 is gradually excited around the time 10 ps. The vibration dominated by CFM-4 lasts approximately 5 ps till the vibration mode returns to the initial RBM at time about 15 ps, which is followed by switching back to CFM-4 again after about 2 ps. The intermittent mode transformations between RBM and the excited CFM-4 continue throughout the following vibration process. For all the other SWCNRs, when the afore-mentioned initial RBM vibration fields are imposed to them, respectively, mode transformations are observed in all of them. CFMs 4, 5 and 6 are gradually excited in SWCNRs (20, 30, and 50), respectively, around the time 12.5 ps, 13.0 ps and 7.0 ps. Then, the excited CFM and the principle vibration mode RBM dominate the subsequent vibration intermittently. For SWCNR (40), nine snapshots of the ring during vibration process are shown in Fig. 3(a) -(c). RBM vibration continues about 8.0 ps and then CFM-5 is gradually excited from that moment. CFM-5 dominates the vibration for approximately 6.0 ps till CFM-6 is gradually excited at time about 14.25 ps. CFM-6 dominates the vibration for a short time and then CFM-5 appears again. Therefore, it can be seen that two different CFMs are excited intermittently, which dominate the vibration process after CFM-5 is initially excited in the ring. The first transition process from CFM-5 to CFM-6 is shown in Fig. 3 (c) in a sequence of five snapshots of the ring. In the case of SWCNR (60), CFM-7 and CFM-6 are excited intermittently and both of them then dominate the vibration after CFM-7 is first excited around 13.5 ps, which is followed by the excitation of CFM-6 at approximately 16.7 ps. Frequencies of CFMs (2-5) and RBM for SWCNR (10) are obtained by modal analysis and the results are shown in Fig. 4 . Compare the specific frequency value of each CFM against the value of RBM frequency, it can be seen that the excited CFM-4 has a frequency value closest to half of RBM frequency among all CFMs. Modal analysis results of all the selected SWCNRs are presented in Table 2 showing frequency values of RBM and low CFMs. Compare frequency values of RBM and the excited CFMs and other neighbouring CFMs, it can be easily found that, for a SWCNR, the most likely excited CFMs have frequency values closest to half the RBM frequency among all CFMs. Specially, for SWCNRs (40) and (60), since there are two CFMs which have frequency values right above and below half the RBM frequency and both are close to half the RBM frequency, these two CFMs are both likely excited.
During the vibration process of all above-mentioned SWCNRs from (10) to (60) (40), mode transformations can also be evidently seen before the time approximately 15 ps. However, radial displacement history in the graph shows that the vibration process after the time 15 ps seems disordered. This is because a second CFM has been excited and two CFMs dominate the subsequent vibration process. Same phenomenon can also be observed in the case (f) or SWCNR (60), where vibration becomes anharmonic almost immediately after the first CFM is excited. This is because the initially excited CFM-7 is transferred to CFM-6 in a very short period (less than 1.0 ps).
If we check the vibration spectra for all rings carefully, it is found that there are two or two-group frequency peaks in each spectrum. The two frequencies, which correspond to RBM and CFM vibrations, respectively, have a ratio about 2:1. This indicates that a 2:1 internal resonance mechanism holds for all the selected SWCNRs. For all the selected SWCNRs, the imposed initial RBM vibration velocities, the excited CFMs (first time only), natural and FFT frequencies of RBM and the excited CFMs are summarized in Table 3 . It can be seen that, as radius of SWCNRs increases, higher CFMs are excited. The relative differences between the natural and FFT frequencies of RBM and CFMs are less than 20%. Actually the differences strongly depend on the time step used in AFEM analysis. Therefore, what is of fundamental significance is the frequency ratio between RBM and the excited CFM based on FFT, not their relative frequency differences.
In view of the different amplitudes of the initial RBM vibration velocity imposed to all the selected SWCNRs, or the different initiation times of excited CFMs in those rings if RBM vibration fields with the same velocity are initially imposed, as shown in the left graphs of sequence (a)-(f) in Fig. 5 , it is found that, among all the selected SWCNRs, SWCNR (50) is the easiest to experience mode transformation, while SWCNRs (10), (30) and (60) are the next and SWCNRs (40) and (20) are the hardest.
Multi-walled carbon nanorings
In order to understand the effect of interactions between layer rings of MWCNRs on mode transformation in each layer ring, double-and triple-walled carbon nanorings are constructed. Doubleand triple-walled carbon nanorings can be constructed simply by nesting two or three SWCNRs of different sizes concentrically into each other to make a new carbon nano-structure. The interaction between any two carbon atoms, which are located on two different layer rings and separated by a distance r, is van der Waals force, which is represented by the 6-12 Lennard-Jones (LJ) potential (Girifalco et al., 2000) V
or, equivalently
where r 0 ¼ ð2B=AÞ 1=6 is equilibrium distance and the well depth e ¼ A 2 =ð4BÞ. In Eq. (14) values of the two parameters are approximated by the properties of graphene-graphene system and given (14) is limited to a maximum separation 1.0 nm such that a balance can be achieved between accuracy and computation expenses.
The cutoff separation of 6-12 LJ potential is set as 0.2 nm since Brenner potential will account for the interaction between two atoms when their separation is smaller than 0.2 nm (Brenner et al., 1993) .
Mode transformation analyses of all MWCNRs are implemented by imposing an initial RBM vibration field to the inner ring only (outward). The following vibration process of the whole nanostructure is simulated based on AFEM. Selected double-walled carbon nanorings (DWCNRs) and triple-walled carbon nanorings (TWCNRs) will be studied next with focus on the effect of layer interactions on mode transformation.
(i) DWCNRs: ring (10) or (20) is the inner ring and one of the larger rings will be the outer ring.
In the static analysis of DWCNRs (10, 20) to (10, 50) and (20, 30) to (20, 60), both the inner and outer rings shrink. The radii of inner and outer rings of selected DWCNRs after the static analysis step are shown in Table 4 .
For SWCNR (10), the analysis in last section shows that CFM-4 will be excited if the amplitude of the initially imposed RBM vibration velocity is 0.2 nm/ps. For DWCNR (10, 20) , however, when the inner ring (10) is subjected to the same RBM vibration velocity field, no mode transformations can be observed in either the inner or outer rings within an analysis time of 20 ps. This is because the strong interaction between the inner and outer rings suppresses the excitation of CFM-4 in the inner ring. When the amplitude of initial RBM vibration velocity imposed only to the inner ring is increased to 0.4 nm/ps, mode transformations are then observed in both the inner and outer rings. CMF-4 is gradually excited in the two rings simultaneously around time 5.5 ps. Two snapshots of the structure when CFM-4 is excited in both rings are shown in Fig. 6 . Normalized radial displacements of two atoms picked, respectively, from the inner and outer rings are shown in Fig. 7(a) and (b) , from which mode transformations can be clearly seen. Fig. 7(c) and (d) on FFT of the displacements shown in Fig. 7(a) and (b) , respectively. The strongest two peaks at locations approximately 330 and 165 cm À1 correspond, respectively, to RBM and the excited CFM-4 vibrations in the two rings. The frequency ratio of RBM and the excited CFM-4 is approximately 2:1. Furthermore, it can be seen that, due to the strong interaction between the two rings, the inner ring is forced to vibrate with close frequency as the outer ring does in modes of either RBM or the excited CFM-4.
For the DWCNR (10, 30), when initial RBM vibration is imposed to the inner ring with a velocity amplitude 0.2 nm/ps (outward), it is observed that CFM-4 and CFM-5 are excited in the inner and outer rings, respectively. Typical snapshots of the structure at moments 10.0 ps, 12.5 ps and 15.0 ps when either CFM-4 or CFM-5 are excited in the inner or outer rings are shown in Fig. 8 . It is important to point out that mode transformations in the inner and outer rings do not happen simultaneously. Furthermore, due to that the two excited CFMs in the inner and outer rings are not symmetrically matching between each other (having different symmetry axes), rigid body motion in the inner ring occurs, which is shown in a typical snapshot at time 19.7 ps in Fig. 8 . Radial displacements of two atoms picked, respectively, from the inner and outer rings of the DWCNR (10, 30) are shown in Fig. 9(a) and (b) . Fig. 9(a) indicates that the inner ring vibrates abnormally after the second time mode transformation (i.e. after time approximately 15.0 ps), which is directly resulted from the rigid body motion of the inner ring as shown by a typical snapshot of the whole nanoring structure at time 19.7 ps in Fig. 8 . Fig. 9 (c) and (d) is vibration spectra corresponding, respectively, to the radial displacements of the two atoms. It can be seen that, the RBM vibration frequency of each layer ring is close to individual natural RBM frequency and the excited CFM has a frequency value close to nearly half the RBM frequency. This implies that, each layer ring of the DWCNR (10, 30), due to the large gap between them leading to a soft interaction, seems undergoing mode transformations as it stands alone. However, due to the rigid body motion in the inner ring, there is a strong peak at the origin point in the frequency spectrum in Fig. 9(c) .
In the case of DWCNR (10, 40), when a RBM vibration field is initially imposed to the inner ring with a velocity amplitude v 0 = 0.2 nm/ps, CFM-4 is excited in the inner ring but no mode transformation can be observed in the outer ring. This is because the large gap between the inner and outer rings leads to a soft interaction and what is more, the outer ring (40) is one of the hardest rings to experience mode transformation when imposed the same RBM vibration velocity field initially. In the case of DWCNR (10, 50), however, even though the gap between the two layer rings is larger than the gap in DWCNR (10, 40), mode transformations can be clearly observed in both the inner and outer rings when the same initial RBM vibration velocity field is imposed to the inner ring only. CFM-4 and CFM-6 are excited in the inner and outer rings, respectively. This is because the outer ring (50) is more susceptible to mode transformations than others.
Since the layer gap in DWCNR (10, 60) is larger than the allowed maximum distance for van der Waals forces based on 6-12 LJ potential, there is no interaction between layer rings in the DWCNR. For DWCNR (20, 30) , because an equilibrium state cannot be achieved, the DWCNR is discarded here for the study of mode transformation.
For DWCNR (20, 40) , due to the fact that the ring (40) is relatively hard to experience mode transformation, an initial RBM vibration field with larger velocity amplitude v 0 = 0.4 nm/ps is im- correspond, respectively, to the excited CFM and RBM vibrations shown in Fig. 11(a) . Clearly, it is still 2:1 internal resonance in the inner ring after it is nested into a DWCNR. However, there is only one major frequency peak at location 165 cm À1 in spectrum in Fig. 11(d) , rather than two frequency peaks as expected representing RBM and CFM vibrations observed in the spectrum in Fig. 11(c) . This can be explained by the excitation of CFM-8 in the outer ring. The natural frequency CFM-8 of ring (40) is 192.1 cm À1 , which is very close to its natural RBM frequency 183.4 cm À1 . Therefore, after the ring (40) is nested as the outer ring of DWCNR (20, 40), it has 1:1 internal resonance, rather than 2:1 internal resonance, which occurs when it stands alone, as shown in Fig. 5(d) .
In the case of DWCNR (20, 50), when the inner ring is subjected to initial RBM vibration field with a velocity amplitude v 0 = 0.2 nm/ ps, it is found that the inner ring does not experience any mode transformations during a simulation time 20.0 ps. However, the outer ring experiences mode transformations. It is observed that CMF-6 is excited in the outer ring for the first time at moment 9.22 ps. This is because the outer ring (50) is the easiest to experience mode transformations among all selected SWCNRs. are imposed to the inner ring. In the former case, CFM-4 is excited in the inner ring but no mode transformation can be observed in the outer ring. In the latter case, CFM-4 is still excited in the inner ring. However, it is found that CFM-7 and CFM-6 are excited intermittently in the outer ring as it stands alone.
(ii) TWCNRs: two TWCNRs (10, 30, 50) and (20, 40, 60) will be analysed using AFEM with focus on mode transformations in each layer ring when interactions between multiple layer rings are accounted for.
After the static analysis step, all the three layer rings in the two selected TWCNRs shrink. Radii of the inner, middle and outer rings of the two selected TWCNRs in equilibrium state are presented in Table 5 .
For TWCNR (10, 30, 50) , since each individual layer ring will experience mode transformations when it is initially imposed a RBM vibration field with velocity amplitude v 0 = 0.2 nm/ps. Hence the same initial RBM vibration velocity field is imposed only to the inner ring of the TWCNR (10, 30, 50) . During an analysis time of 20 ps, the radial displacements of three atoms picked, respectively, from each layer ring are plotted versus time in the left graphs of (a)-(c) in Fig. 12 . Right graphs in Fig. 12(a)-(c) show the corresponding vibration spectrum of each layer ring. The radial displacements of the three atoms are all normalized by the same factor (v 0 /c)a Inner , where a Inner is the radius of the inner ring. Though the initial RBM vibration field is imposed only to the inner ring, energy is transferred between layer rings through their interactions, and as a result, the three layer rings almost start to vibrate simultaneously. From the radial displacements of the three atoms, it can be seen that mode transformations in the inner and outer rings appear much earlier than in the middle ring. Furthermore, mode transformations happen almost simultaneously around time 9.0 ps in the inner and outer rings, at this moment CFM-4 and CFM-6 are excited in the inner and outer rings, respectively. Around moment 19.0 ps mode transformation appears in the middle ring and CFM-5 is excited in the ring. Snapshots of the structure at time 9.01 ps and 18.49 ps, as shown in Fig. 13 , show the shape of the structure when CFMs are excited in the inner and outer rings only and when CFMs are excited in all layer rings. An odd motion manner can be seen in the displacement curve in Fig. 12(a) near the end of simulation time. Careful examination of the vibration process shows that CFM-5 is excited in the middle ring approximately around period 17.0-18.0 ps, which is not symmetrically matching the excited CFM-4 in the inner ring. Accordingly, the resultant force applied by the middle ring on the inner ring leads to the change of the centroid of the inner ring (i.e. rigid body motion), as shown in the snapshot at time 19.81 ps in Fig. 13 . Furthermore, this rigid body motion is clearly revealed in the vibration spectrum in Fig. 12(a) , where a high-frequency peak near the origin point can be observed. In all the vibration spectra of the three atoms, one high and one low frequency peaks appear corresponding to RBM and the excited CFM, respectively, and they have a frequency ratio about 2:1. Thus, the 2:1 internal resonance mechanism still holds in each individual layer ring even after they are assembled to make a triple-walled ring structure. As the interaction between layer rings is concerned, it can be seen from Fig. 12 that, even though the outer ring (50) is farther separated from the inner ring (10) than the middle ring (30), the interactions between it and the other two rings make mode transformations easily excited in the outer ring. One fundamental reason for this is that the ring (50) is the easiest to experience mode transformations among all the selected SWCNRs.
Regarding the other TWCNR (20, 40, 60) , when the inner ring (20) is initially imposed a RBM vibration field with velocity amplitude v 0 = 0.3 nm/ps, no mode transformations can be observed in the outer ring. In the inner and outer rings, instead, CFM-4 and CFM-5 are excited, respectively. Once again, due to the excited CFM-4 and CFM-5 are not symmetrically matching between each other, the inner ring has experienced rigid body motion.
Based on mode transformations observed in selected DWCNRs and TWCNRs, it can be seen that, when rings are nested concentrically to make a new structure, interactions between layer rings may have strong effects on mode transformations in each layer ring, especially when the gap is not large. When the gap between layer rings is small and accordingly the interaction between the layer rings is strong, different CFMs may be excited in the same rings and then the internal resonance in rings may be different from that when compared to them standing alone. Furthermore, when excited CFMs in neighbouring layer rings are not symmetrically matching, the inner ring is found to undergo rigid body motion.
Mode transformations in single-walled carbon nanotubes
The atomic potentials used in AFEM for the calculation of whole system energy have direct effects on the accuracy of predictions. Among all published atomic potentials for SWCNTs, only a few are open with all parameters available for readers. Among these limited ones the second generation reactive empirical bond order (REBO) potential (Brenner et al., 2002) has been widely accepted by researchers on the study of carbon nanotubes Hu et al., 2008) , though criticisms exist regarding the weakness of the potential (e.g., cross-term potentials are missing when compared to the well-known commercialized atomic potential COMPASS (Sun, 1998) ) (Chen and Cao, 2006) .
For an infinitely long stand-alone armchair SWCNT undergoing pure RBM vibration, due to geometry and deformation equivalence along its axis, a lattice unit of the whole structure as shown in Fig. 14 is chosen for the analysis of mode transformations between RBM and CFMs. Since an armchair SWCNT is constructed from a graphene of carbon atoms with the initial carbon-carbon bond length of 0.142 nm, carbon atoms are not in an equilibrium state due to the curvature effect. Therefore, there should be a static analysis step during which all atoms are free to move until equilibrium positions are achieved for all atoms. In the second step, an initial RBM vibration field is prescribed to the unit structure by imposing velocities of same amplitude to all atoms but in individual radial directions.
A range of armchair SWCNTs from (5, 5) to (15, 15) are selected for the mode transformation analysis. A large amount of simulations show that, for each armchair SWCNT, one or more CFMs will be excited and mode transformations will appear only when the initial RBM vibration velocity is high enough. For example, as shown in Fig. 15 , radial displacement of an atom of armchair (10, 10), normalized by (v 0 /c)a, is plotted versus time, in which four initial RBM vibration velocities, 0.5, 0.6, 0.7 and 0.8 nm/ps, are, respectively, taken in simulation of vibration process. Clearly, in case when initial RBM vibration velocity is v 0 = 0.5 nm/ps, no CFMs are excited and there are no mode transformations undergoing in the armchair within a simulation time 20 ps. When the initial RBM vibration velocity is increased to 0.6, 0.7, and further to 0.8 nm/ps, respectively, it is found that CFM-4 is excited for the first time approximately around 14.0 ps, 8.0 ps and 6.0 ps. In the latter two cases, mode transformations appear more than once in the structure.
Still for the example armchair (10, 10), when initial RBM vibration velocity is given as v 0 = 0.75 nm/ps, normalized radial displacement of the same atom is shown in Fig. 16 . It can be seen that CFM is gradually excited approximately from 7.0 ps and six mode transformations (indicated by arrows in the figure) between RBM and the excited CFM have happened during simulation time of 20 ps. The left and right insets in the figure are frequency spectra corresponding, respectively, to vibrations before and after the CFM is excited in the armchair. Compare the two insets, it can be seen that an extra frequency peak appears in the right spectrum, which corresponds to the excited CFM. Clearly CFM frequency is about half RBM frequency, which indicates that among all CFMs, the one that has a frequency value closest to half RBM frequency is excited, i.e. 2:1 internal resonance mechanism happens in armchair (10, 10). Representative snapshots of the lattice unit during the initial six vibration segments are shown in Fig. 17 . Clearly, RBM dominates the initial vibration for about 7.2 ps and then CFM-4 is excited and dominates the following vibration for about 1.6 ps. Vibration then returns to RBM at moment about 8.8 ps, which is followed by a switchback to CFM-4 around 9.6 ps. Intermittent mode transformations between RBM and CFM-4 continue throughout the whole simulation time 20.0 ps.
The frequency insets in Fig. 16 indicate that CFM-4 should have approximately half the RBM frequency. Modal analysis of the lattice unit is carried out and mode shapes of CFMs from 2 to 6 and RBM with frequency values are shown in Fig. 18 presented in Table 6 . The most likely excited CFMs are superscripted by a star mark in the table, which will be seen next in mode transformation analysis for each of them. As RBM frequency is concerned, in addition to AFEM, MD simulations using commercial software Material Studio (Accelrys, 2008) with the atomic force field COMPASS (Sun, 1998) incorporated to govern motions of all atoms have been carried out. Analytical results based on AFEM and MD simulations of selected armchairs from (5, 5) to (11, 11) are plotted against armchair radius in Fig. 19 . First principles calculations results based on density functional theory (DFT) (Kurti et al., 2003) are also shown in Fig. 19 for comparison purpose. It can be seen that analytical results based on MD simulations and DFT are very close to each other among all the selected armchairs. AFEM predictions are about 6-12% lower than those obtained from MD and DFT simulations. These systematic discrepancies can be explained by the different atomic force fields used in AFEM and MD simulations. Atomic force fields of the second generation Brenner potential (Brenner et al., 2002) and COMPASS are used, respectively, in AFEM and MD simulations. Compared to the second generation Brenner potential, COMPASS is a more comprehensive atomic force field. Out-of-plane interaction in the valence term and cross terms accounting for interactions among bonds, rotations and torsions are included in COMPASS (Sun, 1998) , which, however, are not included in the second generation Brenner potential. Therefore, as frequencies of armchairs are concerned, AFEM is less accurate than MD and DFT simulations, which, however, is compensated by its higher computational efficiency in modelling mode transformations in SWCNTs. In the mode transformation analysis of a given armchair SWCNT in the selected range, large amount computations have been conducted in order to get as low as possible the initial RBM vibration velocity such that the most likely excited CFM can be initiated and mode transformations can be observed at least once within a simulation time 20 ps. To save computation time, the start point of initial RBM vibration velocity is v 0 = 0.5 nm/ps and this velocity amplitude increases continuously with a step size 0.05 nm/ps in the search computations until expected mode transformations can be observed for the given armchair. For each of all the selected armchair SWCNTs from (5, 5) to (15, 15) , the critical initial RBM vibration velocity is identified when the expected mode transformations are observed. Then, radial displacement of a representative atom picked from each armchair and the vibration spectrum based on FFT of the displacement history are plotted in sequence (a)-(k) in Fig. 20 . For all the armchairs, the initial RBM vibration velocities, the excited CFMs, FFT frequencies of RBM and the excited CFMs are summarized in Table 7 . Natural frequencies of RBM and the excited CFMs are also included for the purpose of comparison. Configurations of all armchairs when mode transformations occur for first time are shown in sequence in Fig. 21 . If we examine all the vibration spectra carefully, we can find that two distinct frequency peaks can be observed in the spectra for all armchairs except the case armchair (9, 9), where evidently only one major frequency peak appears and this implies that the excited CFM should have approximately the same RBM frequency, indicating a 1:1 internal resonance. In all other armchairs, two major frequency peaks appear and they have a ratio approximately 2:1, indicating a 2:1 internal resonance. Regarding the configuration of each armchair when a specific CFM is excited as shown in Fig. 21 , natural frequencies of the excited CFM and neighbouring CFMs are compared with its natural RBM frequency. It is found that the excited CFM has a frequency closest to half RBM frequency among all CFMs for all armchairs except the case of armchair (9, 9) where CFM-5 is excited, which has a frequency closest to RBM frequency among all CFMs.
It should be pointed out that the frequency peak corresponding to CFM-4 for armchair (10, 10) shown in Fig. 20(f) is not evident (marked as 66.0 cm À1 ). It is due to the fact that the CFM-4 dominated vibration is not strong at all, which can be observed from the left plot of radial displacement history of the atom. The frequency peak corresponding to CFM-4 will become very evident when initial velocity is increased to v 0 = 0.75 nm/ps, as shown in the right inset in Fig. 16 . From the results shown in Table 7 it can be seen that, as the indices or equivalently radii of armchair SWCNTs go up, the most likely excited CFMs start from CFM-3 in armchair (5, 5) and increase continuously to CFM-4 in armchair (15, 15), except one break point at armchair (9, 9), where CFM-5 is excited. Compare FFT frequencies to natural frequencies of RBM and the excited CFM for each armchair, it can be seen that the relative difference is approximately 10% in most cases. In order to relate the initial RBM vibration velocity for the occurrence of the intermittent transformations between RBM and CFM to the equivalent excitation energy per atom in an armchair SWCNT, the corresponding energy for each atom in each armchair can be easily calculated by E per atom ¼ 1 2 m carbon v 2 0 , where m carbon ¼ 1:933 Â 10 À26 kg. Using 1 eV ¼ 1:602177 Â 10 À19 J, the calculated E per atom in units eV for each armchair are also included in Table 7 and plotted versus radii of armchairs in Fig. 22 . Compare the required energy per atom shown in Table 7 (based on AFEM) to the predictions based on classical thin shell theory (Table 1 in Li and Shi (2008) ), it can be seen that the required energy per atom has been underestimated based on classical thin shell theory, which can be explained by the use of different simulation time. Since the simulation time in present study for the observation of mode transformations is much shorter than in the continuum analysis, a higher initial RBM vibration velocity has to be imposed to each armchair and accordingly the required energy per atom is higher. Therefore, it is safe to say that predictions on required energy per atom for the initiation of mode transformations in a given armchair SWCNT are generally in the same order according to continuum modelling and present AFEM analysis. When we compare the plots of energy per atom versus armchair radii, i.e. Fig. 22 in present study against Fig. 5 in Li and Shi (2008) , it can be seen that the two approaches have different predictions on small radius armchairs. Classical thin shell theory predicts that it is harder to excite CFM or the required energy per atom is higher in armchair SWCNTs with smaller radius. However, according to AFEM results, medium size armchairs (e.g., armchairs (8, 8) and (9, 9)) are the hardest to experience mode transformations, while other armchairs either smaller (e.g., armchair (5, 5)) or larger (e.g., armchair (15, 15)) may have mode transformations excited by lower energy per atom.
Summary
AFEM has been used to study mode transformations in SWCNRs, MWCNRs and SWCNTs. All the simulation results show that the well-known 2:1 or 1:1 internal resonance mechanisms, which have been observed in macroscopic thin-walled structures (e.g., cylindrical shells and closed spherical shells), also exist in nanoscale structures. When a proper initial RBM vibration field is imposed to one of the selected SWCNRs (10-60), in most cases, one CFM will be excited during the simulation time and stable mode transformations can be observed. In two special cases (i.e. ring (40) and ring (60)), multiple CFMs have been excited, and as a result, the vibration process seems disordered after the second CFM is excited following the first one. No matter one or two CFMs have been excited, the 2:1 internal resonance holds in all the selected SWCNRs. However, as they are assembled to make DWCNRs or TWCNRs, due to the interaction between layer rings, especially when the gap between layer rings is small, different CFMs may be excited in a ring when compared to the excited CFM in the corresponding standing-alone ring. Accordingly, the internal resonance may change to 1:1 (e.g., in the outer ring (40) of DWCNR (20, 40) ). Furthermore, when the excited CFMs in two neighbouring layer rings are not symmetrically matching between each other (e.g., in DWCNR (20, 40) and the two TWCNRs (10, 30, 50) and (20, 40, 60) ), inner ring may experience rigid body motion. Therefore, interactions between layer rings in MWCNRs play an important role in vibration characteristics of each layer ring.
Similarly, mode transformations can be observed in selected armchair SWCNTs from (5, 5) to (15, 15). The 2:1 internal resonance holds in all selected armchair SWCNTs except in armchair (9, 9), in which the 1:1 internal resonance occurs. The revealed mode transformations in SWCNTs may have direct influences on dynamical properties of SWCNTs. However, the implications and applications of the existence of mode transformation phenomenon in majority circular-shaped nano-structures need further explorations.
