Abstract. We present a multidimensional flow exhibiting a Rovella-like attractor: a transitive invariant set with a non-Lorenz-like singularity accumulated by regular orbits and a multidimensional non-uniformly expanding invariant direction. Moreover, this attractor has a physical measure with full support and persists along certain submanifolds of the space of vector fields. As in the 3-dimensional Rovella-like attractor, this example is not robust. The construction introduces a class of multidimensional dynamics, whose suspension provides a Rovella-like attractor, which is partially hyperbolic, and whose quotient over stable leaves is a multidimensional endomorphism to which Benedicks-Carleson type arguments are applied to prove non-uniform expansion.
Introduction
Flows in compact (two-dimensional) surfaces are very well understood since the groundbreaking work of Peixoto [21, 22] . A theory of three-dimensional flows has steadily been developing since the characterization of robust invariant sets in [17] . Extensions of these techniques for higher-dimensional flows are well under way, see e.g. [16] . For non-robust but persistent attractors, like the Rovella attractor presented in [27] , there is still no higherdimensional analogue.
In a rather natural way, since low dimensional dynamics is much better understood than the dynamics of general systems, the techniques used in the mathematical analysis of threedimensional attractors for flows frequently depend on a dimensional reduction through projection along a stable manifold inside some Poincaré cross-section. This method yields a one-dimensional system whose dynamics can be nearly completely understood as well as the dynamics of its small perturbations.
In this work we start a rigorous study of a proposed higher dimensional analogue of the three-dimensional Rovella (or contracting Lorenz ) attractor. Other examples of higher dimensional chaotic attractors have been recently presented, e.g. by Bonatti, Pumariño and Viana in [9] and by [29] , but these are robust sets, while our construction leads to a persistent attractor.
In [9] , Bonatti, Pumarino and Viana define a uniformly expanding map on a higherdimensional torus, suspend it as a time-one map of a flow, and then singularize the flow adding a singularity in a convenient flow-box. This procedure creates a new dynamics on the torus presenting a multidimensional version of the one-dimensional expanding Lorenzlike map, and a flow with robust multidimensional Lorenz-like attractors: the singularity contained in the attractor may have any number of expanding eigenvalues, and the attractor remains transitive in a whole neighbourhood of the initial flow. The construction in [29] is also robust but yields a quasi-attractor: the attracting invariant set is not transitive but it is the maximal chain recurrence class in its neighborhood.
For the case of the Lorenz attractor and singular-hyperbolic attractors in general see e.g. [32] and [7] . The quotient of the return map to the global cross-section over the stable directions (see Figure 1 ) is the one-dimensional Lorenz transformation. Our goal is to construct a flow such that "after the identification by the stable directions", the first return map in a certain cross section M is a multidimensional version of the one-dimensional Rovella-map [27] .
A Rovella-like attractor is the maximal invariant set of a geometric flow whose construction is very similar to the one that gives the geometric Lorenz attractor, [11, 1, 7] , except for the fact that the eigenvalues relation λ u + λ s > 0 there is replaced by λ u + λ s < 0, where λ u > 0 and λ s is the weakest contractive eigenvalue at the origin. We remark that, unlike the one-dimensional Lorenz map obtained from the usual construction of the geometric Lorenz attractor, a one-dimensional Rovella map has a criticality at the origin, caused by the eigenvalue relation λ u + λ s < 0 at the singularity. In Figure 2 we present some possible "Rovella one-dimensional maps" obtained through quotienting out the stable direction of the return map to the global cross-section of the attractor, as in Figure 1 .
The interplay between expansion away from the critical point with visits near the criticality prevents this system to have uniform expansion and also prevents robustness, that is, the attractor is not transitive on a whole neighborhood of the original flow. However the Rovella attractors are persistent. That is, for generic parameterized families of vector Figure 2 . Several possible cases for the one-dimensional map for the contracting Lorenz model fields passing through the original vector field X 0 , the parameters corresponding to transitive attractors, with the same features of the Rovella attractor, form a positive Lebesgue measure subset and have positive density at X 0 . See [27] for the full statement.
Rovella-like and Lorenz-like attractors appear naturally in the generic unfolding of resonant double homoclinic loops, see e.g. [24, 25, 26, 18, 19] .
In our construction we follow the same strategy of [9] with two main differences. On the one hand, since we aim at a multidimensional Rovella-like map, we have to deal with critical regions, that is, regions where the derivative of the return map to a global cross-section vanishes. Because of this, proving the existence of non-trivial attractors for the flow arising from such construction requires a more careful analysis. Indeed, as in the one-dimensional case, depending on the dynamics of the critical region, every attractor for the return map may be periodic (trivial).
On the other hand, our construction leads to the presence of a pair of hyperbolic saddle equilibria accumulated by regular orbits inside the attractor but with different indexes (the dimension of their stable manifolds). This feature creates extra difficulties for the analysis of the possible dynamics arising under small perturbations of the flow.
Typically, when the critical region is non-recurrent (Misiurewicz maps in one-dimensional dynamics), most of the difficulties introduced by the critical region can be bypassed. That is one of the main reasons for us to construct a kind of multidimensional Misiurewicz dynamics. In general, such critical regions in dimension greater than one are sub-manifolds, and one cannot rule out that they intersect each other under the action of the dynamics. Albeit this, we shall exhibit a class of multidimensional Misiurewicz endomorphisms that appears naturally in a flow dynamics.
We start with a basic dynamics presenting an expanding invariant torus T k 1 that will absorve the image of the critical region after the singularization of the associated flow. By topological reasons, this map can not be seen as a time-one map of a suspension flow: locally its degree is not constant. To bypass this new difficulty, we realize this map as a first return map of a flow with singularities (after identification by stable directions). Afterwards, we singularize a periodic orbit of this flow, i.e. we introduce a new singularity s of saddle-type, with (k + 1)-dimensional unstable manifold and 4-dimensional stable manifold. Moreover, all the eigenvalues of s are real and if σ s,i , and σ u,j denote the stable and the unstable eigenvalues at s respectively, then max{σ s,i }+max{σ u,j } < 0 for 1 ≤ i ≤ 4 and 1 ≤ j ≤ k + 1. We say that this kind of singularity is a Rovella-like singularity. The resulting flow will present a multidimensional transitive Rovella-like attractor, supporting a physical measure.
The existence of the physical/SRB measure for the original flow is obtained taking advantage of the fact that, through identification of stable leaves, we can project the dynamics of the first return map of the flow to a global cross-section into a one-dimensional transformation with a Misiurewicz critical point.
Moreover we point out that the analysis of the dynamics of most perturbations of our flow cannot be easily reduced (perhaps not at all) to a one-dimensional model. This indicates that intrinsic multidimensional tools should be developed to fully understand this class of flows.
In addition, considering the perturbation of this flow along parametrized families we can show the existence of many parameters for which nearby flows exhibit an attractor with a unique physical measure by using the construction of a Poincaré return map to a cross-section of the flow exhibiting partial hyperbolicity and taking advantage of this weak hyperbolicity through a multidimensional extension of arguments of Benedicks-Carleson type. That is, we analyze the return of the orbits of the multidimensional critical set to itself under certain natural assumptions of slow recurrence and asymptotic expansion.
Preliminary definitions.
In what follows M is a compact boundaryless finite dimensional manifold and X 1 (M) is the set of C 1 vector fields on M, endowed with the C 1 topology. From now on we fix some smooth Riemannian structure on M and an induced normalized volume form m that we call Lebesgue measure. We write also dist for the induced distance on M and · for the induced Riemannian norm on T M. Given X ∈ X 1 (M), we denote by X t , t ∈ R the flow induced by X, and if
, a ≤ t ≤ b}. We say that a differentiable map f : M is C 1+ if the derivative Df of f is Hölder : there are α, C > 0 such that for every x ∈ M we can find parametrized neighborhoods U = φ(U 0 ) of x and V = ψ(V 0 ) of f (x) in M, where U 0 , V 0 are neighborhoods of 0 in R dim(M ) and φ, ψ are parametrizations of M, such that for all
A point p ∈ M is a periodic point for X t if X(p) = 0 and there exists τ > 0 such that X τ (p) = p. The minimal value of τ such that X τ (p) = p is the period of p. If p is a periodic point, we also say that the orbit O(p) = {X t (p) : t ∈ R} of p is a periodic orbit. A singularity σ is an equilibrium point of X t , that is, X(σ) = 0. If X(p) = 0 then we say that p is a regular point and its orbit O(p) is a regular orbit.
Let Λ be a compact invariant set of X ∈ X 1 (M). We say that Λ is an attracting set if there exists an trapping region, i.e. an open set U ⊃ Λ such that X t (U) ⊂ U for t > 0 and Λ = t∈R X t (U). Here A means the topological closure of the set A in the manifold we are considering.
We say that an attracting set Λ is transitive if it is equal to the ω-limit set of a regular X-orbit. We recall that the ω-limit set of a given point x with respect to the flow X t of X is the set ω(x) of accumulation points of (X t (x)) t>0 when t → +∞. An attractor is a transitive attracting set and a singular-attractor is an attractor which contains some equilibrium point of the flow. An attractor is proper if it is not the whole manifold. An invariant set of X is non-trivial if it is neither a periodic orbit nor a singularity. Definition 1.1. Let Λ be a compact invariant set of a C 1+ map f : M , c > 0, and 0 < λ < 1. We say that Λ has a (c, λ)-dominated splitting if the bundle over Λ splits as a Df -invariant sum of sub-bundles T Λ M = E s ⊕ E cu , such that for all n ∈ Z + and each
We say that a f -invariant subset Λ of M is partially hyperbolic if it has a (c, λ)-dominated splitting, for some c > 0 and λ ∈ (0, 1), such that the sub-bundle E s is uniformly contracting: for all n ∈ Z + and each x ∈ Λ we have
We denote by A the topological closure of the set A ⊂ M in what follows.
Non-uniform expansion ensures the existence of absolutely continuous invariant probability measures under some mild extra assumptions on g, see below. One property of such measures is that they have a "large ergodic basin". Definition 1.3. (physical measure and Ergodic basin for flows.) We say that an invariant probability measure µ is a physical measure for:
• the flow given by a field X : M → T M if there exists a positive Lebesgue measure B(µ) ⊂ M such that for all x ∈ B(µ) we have
ϕdµ for all continuous functions ϕ : M → R; • the map g : M → M if there exists a positive Lebesgue measure B(µ) ⊂ M such that for each x ∈ B(µ) we have
ϕ dµ for all continuous functions ϕ : M → R. The set B(µ) is called the ergodic basin of µ.
Statement of results.
To construct the attractor for the flow we first obtain Theorem A. For any k ∈ Z + , there exist a non-uniformly expanding map g of class C 1+ on a (k + 1)-manifold N, without any uniformly expanding directions, admitting an absolutely continuous invariant probability measure with full ergodic basin in N, whose Lyapunov exponents are all positive.
The map in the theorem above is obtained by quotienting out along stable directions the Poincaré map from the vector field X in the statement of the next theorem, as a higher dimensional version of Rovella's construction we describe in the rest of the paper.
Theorem B. For any dimension
on a m-dimensional manifold exhibiting a singular-attractor Λ, containing a pair of hyperbolic singularities s 0 , s 1 with different indexes in a trapping region U. Moreover (1) there exists a map R : Σ on a (k + 4)-dimensional cross-section Σ of the flow of X such that (a) the set Λ is the suspension of an attractor Λ Σ ⊂ Σ with respect to R; (b) R admits a 3-dimensional stable direction E s and (k + 1)-dimensional centerunstable direction E c such that E s ⊕ E c is a partially hyperbolic splitting of T Σ | Λ Σ ; (c) Λ Σ supports a physical measure ν for R.
(2) Λ is the support of a physical hyperbolic measure µ for the flow X t : the ergodic basin of µ is a positive Lebesgue measure subset of U and every Lyapunov exponent of µ along the suspension of the bundle E c is positive, except along the flow direction.
This singular-attractor Λ is not robustly transitive not even robust: there exist arbitrary small perturbations Y of the vector field X such that the orbits of the flow of Y , in a full Lebesgue measure set of points in U, converge to a periodic attractor (a periodic sink for the flow). The singular-attractor Λ is not partially hyperbolic in the usual sense (1) and (2) adapted to the flow setting, since we can only define the splitting on the points of Λ which do not converge to the singular points s 0 , s 1 , that is, we exclude the stable set of the singularities within Λ. The remaining set, however, has full measure with respect to µ. Since the equilibria s 0 , s 1 contained in Λ are hyperbolic with different indexes (i.e. the dimension of their stable manifolds) we believe the following can be proved.
Conjecture 1.
It is not possible to extend the dominated splitting on Λ away from equilibria to the equilibria s 0 , s 1 which belong to Λ.
In addition, the attractor Λ for X in U is such that the Jacobian along any 2-plane P x , inside the central subbundle E c x for Lebesgue almost all x ∈ U, is asymptotically expanded but not uniformly expanded, that is we can find a constant c > 0 such that lim t→+∞
log | det DX t | P x | can take an arbitrary long time (depending on x) to become positive.
In a similar way to [27] , we have the following result concerning to the persistence of our Rovella-like attractor along certain submanifolds of the space X 2 (M) of C 2 vector fields endowed with the C 2 topology.
Theorem C. For any k ∈ Z + , there exists a family P of C 2 vector fields on a (k + 2)-codimension submanifold in X 2 (M) such that
(1) the vector field X from Theorem B belongs to P and, for all Y ∈ P in a neighborhood U of X in X 2 (M), the Poincaré return map R Y to the cross-section Σ admits a 3-dimensional strongly contracting C γ foliation F, for some γ > 1. The induced map g Y on the quotient of Σ over F is a C γ endomorphism on a cylinder [−1, 1] × T k . (2) for vector fields Y ∈ U \ P, the Poincaré return map R Y to the cross-section Σ admits a one-dimensional strongly contracting C γ foliation F, for some γ > 1. The induced map g Y on the quotient of Σ over F is a C γ endomorphism on a manifold diffeomorphic to the unit ball in R k+3 .
For all vector fields Y ∈ U considered in Theorem C, the open set U of M is still a trapping region of the flow Y t and contains the orbit of a periodic sink p(Y ) (a hyperbolic periodic attracting orbit).
Regarding the ergodic properties of the set Λ Σ (Y ) = ∩ n∈Z + R n Y (Σ), which induce the ergodic properties of Λ(Y ) := ∩ t>0 Y t (U), we prove the following.
Theorem D. For a vector field Y ∈ U ∩ P, where U is the neighborhood of X and P the submanifold in X 2 (M) introduced at Theorem C, if the quotient map g Y sends the critical set inside the stable manifold of the sink p(Y ), then this stable manifold contains the trapping region U except for a zero Lebesgue measure subset.
For the remaining cases we conjecture that the quotient map behaves in a similar way to the typical perturbations of a smooth one-dimensional multimodal map. To make any progress in the understanding of this conjecture one needs to study the interplay between the critical set, the expanding behavior in some regions of the space, and the stable manifold of the sink, in a higher dimensional setting. We believe this will demand the development of new ideas in dynamics and ergodic theory.
1.3. Organization of the text. We present the construction of the vector field X in stages in Section 2. We start with the non-uniformly expanding higher dimensional endomorphism in Section 2.1, which proves Theorem A. Then we adapt this first construction to become the quotient of the return map of the flow we will construct, in Section 2.2. In Section 2.3 we start the construction of the singular flow we are interested in. This is done again in stages, and here we obtain a first candidate. Next we obtain the vector field X after perturbing the candidate in Section 2.4.
We study the properties of X and its unfolding in Section 3. We prove the existence of the dominated splitting for the return map to the cross-section and describe the construction of the physical measure with positive multidimensional Lyapunov exponents in Section 3.1, completing the proof of Theorem B. The details on the existence of the physical measure for the return map are left for Section 4, where "Benedicks-Carleson type" arguments are adapted to our higher-dimensional setting.
The unfolding of the vector field X is studied in Section 3.2, where Theorem C is proved and the argument for the proof of Theorem D is described. The proof of Theorem D is given in Section 5.
We end with two appendixes. Appendix A provides an adaptation of a major technical tool to our setting to prove the existence of an absolutely continuous measure for higher dimensional non-uniformly expanding maps. Appendix B provides a topological argument for the existence of a certain isotopy we need during the construction of the vector field X. a (southern hemisphere) summer visit V.A. and M.J.P. payed to Universidade Federal da Bahia, at Salvador. We thank the hospitality and the relaxed and inspiring atmosphere of Bahia.
The construction
Now we give an example of non-uniformly expading dynamics in higher dimensions which is interesting by itself since it does not exhibit any uniformly expanding direction. At the end of this subsection, we show how this yields a construction of an attractor with k + 1 non-uniformly expanding directions on a compact boundaryless (k + 5)-dimensional manifold M.
We start by defining a non-uniformly expanding endomorphism of a (
Clearly N has a natural differential structure:
which we name "torusphere" and is a manifold of dimension k + 1, see Figure 3 . Figure 3 . The "torusphere": each parallel is a k-torus.
We remark that this manifold is the boundary of 
for C ∞ diffeomorphisms ς ± : [0, 1] → I such that both ς + and ς − are monotonous decreasing. Moreover we assume that the critical order α is strictly between 1 and 2, 1 < α < 2, and that g 0 satisfies (see Figure 4) :
(1) g 0 (±1) = −1 and g 0 has exactly two fixed points, namely, p 0 = −1 and 0 < p 1 < 1;
It is well known that these maps are non-uniformly expanding and conjugated to the tent map (see the proof of Lemma 2.2 in what follows). Thus, in particular, they are topologically transitive and admit a unique absolutely continuous probability measure supported on the entire interval. Now we define f 1 :
It is easy to see that g takes meridians onto meridians and parallels onto parallels of the torusphere. This means that the derivative of g preserves the directions associated to such foliations. Claim 2.1. The map g is a non-uniformly expanding map.
Using polar coordinates, we can take a parametrization h :
The image of h covers N except for a null Lebesgue measure set. Therefore, the expression of g in these coordinates is
In the meridian directions, this implies that the derivative Dg(x) :
where N is embedded) the norm (t, z) := |t| 2 + z 2 /k, where z is the standard Euclidean norm in R 2k . Therefore
Along the directions of the parallels, given any j ∈ {1, . . . , k} the derivative Dg(x) takes the vector v j := (0, . . . , − cos(
.
We note that for w = k j=1 α j v j , the relation
also holds. Let us call E x the space generated by the directions of the parallels through x in T x N, and m(x) := inf w∈Ex Dg(x)·w| w the minimum norm (or conorm) of Dg(x) restricted to E x . We have
Thus we will have n Since c 0 = 0, Lemma 2.2 implies that for every given t ∈ I \{0} the inequality |g n 0 (t)| ≤ |t| is true for infinitely many values of n ≥ 1. This implies that lim inf
Denoting F x the direction of the meridian at T x N, for x = (t, Θ), we also showed that lim inf
for Lebesgue almost every t ∈ I, which is strictly negative by known results on unimodal maps (see e.g. [10] ). From (3) and (4) we obtain lim sup
Hence, according to [23] , g is a non-uniformly expanding map since, besides (5), the orbit of the critical set clearly does not accumulate the critical set. This ensures that g admits an absolutely continuous invariant probability measure, which is unique because g is a transitive map (see the proof of Lemma 2.2 below).
Proof of Lemma 2.2. It is not difficult to see that g 0 is topologically conjugated to the Tent Map T (x) := 1 − 2|x| for x ∈ I under some homeomorphism h of the interval I. Indeed, searching for h of the form h(x) = x + u(x) on each interval [−1, 0] and [0, 1] for some continuous u : ±[0, 1] → I with small C 0 -norm, we get the relation
For x ∈ [0, 1] we have h(x) ≥ 0 and so we obtain
We remark that from this relation it follows that u(0) = u(1) = 0 and, moreover, the right hand side is strictly smaller than 1/2 uniformly on [
) admits an inverse. Analogously for the conjugation equation on [−1, 0]. So we can find h = I + u with u having C 0 norm < 1, as needed to ensure that h is invertible, thus a homeomorphism of I.
This guarantees that g 0 is transitive and, in particular, has no attracting periodic orbits.
) is a T -invariant Cantor set with zero Lebesgue measure, for each 0 < ε < 1. Thus K 0 := h(K) is also a g 0 -invariant Cantor set such that, for some δ > 0 and every
That is, K 0 is the set of points whose future orbits under g 0 do not visit a neighborhood V 0 of the critical set, so that g 0 | (I \ V 0 ) is a C ∞ map acting on K 0 , by the definition of g 0 . Hence in K 0 we have no critical points and no attracting periodic orbits, thus the restriction g 0 | K 0 : K 0 → K 0 is a uniformly expanding local diffeomorphism by Mañé's results in [14] .
Therefore the Lebesgue measure of K 0 is zero, for otherwise this set would have a Lebesgue density point p. Since g 0 is C ∞ is a neighborhood of K 0 , this would imply that K 0 would contain some interval J (see e.g. [31] or [5] ). But g 0 is uniformly expanding on K 0 , thus the length of the successive images g k 0 (J) of J would grow to at least the length of one of the domains of monotonicity of g 0 , in a finite number of iterates. The next iterate would contain the critical point, contradicting the definition of K 0 .
It follows that the set E(δ) of points of I which do not visit a δ-neighborhood of c 0 under the action of g 0 has zero Lebesgue measure, for all small δ > 0. This ensures that
) has full measure, and for points in this set there are infinitely many iterates visiting any given neighborhood of c 0 .
2.2.
The unperturbed basic dynamics. We now adapt the example in Section 2.1 in order to obtain a map f which will be a kind of Poincaré return map for a singular flow, that we will perturb later to obtain a Rovella-like flow. We again construct a map f in the torusphere by defining its action in the meridians and parallels.
Let f 0 : I → I be a C 1+ non-flat unimodal map with the critical point c = 0, that is,
for smooth monotonous increasing diffeomorphisms ψ ± : [0, 1] → I. Moreover we assume that the critical order α is at least 2 and that f satisfies (see Figure 5 ): (1) f 0 (±1) = −1, f 0 has exactly three fixed points:
is positively invariant by f and a uniform repeller, see Figure 6 . Figure 6 . The parallel corresponding to the expanding fixed point is a uniform repeller for f , a vector u tangent to a meridian, and a vector v tangent to a parallel.
The unperturbed singular flow. Here we build a geometric model for a (
is the expanding map defined in section 2.1. Such map has a lift to an inverse limit which is a higher dimensional version of a Smale solenoid map, see [28] .
More precisely, as shown in Appendix B, given a solid k-torus T := T k × D, where D = {z ∈ C : |z| ≤ 1}, there exists a map S : e(T) → e(T) defined on the image of a smooth
s by a uniform contraction rate λ ∈ (0, 1). We remark that T k is the quotient of e(T) over F s . From now on we identify e(T) with T and T k with e(T k × 0). The map S is the higher dimensional version of a Smale solenoid map we mentioned above.
We also have (see Appendix B) that there exists an smooth isotopy φ t :
between S = φ 1 and the identity map φ 0 on B k+2 . We define a flow between two cross sections Σ j = π 1 (I 2 × {3 − j} × B k+2 ), j = 1, 2, by
and
We note that Σ j ≃ I × B k+3 naturally for any j = 1, 2. We extend this flow so that there exists a Poincaré return map from Σ 2 to Σ 1 with the properties we need. For this we take a linear flow on R 3 × R k+2 with a singularity s 0 at the origin having real eigenvalues λ 1 > 0, and λ 1 + λ j < 0 for 2 ≤ j ≤ k + 5. For simplicity, we also assume that λ j = λ 3 for all j ≥ 4 and that α := −λ 3 /λ 1 and β := −λ 2 /λ 1 satisfy β > α + 2. This last strong dissipative condition on the saddle s 0 ensures that the foliation corresponding to the x 2 direction is dominated, and so persists for all C 2 nearby flows. We note that the subspace {0} × R 2 × B k+2 , excluded from further considerations, is contained in the stable manifold of s 0 and so its points never return no Σ j .
We write (x 1 , x 2 , 1, W ) for a point on Σ 2 , with x i ∈ R and W ∈ B k+2 , and consider the cross-sections
} to the flow and the Poincaré first entry transformations given by (see Figure 7 ):
The maps L ± given in (6) are clearly Hölder maps in their domain of definition. Moreover the time the flow needs to take the point (x 1 , x 2 , 1, W ) to Σ ± is given by − log |x 1 |, where |x 1 | is the distance to the local stable manifold of s 0 on Σ 2 . Now we define diffeomorphisms from the image of L ± to Σ 1 which can be realized as the first entry maps from Σ ± to Σ 1 under a flow defined away from the origin in R k+5 . Since we want to define a flow with an attractor containing the origin in R k+5 , we need to ensure that the return map defined on Σ 1 through the composition of all the above transformations does preserve the family of tori together with their stable foliations. Moreover the quotient of this return transformation over the stable directions should be the map f . We write these transformations as
where C > 0 is big enough so that the map restricted to the first 3 coordinates is injective and thus a diffeomorphism with its image. We recall that ψ ± is part of the definition of
The starting singular flow with the transformations Y 1 , L ± and the projections π 1 and π 2 .
the one-dimensional map f 0 . The diffeomorphisms Ψ ± : [0, 1] → I are chosen to ensure that the quotient map is well defined on N, as follows:
and we set Ψ ± (0) := ∓1 and Ψ ± (1) = ±1. We remark that Ψ ± are diffeomorphisms, see Figure 7 . Indeed both the numerator and denominator inside the square root can be written as a Taylor series around z 3 = 1 with an expression like const
for some non-zero constant, thus Ψ ± is differentiable at 1. Now ψ ± can be expanded around z 3 = 0 as 1 + const · z 3 + o(|z 3 |) for some positive constant. Hence 1 − (ψ ± ) 2 can be expanded as 1
Now we check that the return map R 0 given by
can be seen as a map on N. Indeed notice that Y 1 commutes with π 1 by construction and that for
Hence we get
where x 1 > 0 and φ 1 = F by the definition of Y 1 . Analogous calculations are valid for x 1 < 0 taking the maps T − and L − into account. By the definition of φ t we get that
Remark 2.4. The contracting direction along the eigendirection of the eigenvalue λ 2 can be made dominated by the other directions in this construction by increasing the contraction rates given by C and λ 2 . This is very important to ensure the persistence of the stable lamination, see e.g. [13] and Section 3.1. This is why we assumed the strong dissipative condition β > α + 2 on the saddle equilibrium s 0 . We note that this domination is for the action of the flow we are constructing.
We now remark that quotienting out the contracting directions of F s we obtain the map f on N. Indeed, each element of the quotient can be seen as the image of the following projection π 2 :
Remark 2.5. We take advantage of the fact that the hyperplanes {x 1 = ±1} can be identified to a single point due to the dynamics ofĝ 0 . If we do not perform this type of identification, i.e. if we consider instead the projection π 3 :
, then we get a cylinder I × T k as the domain of the quotient map, instead of the torusphere N, and likewise
is the expanding map on the k-torus defined in Section 2.1.
2.3.1.
Localizing some periodic orbits of the flow. The vector field X 0 just constructed has a flow with an attracting periodic orbit, the orbit of P 0 = π 1 (−1, y * , 2, 0) for some y * ∈ I. Indeed, we note that −1 is an attracting fixed point for the one-dimensional map f 0 and that the f 0 orbit of almost every x ∈ I tends to −1. Then, since on the second coordinate in Σ 2 we have a strong contraction under the action of R 0 , this ensures that there exists y * as above satisfying R 0 (π 1 (−1, y * , 2, 0)) = π 1 (−1, y * , 2, 0). We note that along the x 1 and x 2 directions the flow clearly is a contraction. Moreover, for x in the interval (−1, p 1 ), the "toruspherical coordinates" of π 1 (x, y, 2, W ) (that is, the last coordinate of dimension k + 2) tend to 0 since they are multiplied
In addition the fixed point p 1 of f 0 corresponds to a hyperbolic invariant subset for the flow inside the solid torus P 1 = π 1 ((p 1 , y * , 2) × T) for some y * ∈ I. We observe that quotienting out the stable directions we get the invariant torus T k 1 as already mentioned before, see Figure 7 .
Finally the orbit of P 2 = π 1 (1,ȳ, 2, 0) is in the stable manifold of P 0 for anyȳ ∈ I. Indeed it returns to the stable leaf {π 1 (−1, y, 2, 0) : y ∈ I} and never leaves this leaf in all future returns. In the quotient π 2 (Σ 2 ) the point P 0 is fixed and P 2 is one of its preimages under f .
2.4.
Perturbing the original singular flow. Now we make a perturbation X of the vector field X 0 constructed in the previous section to obtain a Rovella-like attractor.
From now on we assume that P 2 is the point where the component of the unstable manifold of s 0 through Σ + first arrives at I 2 × {2} × B k+2 . We consider then the positive orbit of P 2 up until it returns toΣ 2 . By construction the return point R 0 (P 2 ) has the expressionP = π 1 (−1,ŷ, 2, 0), so it returns in π 2 (−1, 0), after the quotient through π 2 . Figure 8 . This represents the initial flow before the perturbation and the one-dimensional quotient.
This is a regular orbit, so it admits a tubular neighborhood. We can assume that the orbit chosen above returns toΣ 2 close enough to P 0 , that isŷ is close to y * . We also assume that P 1 is also very close to P 0 so that the tubular neighborhood contains both P 0 and P 1 , see Figure 8 .
We note that since P 0 is a hyperbolic attracting orbit it is easy to extend the tubular neighborhood to its local basin of attraction whose topological closure contains P 1 . Figure 9 . The perturbed singular flow seen through the projections π 1 and π 2 .
In this setting we can now perturb the flow inside the tubular neighborhood in the same way as to produce a kind of Cherry flow, introducing two hyperbolic saddle singularitieŝ s and s 1 . Here the extra dimensions are very useful to enable us to introduce such saddle fixed point with the adequate dimensions of stable and unstable manifolds. The saddle s 1 has k + 1 expanding eigenvaluesλ 0 , . . . ,λ k , the remaining 4 contracting eigenvalues λ j , j = k + 1, . . . , k + 4, and s 1 is sectionally dissipative:λ i +λ j < 0 for all i ≤ k and j > k. In fact the extra dimensions are essential to allow the construction of such a saddle.
The other saddleŝ has k + 2 expanding eigenvalues and 3 contracting ones. We assume that this perturbation is done in such a way that the (k + 1)-dimensional unstable manifold of s 1 contains T k 1 , see Figure 9 , and the stable manifold of s 1 is everywhere tangent to the subspace given by the direction of the stable manifolds of the solid tori together with the x 2 direction. In this way we can still quotient out the stable leaves, which are preserved by the perturbed flow.
Remark 2.6. Since P 2 is part of the unstable manifold of s 0 , then we have constructed a saddle connection between s 0 and s 1 . Because the stable manifold of s 1 is 3-dimensional, we can keep the connection for nearby vector fields restricted to a (k + 2)-codimension submanifold of the space of all smooth vector fields: all we have to do is to keep one branch of the one-dimensional unstable manifold of s 0 contained in the 3-dimensional local stable manifold of s 1 , and this submanifold has codimension k + 2. See Figure 10 .
The action of the first return map R of the new flow X t to Σ 2 , on the family of stable leaves which project to the interval [p 1 , 1], equals (except for a linear change of coordinates) the map g presented in Section 2.1, see Figure 9 . That is, we have a multidimensional Figure 10 . The connection between s 0 and s 1 .
non-uniformly expanding transformation as the quotient of the first return map. This transformation sends each k-torus in N to another k-torus and so it can be further reduced to the interval map g 0 , by considering its action on the tori.
Remark 2.7. The introduction of the saddle-connection changes the return time of the points in Σ 2 under the new flow, but we can assume that the distance from the stable manifold of s 1 of the orbit of (x 1 , x 2 , 2, W ) ∈ Σ 2 near s 1 is given by the x 3 coordinate of
Therefore the Poincaré return time is now bounded, after Remark 2.3, by some uniform constant plus const · log |x 1 |. The value |x 1 | equals the distance of (x 1 , x 2 , 2, W ) to the critical set of g.
This reduction to a one-dimensional model will be essential to our analysis of the existence of a absolutely continuous invariant probability measures for g and the existence of a physical probability measure for the attracting set of the flow near the origin.
2.4.1. The attracting set and an invariant stable foliation. We note that the set
, which is an attracting set for R, that is, R( U ) ⊂ U. Hence the saturation Λ = ∪ t∈R X t (Λ Σ ) is also an attracting set for X t such that Λ Σ = Λ ∩ Σ 2 . It is easy to see that every point z = π 1 (x 1 , x 2 , 1, W ) of Λ Σ belongs to the solenoid attractor in {(x 1 , x 2 , 1)} × B k+2 . Therefore it is straightforward to define a local stable foliation F ss through the points of Λ Σ : we define F ss z to be the stable disk through z of the solid torus {(x 1 , x 2 , 1)} × φ 1 (T). Hence we get a DR-invariant continuous and uniformly contracting subbundle E ss of T Λ Σ given by E ss z = T z F ss z . From the existence of the invariant contracting subbundle E ss over T Λ Σ , we can define the normal subbundle
k+2 , and use this pair of continuous bundles to define a stable cone field and the complementary cone field
Is is clear that the bundle of tangent spaces to {I × {(x 2 , 1)} × B k+2 } x 2 ∈I is invariant under DR, under both forward and backward iteration. Moreover, we have that C s is strictly invariant under backward iteration by DR and, consequently, the complementary cone is invariant under forward iteration by DR. Therefore vectors in C u (z) make an angle with vectors in E ss z uniformly bounded away from zero. We use this in the next section to prove the existence of a dominated splitting over T Λ Σ .
Consequences for the vector field and its unfolding
We now show that the flow of X is chaotic with multidimensional expansion, and consider its perturbations.
3.1. X is chaotic with multidimensional nonuniform expansion. We observe that, since we have a one-dimensional quotient map where the critical point is mapped to a repelling fixed point, we are in the setting of "Misiurewicz maps", see the right hand side of Figure 9 .
We note that the map on the torusphere for the perturbed flow is non-uniformly expanding in all directions, because the non-uniformity is seen on every direction away from the repelling torus T k 1 , and because the singularity contracts also in every direction, see Figure 11 . This was already proved in Section 2.1. Figure 11 . The last perturbation defining the flow X. We can project the dynamics into a one-dimensional map.
3.1.1. Invariant probability measure. The results in Section 4 ensure that there exists an ergodic absolutely continuous invariant probability measure υ for the transformation g, which is the action of the first return map R of the flow of X to Σ 2 on the stable leaves. Indeed g satisfies all the conditions of Theorem 4.5 since its quotient g 0 is a Misiurewicz map of the interval. Moreover υ is an expanding measure: all Lyapunov exponents for υ-a.e. point are strictly positive, as shown in Section 2.1. From standard arguments using the uniformly contracting foliation through Λ Σ (recall Section 2.4.1), see e.g. [8, Section 6], we can construct an R-invariant ergodic probability measure ν, whose basin has positive Lebesgue measure on Σ 2 , and which projects to υ along stable leaves. Finally, using a suspension flow construction over the transformation R we can easily obtain (see [8, Section 6] for details) a corresponding ergodic physical probability measure µ for the flow of X, which induces ν as the associated R-invariant probability on Σ 2 .
We claim that µ is a hyperbolic measure for X t with k + 1 positive Lyapunov exponents. To prove this, we first obtain a dominated splitting for the tangent DR of the return map R which identifies the bundle of directions with nonuniform expansion.
3.1.2. Strong domination and smooth stable foliation. We now consider the return map R to Σ 2 and show that the subbundle E s corresponding to the tangent planes to the local stable leaves of the solenoid maps is "strongly γ-dominated" by the non-uniformly expanding direction "parallel" to the toruspheres, for some γ > 1.
Let F s a,b be the bidimensional stable foliation of the solenoid map acting on the section {x 1 = a, x 2 = b} ∩ (I 2 {1} × B k+2 ) for each (a, b) ∈ I 2 . Then, from the expression (7)
2 ) 1/2 . We can estimate expansion/contraction rates of the derivative of the quotient map g as in Section 2.1. Since this map is obtained through a projection of R along F s , the real expansion and contraction rates of the derivative of R along any direction in the complementary cone C u are bounded by the corresponding rates of Dg up to constants. These constants depend on the angle between the stable leaves and the direction on the complementary cone field, which is uniformly bounded away from zero.
Hence, recalling that m(x) is the minimum norm of Dg(x) for x = π 1 (t, b, 1, z, Θ) with t ∈ I, z ∈ D and Θ ∈ [0, 2π) k , to obtain the smoothness of the foliation, it is enough to get that
is bounded by some constant uniformly on every point x, for some γ > 1 and ω > 0. This implies that for a small enough λ > 0 we have
, since ω > 0 and m(x) is bounded from above. This ensures (see [12, Theorem 6 .2]) that F s is a C γ foliation, so that holonomies along the leaves of F s are of class C γ . From Section 2.1 we know that
, and (9)
Hence d(x) = d(t) only depends on t ∈ I. Now we note that for t ∈ I \ {−1, 0, 1} the quotient d(t) is continuous. Therefore, if we show that d can be continuously extended to {−1, 0, 1}, then d is bounded on I and λd(t) can be made arbitrarily small letting the contraction rate λ be small enough, which can be done without affecting the rest of the construction. Having this concludes the proof of the smoothness of F s . Finally, we compute, on the one hand lim t→±1 |cos( 
For 1 < α < 2 we have α/(2(α − 1)) > 1 so that, in this setting, we can take γ > 1 and ω > 0 in order that α/2 −(γ + ω)(α −1) ≥ 0. Hence d can also be extended continuously to 0. This concludes the proof that F s is strongly dominated by the action of DR along the directions on the complement C u of the stable cone field, so that it becomes a C γ foliation. Now we define the subspace E to be the sum of the tangent space E s := T F s to F s with the x 2 direction E ss on Σ 2 , i.e. E := E ss ⊕E s . This bundle E is a DR-invariant contracting subbundle which is also strongly dominated by the directions on the center-unstable cone C u (see Section 2.4.1), since the direction E ss can be made even more strongly contracted than the bundle E s , see Remark 2.4. In fact, the same argument as above, especially the relation (11), is analogous. The foliation F tangent to E is then uniformly contracting, with 3-dimensional C 1 -leaves and C γ holonomies, for some γ > 1.
Remark 3.1. The foliation F ss is a subfoliation of F in the sense that every leaf γ ∈ F admits a foliation γ ∩ F ss by leaves of F ss tangent to E ss at every point.
Remark 3.2.
Arguing with the flow of X, there exists a one-dimensional foliation F ss tangent to the one-dimensional field of directions ∪ t≥0 DX t (E ss z ), since this line bundle is uniformly contracted by X t . This one-dimensional bundle is also strongly dominated by the "saturated" bundle ∪ t≥0 DX t (E s ⊕ E X ), by the choice of the constants C and β in the construction of the vector field, see Section 2.3.
We can now complete the construction of the center subbundle E c . The domination just obtained shows that the complementary cone field C u through the points of Λ Σ is strictly invariant by forward iteration under DR, so there exists a unique DR-invariant subbundle E c contained in C u and defined on all points of Λ Σ . We thus obtain a dominated splitting E s ⊕ E c of the tangent bundle of Σ 2 over Λ Σ .
3.1.3. Hyperbolicity of the physical measure. The suspension µ of the ergodic and physical invariant probability measure ν for R is also an ergodic and physical measure for X t on U. In addition, denoting τ (z) the Poincaré return time for z ∈ Σ 2 (which a well defined smooth function except on {0} × I × {1} × B k+2 ) and τ
is the projection parallel to the direction X(z) of the flow at z ∈ Σ 2 . Therefore we can write, for z ∈ Σ 2 such that R n (z) is never in the local stable manifold of
But τ n (z)/n − −− → n→∞ ν(τ ) is finite for z in the basin of ν. Indeed, by Remark 2.7, τ (z) is essentially the logarithm of the distance to the critical set of R, i.e. the intersection of the local stable manifold of s 0 with Σ 2 . Indeed, the main contribution to the return time comes from the time it takes z ∈ Σ 2 to pass near the singularities, which is given by the logarithm of the distance to Σ 2 ∩ W s loc (s 0 ) and this same value controls the time it takes the point to pass near s 1 also, except for a multiplication by a positive constant, because of the local expression of the flow near a hyperbolic equilibrium and by the form of the connection between s 0 and s 1 , see Figure 10 and Remark 2.7.
In the quotient dynamics of R, i.e. for the map f on N, the function τ is comparable to the logarithm of the distance to the critical set. This function is ν-integrable as a consequence of the non-uniformly expanding properties of the map f , as stated in Theorem 4.5 of Section 4.
Hence (12) implies that the Lyapunov exponents along µ-almost every orbit of X t are positive along the directions of the bundle E cu (X t (z)) := DX t (E c (z) ⊕ RX(z)) for z ∈ Λ with the exception of the flow direction (along which the Lyapunov exponent is zero).
In this way we show that the attractor for the flow of X is chaotic, in the sense that it admits a physical probability measure with k + 1 positive Lyapunov exponents.
3.2. Unfolding X. The E ss direction on Σ 2 can be made uniformly contracting with arbitrarily strong contraction rate (see Section 2.3 and Remark 2.4). Moreover, the x 2 direction is dominated by all the other directions under the flow X t . Thus E ss is a stable direction for the flow over Λ which is dominated by any complementary direction.
Hence this uniformly contracting foliation F We have scarce information about the dynamics of this map: it has a sink p(Y ) (the continuation of the sink of R) and is C γ close to the quotient of the map R over the foliation F ss X . Thus, for points outside a neighborhood of π ss Y (ℓ) and away from the stable manifold of p(Y ), we should have "hyperbolicity" for g Y due to proximity of R Y to R, that is, there is a pair of complementary directions on the tangent space such that one is expanded and the other contracted by the derivative of g Y . The interplay of this hyperbolic-like behavior with the behavior near ℓ is unknown to us. However, we can be more specific along certain submanifolds of the space of vector fields, as follows.
3.2.1. Keeping the domination on Σ 2 under perturbation. The argument presented in the Section 3.1.2, proving smoothness of a 3-dimensional stable foliation F after quotienting by π 1 , strongly depends on the fact that π 1 identifies every point whose first coordinate is 1, which is represented by an infinite contraction there. We just have to consider (11) , which holds because the point 0, corresponding to the intersection of Σ 2 with the local stable manifold of s 0 , is sent by g 0 to 1 on each side, that is g 0 (0 ± ) = lim t→0 ± g 0 (t) = 1. In order to keep the strong domination for a perturbation Y of X in the C 2 topology, we restrict the perturbation in such a way that the corresponding points P 2 (Y ) and P 3 (Y ) are in the same stable leaf ξ ∈ F Y . This is well defined according to Remark 3.2, see Figure 7 for the positions of P 2 and P 3 . Here P 2 (Y ) and P 3 (Y ) are the points of first intersection of each branch W u (s 0 ) \ {s 0 } of the one-dimensional unstable manifold of the equilibrium s 0 . We note that we can write each branch as an orbit of the flow of Y and so the notion of first intersection with Σ 2 is well defined. This restriction on the vector field corresponds to restricting to a (k + 4)-codimension submanifold P of the space of vector fields X 2 (M). In this way, on the one hand, the same arguments of Section 3.1.2 can be carried through and the strong domination persists for vector fields Y ∈ P. On the other hand, this implies that there exists a R Y -invariant 3-dimensional contracting C γ foliation F Y of Σ 2 , for some γ > 1, with C 1 leaves, for all vector fields Y close enough to X within P. We can then quotient R Y over the leaves of F Y to obtain a (k + 1)-dimensional map g Y . We note that, defining the cylinder C := I ε × {0} × {1} × e(T k × 0) (diffeomorphic to I ε × T k ) inside I ε × I × {1} × B k+2 (recall that I ε = (−1 − ε, 1 + ε)) we have that the initial foliation F is everywhere transverse to C. Therefore, since C is a proper submanifold, the continuation F Y is still transverse to C for Y ∈ N ∩P. Hence we can define a corresponding quotient map g Y : I ε × T k which will not be, in general, either a direct or skew-product along the I ε and T k directions. We observe that g Y is close to f 0 ×f 1 on I ×T k , recall Remark 2.5 during the construction of the original flow. Hence for pieces of orbits which remain away from a neighborhood of the critical set and away from the basin of the sink, we have uniform expansion in all directions (akin to condition C on the statement of Theorem 4.5).
3.2.2.
Keeping the saddle-connection. In addition to keeping the foliation F, we may impose the restriction already mentioned in Remark 2.6 to keep also the connection between s 0 and s 1 : the component of the unstable manifold of s 0 through Σ + (i.e. the orbit of P 2 (Y )) is contained in the stable manifold of s 1 , a (k + 1)-codimension condition on the family of all vector fields Y C 2 close to X. Let N be the submanifold of such vector fields in a neighborhood of X.
Therefore we can ensure that there exists a stable foliation F Y nearby F X for every vector field Y ∈ N ∩ P, invariant under the corresponding return map R Y . We can again quotient R Y over the leaves of F Y to obtain a (k + 1)-dimensional map g Y . We observe that N ∩ P will have codimension 2k + 5 since the conditions defining N and P are independent.
3.2.3. Keeping the one-dimensional quotient map. We can also perturb the vector field X within the manifold N ∩ P keeping the saddle-connection in such a way that we obtain a one-dimensional C 1+ quotient map. In this setting we can apply Benedicks-Carleson exclusion of parameters techniques along these families of flows, exactly in the same way Rovella proved his main theorem in [27] . So we have an analogous result to Rovella's if we perturb the flow keeping the symmetry which allows us to project to a one-dimensional map, that is, if g Y is a skew-product over I ε . Figure 12 . A symmetrical unfolding. We can still project the dynamics into a one-dimensional map.
Since we have a well defined strong stable foliation for the Poincaré map, we can quotient out along such stable foliation obtaining a map in the torusphere. By keeping the symmetry we mean that we unfold our Misiurewicz type flow preserving the invariance of each parallel torus in the torusphere. We can consider families which unfold the criticality introduced by the singularity s 1 (as in the right hand side of Figure 2 ) and/or unfold the intersection of the unstable manifold of s 1 with T k 1 , see Figure 12 . Once more, this permits us to reduce the study of the attractor to a one-dimensional problem.
In the very small manifold within P ∩N where the one-dimensional quotient map is kept, we can argue just like Rovella in [27] obtaining the same results.
3.2.4.
Loosing the one-dimensional quotient map. We note also that, even if we keep the saddle-connection, it is very easy to perturb this flow to another arbitrarily close flow such that the quotient to a one-dimensional map is not defined, as the left hand side of Figure 13 suggests. Figure 13 . On the left: a non-symmetrical perturbation. We cannot reduce the analysis to a one-dimensional map. On the right: An open region nearby the singularity is sent into the basin of a sink. Figure 7) . In this case we still have a quotient map g Y : I ε × T k but it is no longer a skew-product over I ε .
3.2.6. Returning away from the sink. We conjecture that, in the situation depicted in the left side of Figure 13 , that is, we have a non-skew-product map g Y but the image of P 2 (Y ) under R Y does not intersect the basin of the sink P 0 , either with or without a saddleconnection between s 0 and s 1 , then it is always true that there exists an expanding (all Lyapunov exponents are positive) physical measure with full basin outside the basin of the sink.
The motivation behind this conjecture is that g Y is close to g 0 and away from the singular set and away from the basin of the sink we have uniform expansion, since this behavior was present in the original map g 0 and is persistent. Therefore, we have the interplay between expansion and a critical region which will be approximately a circle on the cylinder I ε ×T k . This setting is similar to the one introduced by Viana in [30, Theorem A] and carefully studied in e.g. [6, 2, 5] .
3.2.7.
Returning inside the basin of the sink. On the one hand, the perturbation can send points nearby P 2 into the basin of the sink P 0 , either with or without a saddle-connection between s 0 and s 1 , as shown in the right hand side of Figure 13 . We prove, in Section 5, that this implies that the basin of the sink grows to fill the whole manifold Lebesgue modulo zero, for such vector fields in the submanifold P ∩ N.
Higher dimensional Benedicks-Carleson conditions
To present the statement and proof of the existence of an absolutely continuous invariant probability measure on the setting of higher dimensional maps, we need to recall some notions from non-uniformly expanding dynamics. 4.1. Non-flat critical or singular sets. Let f be a C 1+ local diffeomorphism outside a compact proper submanifold S of M with positive codimension. The set S may be taken as some set of critical points of f or a set where f fails to be differentiable. The submanifold S has an at most countable collection of connected components {S i } i∈N , which may have different codimensions. This is enough to ensure that the volume or Lebesgue measure of S is zero and, in particular, that f is a regular map, that is, if Z ⊂ M has zero volume, then f −1 (Z) has zero volume also. In what follows we assume that the number of connected components of S is finite. It should be possible to drop this condition if we impose some global restrictions on the behavior of the map f , see [20] for examples with one-dimensional ambient manifold M of non-uniformly expanding maps with infinitely many critical points. We do not pursue this issue in this work.
We say that S ⊂ M is a non-flat critical or singular set for f if the following conditions hold for each connected component S i . The first one essentially says that f behaves like a power of the distance to S i : there are constants B > 1 and real numbers α i > β i such that α i − β i < 1, 1 + β i > 0 and on a neighborhood U i of S i (where U i ∩ S j = ∅ if j = i and we also take
Moreover, we assume that the functions log | det Df (x)| and log Df (x)
are locally Lipschitz at points x ∈ U i with Lipschitz constant depending on dist(x, S): for every x, y ∈ U i with dist(x, y) < dist(x, S i )/2 we have
The assumption that the number of connected components is finite implies that there exists β > 0 such that max i {|α i |, |β i |} ≤ β and we also assume that for all
The case where S is equal to the empty set may also be considered. 
Hyperbolic times.
We write x i = f i (x) for x ∈ M, i ≥ 0, and also S f n ϕ(x) = S n ϕ(x) = n−1 i=0 ϕ(x i ), n ≥ 1 for the ergodic sums of a function ϕ : M → R with respect to the action of f , in what follows. For the next definition it will be useful to introduce dist δ (x, S), the δ-truncated distance from x to S, defined as dist δ (x, S) = dist(x, S) if dist(x, S) ≤ δ, and dist δ (x, S) = 1 otherwise. From now on we write ψ(x) = log Df (x) −1 and D r (x) = − log dist r (x, S) for x ∈ M \ S and r > 0.
Let β > 0 be given by the non-flat conditions on S, and fix b > 0 such that b < min{1/2, 1/(4β)}. Given c > 0 and δ > 0, we say that h is a (e c , δ)-hyperbolic time for a point x ∈ M if, for all 0 ≤ k ≤ h,
We convention that an empty sum evaluates to 0 so that the above inequalities make sense for all indexes in the given range. We say that the frequency of (e c , δ)-hyperbolic times for x ∈ M is greater than θ > 0 if, for infinitely many times n, there are h 1 < h 2 · · · < h ℓ ≤ n which are (e c , δ)-hyperbolic times for x and ℓ ≥ θn.
The following statement summarizes the main properties of hyperbolic times. Proposition 4.1. There are 0 < δ 1 < δ/4 and C 1 > 0 (depending only on δ and σ) such that if h is a (e c , δ)-hyperbolic time for x, then there is a hyperbolic neighborhood V x of x = x 0 in M for which (1) f h maps V x diffeomorphically onto the ball of radius δ 1 around x n ;
Item (3) above, which is not found in [4] , is an easy consequence of item (2): for every
So each point y in a hyperbolic neighborhood as above satisfies
and the last term is o(δ).
In what follows we say that an open set V is a hyperbolic neighborhood of any one of its points x ∈ V , with (e c/2 , δ)-distortion time h (or, for short, a (e c/2 , δ)-hyperbolic neighborhood ), if the properties stated in items (1) through (4) of Proposition 4.1 are true for x and k = h.
We also say that a given point x has positive frequency of hyperbolic neighborhoods bounded by θ > 0 if there exist c, δ > 0 and neighborhoods V h k of x with (e c , δ)-distortion time h k , for all k ≥ 1, such that for every big enough k we have k ≥ θh k .
4.3.
Existence of many hyperbolic neighborhoods versus absolutely continuous invariant probability measures. Hyperbolic times appear naturally when f is assumed to be non-uniformly expanding in some set H ⊂ M: there is some c > 0 such that for every x ∈ H one has lim inf
and points in H satisfy some slow recurrence to the critical or singular set: given any ε > 0 there exists δ > 0 such that for every x ∈ H lim sup
The next result has been proved in [4, Theorem C & Lemma 5.4]. It provides sufficient conditions for the existence of many hyperbolic times along the orbit of points satisfying the non-uniformly expanding and slow recurrence conditions. Theorem 4.3. Let f : M → M be a C 1+ local diffeomorphism outside a non-flat critical or singular set S ⊂ M. If there is some set H ⊂ M \ S such that (14) and (15) hold for all x ∈ H, then for any given 0 < ξ < 1 and 0 < ζ < bc there exist δ > 0 and θ > 0 such that the frequency of (e −cξ , δ)-hyperbolic times for each point x ∈ H is bigger than θ. Moreover for such hyperbolic times h we have S h D δ (x) ≤ ζh.
Together with Proposition 4.1 the results from Theorem 4.3 ensure the existence of positive frequency of hyperbolic neighborhoods around Lebesgue almost every point.
This will imply the existence of absolutely continuous invariant probability measures for the map f through the following result from [23] .
1+ local diffeomorphism outside a non-degenerate exceptional set S ⊂ M. If there are c, δ > 0 such that the frequency of (e c , δ)-hyperbolic neighborhoods is bigger than θ > 0 for Lebesgue almost every x ∈ M, then f has some absolutely continuous invariant probability measure.
Since we are using a modified definition of hyperbolic time, we present a proof of Theorems 4.3 and 4.4 in Section A for completeness.
4.4.
Existence of absolutely continuous probability measures. The following theorem provides higher dimensional existence result for physical measures which applies to our setting.
where S is a compact sub-manifold of M which is a non-flat critical/singular set for f . We define
the set of all accumulation points of sequences f (x n ) for x n converging to S as n → +∞, and assume that f also satisfies:
A: f is non-uniformly expanding along the orbits of critical values: there exist c 0 > 0 and N ≥ 1 such that for all x ∈ f (S) and n ≥ N we have S n ψ(x) ≤ −c 0 n; B: the critical set has slow recurrence to itself: given ε > 0 we can find δ > 0 such that for all x ∈ f (S) there exists N = N(x) satisfying S n D δ (x) ≤ εn for every n ≥ N; C: f is uniformly expanding away from the critical/singular set: for every neighborhood U of S there exist c = c(U) > 0 and K = K(U) > 0 such that for any x ∈ M and n ≥ 1 satisfying
D: f does not contract too much when returning near the critical/singular set: that is, there exists κ > 0 and a neighborhoodÛ of S such that for every open neighborhood U ⊂Û of S and for x = x 0 satisfying x 1 , . . . , x n−1 ∈ M \ U and either x 0 ∈ U or x n ∈ U, then S n ψ(x 0 ) ≤ κ.
Then f has an absolutely continuous invariant probability measure ν such that D d is ν-integrable for some (and thus all) d > 0.
We observe that condition B above ensures, in particular, that f (S)∩S = ∅, for otherwise D δ (x) is not defined for x ∈ S ∩ f (S). Moreover, condition C above is just a convenient translation to this higher dimensional setting of the conclusion of the one-dimensional theorem of Mañé [14] , ensuring uniform expansion away from the critical set and basins of periodic attractors. It can be read alternatively as: given δ > 0 there are C, λ > 0 such that if x i ∈ M \B(S, δ) for i = 0, . . . , n−1, then Df n (x) −1 ≤ Ce −λn . In addition, condition D is a translation to our setting of a similar property that holds for unidimensional multimodal "Misiurewicz maps", that is, for maps whose critical orbits are non-recurrent, ensuring a minimal lower bound for the derivative of the map along orbits which return near S. Now we show that under the conditions in the statement of Theorem 4.5, we can find a full measure subset of points of M having positive density of hyperbolic times. 
Depending on f and ξ 0 , we can choose the pair (ε,δ) so that, from conditions A and B above together with Theorem 4.3, every point z ∈ f (S) has infinitely many (e −2ξ 0 c 0 ,δ)-hyperbolic times h 1 < h 2 < h 3 < . . . satisfying
Then there are corresponding hyperbolic neighborhoods V i of z satisfying the conclusions of Proposition 4.1 for each hyperbolic time h i of z, whereδ > 0 does not depend on z ∈ S, that is f
is a diffeomorphism with a ball of radius δ 1 ∈ (0,δ/4) whose inverse is a contraction with rate bounded by e −ξ 0 c 0 h i .
We will consider, instead of V i , the subset B i ⊂ V i given by
where we set 2δ 2 = δ 1 . Since f (S) is compact, we can cover this set by finitely many hyperbolic neighborhoods of the type B i . Now we fix a connected component S i of S.
4.4.2.
Hyperbolic neighborhoods near the critical/singular set. Let T i be the smallest distortion (or hyperbolic) time associated to the balls covering f (S i ). We remark that T i can be taken arbitrarily big, independently of ξ 0 , ζ,δ, because every z ∈ f (S i ) has positive frequency of hyperbolic neighborhoods and, consequently, the open neighborhoods in the above covering can be made arbitrarily small. We observe that, by definition of hyperbolic neighborhoods, if dist(z, f (S i )) < e −bjξ 0 c 0 for some j ≥ 1 and there exists x ∈ f (S i ) such that z ∈ V i (x), then the corresponding distortion time h i satisfies h i ≥ j.
We note also that, by the non-flat condition (S1) on f near S i , a ̺-neighborhood of S is sent into a ̺ 1+β i -neighborhood of f (S i ), for each ̺ > 0. Indeed, since S i is assumed to be a submanifold, we can find for x, on a tubular neighborhood of S i with radius ̺, a curve
Therefore we can find
then the smallest possible distortion time h of f (x) is at least
Note that by the previous observations and Remark 4.2 we have
and we can assume without loss of generality that
letting T i grow if necessary.
In the opposite direction, we can find an upper bound for the distortion time associated with a given distance to S i reversing the inequality in (19) as follows. Letting γ denote a smooth curve γ : [0, 1] → M such that γ(0) ∈ S i and γ(1) = x for any given fixed x near S i , we get
where we use, beside the non-flat condition (S1), the relation
and write N t for the normal direction to the level submanifold
and π t for the orthogonal projection from T γ(t) M to N t . We also use the well known relation var 
as long as T i is big enough, depending on f and ξ 0 , c 0 , δ 2 . We remark that we have used the condition 0 < α i − β i < 1 in the inequalities above. For future reference we write this inequalities (for a big enough T i ) in the convenient format
We are now ready for the main arguments.
Claim 4.7. There are (e ξc 0 , δ)-hyperbolic neighborhoods for each point in B(S i , δ) \ S i , for suitable constants ξ, δ ∈ (0, 1).
. By the choice of k we know that y 1 = f (y 0 ) has some distortion time
. Using the non-flat conditions on S i we can estimate the norm of the derivative and the volume distortion in a suitable neighborhood of y 0 , and show that y 0 has a hyperbolic neighborhood with h + 1 as distortion time, with slightly weaker constants of expansion and distortion, as follows.
Let B i be the hyperbolic neighborhood containing y 1 with distortion time h (as defined in (18)). The image of B i under f h is the δ 2 -ball around z h for some point z 0 ∈ f (S i ) and y h+1 is inside this ball. Note that since dist(
Thus if we set 2δ 3 = C 3 δ
, then we can take a hyperbolic neighborhood of y 1 defined by
, where V i is the original neighborhood associated to B i , see (18) . Observe that because diam W ≤ δ 3 e
by the definition of δ 3 . Now we find a radius ̺ > 0 such that the image f (B(y 0 , ̺)) covers the hyperbolic neighborhood W of y 1 . By the definition of k and the non-flatness condition (S1) we have that f (B(y 0 , ̺)) ⊃ B(y 1 , ̺ 1 ) for all small enough ̺ > 0, where
But using the relations obtained between h and T + k + 1 we get
We note that γ := (1 + α i )ζ/2 is positive due to the non-flatness conditions. If we take w,w ∈ B(y 0 , d (25) whenever T i is big enough in order that 1 − d
Thus if w 1 = f (w) andw 1 = f (w) are both in W , then using the bound for the inverse of the derivative provided also by the non-flatness condition (S1) dist(w,w) ≤ Bd
for all big enough h since h + 1 >
where o(T i ) is a small quantity which tends to zero when T i is taken arbitrarily large. We recall that condition (S1) on α i , β i ensures that 1 + β i > α i , so that 0 < ξ 1 := ξ 0 1 − α i 1+β i and the contraction rate is bounded by e −ξ 1 c 0 . In particular this shows that we can indeed take a neighborhood with the radius ̺ we estimated above.
This means that every point w 1 in W is the image of some point w ∈ B(y 0 , d 1+γ k+1 ), and the connected component W 0 containing y 0 of the pre-image of W under f is fully contained in M \ B (S i , d k+2 ) , by the relation (25) . Thus the neighborhood W 0 of y 0 satisfies items (1) and (2) of Proposition 4.1 for n = h+ 1 iterates and for a e −ξ 1 c 0 contraction rate. Therefore item (3) of the same proposition also holds as a consequence with δ = d 0 , see Section 4.2.
In addition we can estimate
where we have used item (3) of Proposition 4.1 applied to the hyperbolic neighborhood W of y 1 and the choice of ζ in (16) and (17) . This bound is essential to obtain positive frequency of hyperbolic neighborhoods in the final stage of the proof. We use here the assumption B of the statement of Theorem 4.5 with appropriately chosen constants. Moreover we also have the following estimate for the bounded distortion of volume, again using the non-flat conditions together with the above inequalitiesfor w,w
Therefore we can bound (using that f (w), f (w) ∈ B i and Proposition 4.1)
Hence W 0 satisfies all the conditions of Proposition 4.1 with appropriate constants.
We stress that the value of T i (thus the value of d 0 ) depends only on α i , β i and ξ 0 , c 0 , δ 1 . This completes the proof of Claim 4.7.
Remark 4.8. The minimal backward contraction in B(S i , d 0 ) near a singularity can be made arbitrarily big in a single iterate taking T i large enough or, which is the same, taking the neighborhood of the singularities small enough. In what follows we write δ (which is smaller thanδ) for the smallest value d 0 (i) over all connected components. 4.4.3. Hyperbolic neighborhoods for almost every point. We use the statement of Claim 4.7 from now on and show that all points whose orbit does not fall into the singular/critical set admit some distortion time with well defined contraction rate and slow approximation rate. . In a similar way to the one-dimensional multimodal case, we use condition D onÛ to show that we can obtain a minimal derivative when an orbit returns to any fixed arbitrarily small neighborhood U ⊂Û of the critical/singular set. From this intermediate result we deduce that most points on M \ U have some distortion time. We prove first an auxiliary result. The first h iterates of x 0 correspond to a (e −ξc 0 , δ)-distortion time. From condition (C) there are K, c > 0 such that for n ≥ h satisfying x h , . . . , x n−1 ∈ M \ U we have that
We shrink the neighborhood U so that the smaller distortion time h for points x 0 ∈ U \ S satisfies κ h < min ξc 0 4 , c 8 and
We write [t] := max{i ∈ Z : i ≤ t} for all t ∈ R in what follows and set N = [2K/c]. Case (i) -the orbit returns to U in more than N iterates: In this case we have for n > N that S n ψ(x 0 ) ≤ − c 2 n, since we can assume without loss that c < ξc 0 . Notice that we have the same conclusion if the orbit of x 0 never returns to U. Case (ii) -the return to U occurs in less than N iterates: We now use condition D to get, since the first return iterate n satisfies n ≥ h ≥ h
since h was chosen as in (28) .
Now we observe the statement of Claim (4.12) is a consequence of the following property: there exists θ > 0 such that for every x ∈M lim sup
where O + F (x) = {F i (x), i ≥ 0} is the positive orbit of the induced map F . Moreover it is easy to see that for each x ∈ M and each n ∈ N #{0 ≤ j < n :
We remark that from (30) to obtain (29) it is enough to show that S
The bounds (23) and (27) together with the definition of F ensure that we are in the conditions of the following result.
Lemma 4.13. Assume that we have an induced map F = f τ for some τ : K → N defined on a positive invariant subset K such that for every x ∈ K:
(1) τ (x) = q(x)+p(f q(x) (x)) for well defined integer functions q on K and p on f q(x) (x) for all x ∈ K; (2) there exists N ∈ N such that q ≤ N; (3) there exists 0 < d < 1 and C, ̺ > 0 such that 0 < ̺C < 1 and for all x ∈ K (a) the iterates x, f (x), . . . , f
In addition, we observe that since f is a regular map (that is f * Leb ≪ Leb) then we can further assume that the full Lebesgue measure setM is f -invariant, since ∩ i≥0 f −i (M ) also has full Lebesgue measure. Hence we can apply Lemma 4.13 with K =M, C = Proof of Lemma 4.13. Using the definition of F and the assumptions on τ , for every given k ≥ 0 and x ∈ K we can associate a sequence q 0 , p 0 , q 1 , p 1 , . . . , q k , p k such that for each i = 0, . . . , k we have q i = q(F i (x)) and q i + p i = τ (F i (x)). This together with the assumptions of item (3) in the statement of the lemma allows us to estimate
where in ( 
Periodic attractor with full basin of attraction
Here we show that a perturbation of X, like the one depicted in the right side of Figure 13 , for a flow Y ∈ P∩N is such that U is as a trapping region which coincides Lebesgue modulo zero with the basin of a periodic attracting orbit (a sink) of Y . This is a consequence of the smoothness of the first return map to Σ 1 after quotienting out the stable leaves, which is the reason why we assume the flow is of class at least C 2 and restrict the vector field to a submanifold P ∩ N of all possible vector fields nearby X, together with the robustness of property C in the statement of Theorem 4.5.
Indeed, let g = g Y be the action on the stable leaves of the first return map R Y of the flow of Y ∈ P ∩ N to Σ 2 . Recall that we constructed X having on Λ Σ = ∩ n∈Z + g n (Σ 2 ) a partially hyperbolic splitting so that the stable foliation does persist under perturbations. The projection along the leaves of this foliation in Σ 2 is absolutely continuous with Hölder Jacobian, as a consequence of the strong domination obtained in Section 3.1.2.
The map g sends a δ-neighborhood of S into the local basin of attraction of a periodic sink p. We denote by B the stable set of the orbit of p. On N \ B the map g is uniformly expanding, since B ⊃ B(S, δ) and condition C on the statement of Theorem 4.5 is persistent under small perturbations.
Lemma 5.1. Lebesgue almost every point of N belongs to the basin of the periodic sink.
Proof. Arguing by contradiction, assume that the basin B of the sink is such that E := N \ B has positive volume. Since B contains a neighborhood of σ 1 and a neighborhood of the sink, then E is an invariant subset satisfying condition C of the statement of Theorem 4.5. Hence f 1 | E is uniformly expanding: there exists N ≥ 1 and λ ∈ (0, 1) such that (Dg N Y ) −1 ≤ λ. Therefore, since g Y is log-Hölder and expanding, and E is closed, invariant and has positive volume, we can apply the arguments in [3] to show that there exists a ball U of radius r > 0 fully contained in E.
We claim that for g = g N Y there exists ̺ > 1 such that g k (U) contains a ball of radius ̺ k r for all k ≥ 1, which yields a contradiction, since the ambient manifold is compact and E is by assumption a proper subset. To prove the claim, recall that g is a local diffeomorphism on a neighborhood of E, since E is far from the singularities of the stable foliation. We assume that B(x 0 , s 0 ) is a ball centered at x 0 with radius s 0 contained in E and consider g (B(x 0 , s 0 ) ).
Let us take y 1 in the boundary of g(B( Appendix A. Non-uniform expansion and existence of hyperbolic times
Here we prove Theorem 4.3. The proof is very similar to [4, Lemma 5.4] but our definition of hyperbolic times/hyperbolic neighborhoods is slightly different, in a crucial way, from the definition on [4] , and we include a proof for completeness.
We start with the following extremely useful technical result will be the key for several arguments. Proof of Theorem 4.3. The proof uses Lemma A.1 twice, first for the sequence a j = −ψ(x j−1 ) (properly cut off so that it becomes bounded from above), and then for a j = D δ (x j ) for an adequate δ > 0.
Let H ⊂ M \S be such that conditions (14) and (15) hold for all x ∈ H and let 0 < ξ < 1 and ζ > 0 be given, and take x = x 0 ∈ H and γ 0 := (2 + ξ)/3 ∈ (ξ, 1), γ 2 := (1 − ξ)/3 and γ 3 = γ 1 − γ 2 = (1 + 2ξ)/3. Then for every large N we have S N ψ(x) ≤ −γ 0 cN. Moreover since f (S) ∩ S = ∅ we can assume that ζ < inf{dist(x, y) : x ∈ S, y ∈ f (S)}.
For any fixed ̺ > β, by non-degeneracy condition (S1), we can find a neighbourhood V of S such that |ψ(z)| ≤ ̺D(z) for every x ∈ V.
(33)
Setting ε 1 > 0 such that ̺ε 1 ≤ γ 1 , we can use the slow approximation condition to find r 1 > 0 so small that
We may assume without loss that V = B(S, r 1 ) in what follows. Now we fix H 1 ≥ max{c, ̺| log r 1 |, sup M \V |ψ|} and define the set E = {z ∈ M : ψ(z) < −H 1 } and the sequence a j = −(ψχ M \E )(x j−1 ). We remark that there is a shift between the index of a j and that of x j−1 in the above definition.
We note that by construction a j ≤ H 1 and that x j ∈ E implies x j ∈ V , D(x j ) < − log r 1 , because ̺| log r 1 | ≤ H 1 < −ψ(x j ) < ̺D(x j ).
This means that D r 1 (x j ) = D(x j ) < | log r 1 | whenever x j ∈ E. From (33) and (34) we get that −S N (ψχ E )(x) ≤ ̺S N (Dχ E )(x) ≤ ̺ε 1 N ≤ γ 1 cN. Therefore 
for every 0 ≤ n < p i and 1 ≤ i ≤ l 1 . Let now ε 2 > 0 be small enough so that ε 2 < min{ζ, bcθ 1 }, and let r 2 > 0 be such that −S N D r 2 (x 1 ) ≥ −ε 2 N from the slow recurrence condition (we note that dist(x 0 , S) > ζ > r 2 ). Taking c 1 = bc, c 2 = −ε 2 , A = 0, and θ 2 = We remark that now there is no shift between the index of a j and x j in the previous definition.
In this way we obtain l 2 ≥ θ 2 N times 1 ≤ q 1 < · · · < q l 2 ≤ N such that
for every 0 ≤ n < q i and 1 ≤ i ≤ l 2 . Finally since our choice of θ 2 ensures that θ = θ 1 + θ 2 − 1 > 0, then there must be l = (l 1 + l 2 − N) ≥ θN and 1 ≤ n 1 < . . . < n l ≤ N such that (35) and (36) simultaneously hold.
This exactly means that we have condition (13) with δ = r 2 , because D r 2 (x 0 ) = 0 by the choice of r 2 above, and ξc as the logarithm of the contraction rate, as in the statement of Theorem 4.3.
• D 2 e1 t of embeddings, for t ∈ [0, 1], defines a smooth family e k t of corresponding higher dimensional embeddings.
We argue again by induction on k ≥ 1. For k = 1 we consider the family of embeddings e 1 t described in Figure 14 . We can construct this family as depicted so that the extreme elements of the family satisfy π 
