The spectral properties of Jacobi and periodic Jacobi matrices are analyzed and algorithms for the construction of Jacobi and periodic Jacobi matrices with prescribed spectra are presented. Numerical evidence demonstrates that these algorithms are of practical utility. These algorithms have been used in studies of the periodic Toda lattice, and might also be used in studies of inverse eigenvalue problems for
as presented by Flaschka [6] , Flaschka and McLaughlin [7] , and van Moerbeke [15] .
We develop this version of Floquet theory by using our knowledge of the spectral properties of Jacobi matrices. Recall that a Jacobi matrix is any real, symmetric tridiagonal matrix whose next to diagonal entries are positive. Our canonical Jacobi matrix will be the matrix , where b¡ >0 for i = 1, 2, . . . , N -2.
obtained from L by deleting the last row and column.
An algorithm which constructs a Jacobi matrix with prescribed spectra is presented in Section 2. We hasten to point out that essentially the same algorithm was presented by de Boor and Golub [4] and by Boley and Golub [2] . Inverse eigenvalue problems for matrices in general, and for Jacobi matrices in particular, is a very actively studied subject. In particular, we would like to mention the work described in [8] , [11] , [12] .
The spectral peoperties of periodic Jacobi matrices are considered in Section 3.
In Section 4 we use these results to characterize the family of periodic Jacobi matrices with prescribed spectra. The results of several numerical experiments are presented in Section 5. These results demonstrate that the algorithms presented in Theorems 2.2 and 3.4 are of practical utility. In Section 6 we conclude the paper with several comments.
2. Spectral Properties of Jacobi Matrices. In this section we will consider the spectral properties of the Jacobi matrix , where ft. > 0 for i = 1, 2, . . . , N -2. Observe that / is a real, symmetric matrix. Consequently J has real eigenvalues ßx, ß2, . . . , Mjv-i and a corresponding set Y1,Y2, . . . , YN1 of real, orthonormal eigenvectors [16] , [17] . If F denotes the matrix whose /th column is Y}, then y is an (1) /i,, ju2, . . . , HN_¡ are real, distinct numbers, and (2)y¡,y2, . . . ,yN_i are real, nonzero numbers whose squares sum to one.
We feel justified in using the words "characterize" and "compatible" in this manner because the following theorem is true.
Yn-, of
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Third, we will demonstrate that the data {p, y} characterizes /. It will be sufficient to prove that the matrices /, Y constructed by this algorithm satisfy (1).
Step The statement and proof of Theorem 2.2 certainly would not surprise anyone familiar with this branch of linear algebra. Lemma 2.1 was presented because it contains the important identity (5). Lemma 2.2 was presented because it demonstrates that, given compatible data, the Lanczos algorithm cannot prematurely terminate by producing a b( in step 6 which is zero, a point not mentioned in the paper by Bo ley and Golub [2] . Lemma 2.3 was presented because it shows how one could have deduced the Lanczos algorithm from the eigenidentity JY = YD.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Indeed, by using Lemma 2.3 as an outline, it is possible to deduce the generalization of the Lanczos algorithm needed to solve the inverse eigenvalue problem posed by Boley and Golub [2] . Interestingly enough, the generalization so derived is not the block Lanczos algorithm Boley and Golub use to solve their inverse eigenvalue problem.
We have chosen to characterize a Jacobi matrix / by the data {p, y} for two reasons. First, this characterization makes it possible to simply describe an algorithm which solves the inverse eigenvalue problem for periodic Jacobi matrices. Second, this characterization makes it possible to generalize Definition 2.1 and Theorem 2.2 to the same class of band matrices considered by Boley and Golub [2] .
The Lanczos algorithm of Theorem 2.2 can also be used to solve the inverse eigenvalue problems considered in [4], [11] , [12] . Recall that co7 is the characteristic polynomial of the Jacobi matrix / obtained from / by deleting the first row and column. Given the eigenvalues of / and /, we can recover the data {p, y} characterizing / from the identity wjiPj) = u'jip^yf for / = 1, 2, . . . , N -1, derived from (4).
It is worth mentioning that each y. in the data {p, y} characterizing / is unique to within a sign. For if F-is an eigenvector of/ corresponding to the eigenvalue p-, then so is -F,. Consequently y-may be taken to be either +F, ■ or -F, -. More precisely, we may say that there is a one-to-one correspondence between the set of Jacobi matrices / and the set of compatible data {p, y} having each y. positive.
3. Spectral Properties of Periodic Jacobi Matrices. In this section we will consider the spectral properties of the periodic Jacobi matrix , where b¡ > 0 for i = 1, 2, . . . , N.
Throughout this section we will use / to represent the Jacobi matrix obtained by deleting from L the last row and column.
Observe that / is a real, symmetric matrix. Consequently L has real eigenvalues and a corresponding set of real, orthonormal eigenvectors [16] , [17] . Let z be an eigenvector of / corresponding to the eigenvalue X. . is an eigenvalue of Lp. for / = 1, 2, . . . , N -1, and we infer from (8) that (9) is true.
From the definition (7) of the Floquet multipliers, we deduce that co'j^p^O for/=1,2, ...,N-l. Plot of a typical discriminant, N = 6
We feel justified in using the words "characterize" and "compatible" in this manner because the following theorem is true. Proof. Let the data {A, B, p, p} characterize the periodic Jacobi matrix /.
Clearly A is a real number and B is a real, positive number. The p-'s are real, distinct numbers since they are the eigenvalues of the Jacobi matrix /. The definition (7) of the p's makes it obvious that they are real, nonzero numbers which satisfy co'(ju)p-< 0 for / = 1, 2, . . . , N -1 because co is also the characteristic polynomial of /. D Lemma 3.6. Given compatible data {A, B, p, p}, the algorithm of Theorem 3.4 computes the entries (a, ft) of a periodic Jacobi matrix L characterized by the data {A, B, p, p}. Step 2 of this algorithm therefore implies that p-= p¡ for / = 1, 2, . . . , N -1. D Lemma 3.7. Each set of compatible data characterizes at most one periodic Jacobi matrix.
Proof. Let L be any periodic Jacobi matrix characterized by the data {A, B, p, p}. Let the Jacobi matrix /, obtained from L by deleting the last row and column, be characterized by the data {p, y}. As pointed out at the end of Section 2, we may assume that each y-is positive. We will now prove that the entries (â, ft) of L are identical to the entries (a, ft) of the periodic Jacobi matrix L constructed by the algorithm of Theorem 3.4.
By definition the Floquet multipliers p,, p2, . . . , PAr_, of L corresponding to px,p2, . . . , pN_,, satisfy the relationship B = -pfJ(pj)bly* for / = 1, 2, . . . , N -1.
The sum of the squares of the y\ equals one because the data {p, y} is compatible, Therefore the problem of characterizing the family of periodic Jacobi matrices with prescribed spectra is intimately related to the problem of characterizing the family of periodic Jacobi matrices with prescribed discriminant. Definition 4.1. For each polynomial p let Yip) denote the family of periodic Jacobi matrices whose discriminant is p.
The problem of characterizing which periodic Jacobi matrices belong to Yip) is answered in the following: (2), (3) and the mean-value theorem can be used to demonstrate that conditions (4), (5) Then the data {A, B, p, p} are compatible and from (1), (2), (3) The paper by Golub and Welsch [10] outlines how one can modify the usual QR algorithm and directly compute the data {p, y} characterizing a Jacobi matrix /. This paper is also important because it presents a matrix version of the celebrated GelfandLevitan solution to the inverse eigenvalue problem for a class of Sturm-Liouville problems. The paper by Kammerer [13] describes an algorithm that can be used to construct a discriminant whose "shape" is prescribed. By the "shape" of a discriminant we are referring to the value of the discriminant at each of its real, distinct local extrema.
For applications of Kammerer's algorithm we refer the reader to the forthcoming paper [5] .
Useful information concerning properties of periodic Jacobi matrices is contained in [1 ] , [9] . We would also like to state that the analysis presented in Section 3 can be extended in the same generality to "antiperiodic" Jacobi matrices of the form
