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The branching fraction for D0 ! K + is measured with the statistics collected by
ALEPH from 1991 to 1994. The method is based on the comparison between the rate for
the reconstructed D+ ! D0+, D0 ! K + decay chain and the rate for inclusive soft
pion production at low transverse momentum with respect to the nearest jet. The result
is B(D0 ! K +) = (3:90 0:09 0:12)%
(To be submitted to Phys. Lett. B )
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1 Introduction
The decay mode D0 ! K + plays an important role in heavy avour physics.1 It is often
used to normalize the other decay modes of the D0 meson. Furthermore the precision of
such a measurement is particularly important since it is a limiting factor in measurements
concerning B meson decays.
The method used here to extract the branching fraction is the one pioneered by the
HRS experiment [1]. It makes use of the very small Q value ( 6 MeV=c2) of the
D+ ! D0+ decay or, equivalently, of the low momentum of the pion in the D+ rest
frame, p  40 MeV=c. The + has its transverse momentum relative to D+ line of
ight bounded by this value and it takes a small fraction [O (m=mD = 0:07)] of the
longitudinal momentum. For this reason throughout this paper it will be called a soft
pion and referred to as s.
The rate of D+ ! D0+ decays is obtained by approximating the D+ direction
with the direction of the jet containing the s, and measuring the excess of pions at low
transverse momentum with respect to the jet axis. The rate of D+ ! D0+, D0 ! K +
decays is then measured by fully reconstructing the decay chain with high eciency. The
branching fraction is derived from the two rates. The rst measurement is referred to as
`inclusive' and the second as `exclusive' in the following.
2 ALEPH Detector and Data Selection
This study uses data recorded from 1991 to 1994 with the ALEPH detector at the LEP
e+e  storage ring. A detailed description of the detector can be found in Ref. [2, 3].
In this section only the features relevant to this study are given. The tracking uses a
set of three concentric detectors: a large time projection chamber (TPC) surrounding a
drift chamber, called the inner tracking chamber (ITC), and, closest to the interaction
region, a silicon vertex detector (VDET). This whole tracking system is immersed in a
1.5 T magnetic eld produced by a superconducting solenoid. A global t to the TPC,
ITC and VDET coordinates allows track momenta to be measured with an accuracy of
pT=pT = 6 10
 4pT (GeV=c)
 1  5 10 3 [3].
The data sample consists of about three million hadronic Z decays selected as described
in Ref. [4]. It is required that they contain at least ve charged tracks of momentum above
0:2 GeV=c and polar angle , with respect to the beam axis, satisfying j cos j < 0:95.
Their distance of closest approach to the interaction point must be less than 10 cm along
the beam axis and less than 2 cm in the transverse plane. The sum of the momenta of all
tracks meeting these conditions must be greater than 10% of the centre-of-mass energy.







In this analysis, as in Ref. [1, 5, 6, 7, 8], no attempt is made to reconstruct the D0 decay.
The signal relies only on the observed transverse momentum distribution of charged tracks
1charge-conjugate modes are implied throughout this paper
1
within a momentum range kinematically accessible for the soft pion from a D+ decay,
that is, between 1 and 4 GeV=c.
In order to estimate the D+ direction, even if the D0 is not reconstructed, the axis of
the nearest jet to the s is used. Jets are reconstructed from charged tracks and neutral
energy in the calorimeters [3], according to the scaled-invariant-mass algorithm [9]. The
jet resolution parameter Ycut is xed to 0.0024, corresponding to a jet mass of about
4 GeV=c2; this value minimizes the uncertainty on the direction of the D+ and so increases
the separation power for the signal from the background. The polar angle of the jet, jet,
must satisfy j cos jetj < 0:85 in order to select jets with well measured axis. The jet
containing the soft pion must have at least two additional charged tracks.
Figure 1a) shows the p2T distributions of the selected tracks in six momentum bins of
width 0:5 GeV=c. A clear excess of events can be seen at low p2T. Two main sources
contribute to the signal at the LEP energies: the decay Z ! cc, where a c quark
hadronizes, and the decay Z ! bb, where a b hadron subsequently decays into charm.
The gluon splitting g ! cc and g ! bb events give a small contribution and are taken
into account.











The fractions of D+ events produced from c quarks, fc, from b quarks, fb, and from
gluon splitting, fg, are estimated for each momentum bin. The estimate of the relative
contributions of c and b events uses the ALEPH measured values [10] of the ratio of the
probabilities for a bb or a cc events to give a D, P (b! D+)=P (c! D+) = 0:87+0:15
 0:13,
with Rb =  Z!bb= Z!had and Rc =  Z!cc= Z!had xed to the Standard Model values.
The ratio of the numbers of D from g ! cc and from primary charm quarks is
ng!cc=Rc = (13:3  3:3)%, where ng!cc is taken from Ref. [11]. It is assumed that
the probability to hadronize into a D+ is the same for gluon splitting and direct
charm production. The ratio between gluon splitting into bb and cc is estimated to
be ng!bb=(ng!cc+ng!bb) = 0:1320:047 according to dierent Monte Carlo models [12].
This translates into an additional (1:8  0:8)% fraction of D+'s from gluon splitting
with respect to primary charm. The dependence on momentum for all processes is
predicted from the Monte Carlo using the fragmentation functions parameterized by the




 3 [10] and "b = (3:2 1:7) 10
 3 [14]. The typical contribution of the
gluon splitting process to the selected D+ sample is about 1%.






T) are taken from Monte
Carlo after detector simulation and the same event reconstruction as used for the real
data. The p2T distributions depend on the s decay angle with respect to the D
+ line
of ight in the D+ rest frame, , and on the angle D+;jet between the D
+ and the
jet. These two quantities are measured from data by using the fully reconstructed decay
chains D+ ! D0+, D0 ! K +. The  distribution depends on the spin alignment
of the D+. In cc events the decay angle distribution follows a (1 +  cos2 ) probability
function, where the parameter  is linked to the alignment. In this sample the measured
value of the parameter is  = 0:25 0:15, where the uncertainty includes the statistical
error and systematic error due to background subtraction and eciency computation.
2
Since in the Monte Carlo the alignment is set to zero, the resulting small correction
factors are applied to the expected fraction of charm events in each momentum bin and
to the expected p2T shapes Pc(p
2
T). In b
b events the cos  distribution is expected to be
at since the helicity axis is the direction of the D+ in the b hadron rest frame. Figure 2
shows the measured D+;jet distribution together with the Monte Carlo prediction with
the avour composition as expected from the measurement described in the previous
paragraph. Correction factors are applied to all the P(p2T) shapes to account for the
observed dierences between data and Monte Carlo.
To extract the number of observed D+ ! D0+ decays per momentum bin,
ND+!D0+, a t is performed to each p
2



















where the parameters a, b, c and d depend on the momentum bin. This function is tested
on a Monte Carlo sample from which the s tracks are removed, for dierent values of
Ycut and for all momentum bins. In this test ND+!D0+ represents the number of s's
found and should be zero for the sample used. The deviation from zero, normalized to
the tted number of background tracks, is taken as an additional background component
to be subtracted from the results of the ts on the data sample. The uncertainty from
this source is taken to be 100%. This eect is due to the slight inadequacy of the simple
parameterization used to describe the background shapes. In fact the p2T distributions of
tracks coming from two-body decays are in general peaked at a value that depends on
the Q value of the decay. For example, tracks coming directly from L = 1 meson states
produce a Jacobian peak at p2T  0:12 (GeV=c)
2; charged particles from vector mesons
such as  and K peak at  0:04 (GeV=c)2; a peak at  0:008 (GeV=c)2 is expected from
two-body decays of baryons with very low Q values. This eect is especially important
for the rst momentum bin.
The results of the six measurements are listed in Table 1 together with statistical
and systematic uncertainties, the latter calculated as the sum in quadrature of the
uncertainties coming from the Monte Carlo statistics used to perform the test on the
background shapes and the 100% uncertainties on the extra oset found in the same test.
The comparison between data and Monte Carlo of the signal shape is shown in Figure 1b).
The distributions shown are calculated, once the background is subtracted from the data,
by normalizing the integrals in each momentum bin to unity and adding them with the
weights determined as described in Section 5 and listed in Table 4.












The events are divided in two hemispheres by the plane orthogonal to the thrust axis.
Tracks with momentum between 1 and 4 GeV=c are s candidates. Two oppositely
charged tracks are added with kaon mass assignment for the track with charge opposite
3
to the s and pion mass for the other track. The two tracks are retained if the
decay angle of the kaon in the D0 rest frame, K, satises j cos 

Kj < 0:8. The K
 +
invariant mass is required to be in the range 1:835  1:895 GeV=c2. The mass dierences
M =M(Ks) M(K) are shown in Figure 3 in s momentum slices of 0.5 GeV=c. The
number of candidates is counted in the M region between 0.1435 and 0.1475 GeV=c2.
The background is estimated from data using M shapes taken from an event mixing
method [5].
The background-subtracted number of observed D+ ! D0+, D0 ! K + decays
in each momentum bin is shown in the third column of Table 1, together with the
statistical uncertainties and the systematic uncertainties associated with the background
subtraction.







The number of selected D+ decaying to D0+, ND+!D0+, determined in the inclusive
analysis and the number of D+ decays reconstructed through the D+ ! D0+,
D0 ! K + decay chain, ND0!K +, allow the determination of the branching fraction
for D0 ! K + for each momentum bin:







In this relation incl and excl are, respectively, the selection eciencies for the inclusive
and exclusive analyses and are calculated by Monte Carlo. The results obtained are shown
in Table 2.
Systematic eects on the measurement are now discussed and the correlation matrix
of the results in the six momentum bins is given. This correlation matrix is used to weight
the six measurements, minimizing the total error. For the inclusive analysis the systematic
errors are related to the description of the p2T shape of the signal and the adequacy of
the parameterization used to describe the background. In the exclusive analysis the
contributions come from the eciency calculation and the background subtraction.
The rst contribution related to the p2T shape of the signal comes from the relative
fraction of c, b and gluon splitting events. The uncertainty is estimated by varying
the parameters P (c ! D+)=P (b ! D+), "c, "b and fg=fc within their errors. These
variations aect both the relative fractions of the signal sources and the correction
factors to the theoretical shapes, calculated using the measured and predicted D+;jet
distributions with the new input fractions. The eects in the six bins are fully correlated.
The decay angle of the s in the D
+ rest frame aects the p2T distributions. The
parameter  has been varied within the quoted errors. The resulting uncertainties in the
six momentum bins are fully correlated.
The angle between the D+ and the jet is measured in data using the fully reconstructed
D+'s. The correction factors applied to the Monte Carlo predictions are aected by the
statistical errors (of data and Monte Carlo) on the measurement. The errors have been
propagated by randomly generating one hundred sets of the ratio of data to Monte Carlo
in the D+;jet distributions. The generation is done according to Gaussian distributions
with means equal to the measured ratios and widths equal to the total errors. The p2T
4
corrections have been applied, repeating the ts one hundred times and the root mean
squares of the results obtained are taken as systematic errors. The errors in the six
momentum bins are partially correlated; the uctuations induced in the measured ratios
aect the six momentum bins dierently because the dependence of D+;jet on p
2
T varies
with the s momentum. The correlation matrix is then determined by computing the
covariance matrix in the one hundred ts.
The parameterization of the background is tested on Monte Carlo events from which
the s tracks have been removed. The uncertainty from Monte Carlo statistics and
100% of the additional correction applied are summed in quadrature to estimate the
uncertainties coming from this source. The errors for the six momentum bins are taken
to be uncorrelated.
Low Q-value decays such as (1385)! , ! , or c(2455)! c can fake the
slow pion signal. The eect is calculated by examining tracks coming from baryon decays
in the s-less Monte Carlo sample. The abundance of these tracks is varied by 10% and
the relative variation on the t results is taken as systematic error. These errors are fully
correlated for the six momentum bins.
The inclusive selection eciency is determined from Monte Carlo events. The limited
statistics used leads to an uncorrelated error for the six momentum bin. The eciency
depends on the jet content, if the D0 decays to all neutrals the charge multiplicity
requirement tends to give a lower eciency. The uncertainties due to this source are
evaluated by varying the D0 ! K0(n)0(m) branching fraction (5:0 0:4% [15]) within
errors. This source is fully correlated in the six momentum bins.
The background subtraction in the exclusive channel is tested by using the predictions
of the mixed events for candidates in the upper sideband of the K + invariant mass
(M(K) > 2:1 GeV=c2) and comparing them to the corresponding sample in the data.
The agreement is good and the statistical uncertainties from the comparison are taken as
a source of systematic errors. The main contributions, however, arise from the statistics
of the sample of candidates in the data on the upper sideband of the M distribution
and from the statistics of the sample of mixed events used to determine the rates of
combinatorial background in the six momentum bins. These are taken to be uncorrelated
between the six momentum bins.
The eciencies on the exclusive channel are determined from Monte Carlo events. The
statistical errors are taken as uncorrelated systematic errors in the six momentum bins.
The main systematic eects are due to the cuts on K + mass and M . Radiative eects
in D0 decay are included in the eciency calculation by using the PHOTOS generator [16].
The overall eect is a relative 1.9% increase of the branching fraction. The uncertainty
on this calculation is neglected.
The tails of the mass and p2T distributions are caused predominantly by nuclear
interaction. The probability for one particle to undergo a nuclear interaction in the
matter of the detector is assigned a relative uncertainty of 10%, based on a study of
Z! +  decays. The resulting uncertainties on the branching fractions are taken to be
fully correlated in the six momentum bins.
A summary of the systematic errors on the measurement is given in Table 3. The
overall correlation matrix for the six measurements is shown in Table 4. The six
measurements are weighted such that the total error is minimized. The weight for each
5
momentum bin is computed as the sum of the corresponding row divided by the sum of
all the elements of the inverted covariance matrix. The results are shown in the third
column of Table 4. The result is
B(D0 ! K +) = (3:90 0:09 0:12)% :
The analysis is performed for various values of jet masses Ycut. The results are shown
in Figure 4. The chosen value Ycut = 0:0024 yields the smallest total uncertainty. The
stability of the branching fraction as a function of the s momentum is very good for all
Ycut values.
6 Conclusions
The decay D0 ! K + has been studied in a sample of hadronic Z decays recorded with
the ALEPH detector from 1991 to 1994. Fully reconstructed D+ ! D0+, D0 ! K +
decays have been analysed together with the inclusive D+ ! D0+ process, yielding
B(D0 ! K +) = (3:90  0:09  0:12)%, agreeing with and improving on previous
measurements [1, 5, 8, 17, 18].
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Table 1: Results of the inclusive and exclusive analyses performed in the six ranges of the




1.5 2.0 56393.21140.4 921.6 1558.341.4 5.4
2.0 2.5 35303.4 855.8  842.2 913.830.9 2.8
2.5 3.0 12287.8 674.7  535.1 321.518.2 1.3
3.0 3.5 3497.4 499.2  630.4 115.710.9 0.7
3.5 4.0 192.4  366.8  401.5 9.8  3.3  0.4
Table 2: Measured branching fractions in the six bins of the soft pion momentum. In
the third and fourth columns are shown the eciencies for the inclusive and exclusive
analyses, respectively, together with the errors due to the Monte Carlo statistics.
Momentum B(D0 ! K +) incl excl
range (GeV/c)
1.0 1.5 (4.4000.1501.041)% (72.770.10)% (51.750.41)%
1.5 2.0 (3.9900.1330.139)% (73.100.12)% (50.620.46)%
2.0 2.5 (3.7680.1570.150)% (73.130.15)% (50.230.58)%
2.5 3.0 (3.7580.2960.206)% (72.260.23)% (50.310.86)%
3.0 3.5 (5.0100.8571.228)% (72.150.42)% (47.641.51)%
3.5 4.0 (7.34  14.2 19.4 )% (71.641.23)% (49.714.31)%
Table 3: The principal sources of systematic errors for the branching fraction
measurement. The errors are absolute.
Error source Systematic error
sample composition 0.011%
alignment of the D+ 0.010%
D+;jet 0.086%
background subtraction in the inclusive analysis 0.061%
baryon rate 0.008%
eciency of the inclusive analysis 0.006%
background subtraction in the exclusive analysis 0.008%
eciency of the exclusive analysis, MC statistics 0.025%
mass cuts 0.005%
yield of nuclear interactions 0.040%
total 0.117%
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Table 4: Total error correlation matrix of the measurements in the six momentum bins.
The weight of each measurement when the results are combined is listed in the last column.
momentum bin Correlation matrix weight
(GeV=c)
1:0  1:5 1 0.011 0.008 0.003 0.001 0.001 0.019
1:5  2:0 1 0.218 0.108 0.022 0.004 0.493
2:0  2:5 1 0.102 0.024 0.004 0.360
2:5  3:0 1 0.019 0.002 0.121
3:0  3:5 1 0.001 0.007
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Figure 1: a) Transverse momentum squared of tracks in 0:5 GeV=c momentum bins
from 1 GeV=c (uppermost) to 4 GeV=c. The signal peaks in the low-p2T region. b)
Signal p2T distributions, determined as described in the text, are shown . The hatched
rectangles represent the Monte Carlo prediction within errors. In the error the uncertainty


















Figure 2: Distribution of the angle between the D+ and the jet for signal events. The




































































Figure 3: The M distributions for the six 0:5 GeV=c slices in the s momentum. The





















Figure 4: Measurements of B(D0 ! K +) as a function of the jet mass parameter Ycut.
The large error bars represent the total uncertainty, while the smaller ones indicate the
statistical component of the error. The result for Ycut = 0:0024 has minimal total error.
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