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いる．BCM の基本となるデータ構造に関しては過去の文献を参照されたい[1]．本研究では BCM フレー
ムワークを用い，MPI ランク間でキューブ情報を動的に移動する方法を導入した．基本となるのは空間充
填曲線（Space Filling Curve, SFC）による 3 次元キューブ位置情報の一次元並べ替えである．空間充填
曲線は多くの分野で用いられており，直交格子 CFD においても多く利用されている[6]．本研究では同様











間の必要なデータ交換を行えばよい．図 2 に 3 並列の場合のキューブ情報移動の例を示す．あるステッ
プ数の計算を行った後の各 MPI ランクにおける演算時間と一対一通信時間の和を����� = ��� ��)とする．
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ここで�����,���は総キューブ数である．図 2 には，負荷分散前に MPI ランク 2 の経過時間��が，MPI ラン
ク 1 および 3 よりも大きい状況を示している．このとき，各 MPI ランクのキューブ数は一定である．負荷分
散後には式(2)で計算した位置に分割点が移動し，このとき，MPI ランク 2 のキューブ数が少なくなり，各
MPI ランクの経過時間が近い値となる．上記のような処理を，例えば，数百タイムステップごとに繰り返す
ことで，各 MPI ランクの経過時間が均等になる． 
 
図 2 空間充填曲線を用いた動的負荷分散の例． 
3. ラプラス方程式を用いた動的負荷分散および解適合格子細分化の検討 
前節で説明した動的負荷分散や格子細分化に関する検討を行うために，ここでは 3 次元ラプラス方程
式を BCM フレームワークにより解く．単位辺長さを持つ立方体領域を考え，上面で�� = 1，その他の境
界で�� = 0の境界条件を課すと，解析的に式(3)に示す級数解を求めることができる． 








ここで，��� = �(��)� � (��)�である．式(3)は無限項の和をとるべきものであるが，実際に解を得るに当
たり 50 までの和とした．図 3 に計算領域と中心断面における級数解の分布を示す．一方で，数値解は
BCM フレームワークを用い，キューブ内では 2 次精度中心差分で離散化した式を SOR 法により反復的
に解く．級数解は数値解との比較のために用いる． 
 
図 3 計算領域と中心断面における級数解の分布． 














図 4 各 MPI ランクにおける動的負荷分散前後の経過時間，(左) 512 キューブ，32 MPI プロセス，
(右) 4,096 キューブ，64 MPI プロセス． 
図 5 にMPI総ランク数を変えたときの経過時間の変化を示す．ここでは，ラプラス方程式の計算時間，
MPI_Get および Reduction 通信にかかった時間を積算して経過時間としている．図 5 には NEC 















































Wall-clock time w/o Load-balancing
Wall-clock time with Load-balancing
# of cubes w/o Load-balancing
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ICE, 4096 cubes, w/o LB ICE, 4096 cubes, with LB
ICE, 512 cubes, w/o LB ICE, 512 cubes, with LB
LX, 4096 cubes, w/o LB LX, 4096 cubes, with LB
LX, 512 cubes, w/o LB LX, 512 cubes, with LB
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表 1 利用した計算機の諸元 
 1 ノード（CPU，メモリ） ノード数 
NEC LX406Re-2 Intel Xeon E5-2695v2 (12 core)×2，128GB 68 ノード 
SGI UV2000 
Intel Xeon E5-4650v2（10 core）×128，8TB 
Intel Xeon E5-4650v2（10 core）×128，4TB 




SGI ICE X 
Intel Xeon E5-2697v2 (12 core) ×2，128GB 
Intel Xeon E5-2697v2 (12 core) ×2，256GB 




利用した計算機の諸元を表 1 に示す．前述のように，NEC LX406Re-2 と SGI ICE X は図 5 に示すラプ
ラス方程式ソルバーのスケーリング調査に計算に利用した．一方で，SGI UV2000 は後述の流体シミュレ
ーションにおいて利用した．SGI UV2000 は大規模共有メモリ計算機であるため，表 1 のような表記とし
た． 











図 6 計算領域中心断面における数値解߶௡，数値解と級数解の差߶௡ െ ߶௦，数値解߶௡の微分値を各キュ
ーブで積分した値の分布，そして，各キューブの MPI ランク． 
 




図 7 異なる指標を用いた解適合格子細分化による誤差の変化とキューブの分布． 
4. 非圧縮性流体シミュレーションへの適用例 










(� + ��)������ (4)
  
 ������ = 0. (5)
ここで，��と��はそれぞれ 3 次元速度成分（�� � = 1, 2, or 3）と，基準圧力からの変動分� = �� + ��である．
��� = �������� + ����������はひずみ速度テンソルである．式(4)および(5)では速度成分��に関してア









 �� = ��
���
� � �
� = ����� (6)
解適合格子細分化および動的負荷分散の適用例として，球周りの非圧縮性流体解析を行った．図 8
に球中心を通る断面における物体近傍の��分布を示す．図中の実線はキューブ境界を示している．ここ
では�� =	5 を閾値とし，キューブ内の��の最大値が 5 を超える場合に，そのキューブを細分化（分割）す
る．図 8（左）に示すように，初期キューブで�� > 5 となっている赤い領域は，格子細分化が行われ，その
結果をして，図 8（中，右）に示すように��の値が小さくなっていることが確認できる． 
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図 8 無次元壁座標（��）に基づく解適合格子細分化の様子． 
図 9 に格子細分化中の主流方向流速およびキューブの分布を示す．図 9（左）はレイノルズ数Re = 
104 における格子細分化前の流れ場である．��に基づく格子細分化を行うことによって，図 9（中）に示す
ように球前部のキューブが細分化されている．この状態からレイノルズ数を 2 倍にすることによって，物体
付近の��が大きくなり，図 9（右）のように，格子細分化がさらに行われる．図 10 に解適合格子細分化中
の物体表面と圧力係数分布を示す．物体表面の境界条件として IBM を用いているため，図 10 に示す階
段状の表面が直接流れ場に影響するわけではないが，格子細分化によりその領域の解析誤差を小さく
することができる． 
図 11 に解適合格子細分化中の経過時間の変化を示す．SGI UV2000 を用いて，MPI/OpenMP ハイブ
リッド並列により計算を行った．OpenMP のスレッド数は 8 に固定した．図 11（左）から解適合格子細分化
後に動的負荷分散によってキューブが分配されている様子がわかる．これにより，格子細分化も各 MPI ラ
ンクで経過時間の差がそれほど大きくなっていない．図 11（右）に解適合格子細分化中の Reduction 通信




図 9 解適合格子細分化中の主流方向流速およびキューブの分布． 
 
 
     
図 10 解適合格子細分化中の物体表面と圧力係数分布． 
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図 11 解適合格子細分化中の経過時間とキューブ数の変化． 
5. おわりに 
本研究では，分散メモリ型計算機において解適合格子細分化と動的負荷分散を行うためのフレームワ







科学研究所の SGI UV2000，そして，統計数理研究所の SGI ICE Xを利用することにより得られた．関係
各位に感謝の意を表します． 
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