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ABSTRACT
Continuous path keyboard input has higher inherent ambigu-
ity than standard tapping, because the path trace may exhibit
not only local overshoots/undershoots (as in tapping) but also,
depending on the user, substantial mid-path excursions. De-
ploying a robust solution thus requires a large amount of high-
quality training data, which is difficult to collect/annotate. In
this work, we address this challenge by using GANs to aug-
ment our training corpus with user-realistic synthetic data.
Experiments show that, even though GAN-generated data
does not capture all the characteristics of real user data, it still
provides a substantial boost in accuracy at a 5:1 GAN-to-real
ratio. GANs therefore inject more robustness in the model
through greatly increased word coverage and path diversity.
Index Terms— Continuous path recognition, generative
adversarial networks, style transfer, embedded devices
1. INTRODUCTION
Entering text on a mobile device involves tapping a sequence
of intended keys on a soft keyboard of limited size. Contin-
uous path input, where users keep sliding their finger across
the screen until the intended word is complete, offers an al-
ternative input modality [1]. After users gain proficiency with
such an option, they often find entering words with one sin-
gle continuous motion across the keyboard easier and faster
[2], [3]. Just like for regular predictive typing, recognition
relies on robust pattern matching enhanced with a statistical
language model in order to predict the intended word [4].
Existing supervised solutions (e.g., [5]) based on recurrent
neural networks (RNNs) call for a large annotated corpus of
paths, ideally associated with every token in the supported
lexicon. Due to prohibitive collection and annotation costs,
however, the size of that training corpus is rarely large enough
to achieve the required level of robustness. This observation
has prompted a number of investigations into programmati-
cally generating paths that could be used as proxies for real
user-generated paths. In [5], for example, the authors gen-
erated synthetic paths by connecting the characters within a
word using an algorithm that minimizes jerk [6], an approach
inspired by human motor control theory (cf., e.g., [7], [8]).
Typically, the parameters of the synthesis algorithm are
tuned manually until generated paths look “similar enough” to
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Entering text on a mobile device involves tapping a sequence of intended keys on a soft 
keyboard of limited size. QuickPath input, where users keep sliding their finger across 
the screen until the intended word is complete, offers an alternative input modality. After 
users gain proficiency with such an option, they often find entering words with one 
single continuous motion across the keyboard easier and faster [1]. The level of 
ambiguity is higher than for regular typing, however, as the path trace may exhibit both 
local overshoots/undershoots (as in standard tapping) and substantial mid-path 
excursions. In this article, we explore how we improved continuous path models for the 
QuickPath keyboard using synthetic data generated by GANs.
1. Introduction
Just like regular QuickType predictive typing, QuickPath recognition relies on robust pattern 
matching enhanced with a statistical language model in order to predict the intended word. To 
illustrate the difficulty of such endeavor, Figure 1 shows exemplar user paths for the words 
“connective”, “initiative”, prenatal”, and “withdrawals”. 
Fig. 1. Path visualization for input word “anybody”—
color changes from green to yellow with time. Typical user
path (top), programmatically generated synthetic path (bot-
tom left), and GAN-generated synthetic path (bottom right).
real user paths (based on human judgments of a small number
of paths [9]). The resulting synthetic paths adequately convey
the associated words, and can even incorporate such artifacts
as undershooting and overshooting some target keys. How-
ever, they are intrinsically restricted in their expressiveness,
and do not fully capture the variability of user paths. To illus-
trate, Fig. 1 shows a typical user path (top) and synthetic path
(bottom left) for the word “anybody.”
In this paper, we describe a more flexible approach relying
on generative adversarial networks (GANs) [10], [11]. Given
an initial synthetic path produced with simple cubic splines
[7], we transform it in such a way that it conforms to the kind
of user idiosyncrasies observed across the entire set of real
user paths available. This problem can be viewed as an in-
stance of style transfer, where the goal is to synthesize a given
style of expression while constraining the synthesis to pre-
serve some original content (cf. [12]). The kind of path that
results is illustrated at the bottom right of Fig. 1. GAN gen-
eration tends to more faithfully render human-like artifacts,
resulting in better proxies for real user-generated paths.
The paper is organized as follows. In the next section, we
describe the multi-task bidirectional long short-term memory
(bi-LSTM) architecture we adopted for continuous path style
transfer. In Section 4, we specify the proper objective func-
tion to use. In Section 5, we discuss our experimental setup,
results observed, and insights gained. Finally, in Section 6 we
conclude with a summary and further perspectives.
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Fig. 2. GAN architecture for path style transfer.
2. STYLE TRANSFER ARCHITECTURE
Style transfer has been an active area of research in computer
vision, and there is a large body of work on image style trans-
fer: cf., e.g., [13]–[15]. The basic idea is to bias the genera-
tive model in GANs according to the desired style of image
[16]. Given the inherent sequential nature of paths, RNNs
are more appropriate for path style transfer than the convolu-
tional neural networks used in image style transfer. Hence the
architecture illustrated in Fig. 2. Both generative and discrim-
inative models are realized via bi-LSTMs to avoid vanishing
gradients [17]. In each case only one LSTM layer is shown,
but in practice it is extended to a deeper network.
In Fig. 2, an initial synthetic input path X (represented
by a sequence of sampled points {(x1, y1) . . . (xL, yL)}) is
transformed into a “more human-like” synthetic path Y =
{(x′1, y′1) . . . (x′L, y′L)} on the basis of an available set of
user-generated reference paths P = {(p1, q1) . . . (pK , qK)},
which are collectively representative of a range of observed
user idiosyncrasies (“style”). Both bi-directional LSTMs
leverage knowledge of the entire path under consideration:
the generative model to suitably shift each point so as to make
the whole path more congruent to one generated by a user, and
the discriminative model to decide whether the path is user-
generated (as in P = {(p1, q1) . . . (pK , qK)}) or not (as in
Y = {(x′1, y′1) . . . (x′L, y′L)}). Fig. 2 promotes the generation
of user-realistic paths, because the discriminator will eventu-
ally abstract out user behaviors observed in the P paths and
thus will tend to force the generator to discard transformations
that do not account for such behaviors.
The architecture of Fig. 2 is not completely satisfactory,
however, because there is no guarantee that the transformed
path will still be associated with the correct input word. It
could be, for example, that the original synthetic path be-
comes virtually indistinguishable from a real user path cor-
responding to a different word, which would lead to a loss of
discriminability between words. This realization caused us to
add a path recognition module, resulting in the architecture
depicted in Fig. 3. By taking into account the built-in con-
straints enforced by the classifier, this network is more likely
to abstract out, from the broad inventory of paths occurring
in the reference corpus, those discriminative elements of user
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Fig. 3. Multi-task GAN architecture for path generation with
joint style transfer and classification.
generated paths that are most relevant to the current word.
Compared to Fig. 2, every transformed path Y generated
by the style transfer model is passed not just to the discrim-
inator, but also to a classifier which verifies that the decoded
category is indeed still associated with the current word. That
way, we entice the generative model to produce a path which
is not just similar to a real user path, but also generally con-
gruent with typical paths for the current word as observed in
the entire reference corpus. The rest of the system is as in
Fig. 2. In particular, the discriminative model still receives an
input consisting of either a user-generated path P or a syn-
thetic path Y , which implies a multi-task objective function.
3. MULTI-TASK OBJECTIVE FUNCTION
Generative adversarial transfer operates under the assumption
that any path P from the reference corpus is drawn from a true
distribution D representative of all user-generated behaviors
observed across the available corpus, and that the transformed
path Y generated from the initial input path X by the style
transfer model follows a distribution D′ that is “close” to D
according to some suitable closeness metric. The objective of
GAN training is therefore for D′ to converge to D.
Looking back at Fig. 2, the generative model G transforms
the input X into Y = G(X), taking into account information
provided by P so that Y conforms to the style of P . The
discriminator D then estimates the probability that a given
path is drawn from D rather than D′. Ideally,D(P ) = 1 when
P ∼ D and D(Y ) = 0 when Y ∼ D′, with the additional
constraint that Y ≈ X .
This corresponds to a minimax two-player game, in which
the generative and discriminative models G and D are trained
jointly via solving:
min
G
max
D
K(D,G) = EP∼D
{
log
[
D(P )
]}
+ EG(X)∼D′
{
log
[
1−D
(
G(X)
)]}
+ EG(X)∼D′
{
∆
[
X,G(X)
]}
, (1)
where K(D,G) denotes the overall cost function, and
∆[X,Y ] is a suitable distance metric which is 0 when X =
Y , and increases away from 0 as the paths X and Y become
more and more dissimilar. Maximizing (1) overD while min-
imizing it over G ensures that G generates paths that are as
maximally similar to X as possible, while looking like they
might have been drawn from the true distribution D of user-
generated paths. Assuming that D and G comprise a suffi-
cient number of parameters, after enough training iterations,
the distribution D′ will converge to D [10]. In other words,
the network G learns to synthesize a path Y = G(X) that
eventually looks like it was user-generated, but still preserves
the main characteristics of the initial path X .
The next step is to properly inject the classifier from Fig. 3.
Recognizing the word w = wj associated with the trans-
formed path Y involves mapping a potentially long sequence
of feature vectors to a much shorter sequence of characters. A
suitable loss function for this type of sequence classification
task is the Connectionist Temporal Classification (CTC) loss
[18]. The CTC loss function trains RNNs on unaligned targets
through maximizing the sum of probabilities of all step-wise
sequences that correspond to the target sequence. Concretely,
for a given classifier C, this loss is given as follows:
L(C) = − log
( ∑
pi∈A(w)
K∏
k=1
o
(pi)
k
)
, (2)
where w is the target transcription (word), A(w) is the set of
all CTC transcriptions of a target transcription (e.g., for the
word “data”, allowable transcriptions may include “daata”,
“datta”, “dddata”, etc.), and o(pi)k denotes the output of the
LSTM at time step k for a particular CTC transcription pi of
the target transcription of length K characters.
Computing the CTC loss (2) typically involves inserting
blanks at the beginning, between symbols, and at the end of
the target transcription. The forward-backward algorithm can
then be used to extract all possible transcriptions pi. The de-
sired output follows after removing blanks and repetitions.
Using the CTC loss function during training thus makes it
possible to train the network to output characters directly,
without the need for an explicit alignment between input and
output sequences.
The final step is to combine the two objective functions
above to make sure that the optimal generated path is indeed
still associated with the current word. In practice, to train the
network of Fig. 3, we therefore consider a linear interpolation
of the two objective functions:
M(C,D,G) = λ · K(D,G) + (1− λ) · L(C) , (3)
where the scalar interpolation coefficient λ is a tunable
weighting parameter adjusting the contribution from the main
(GAN) and auxiliary (classification) tasks.
After such multi-task adversarial training is complete, the
discriminative model has learned to abstract out user idiosyn-
crasies observed in the reference corpus, so the generated path
Y ends up taking into account the desired range of user be-
haviors, while still preserving the main characteristics of the
input content X (and ideally behaving in the same way re-
garding recognition accuracy). Thus, the generative network
in Fig. 3 in principle leads to the most realistic rendering of
input paths given the reference corpus.
4. EXPERIMENTAL RESULTS
We conducted continuous path recognition experiments using
models trained on a variety of corpora. We drew from a set
of 2.2M user paths (referred below with the prefix “U”) cov-
ering 55K English words collected from a diversity of users
in a variety of conditions. Specifically, 665 users (roughly
half males, half females) ranging in age from 18 to 70 years
produced paths on 6 layouts with various screen sizes. Thus
each participant generated 3300 paths on the average. Ap-
proximately half of the paths were generated using the thumb
finger, with the other half generated with the index finger. In
line with [19], the participants were chosen to attain a propor-
tion of left-handed users of about 20%.
We then generated a comparable set of initial synthetic
paths obtained via cubic splines [7], referred below with the
prefix “S.” Finally, we also used these synthetic paths as initial
exemplars for style transfer, using the multi-task GAN style
transfer architecture of Fig. 3, where the GAN was trained
using 1.1M user paths. This led to the generation of a com-
parable set of more sophisticated GAN-generated paths, re-
ferred below with the prefix “G.” For test data, we collected a
corpus of 59,469 user paths covering approximately 25K En-
glish words included in the 55K inventory above. To better
isolate modeling performance across different training com-
positions, we measured Top-1 recognition accuracy, and thus
deliberately ignored language model rescoring.
The results of our experiments are summarized in Table 1.
As baseline, we trained models on 1.1M paths from each
set (top 3 rows, labelled U1, S1, and G1). Then we an-
alyzed what happens when doubling (next 3 rows, labelled
U2, U1+S1, and U1+G1) and tripling (following 3 rows,
labelled U1+S1+G1, U1+G2, and U2+G1) the amount of
training data, via folding in either more user paths or more
synthetic/GAN paths. Finally, we investigated whether the
same trends hold when training on 4.4M paths, only half of
which are user paths (following two rows, labeled U2+S2 and
U2+G2) and when training on approximately 13M paths, only
about 1/6 of which are user paths (last row, labeled U2+G10).
The most salient observation is that adding GAN-generated
data is much more effective than adding less user-realistic
synthetic data. Interestingly, GAN-generated paths by them-
selves prove no more effective than synthetic paths by them-
selves (compare U1 vs. S1 vs. G1 in the top 3 rows). This
may be traced to a lack of diversity in data generation, or
possibly a failure to capture all relevant user artifacts. How-
Table 1. Continuous path recognition results using a variety
of training compositions, given an underlying lexicon of 55K
English words. The test corpus comprises 59,469 paths cov-
ering 24,002 words. No language model is used.
Training Composition (Number of Paths) Top-1 Acc.
U1 (1.1M user only) 58.5%
S1 (1.1M synt. only) 35.0%
G1 (1.1M GAN only) 33.7%
U2 (2.2M user only) 62.2%
U1+S1 (1.1M user + 1.1M synt.) 57.6%
U1+G1 (1.1M user + 1.1M GAN) 62.4%
U1+S1+G1 (1.1M each of user, synt., GAN) 61.4%
U1+G2 (1.1M user + 2.2M GAN) 63.5%
U2+G1 (2.2M user + 1.1M GAN) 64.5%
U2+S2 (2.2M user + 2.2M synt.) 59.5%
U2+G2 (2.2M user + 2.2M GAN) 65.8%
U2+G10 (2.2M user + 10.8M GAN) 66.8%
ever, when used as a complement to user data (compare U2
vs. U1+S1 vs. U1+G1 in the next 3 rows), GAN data clearly
outperforms synthetic data—essentially providing the equiv-
alent of training on user data only in terms of accuracy.
This trend is confirmed when folding in more data (com-
pare U1+S1+G1 vs. U1+G2 vs. U2+G1 in the next
3 rows): synthetic data completely fails to help over the
(1.1M+1.1M) user/GAN training scenario, while folding in
either more user or more GAN data substantially improves
the outcome. Note that user data seems to retain its expected
edge, as the (2.2M+1.1M) configuration still outperforms the
(1.1M+2.2M) configuration by 1% absolute. Again, this may
be due to the inherent difficulty of capturing rarely observed
user artifacts using a GAN framework. Finally, even better
results are obtained in the (2.2M+2.2M) user/GAN configura-
tion, which provides a 3.6% absolute accuracy boost over the
baseline 2.2M user training, and the best results are obtained
when folding even more GAN data: in the (2.2M+10.8M)
user/GAN configuration, we reach a 4.6% absolute boost in
accuracy, showing that it is possible to exploit to good effect
many multiples of the user-generated data available.
Fig. 4 displays the associated learning curve, i.e., how the
error scales with data size. The “steepness” of that learning
curve (on a log-log plot) conveys how quickly a model can
learn from adding more training samples [20]. For a given
model architecture, it also implicitly reflects the quality of the
added samples. Given than the green (GAN) slope is slightly
less steep than the blue (user) slope, it appears that adding
GAN-generated data is somewhat less effective than adding
real user data. In other words, GAN-generated data only cap-
3.625
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Fig. 4. Log-log plot of continuous path recognition learning
curve derived from Table 1. Blue: user data only, green: GAN
augmentation.
tures some of the desired user characteristics. Still, the learn-
ing curve of Fig. 4 bodes well for reducing data collection
costs when extending to other languages and scripts.
5. CONCLUSION
In this paper, we have leveraged GANs to synthesize user-
realistic training data for learning continuous path recognition
models. This approach obviates the need to learn the param-
eters of a dedicated human motor control model, or to assess
the similarity between a synthetic and user-generated path.
Such assessment becomes an emergent property of the mod-
eling, which in turn enables practical deployment at scale.
The proposed approach relies on a multi-task adversarial
architecture designed to simultaneously carry out two differ-
ent sub-tasks: (i) generate a synthetic path that generally con-
forms to user idiosyncrasies observed across reference user-
generated paths; and (ii) verify that recognition accuracy for
this synthetic path is not negatively impacted in the process.
After multi-task adversarial training is complete, the GAN-
generated paths reflect a range of realistic user behaviors
while still being aligned with the target word.
The generated paths are then folded into the continuous
path training corpus, which advantageously increases both
word coverage and path diversity. That way, we emulate the
acquisition of many more paths from many more users and
thereby support training of a more robust model. This solu-
tion considerably reduces the collection and annotation costs
typically associated with the large corpus of paths required
(cf., e.g., [5]). A further improvement will be to stream-
line the two sequential processes involved: path generation
in order to augment the training corpus, followed by standard
training of the path recognition model. In principle, the fact
that the path generation process already comprises a recogni-
tion module could enable consolidation into a unified training
performed in end-to-end fashion.
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