Data ow analysis algorithms for imperative programming languages can be split into two groups: rst, into the semantic algorithms that determine semantic equivalence between terms, and second, into the syntactic algorithms that compute complex program properties based on syntactic term identity, which support powerful optimization techniques like for example partial redundancy elimination. Value Flow Graphs represent semantic equivalence of terms syntactically. This allows us to feed the knowledge of semantic equivalence into syntactic algorithms. The power of this technique, which leads to modularly extendable algorithms, is demonstrated by developing a two stage algorithm for the optimal placement of computations within a program wrt the Herbrand interpretation.
Introduction
There are two kinds of data ow analysis algorithms for imperative programming languages. First, the semantic algorithms that determine semantic equivalence between terms, e.g. the classical algorithm of Kildall Ki1, Ki2] . Second, syntactic algorithms that compute complex program properties on the basis of syntactic term identity, which support powerful optimization techniques, e.g. Morel/Renvoise's algorithm for determining partial redundancies MR]. Value Flow Graphs represent semantic equivalence syntactically. This allows us to feed the knowledge of semantic equivalence into syntactic algorithms. We will demonstrate the power of this technique by developing a two stage algorithm for the optimal placement of computations within a program wrt the Herbrand interpretation, which is structured as follows: (ii) Placing the computations (Section 5.2). This is the only known algorithm of its kind that is (proved to be) optimal wrt the Herbrand interpretation for arbitrary control ow structures. It therefore generalizes and improves the known algorithms for common subexpression elimination, partial redundancy elimination and loop invariant code motion.
Rosen, Wegman and Zadeck developed an algorithm with a similar intent. However, they used a weaker representation for global semantic equivalence, the static single assignment form (SSA form), to represent global equivalence properties RWZ]. Thus they could not apply the elegant and structurally independent technique of Morel and Renvoise MR]. Rather they developed their own more complicated algorithm, which only works for particular program structures (reducible ow graphs). Moreover, their algorithm is only optimal for acyclic ow graphs (note, Herbrand equivalence is called transparent equivalence in RWZ]).
It is worth mentioning that Ste en St1, St2] and later Rosen, Wegman and Zadeck RWZ] were the rst who dealt with the second order e ects of code motion. In our algorithm these e ects are an automatic consequence of its optimality (see Corollary 5.7).
Practical experience with an implementation of our algorithm, which is implemented in a joint project with the NORSK DATA company, shows its practicality. In particular, all examples in this paper are computed by means of this implementation.
An Example
The following example illustrates the main features of our two stage algorithm. First, it works for arbitrary nondeterministic ow graphs (note that the loop construct of Figure 2 .1 is not even reducible). Second, it considers semantic equivalence between terms.
The diagrams below represent the nondeterministic branching structure as arrows and parallel assignments as nodes: ? ?
? ?
This program fragment has the following property: while looping \a + b" and \x + y" evaluate to the same value which suggests an optimization with the following result: ? ?
Already the basic variant (see 4.2) of our algorithm achieves this optimization. The following discussion demonstrates the e ects of the ve steps of our two stage algorithm.
The semantic analysis of step 1.(i) designates the ow graph with partitions characterizing all term equivalences wrt the Herbrand interpretation, i.e. all equivalences being valid independent of speci c properties of the term operators (Figure 2.3) . In particular, it detects the equivalence of \a + b" and \x + y" after the execution of either assignment. (Figure 2 .2).
Preliminaries
We consider terms t 2 T which are inductively built from variables v 2 V, constants c 2 C and operators op 2 Op. To keep our notation simple, we assume that all operators are two-ary.
However, an extension to operators of an arbitrary arity is straightforward. The semantics of terms of T is induced by the Herbrand interpretation H = ( D;H 0 ), where D= df T denotes the non empty data domain and H 0 the function which maps every constant c 2 C to the datum H 0 (c) = c 2 D and every operator op 2 Op to the total function H 0 (op) : D D!D, which is de ned by H 0 (op)(t 1 ; t 2 )= df (op; t 1 ; t 2 ) for all t 1 ; t 2 2 D. = f j : V ! D g denotes the set of all Herbrand states and 0 the distinct start state which is the identity on V ( this choice of 0 re ects the fact that we do not assume anything about the context of the program being optimized ). The semantics of terms t 2 T is given by the Herbrand semantics H : T!( ! D), which is inductively de ned by: 8 2 8 t 2 T:
As usual, we represent imperative programs as directed ow graphs G = (N; E; s;e)with node set N and edge set E. ( These ow graphs are obtainable for example by the algorithm of All] ). Nodes n 2 N represent parallel assignments of the form (x 1 ; :; x r ) := (t 1 ; :; t r ), where r 0 and x i = x j implies i = j, edges (n; m) 2 E the nondeterministic branching structure of G, and s and e denote the unique start node and end node of G which are assumed to possess no predecessors and successors, respectively. Furthermore we assume that s and e represent the empty statement \skip" and that every node n 2 N lies on a path from s to e. The set of all such ow graphs is denoted by FG.
For every node n (x 1 ; :; x r ) := (t 1 ; :; t r ) of a ow graph G we de ne two functions n : T!T by n (t)= df t t 1 ; :; t r =x 1 ; :; x r ] for all t 2 T, where t t 1 ; :; t r =x 1 ; :; x r ] stands for the simultaneous replacement of all occurrences of x i by t i in t, i 2 f1; :; rg, and n : ! , de ned by: 8 2 8 y 2 V: n ( )(y) = df ( H(t i )( ) if y = x i , i 2 f1; :; rg (y) otherwise n realizes the backward substitution, and n the state transformation caused by the assignment of node n. Additionally, let T (n) denote the set of all terms which occur in the assignment represented by n.
A nite path of G is a sequence (n 1 ; ::; n q ) of nodes such that (n j ; n j+1 ) 2 E for j 2 f1; :; q? 1g. P(n 1 ; n q ) denotes the set of all nite paths from n 1 to n q and \;" the concatenation of two paths. Now the backward substitution functions n : T!T and the state transformations n : ! can be extended to cover nite paths as well. For each path p = (m n 1 ; :; n q n) 2 P(m;n) we de ne p : T!T by p = df nq if q = 1 and (n 1 ;:;n q?1 ) nq otherwise, and p : ! by p = df n 1 if q = 1 and (n 2 ;:;nq) n 1 otherwise. The set of all possible states at a node n 2 N is given by n = df f 2 j 9p = p 0 ;(n) 2 P(s;n) : p 0( 0 ) = g Now, we can de ne:
De nition 3.1 Let t 1 ; t 2 2 T and n 2 N. Then t 1 and t 2 are Herbrand equivalent at node n i 8 2 n : H(t 1 )( ) = H(t 2 )( ).
Construction of a Value Flow Graph
The following subsections correspond to the three construction steps of a Value Flow Graph for a ow graph G, which we consider as to be given from now on.
Determining Local Semantic Equivalence
The semantic analysis determines all equivalences between program terms wrt the Herbrand interpretation (see 1.Optimality Theorem 4.6). These are expressed by means of structured partition DAGs (cp. FKU]), which are directed, acyclic multigraphs, whose nodes are labeled with at most one operator or constant and a set of variables. Given a structured partition DAG, two terms are equivalent i they are represented by the same node of the DAG. { To de ne the notion of a structured partition DAG precisely, let P fin = df fT j T (V C Op)^j T j 2 
Thus a full DAG represents a partition (or equivalence relation) on: Theorem 4.4 Let t 1 ; t 2 2 T, n 2 N, and pre n] 2 PD fin be the structured partition DAG of the entry information at node n computed by Algorithm A.1. Then t 1 and t 2 are Herbrand equivalent at node n i they are semantically pre n]-equivalent.
Structured partition DAGs characterize the domain which is necessary to compute all term equivalences which do not depend on speci c properties of the term operators. Moreover, they allow us to compute the e ects of assignments essentially by updating the position of the left hand side variable: Theorem 4.6 (1.Optimality Theorem)
Given an arbitrary ow graph, Algorithm A.1 terminates with a DAG-designation which exactly characterizes all equivalences of program terms wrt the Herbrand interpretation.
Computing the Syntactic Representation
In the last section we constructed nite structured partition DAGs that characterize Herbrand equivalence semantically (De nition 4.3(3)). However, the placement procedure (Section 5.1) considers the pre-DAGs and post-DAGs of a designation of a ow graph as purely syntactical objects, i.e. terms are considered equivalent i they are syntactically equivalent (De nition 4.3(2)). Of course, it is not possible to nitely represent all Herbrand equivalences syntactically. However, it is possible to represent nite subsets that are su cient for obtaining our optimality results (see Section 5.3). This is done by computing for every node n of G a nite set of terms T suf that is su cient to represent all necessary equivalences at n syntactically, i.e. as the restriction of H(D) to T suf .
Here, we sketch two strategies for the construction of such term closures. The rst strategy associates every node n with the set of terms representing values that must be computed on every continuation of paths from s to n that end in e, and the second strategy with the set of terms representing values that may be computed on a continuation of a path from s to n ending in e. Both term closures are computed by backward analysis. The rst strategy algorithm iteratively computes approximations of the closure for a node as the meet over the current approximations of the closures of its successors. The second strategy algorithm is essentially dual. However, it is necessary to constrain the iteration here because the straightforward dual algorithm would not terminate. These two strategies de ne the basic and full variant of our two stage algorithm.
There is another important variant of our algorithm, which we call RWZ-variant. It is based on a strategy for computing closures, which starts by invoking the rst strategy algorithm. Subsequently, it applies this algorithm to all ow graphs that result from considering nodes as end nodes which possess at least one \brother".
The Value Flow Graph
A Value Flow Graph connects the term equivalence classes of a DAG designation according to the data ow. Essentially, its nodes are the equivalence classes and its edges representations of the data ow. For technical reasons we de ne the nodes of a Value Flow Graph as pairs of equivalence classes. However, identifying these pairs with their second component leads back to the original intuition, which will be referred to in the next section.
In the following let us assume that every node n of G is designated by a pre-DAG pre(n) and a post-DAG post(n) where \# 1 " and \# 2 " denote the projection of a node to its rst and second component respectively, and N( ) the node of the ow graph that is related to .
Thus, nodes of the Value Flow Graph are pairs ( 1 ; 2 ), where 1 is a node of the pre-DAG and 2 a node of the post-DAG of a node n of G, such that 1 and 2 represent the same values, i.e. satisfy the inclusion T pre(n) ( 1 ) ft j 9t 0 2 T post(n) ( 2 ): t = n (t 0 )g. Edges of the Value Flow Graph are pairs ( ; 0 ), such that N( ) is a predecessor of N( 0 ) and values are maintained along the connecting edge, i.e. T pre(N ( 0 )) ( 0 # 1 ) T post(N ( )) ( # 2 ). Finally, given a Value Flow Graph VFG, we de ne: VFN s = df f j N ( pred VFG ( ) ) 6 = pred G ( N ( ) ) _ N( ) = sg and VFN e = df f j N ( succ VFG ( ) ) 6 = succ G ( N ( ) ) _ N( ) = eg where pred VFG and succ VFG denote functions that map a node of VFG to its set of predecessors and successors, respectively.
Optimal Placement of Computations
The placement procedure is optimal in its own right. It works for any Value Flow Graph, which need not be produced by the rst stage algorithm or restricted to Herbrand equivalence.
Before going into details, let us mention a technicality, which is typical for code motion (cf. RWZ]). Edges, leading from a node with more than one successor to a node with more than one predecessor, are split by insertion of a synthetic node. This is necessary in order to avoid \deadlock" during the code motion process, which may arise as illustrated in Figure 5.1(a) .
There the computation of \a + b" at node 3 is partially redundant wrt to the computation of \a + b" at node 1. However, this partial redundancy cannot safely be eliminated by moving the computation of \a + b" to node 2, because this may introduce a new computation on a path which leaves node 2 on the right branch. On the other hand, it can safely be eliminated by moving the computation of \a + b" to the synthetic node 4 as it is displayed in Figure   5 .1(b). The following consideration assumes this simple transformation. In fact, the corresponding transformation of the Value Flow Graph is trivial as well, because all the inserted nodes represent skip-statements.
Determination of the Computation Points
The point of the placement procedure for computations is the solution of the following Boolean equation system (see Equation System 5.2), which we modi ed to work on Value Flow Graphs rather than ow graphs directly, in order to capture semantic equivalence. 
Placing the Computations
The placement Algorithm A.3 proceeds in three steps: Note, in order to eliminate all redundancies at once, the initializations of auxiliary variables are split into sequences of assignments that only have a single operator in their right hand side expression.
Optimality Results
An analysis of the Boolean Equation System 5.2 delivers not only the correctness of the derived program transformation, but also its optimality. Intuitively, a ow graph is de ned to be optimal wrt a Value Flow Graph if it is \best" in the class of branching structure preserving ow graphs that are \safe" and \complete" for it. Here \best" means that it possesses a minimal number of computations on every path, and \safe" (\complete") that it computes on every path at most (at least) as many values. A formal de nition of this notion of optimality is complicated, because all these properties need to be de ned in terms of the Value Flow Graph. We will therefore only sketch the formal treatment. For this purpose we will assume (without loss of generality) that the synthetic nodes are already inserted, that linear sequences of nodes are abbreviated by a single node (basic block), and that the Value Flow Graph covers all computations of the underlying ow graph, i.e.: 8n2N 8t2T (n) 9 2VFN: N( ) = n^t2T pre(n) ( # 1 ) Now, let VFG be a Value Flow Graph for a ow graph G = (N; E; s;e), and G 0 = (N 0 ; E 0 ; s 0 ; e 0 ) a branching structure preserving ow graph for G, i.e. there exists a graph isomorphism from G 0 onto G with (s 0 ) = s and (e 0 ) = e. Furthermore assume that p 2 P(s;e) and p 0 = (n 1 ; ::; n q ) 2 P(s 0 ; e 0 ) with (p 0 ) = p, and let VFG(p) denote the graph that results from unrolling VFG along the path p. Then VFG(p) is a collection of trees, which we will refer to as the VFG-values of p. This notion is motivated by the fact that VFG(p) de nes an equivalence relation on (potential) term occurrences wrt p whose equivalence classes contain computations that evaluate to the same value during the execution of p, and that these classes are maximal such wrt VFG. Given a VFG-value C of p, rg p (C)= df fn i j 9 2 VFN C : N( ) = n i g denotes the range of C. A computation t 0 of p 0 at node n i is -covered by a VFG-value C of p if (n i ) 2 rg p (C) and if t 0 is covered by C at (n i ), or if n i?1 (t 0 ) is -covered by C at n i?1 .
This complicated de nition is necessary because a computation in p 0 need not match a term in VFG, for example because of additional (auxiliary) variables in G 0 . C VFG (p) denotes the set of all VFG-values of p that cover at least one computation of p, and C VFG ( ; p 0 ) the maximal set >, or the smallest set of VFG-values of p which -cover all computations of p 0 , if such a set exists. After this preparation we are able to de ne the central notions of our optimality concept. G 0 is VFG-safe for G if C VFG ( ; p 0 ) C VFG ( (p 0 )), and it is VFG-complete for G if C VFG ( ; p 0 ) C VFG ( (p 0 )) for all p 0 2P(s 0 ; e 0 ). Moreover, p 0 is better than p if it contains at most as many (non trivial) computations as p, and G 0 is better than G if p 0 is better than (p 0 ) for all p 0 2 P(s 0 ; e 0 ). Finally, G is VFG-optimal if it is better than any branching structure preserving G 0 that is VFG-safe and VFG-complete for G. Theorem 5.3 (2.Optimality Theorem) Every ow graph transformed by the second stage of our algorithm is VFG-optimal.
Let us now consider the combined e ect of the two stages of our algorithm. As mentioned already, it is not possible to nitely represent all Herbrand equivalences syntactically. However, using the 1.Optimality Theorem 4.6 we can show that there exists an in nite Value Flow Graph Herbrand optimal transformations may cause unboundedly many reinitializations of auxiliary variables in order to eliminate a single redundant computation. Thus, the costs of these reinitializations can easily exceed the costs of the eliminated computation. Motivated by this problem Rosen, Wegman and Zadeck introduced a notion of optimality, which is based on an additional technical constraint (see RWZ] for details). Referring to this notion as RWZ-optimality we can prove:
Theorem 5.6 (RWZ-Optimality) Every ow graph transformed by our two stage algorithm in the RWZ-variant is RWZ-optimal.
As usual for code motion, our algorithm is devoted to the costs of computations. However, costs for register loading and storing are subsequently taken care of by variable subsumption. An algorithm based on the graph coloring techniques of Ch, CACCHM] is implemented for this purpose.
Finally, let Trans : FG ! FG be the operator speci ed by the full variant of our algorithm.
Then we obtain by means of the 2.Optimality Theorem 5.3:
Corollary 5.7 Trans is idempotent, i.e. 8G 2 FG: Trans(G) = Trans(Trans(G)).
In particular, the full variant of our algorithm covers all second order e ects (cf. RWZ]).
Complexity
The second stage of our algorithm can be applied to arbitrary Value Flow Graphs, yielding optimal results relative to the equivalence information represented (see 2.Optimality Theorem 5.3). We therefore estimate the worst case time complexity, which as usual is based on the assumption of constant branching and constant term depth, independently for both stages. This requires the following three parameters: the number of nodes of a ow graph n, the complexity of computing the meet of two equivalence informations m, and the maximal number of Value Flow Graph nodes which are associated with a single node of the underlying ow graph, . This yields for the complexity of the ve steps of our algorithm:
1. Construction of a Value Flow Graph for the Herbrand interpretation:
(i) Determination of semantic equivalences: O(n 2 m). Here \ n 2 " re ects the maximal length of a descending chain of annotations of a ow graph. In fact, the number of analysis steps of Algorithm A.1 is linear in this chain length. This can be achieved by adding those nodes to a workset whose annotations have been changed. Then processing a worklist entry consists of updating the annotations of all its successors. This can be done in O(m) because of our assumption of constant branching. To our knowledge, the exact nature of m is not studied in previous papers. This is probably due to the fact that, in practice, this e ort hardly increases linearily in the size of the analysed program, and therefore is regarded as harmless. However, DAGs that arise during the analysis may represent sets of terms which increase exponentially in n.
Inspite of this fact, we conjecture that the compact representation of these sets by means of structured partition DAGs, together with the constraint that the DAGs arise during the analysis of a particular program, allows us to show that the number of nodes in such a DAG only increases quadratically in n. This conjecture would su ce to prove an overall complexity of O(n 4 ) for the rst step, because we know that the meet of two DAGs can be computed essentially linearily in the size of the resulting DAG. (i) Determination of the computation points: O(n ). The argument needed here is based on that of the rst step, however, we do not have constant branching, and the algorithm here is bidirectional. This leads to the product n because all nodes of the Value Flow Graph can be updated once by executing only two elementary operations per edge of the Value Flow Graph, and the number of edges in a Value Flow Graph can be estimated by O(n ). (ii) Placing the computations: O(n ). This is straightforward.
Let us nally give an estimation of the worst case time complexity of the practically motivated RWZ-variant. Here, O( ) can be approximated by O(n 2 ). In fact, exploiting the speci c nature of the RWZ-closure already during the rst step, we arrive at an algorithm with an overall complexity of O(n 4 ). Assuming our conjecture, this result is also true for the RWZvariant of our two stage algorithm presented above.
Conclusion
We have shown, how to combine semantic algorithms with syntactic ones, in order to obtain maximal optimization results. This technique, which is based on the introduction of Value Flow Graphs, has been illustrated by developing a two stage algorithm for the optimal placement of computations within a program.
In addition to their optimality, algorithms developed by means of this technique are easily to extend, because the separation of their semantic part from their (independently optimal) syntactic transformation part makes them modular. This modularity allows to independently enhance the semantic properties by modifying the rst stage, and the transformation capacity by strenghtening the second stage. In our current implementation, the rst stage is extended to deal with constant propagation and constant folding (see SK1, SK2] ). An extension of the second stage to strength reduction ( ACK, CK, JD1, JD2]) is under development. 
