Abstract. We continue to consider initial-boundary value problems for a generalized timedependent Schrödinger equation in 1D on the semi-axis and in 2D on a semi-bounded strip. The Crank-Nicolson finite-difference schemes with general approximate transparent boundary conditions (TBCs), including the discrete TBCs, are investigated. We prove unconditional stability in L 2 and in the energy norm with respect to initial data and free terms in the equation and the approximate TBC, in general non-uniform in time, under new suitable conditions (inequalities) on a non-local operator S of the approximate TBC. 
Introduction
We continue to consider initial-boundary value problems for a generalized timedependent Schrödinger equation in 1D on the semi-axis and in 2D on a semi-bounded strip closely related to a microscopic description of low-energy nuclear fission dynamics [7, 13] . We investigate the Crank-Nicolson finite-difference schemes with general approximate transparent boundary conditions (TBCs) including the discrete TBCs [4, 5, 12] .
The importance of the stability problem is well-known for mesh methods with the approximate TBCs of solving time-dependent Schrödinger-like equations in unbounded domains see [1] - [6] , [8, 9, 12] , [15] - [17] , [19] - [21] . In Part I of this study (see [10] ), a new form of the approximate TBCs has been suggested, with a non-local operator S governing properties of the schemes. The uniform-in-time stability bounds in L 2 have been proved under suitable condition (inequality) on S, for non-uniform meshes in space and time.
In the present Part II, we establish essential further results in this direction. We prove unconditional stability in L 2 and in the energy norm with respect to initial data and free terms in the equation and the approximate TBC, in general non-uniform in time in order to cover broader applications. To this end, we introduce new suitable conditions (inequalities) on S. These inequalities are valid for the operators S ref of the discrete TBCs (ensuring the uniform-in-time stability); we clarify them by considering the corresponding schemes on infinite space meshes. We suggest a trick reducing the derivation of general non-uniform in time bounds to the derivation of simpler uniform ones. Note that our bounds in the energy norm do not impose additional restrictions on the mesh Hamiltonian operators, in particular, on their potentials.
These stability bounds are applied to derive collections of stability bounds with respect to the perturbation S ref − S, both non-uniform and uniform with respect to the space mesh step; the bounds in the energy norm are exploited to prove the latter stability bounds. These collections of bounds are important for construction and analysis of the simplified discrete TBCs [5] .
In the 1D case, for the operators S of a discrete convolution type (in particular, for S ref ) and the uniform time mesh, we present necessary and sufficient conditions for validity of the stability inequalities in terms of inequalities for reproducing functions q of the convolution kernels. The latter inequalities hold for the reproducing function q ref corresponding to S ref . Moreover, using a slightly different discrete convolution representation (with improved properties of the convolution kernel), we present bounds for norms of S ref − S by the L s −norms of q ref − q, both non-uniform (for 1 s < ∞) and uniform (for s = ∞) with respect to the time mesh step. It is natural to exploit the classical Hardy spaces of analytic functions in this analysis.
In the 2D case, we also introduce an important class of the approximate TBCs (including the discrete TBC) allowing to reduce both the 2D stability inequalities and the 2D bounds for norms of S ref − S to their 1D counterparts.
Our results essentially develop the corresponding stability analysis in [5] . In the short form they are partially presented in [23] .
The paper is organized as follows. Section 2 is devoted to the stability study in the 1D case for general S and for S ref . In Section 3, the case of the 1D discrete convolution-type operators S is considered. Section 4 deals with the stability study in the 2D case.
Stability bounds for the 1D Crank-Nicolson scheme with an approximate TBC
We first consider the generalized 1D time-dependent Schrödinger equation 
We assume that, for some
We write down an integro-differential TBC for this problem in the form, for any X X 0 (for example see [12] )
We need to recall and to extend some notations from Part I. We fix some X > X 0 and introduce a non-uniform mesh ω h,∞ in x on [0,∞) with the nodes 0 = x 0 < ··· < x J = X < ... and the steps h j := x j − x j−1 such that h J X − X 0 and h j = h ≡ h J for j J. We also introduce a non-uniform mesh ω τ in t on [0,∞) with the nodes 0 = t 0 < ··· < t m < ..., t m → ∞ as m → ∞, and the steps τ m :
and ω
. We define the backward, the modified forward and the central difference quotients with respect to x
where h j+1/2 := (h j + h j+1 )/2, together with the backward difference quotient, an averaging and the backward shift in time
We introduce some mesh counterparts of the inner product in the complex spaces , and SΨ J serves as general (abstract) approximation of the right-hand side in the TBC (2.4); a discussion of this form of the approximation is given in Part I. We do not suppose that the operator S is linear. Finally, F : ω h × ω τ → C andĜ: ω τ → C are given perturbations that are introduced to study the stability of the scheme in more detail.
We define the class N D(ω τ ) of non-decreasing functions E on ω τ such that E 0 = 1. This allows us to cover a broader family of approximate TBCs. 
holds provided that W 0 = 0. For any such W , one has clearly 
Since according to the boundary condition (2.7) forĜ = 0
taking the imaginary part, we have
Combining this equality with the corresponding equality (2.11) from the previous proof, we obtain
Once again multiplying this by 2τ / , summing over m = 1,...,M and applying (2.18) and (2.19), we get the relations
which yield the result. 
Conversely, if this equality is satisfied, then condition (2.19) for
Proof. Equality (2.21) for F = 0 implies that
for any M 1, and the result follows.
A similar property relating Ψ m ω h to condition (2.9) for E ≡ 1 and Φ = Ψ J is contained in Part I. Note that condition (2.9) in Proposition 2.1 and condition (2.19) in Proposition 2.3 have been applied for Φ = Ψ J only. Now we analyze and prove condition (2.19) in the case of the discrete TBC. To this end, we turn to the Crank-Nicolson scheme on the infinite space mesh for the original problem (2.1)-(2.3) 
with the extension (H h U ) 0 := 0; the equality follows from an identity like (2.17) but for the mesh {x j } j0 j=0 by passing to the limit as j 0 → ∞. Clearly, one has 
for any v v 0 . Moreover, for F = 0, the following conservation law holds:
Proof. The existence and uniqueness of the solution and the boundedness of the operator H h : H h → H h , together with the energy-type equality
are known from Proposition 3.1 in Part I. Taking the (·,·) H h -inner product of equation (2.22 ) and H h s t Ψ, applying identity (2.25) and taking the imaginary part, we get
Combining the both equalities, we obtain
The proof is completed in the same manner as the proof of Proposition 2.3. 
where [12] and Part I) and the condition is valid for any Φ mentioned in it (rather than Φ = Ψ J only).
Consequently, S = S
Proof. Since the solution of (2.22)-(2.24) satisfying (2.28) solves the scheme (2.5)-(2.8) withĜ = 0 too (see the similar Corollary 3.3 in Part I), by subtracting equalities (2.27) and (2.21), we obtain the equality
which clearly yields equality (2.29). Let us go back to the scheme (2.5)-(2.8).
Proposition 2.7. Let the hypotheses of Proposition 2.3 be valid, with the following generalization of condition (2.19):
Im 1
, any Φ such as in (2.19) and some v v 0 . Then the following bound holds:
where
The argument is similar to that of Proposition 2.1. Namely, substituting Ψ =ÊY into (2.11), dividing the result byÊ 2 and using (2.18), we get the equality
Since clearly
a standard argument leads to the following bound:
for any M 1. (Compare with (2.13).) The inverse substitution Y = Ψ/Ê yields the result.
Remark 2.2. Taking into account identity (2.17), one can see that 
Corollary 2.8. Under conditions of any of Propositions 2.1, 2.3 and 2.7, the scheme (2.5)-(2.8) is uniquely solvable provided that S is a linear operator.
We give a result on the unique solvability of the scheme in the case of non-linear S.
and
for any Φ such as in (2.9) and any m 1.
Then the scheme (2.5)-(2.8) is uniquely solvable.
Proof. Clearly, Ψ m satisfies the mesh problem
which is a system of linear algebraic equations with a square matrix. Therefore it is sufficient to prove that the corresponding homogeneous system has only the trivial solution.
Taking the (·,·) ω h -inner product of the homogeneous version of equation (2.32) and Ψ m , applying the homogeneous version of boundary conditions (2.33) and identity (2.17) and then taking the imaginary part of the result, we obtain
compare with (2.11). Applying condition (2.31), we get Ψ m = 0, and the proof is complete. Now we can prove stability bounds for the solution of the scheme (2.5)-(2.8) with respect to a perturbation in the operator S. For any E ∈ N D(ω τ ) and linear S, we define the norm 
If condition (2.30) holds, then
max 0 m M Ψ m ref − Ψ m ω h 2X ν 1 h B 1∞ E ω τ M Ê E ω τ M Ψ 0 h H h +vI;ω h S ref − S M,E .
If both condition (2.19) for S = S ref and condition (2.30) hold, then
An argument similar to that just used to prove Claim 2 completes the proof. To check this, one just rewrites the boundary condition (2.34) in the form 
Remark 2.6. It is not difficult to generalize Proposition 2.10 (and the previous remarks) as follows. Let
, we define the more general operator norm
Then one can replace, in the bounds of Proposition 2.10, the norm
for E and Ê + 1E and
. Indeed, for example, to generalize Claim 1, one can write
3. The case of discrete convolution-type operators S Let the mesh ω τ be uniform (that is, τ m = τ for m 1) in this section. We assume now that S is a discrete convolution operator of the form We apply the technique of reproducing functions and define, for any Φ: ω τ → C, the power series
If Φ satisfies the bound |Φ m | Cρ m for any m 0 and some
We recall that the operator of the discrete TBC, see Corollary 2.6, may be written in the form, see [12] and Part I:
where the kernel Q ref is such that
, a 1 := 2h For such functions, the trace p| ∂Dr ∈ L s (∂D r ) is well defined (for example see [18] ). 
is equivalent to Imp(z) > 0 on D r provided that p(z) ≡ 0 on D r . Moreover, condition (3.4) is equivalent to Imp(z) 0 almost everywhere on ∂D r provided that p ∈ H 1 (D r ) (in particular, p ∈ C(D r )). These properties are implied by the maximum principle for harmonic functions (since Imp is harmonic in D r ).
Proof.
1. Actually, Claim 1 follows from [14] , Chapter 9. We give a somewhat different proof both in order to develop a technique allowing to derive other results in the section and for completeness. 
where Λ := s t Φ. Note that T [Λ] is a polynomial with degree not greater than M .
For q analytic in D r , we apply Parseval's equality for the complex trigonometric series and the formulas
and we obtain, for 0 < ρ < r
Inequality (3.2) implies that ImS 1 (ρ) 0, and since S 1 (r) = lim ρ→r− S 1 (ρ), we get that ImS 1 (r) 0 too. Conversely, let ImS 1 (r) 0. Firstly, taking Λ n = 0 for n = 1,m (2 m M ), we get
and consequently
This Hermitian quadratic form is non-negative if and only if r m−1 |Q m−1 | 2ImQ 0 ; the bound implies analyticity of q in D r . Secondly, we show that ImS 1 (ρ) 0 for 0 < ρ < r.
(3.8)
To this end, we set
Let the point of minimum be Λ 0 . We set A := Λ 0 /E and A m (ϕ) := e −imϕ A m and get
where once again E m ≡ ρ −m and
is a polynomial. By the maximum principle applied to the harmonic function ImF , we obtain min |z|=ρ ImF (z) min |z|=r ImF (z). Since
we get λ 1 (ρ) 0, and thus inequality (3.8) is valid.
is an arbitrary polynomial with degree not greater than M − 1. Consequently, for M = 2(N + 1), the expression
is an arbitrary complex trigonometric polynomial with degree not greater than N . By virtue of (3.7) and (3.8) we get
Since the set of trigonometric polynomials is dense in L 2 (0,2π), inequality (3.10) is valid for any g ∈ L 2 (0,2π) as well, taking into account the inequality,
Consequently, Imq(z) 0 on ∂D ρ for any 0 < ρ < r, and inequality (3.2) is proved.
Once again we first fix M 1 and values Φ
Similarly to formulas (3.5) we get, forÊ m = ρ −m with 0 < ρ r S 2 (ρ) : = 1
For q analytic in D r and 0 < ρ < r, similarly to (3.6) we obtain
and thus, after setting p(z)
Inequality (3.3) implies that ImS 2 (ρ) 0, and since S 2 (r) = lim ρ→r− S 2 (ρ), we get that ImS 2 (r) 0 too.
Conversely, let ImS 2 (r) 0. Comparing (3.6) and (3.11), in the case Φ M = 0, we get another representation for S 2 (ρ):
where P is such that Furthermore, for Φ M = 0, we find that
is any polynomial of degree not greater than M − 2 such that
Therefore, for M = 2N + 3, the expression (3.9) is an arbitrary trigonometric polynomial T N such that T N (π) = 0. By virtue of (3.12) and (3.14) we get 2π 0 Imp ρe iϕ |g(ϕ)| 2 dϕ 0 for any g = T N . With the help of the above density argument, the inequality holds also for any g ∈ L 2 (0,2π). Consequently, Imp(z) 0 on ∂D ρ for any 0 < ρ < r, and inequality (3.3) is proved.
Note that the regularizing role of the multipliers 1/E 2 and 1/Ê 2 in conditions (2.9) and (2.30) is clear from the statement and the proof of Proposition 3.1; recall also that the most interesting choice of r is r(τ ) = 1/(1 + c 0 τ ) with c 0 0.
Let us apply the last proposition for q = q ref . 
We transform this as follows Im − w(w + 2)w * < 0 for Imw < 0 and set w = te iθ − 1 with t > 0 and π < θ < 2π. Since arg(te iθ + 2) runs over (θ, 2π), we get
which proves the required inequality.
Note that, for S = S ref and E ≡ 1, two other proofs of inequality (2.9) were given in Part I. Now we turn to estimates for S ref − S. In contrast to [5] , to this end we find it essential to rewrite (3.1) in the equivalent form (Recall that form (3.16) is also more suitable for the stable implementation of the discrete TBC, see [12] .) Lemma 3.3. The functions
Moreover the functions
Proof. The function − ζ 2 − 1 can be extended from {Imζ < 0} by a function − ζ 2 − 1 e , continuous on {Imζ 0}, by setting for real x
This implies the first part of the lemma. Note that 0 < |ν 1e (z)| 1 and |ν 2e (z)| 1 on [18] .
Then the following bound holds, for E
Proof. For fixed M 1 and Φ 0 = 0,Φ 1 ,...,Φ M , we set Φ m := 0 for m > M . With an argument similar to that used in the proof of (3.6) applied to (3.16), we obtain the relations, for r < 1 and
Here we have applied twice the Parseval equality; note also that T [Φ] is simply a polynomial of degree not greater than M . The case r = 1 is reduced to the previous one by passing to the limit r → 1 − and using Lemma 3.3 and the limit relation (see [18] 
Remark 3.2. In fact inequality (3.17) is an equality. To see that, we should analyze the unique inequality in the chain of relations (3.18) (which finally holds for any 0 < r 1) and show the inverse inequality
where the second supremum is taken over all Φ: ω τ → C, Φ m = 0 for m = 0 and m > M , and Φ ≡ 0. Similarly to the proof of Claim 1 in Proposition 3.1, we get
The first equality follows from the density of the set of all trigonometric polynomials in L 2 (0,2π), and the second equality is obvious. Since κ 0 0, the last supremum (over f ) equals κ 0 L ∞ (0,2π) , which completes the proof.
Notice that the right-hand side of (3.17) does not change if one replaces
Keeping in mind Remark 2.6, we can weaken the L ∞ (∂D r )-norm in the last proposition at the cost of a new multiplier unbounded in τ .
Remark 3.3. For p = p 1 = 2, one has s = ∞ and the bound coincides with (3.17). On the other hand, for p = 1 and p 1 = ∞, one gets the minimal value s = 1.
Proof. The argument is similar to the one used in Proposition 3.4, except that one exploits the Hausdorff-Young inequalities for series (for example see [11] ) together with the Hölder inequality instead of the Parseval equality.
Namely, for r < 1 and E m ≡ r −m , the following relations hold:
where (
This implies the result for r < 1.
The case r = 1 is reduced once again to the previous one by passing to the limit as r → 1 − with the help of the limit relation (see [18] 
The 2D case
We recall that for applications in low-energy nuclear fission dynamics, the 1D model is oversimplified. In this section, we show how the above 1D results can be extended and exploited for a 2D situation of physical interest; see [7, 13] . So we turn to the generalized time-dependent 2D Schrödinger equation
for (x,y) ∈ Ω := (0,∞) × (0,Y ), and t > 0, (4.1) involving the 2D Hamiltonian operator H with the real matrix {B pq (x,y)} 2 p,q=1 that is symmetric and has eigenvalues not less than ν > 0 uniformly in Ω. V (x,y) is real in Ω. Equation (4.1) is supplemented with the following boundary condition, the condition at infinity and the initial condition
We assume that for some X 0 > 0,
An explicit TBC for this problem is written for example in Part I. In addition to the notation from Section 2, we define two mesh averaging operators with respect to x,
We also introduce a mesh ω δ in y on [0,Y ] with the nodes 0 = y 0 < ··· < y K = Y and the steps δ k := y k − y k−1 . Let ω δ := ω δ \ {0,Y }. We define the backward and the modified forward difference quotients together with two mesh averaging operators with respect to y,
We also need the inner products
and the associated norms · ω δ and · e ω δ , where
We define the product meshes ω h,∞ :
together with the associated mesh norms · ω h and · ω h . The additional inner products (·,·) e ω h ×ω δ , (·,·) ω h ×e ω δ and (·,·) ω δ ×ω τ M and the associated norms are defined similarly to the former one.
We continue to exploit the 2D mesh Hamiltonian operator, see [22] and Part I,
where the coefficients are given by the formulas
We study the following Crank-Nicolson finite-difference with general 2D approximate TBC, see Part I 
Proof. From the proof of Proposition 4.1 in Part I it follows that
Similarly to the proof of Proposition 2.1, for Y = Ψ/E, the relations
and consequently the bound
hold, and the result follows.
is also bounded by the right-hand side of (4.9), for any M 1.
Corollary 4.2. Let the hypotheses of Proposition 4.1 together with the a priori estimate
for someÊ ∈ N D(ω τ ), be valid. Then theĜ-term in bound (4.9) can be replaced by
The proof is similar to one for Corollary 2.2 and exploits the multiplicative inequality
where W | j=0 = 0 (which follows from (2.16)). We introduce the 2D Hermitian-symmetric bilinear form 
and, by virtue of the boundary condition (4.6),
Consequently after taking the imaginary part of both sides of (4.15), we find
Combining this equality and (4.10), we obtain
The last equality implies the result. 
The result follows from equality (4.16).
Now we consider the Crank-Nicolson scheme on the infinite mesh for the original problem (4.1)-(4.3)
where F is a given perturbation. We consider only the solutions having the property Ψ m ∈ H h for any m 0, where H h is a Hilbert space consisting of functions W :
We define the 2D Hermitian-symmetric bilinear form
for any v v 0 , by passing to the limit as j 0 → ∞ in relations like (4.12) 
Proof. The result is similar to Proposition 2.5 and is derived from Proposition 4.3 in Part I and the two energy-type equalities 
M,E,p,p1 .
The proof exploits Propositions 4.1, 4.3 and 4.7 and is quite similar to the proof of Proposition 2.10 and Remark 2.6; thus this is omitted. We also omit the counterpart of Remark 2.4.
In the sequel, we analyze one particular but important case of the 2D operators S. Following Part I, we introduce the auxiliary mesh eigenvalue problem 
, and since clearly
, we obtain also the inequality opposite to (4.30):
S M,E,p,p1 max
The proof is complete.
Notice that in the case p = p 1 = 2 we could simply continue (4.29) as follows
, which more easily leads to the result.
One can easily generalize the results of Part I and this part for the problem in a rectangular parallelepiped of any dimension unbounded in one of the coordinates in one or both its directions.
