We derive characteristic functions to determine the number and stability of relaxation oscillations for a class of planar systems. Applying our criterion, we give conditions under which the chemostat predator-prey system has exactly one or two relaxation oscillations. By using numerical simulation on our criterion, we verify that, for an epidemic model, the two family of periodic cycles discovered by Li et al. [SIAM J. Appl. Math, 2016] are a pair of relaxation oscillations.
1.
Introduction. Periodic cycles in ecological models because are important they can be used to explain oscillatory phenomena observed in real-world data. Relaxation oscillations are periodic cycles formed of sections of both slow-and fast-motion parts of phase trajectories. In this paper, we extend the criterion for the existence of relaxation oscillations given by Hsu [10] to a class of planar systems. We apply our criterion on two ecological models: a predator-prey system in a chemostat, and an epidemic model. Both systems are three-dimensional, and have two-dimensional invariant manifolds.
Predator-prey interaction in a well-stirred chemostat can be modeled by the following ordinary differential equations:
9
S " pS 0´S q ´mSx, 9
x " x`´ `ρmS˘´yppxq, 9 y " y`´ `cppxq˘,
where¨denotes d dt , Sptq is the concentration of the nutrient in the growth chamber at time t, xptq and yptq are the density of prey (which feeds off this nutrient) and predator populations, respectively; S 0 denotes the concentration of the input nutrient, and ρ and c are yield constants to the preys consumption of the nutrient and the predators consumption of prey, respectively. To ensure that the volume of this vessel remains constant, denotes both the rate of inflow from the nutrient reservoir to the growth chamber, as well as the rate of outflow from the growth chamber. The functional response ppxq, which describes the change in the density of the prey attacked per unit time per predator, is continuously differentiable and satisfies pp0q " 0, p 1 p0q ą 0, and ppxq ą 0 @ x ą 0.
(2) From (1), d dtˆS`x ρ`y cρ˙"´
so system (1) has an invariant plane Λ " tpS, x, yq P R 3 : S`x{ρ`y{pcρq " S 0 u
that attracts all points in R 3 . When " 0, on Λ there is a continuous family of heteroclinic orbits (see Figure 1 ), each heteroclinic orbit connects two point in tx " 0u on the boundary of Λ. On the other hand, the restriction of system (1) on the plane tx " 0u is S 1 ptq " pS 0´S q , x 1 ptq " 0, y 1 ptq "´ y.
Hence the trajectory of the 1 on Λ X tx " 0u is the a segment going toward the positive S-axis. Using the trajectories of (43) and (5) , we have a continuous family of closed loops. In Section 3, we use this loops to construct periodic cycles of the full system (see Theorem 3.1) . Under certain conditions, we will show that (1) has a globally asymptotically periodic cycle in R 3 for every sufficiently small ą 0. Moreover, the minimal period of the periodic cycle is of order 1{ as Ñ 0, and the trajectory converges to one of the closed loops described above. That is, these family of periodic cycles forms a relaxation oscillation. Figure 1 . The restriction of the predator-prey system (1) on Λ when " 0.
We also study an epidemic model S 1 " bpN q´hpS, N qI´pD`pqS,
which was proposed and investigated by Graef et al. [7] and Li et al. [14] . Here N " S`I`R and bpN q " dN` gpN q, with gpN q " rNˆ1´N N max˙, and B N hpS, N q ą 0 and B N hpS, N q ą 0 @ S ě 0, N ě 0. Let a " d`γ`α. System (6) is equivalent to S 1 " DN` gpN q´hpS, N qI´pD`pqS,
Setting " 0 in (7), we obtain the limiting system S 1 " DN`hpS, N qI´pD`pqS,
Note that the line Z 0 " tpS, I, N q : I " 0, S " D D`p N u is a set of equilibria of (7) in the invariant plane tI " 0u. It is known [7, 14] that Z 0 consists of the endpoints of a family of heteroclinic orbits (see Figure 2 ). The existence of periodic cycles of (7) has been proved by Li et. al [14] . In Section 4, we investigate the number and stability those periodic cycles (see Theorem 4.2). Singular perturbations in predator-prey systems have been studied in various contexts. For a model of two predators competing for the same prey, when the prey population grows much faster than the predator populations, the existence of a relaxation oscillation has been proved by Liu, Xiao and Yi [15] . For predatorprey systems with Holling type III or IV, when the death and the yield rates of the predator are small and proportional to each other, the canard phenomenon and the cyclicity of limit periodic sets have been investigated by Li and Zhu [13] . For a class of the Holling-Tanner model, when the intrinsic growth rate of the predator is sufficiently small, the existence of a relaxation oscillation has been proved by Ghazaryan, Manukian and Schecter [6] . For a model of one predator and two prey with rapid predator evolution, singular periodic orbits that correspond to approximated periodic orbits have been constructed by Piltz et al. [17] . For the classical predator-prey model with Monod functional response and small predator death rates, the unique periodic cycle, which was proved to exist by Cheng [2] , has been proved to form a relaxation oscillation by Hsu and Shi [8] and Lundström and Söderbacka [16] . For general functional responses for which the prey-isocline has one or two local extrema, a criterion of the existence of relaxation oscillations has been given by Hsu [10] .
This paper is organized as follows. In Section 2, we state and prove criteria for location and stability of relaxation oscillations in a class of planar systems. In Section 3 we investigate our criterion for the chemostat predator-prey system (1), and give conditions under which the system has exactly one or two periodic cycles. The epidemic model (7) is studied in Section 4, in which we compute the characteristic functions in terms of a parametrization of the center manifold, and we use numerical simulation to find the number of relaxation oscillations.
2. Criteria of Relaxation Oscillations in Planar Systems. Criteria to determine the location and stability of relaxation oscillations for predator-prey systems with small predator death have been given in [10] . In this section we extend that criteria by considering planar systems of the form
where f , g and h are C 1 functions satisfying that f pa, 0, 0q ą 0, hpa, b, 0q ă 0, @ a, b P R,
and, for someā ą 0, pa´āq gpa, 0, 0q ą 0 @ a P R.
Setting " 0 in (9), we obtain the limiting system 9 a " b hpa, b, 0q,
We assume the following condition (see Figure 3 ):
pHq There exists an open interval I and smooth functions a α : I Ñ pā, 8q and a ω : I Ñ p´8,āq, such that, for each s P I, the points pa α psq, 0q and pa ω psq, 0q are the alpha-and omega-limit points, respectively, of a trajectory of (12). Our approach is to use geometric singular perturbation theory [5, 11, 12] to construct periodic cycles. The idea is that solutions of the full system can potentially be obtained by joining trajectories of the limiting systems. Under assumption (H), for each s P I, we denote γpsq the trajectory of (9) connecting pa α psqq and pa ω psqq, and denote σpsq the segment in the a-axis that starts at pa ω psq, 0q and ends pa α psq, 0q. Then Γpsq " γpsq Y σpsq forms a closed loop. Hence each Γpsq is potentially the limiting configuration of a relaxation oscillation. Using a variation of bifurcation delay (see [3, 4, 9] and the references therein), in the following theorem we are able to show that only certain Γpsq correspond to relaxation oscillations. Theorem 2.1. Assume (10), (11) and pHq. and we set
and
λpsq " ln
If s 0 P I satisfies χps 0 q " 0 and λps 0 q ‰ 0, then for any sufficiently small ą 0, there is a periodic orbit of (9) in a Op q-neighborhood of Γps 0 q. The minimal period of , denoted by T , satisfies
Moreover, is orbitally locally asymptotically stable if λps 0 q ă 0, and is orbitally unstable if λps 0 q ą 0. Conversely, if χps 0 q ‰ 0, then for any point z 1 in the interior of the trajectory γps 0 q, there is a neighborhood U of z 1 such that no periodic orbit of (9) intersects U for any sufficiently small ą 0.
Remark 2.2. Note that all integrals in (13) and (14) exist and are finite. Since f and h remain nonzero, the only non-obvious one is the last integral of (14) . Using the relation db{da " gpa, b, 0q{hpa, b, 0q from (12),
Hence this integral is finite.
Assume the functions f pa, b, q and hpa, b, q in (9) are separable functions of the form f pa, b, q " af pb, q and hpa, b, q " ahpb, q.
Then λpsq defined in (14) equals
Proof. Under the condition (17),
Plug (19) and (20) into (14), we obtain (18) .
Remark 2.4. Proposition 2.3 is the case considered in [10] .
Proof. The partial derivative B a h is identically zero under assumption (21). Hence the second integral in (14) is zero.
Proposition 2.6. If gpa, b, q " ϕpbqGpa, b, q for some smooth function ϕ and G, then λ defined in (14) is equal to
Note that the b-coordinates of the endpoints of γpsq are 0, and that ϕp0q ‰ 0 by assumption (11) . Hence ż
Therefore (23) follows.
To prove Theorem 2.1, we recall the following two theorems from [10] .
Theorem 2.7 (Theorem 5.1 in [10]). Consider system (9), where f , g and h are C r`1 functions, r P N, that satisfy (10) and (11) . Assume that a 0 ă 0 ă a 1 satisfies relation ż a0 a1 gpa, 0, 0q f pa, 0, 0q da " 0 (24) and that there exist trajectories γ 1 and γ 2 of the limiting system
such that pa 1 , 0q is the omega-limit point of γ 1 and pa 2 , 0q is the alpha-limit point of γ 2 . Then for all sufficiently small δ 1 ą 0 and δ 2 ą 0, there exists 0 ą 0 such that the followings hold. Let pa in , δ 1 q " γ 1 X tb " δ 1 u and pa out , δ 1 q " γ 2 X tb " δ 1 u.
Let
Then the transition mapping from Σ in to Σ out of (9) is well-defined for P p0, 0 s, and is C r up to " 0. That is, there exists a C r function π pzq : Σ inˆr 0, 0 s Ñ Σ out such that, for each z P Σ in and P p0, 0 s, z and π pzq are connected by a trajectory of (9), and π 0 pz 0 q " π 0 pz 1 q for z 0 " pa 0 , δq and z 1 " pa 1 , δq satisfying (24).
The time span T ,δ1 of the trajectory σ connecting z P Σ in and π pzq satisfies
where h pzq " hpz, q is a C 2 function of pz, q P R Nˆr 0, 0 s. Let z 0 P R N with hpz 0 , 0q ‰ 0, and let Σ be a cross section of z 0 transversal to h 0 pz 0 q. Assume that there exist 0 ą 0 and a neighborhood Σ p1q Ă Σ of z 0 such that the return map from Σ p1q to Σ is well-defined for P p0, 0 s and is C 1 up to " 0. That is, there is a C 1 function P pzq : Σ p1qˆr 0, 0 s Ñ Σ such that for any z P Σ p1q and P p0, 0 s there is a trajectory of (30) that starts at z P Σ p1q and returns to Σ at P pzq. Let ζ ptq, 0 ď t ď T , be a trajectory of (30) that starts at z 0 and ends at P pz 0 q.
where DP pu 0 q is regarded as a linear transform on the tangent space T z0 Σ. Now we use Theorems 2.7 and 2.8 to prove Theorem 2.1.
Proof of Theorem 2.1. The proof for the case with χps 0 q ‰ 0 is similar to that in [10, Theorem 2.1], so we skip it here. Assume χps 0 q " 0 and λps 0 q ‰ 0. Let a 0 " a ω ps 0 q and a 1 " a α ps 0 q. The condition χpa 0 q " 0 means that (24) holds. Let pa in , δ 1 q, pa out , δ 1 q, Σ in and Σ out be the points and segments defined in (26) and (27). By Theorem 2.7, The transition map π p1q : Σ in Ñ Σ out , P p0, 0 s is well defined and is C 1 up to " 0. Let Σ in p2q " tpa, δ 1 q : a P p´8,āqu . Since (9) is a regular perturbation of (12) in the region tpa, bq : b ě δ 1 u, the transition map π p2q : Σ out Ñ Σ in p2q for system (9) is well-defined and is smooth for P r0, 0 s. Since pa in , δq, pa out , δq P γps 0 q, we have π p2q 0 pa out , δ 1 q " pa in , δ 1 q.
Let P " π p2q ˝π p1q . Then P 0 pa in , δ 1 q " π p2q 0 pa out , δ 1 q " pa in , δ 1 q. That is, pa in , δ 1 q is a fixed point of P 0 . To show that this fixed point persists for small ą 0, by the implicit function theorem it suffices to show that the Jacobian matrix of the return map P 0 evaluated at pa in , δq is non-singular. Let
where ζ is the trajectory of (9) that starts at pa in , δq and ends at P pa in , δq. By Theorem 2.8, it suffices to show that µ approaches a nonzero value as Ñ 0.
Using the equation of da{dt in (9),
Since f pa, 0, 0q remains positive,
a0 B a f pa, 0, 0q f pa, 0, 0q da`Op `∆q˙(
35)
On the other hand, since gpa, 0, 0q is away from zero for |a´ā| ą ∆,
It can be shown (from the proof of [10, Theorem 2.1]) that, for some C ą 0,
Therefore, by (35)-(37),
Taking the limit as ∆ Ñ 0 in (34) and (38), we obtain ż
Similarly, ż
By (39) and (40) we conclude that the number µ defined by (32) satisfies
Using the relation db{da " gpa, b, 0q{hpa, b, 0q from (12), it follows that µ " λps 0 qÒ p q for λ defined by (14) .
Since λps 0 q ‰ 0 by assumptions, for every small ą 0 the return map P has a unique fixed pint near pa in , δ 1 q. The mapping is a contraction if λps 0 q ă 0, and is a expansion if λps 0 q ą 0. Hence there is a unique periodic cycle of (9) near γps 0 q for every small ą 0, which is orbitally asymptotically stable if λps 0 q ă 0, and is unstable if λps 0 q ą 0. The estimate (15) follows from (28).
3.
Chemostat Predator-Prey Systems. The restriction of system (1) on the invariant plane Λ is x 1 ptq " x`´ `mpS 0´x {ρ´y{pcρqq˘´yppxq "`mx`ppxq˘`F pxq´y˘,
where F pxq " xp´ `mS 0´m x{ρq{pmx{pcγq`ppxqq.
(42) By condition (2), the limit of F pxq as x Ñ 0 exists for each ě 0. We define F pxq " F 0 pxq and definē y " F p0q " lim xÑ0 F pxq " mS 0 {pm`p 1 p0qq ą 0.
When " 0, system (41) has a family of heteroclinic orbits as described below (see Figure 1 ). For every x 0 in the interval p0, S 0 q, both the forward and backward trajectories starting on the x-isocline at px, yq " px 0 , F px 0approach points on the boundary of Λ. Denote the full trajectory passing through px 0 , F px 0by γpx 0 q, and the segment on the boundary of Λ connecting the two endpoints of γpx 0 q by σpx 0 q. When " 0, system (1) reduces to x 1 ptq "`mx`ppxq˘`F pxq´y˘,
Applying Theorem 2.1 on system (41) with p´y, xq playing the role of pa, bq. Then (13) gives, up to multiplications of positive constants,
and, by Propositions 2.3 and 2.5, the function λ in (14) equals, up to multiplications of positive constants,
Theorem 3.1. Assume that x 0 P p0, S 0 q satisfies χpx 0 q " 0 and λpx 0 q ‰ 0, where χ and λ are defined in (44) and (45). Then for any sufficiently small ą 0, there is a periodic orbit of (1) in a Op q-neighborhood of Γpx 0 q " γpx 0 q Y σpx 0 q. The minimal period of , denoted by T , satisfies
Moreover, is orbitally locally asymptotically stable if λpx 0 q ă 0, and is orbitally unstable if λpx 0 q ą 0. Conversely, if χpx 0 q ‰ 0, then for any point z 1 in the interior of the trajectory γpx 0 q, there is a neighborhood U of z 1 such that no periodic orbit of (1) intersects U for any sufficiently small ą 0.
Proof. If χpx 0 q " 0 and λpx 0 q ‰ 0, then by Theorem 2.1, for every small ą 0, system (41) has unique periodic cycle near γpx 0 q Ă Λ. Since Λ is invariant under (41), is also a periodic cycle for (1) . If λpx 0 q ą 0, then is orbitally unstable for (41), and therefore is orbitally unstable for (1). If λpx 0 q ă 0, then is orbitally asymptotically stable for (41). Since Λ is a hyperbolic attractor, it follows that is orbitally asymptotically stable for (1) .
On the other hand, If χpx 0 q ‰ 0 and λpx 0 q ‰ 0, then by Theorem 2.1, for every small ą 0, there is no periodic cycle of (41) near γpx 0 q Ă Λ. Since Λ is a global attractor, it follows that there is no periodic cycle of (1) near γpx 0 q.
Next we assume that the function F pxq in (1) satisfies the one-hump condition: for some p
x P p0, S 0 q,
Let y α px 0 , cq and y α px 0 , cq Also we write χ defined in (44) as χpx, cq " Hpy ω px, cqq´Hpy α px, cqq,
where Hpyq " y´ȳ´lnpy{ȳq. Note that Hpȳq " 0, lim yÑ0`H pyq "´8, Hpyq is decreasing on the interval p0,ȳq, and is increasing on the interval pȳ, S 0 q. Proposition 3.2. Assume (47). If the parameter c in (1) is sufficiently small, then χp¨, cq has a unique root in pp x, S 0 q.
Proof. Under the one-hump condition (47), it can be shown (see Figure 4 (A)) that
as c Ñ 0. Let x 7 be the unique value in pp x, S 0 q such that HpF px 7" HpF pp xqq. (1) is sufficiently small, then, for every small ą 0, system (1) has a globally asymptotically stable periodic cycle.
We will use the following lemma, which is covered by Wolkowicz [18] , and we skip its proof here. Lemma 3.4. If F 1 pxq ą 0 on p0, p xs or F 1 pxq ă 0 on p0, p xs for some p x ą 0, then no periodic cycle of (41) lies entirely in the strip tpx, yq : 0 ă x ă p xu for any sufficiently small ą 0.
Proof of Theorem 3.3. By Proposition 3.2, for all small c ą 0, the function χp¨, cq has a unique root in the interval p0, S 0 q. By Theorem 3.1, for all small ą 0, system (41) has a unique periodic cycle in Λ. If can be shown by Butler-McGehee Lemma that the flow (41) is persistent in the sense that the omega-limit set of any point in Λ does not intersect the boundary of Λ. By Ponicaré-Bendixon Theorem, it follows that attracts all non-stationary point in Λ.
Since is locally orbitally asymptotically stable for (41) in Λ. By (3), it follows that is locally orbitally asymptotically stable for (1) in R 3 . Given any solution pSptq, xptq, yptqq of (1) with a positive initial point. It can be shown by Butler-McGehee Lemma that the flow (1) is persistent in the sense that the omega-limit set of any point in R 3 does not intersect the boundary of Λ. Let Σ be the omegalimit set of pSptq, xptq, yptqq. Then Σ Ă Λ since Λ is a global attractor and solutions of (1) are persistent. By the positive invariance of omega-limit sets, Σz " H. Hence Σ " . This implies that the trajectory converges to . Numerical simulations are shown in Figures 5 and 6 . In the simulations, the parameters are pS 0 , m, γ, cq " p10, 1, 1, 1q for (1), and pa, bq " p1.5, 3q and ppxq in (49). Figure 5 shows that the function χ has a root x 0 « 6.92, and it satisfies λpx 0 q ă 0. Hence γpx 0 q corresponds to a stable relaxation oscillation formed by globally asymptotically stable periodic orbits of (1) as Ñ 0. Figure 5(A) shows the periodic cycle for (1) with " 0.5, and Figure 5(B) illustrates the trajectory γpx 0 q for (43). The simulation confirms that the location of is close to γpx 0 q. Figure 6 . (A) The trajectory of system (1) for Example 1 with " 0.5 and initial point pS, x, yqp0q " p6, 1, 10q converges to a periodic orbit . (B) The trajectory γpx 0 q of (43), where x 0 is tth a root of χ. The simulation shows that is close to γpx 0 q Next we consider the two-hump condition: For some 0 ă q x ă p x ă S 0 ,
Similar to Proposition 3.2, we have the following proposition.
Proposition 3.5. Assume the two-hump condition (50).
piq If HpF pp xqq ă HpF pq xqq, then, for any sufficiently small c ą 0, χp¨, cq has no root in the interval p0, Kq. piiq If HpF pp xqq ą HpF pq xqq, then, for any sufficiently small c ą 0, χp¨, cq has exactly two distinct roots in the interval p0, Kq, say x 0 pcq ă x 1 pcq. Moreover, λpx 0 pcqq ą 0, λpx 1 pcqq ă 0, and
where x 7 P pq x, p xq and x 7 P pp x, Kq satisfy HpF px 7" HpF pq xqq, HpF px 7" HpF pp xqq.
The proof of the proposition is similar to that in [10] , so we skip it here. An illustration is given in Figure 4(B) .
Similar to the proof of Theorem 3.3, by Theorem 2.1 and Proposition 3.5, we have the following results.
Theorem 3.6. Assume the two-hump condition (50).
piq If HpF pp xqq ă HpF pq xqq, then, for any sufficiently small c ą 0, system (1) has a global asymptotically stable equilibrium for all sufficiently small ą 0. piiq If HpF pp xqq ą HpF pq xqq, then, then, for any sufficiently small c ą 0, system (1) has exactly two periodic cycles for all sufficiently small ą 0. Moreover, one of the periodic cycles is orbitally unstable, and the other is a locally orbitally asymptotically stable.
The proof is to apply Theorem 2.1 using Proposition 3.5 in a similar way to the proof of Theorem 3.3. We skip it here. 4. Epidemic Models. When " 0, system (7) is reduced to (8) . The line Z 0 " tpS, I, N q : I " 0, S " D D`p N u is a set of equilibria of (7) in the invariant plane tI " 0u. Let N 0 be the unique value that satisfies hp D D`pN ,N q " a. It is known [7, 14] that each point on the segment Z 0 X t0 ă N ă N 0 u is connected by a heteroclinic orbit of (8) to a unique point on the segment Z 0 X tN 0 ă N ă N max u (see Figure 2 ). We define ω : pN 0 , N max q Ñ p0, N 0 q such that the point p D D`p ωpN 1 q, ωpN 1 q, 0q is the omega-limit point of the heteroclinic orbit of (8) starting from p D D`p N 1 , N 1 , 0q. It is also known [14] that the invariant manifold Z 0 and its center manifold W c 0 pZ 0 q of system (8) persists in the perturbed system (7) , and that the perturbed center manifold is a global attractor for (7) for each small ą 0. Denote the perturbed manifolds by Z and W c pZ q. We parametrize the center manifold W c pZ q by S "S pI, N q, and defineS "S 0 . Then the restriction of system (7) on W c pZ q can be written as I 1 "`hpS pI, N q, N q´a˘I,
With pN, Iq in (53) playing the role of pa, bq in (9) , and N 0 playing the role ofā, the function χ : rN 0 , N max q Ñ R defined by (13) is equal to (14) is equal to
That is,
(55)
Remark 4.1. The function χ in (54) is equivalent to the functionF in [14] in the sense that χpN q ą 0 if and only ofF pN q ą N .
Theorem 4.2. Assume that N 1 P pN 0 , N max q satisfies χpN 1 q " 0 and λpN 1 q ‰ 0, where χpN q and λpxq are defined in (54) and (55), respectively. Then for any sufficiently small ą 0, there is a unique periodic orbit of (7) in an Op qneighborhood of ΓpN 0 q. The minimal period of , denoted by T , satisfies
Moreover, is orbitally locally asymptotically stable if λpN 0 q ă 0, and is orbitally unstable if λpN 0 q ą 0. Conversely, if χpx 0 q ‰ 0, then for any point z 1 in the interior of the trajectory γpx 0 q, there is a neighborhood U of z 1 such that no periodic orbit of (9) intersects U for any sufficiently small ą 0.
Proof. If χpN 1 q ‰ 0, then by Theorem 2.1, system (8) has no periodic cycle near γpN 1 q in W c pZ q for any small ą 0. Since W c pZ q is a global attractor, it follows that system (7) has no periodic cycle near γpN 1 q in R 3 .
Next assume that χpN 1 q ‰ 0. Then by Theorem 2.1, system (8) has a unique periodic cycle in an Op q-neighborhood of γpN 1 q in W c pZ q for every small ą 0. If λpN 1 q ą 0, then is unstable for (8) , and therefore is unstable for (7) . If λpN 1 q ă 0, then is orbitally asymptotically stable for (8) . Since W c pZ q is a hyperbolic attractor, is orbitally asymptotically stable (7) .
We are not able to determine the signs of χ and λ in (54) and (55) analytically. Nonetheless, we are able to compute χ and λ numerically. A numerical difficulty in the computation is to approximatie B IS , since there is no explicit formula forS. We implementing the following algorithm to compute B IS : Fix a small number δ ą 0 and large numbers T and M . Denote by pS, I, N qpt;Ñ q the solution of (8) with " 0 and initial condition pS, I, N qp0;Ñ q " p D D`pÑ , δ,Ñ q. Let N k , k " 1, . . . , M , be a grid of the interval rN 0`δ , N max s, and let t j , k " 0, 1, . . . , M , be a grid of the interval r0, T s. Define 
With the approximation of B I S, the values of λ can be computed using (55). βS m`S and set D " 0.2, p " 0.01, α " 0.048, β " 1, γ " 0.75, m " 0.1, " 10´4 and N max " 480. It has been proved in [14] that system (7) has a stable periodic cycle and the positive equilibrium is unstable. Our numerical simulation, illustrated in Figure 7 (A), shows that χ has a root N 1 « 104.9, and that λpN 1 q ă 0. Hence γpN 2 q corresponds to a stable relaxation oscillation. βS m`S and set D " 0.2, p " 0.01, α " 0.049, β " 1, γ " 0.75, m " 0.1, " 10´4 and N max " 380. It has been proved in [14] that system (7) has a stable periodic cycle while the positive equilibrium is locally asymptotically stable. Therefore there must be at least an unstable periodic cycle. It was commented in [14, Section 4.3] that, in general, the unstable periodic orbit is not necessarily a relaxation oscillation but a small periodic orbit through a subcritical Hopf bifurcation. Using Theorem 4.2, we are able to confirm that there is an unstable periodic cycle for small ą 0. Our numerical simulation, illustrated in Figure 7 , shows that χ has two roots, N 1 « 160.0 and N 2 " 375.7, in the interval pN , N max q. Moreover, λpN 1 q « 0.40 ą 0 and λpN 2 q «´2.11 ă 0. Hence γpN 1 q corresponds to an unstable relaxation oscillation, and γpN 2 q corresponds to a stable relaxation oscillation.
Note that graphs of λ in Figure 7 (B) does not appear to be smooth in the interval rN 0 , 130s, that is, when N is near N 0 . This failure of accuracy is due to the fact that the matrix in (57) is nearly singular. 5. Discussion. In this paper we derived a criterion to determine the location and stability of relaxation oscillations for planar system (9) under assumption (H). We derived characteristic functions χpsq and λpsq, s P I, that depend on the trajectory γpxq for the limiting system with " 0, such that (i) χpx 0 q ‰ 0 ñ no periodic orbit passes near γpx 0 q for any 0 ă ! 1.
(ii) χpx 0 q " 0 and λpx 0 q ‰ 0 ñ γpx 0 q admits a relaxation oscillation as Ñ 0.
In the latter case, the sign of λpx 0 q determines the stability of the limit cycles. With this criterion, for the chemostat predator-prey system (1), in Theorems 3.3 and 3.6 we derived conditions under which the number of limit cycles for the system is 0, 1, or 2. For an epidemic model, we express χ and λ in terms of the parametrization of the center manifold of the system. Using a numerical simulation, our criterion applied on Examples 2 and 3 verified that the number of relaxation oscillations are 1 and 2, respectively. In general, it is a numerical challenge to compute unstable periodic cycles in three-dimensional systems. Our characteristic functions provides a way to locate both stable and unstable periodic cycles.
