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Abstract
Let   denote a bipartite distance-regular graph with diameter D>4 and valency k>3. Let
; 0 denote eigenvalues of   other than k and −k. We obtain an inequality involving ; 0 and
the intersection numbers of  , which we refer to as the bipartite fundamental bound (BFB). Let
E; F denote the primitive idempotents of   associated with ; 0, respectively. We show that the
following are equivalent: (i) ; 0 satisfy equality in BFB; (ii) the entry-wise product E  F is a
linear combination of at most two primitive idempotents of  ; (iii) E F is a linear combination
of exactly two primitive idempotents of  . Let  denote the set of pairs ; 0, where  and 0
are eigenvalues of   other than k and −k that satisfy equality in BFB. We determine . The
answer depends on a certain expression  involving the intersection numbers of  . We show
 6= ; and  = 0 if and only if   is 2-homogeneous in the sense of Curtin and Nomura. We
show that if D is even and at least 6, then  6= ; if and only if the halved graph 12  is tight in
the sense of Jurisic, Koolen, and Terwilliger. We show that for D = 4 or D = 5;  6= ; if and
only if   is antipodal. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let   denote a distance-regular graph with diameter D>3 and valency k (formal
denitions appear in Section 2). Let ; 0 denote eigenvalues of   other than k. In [5],
Jurisic et al. proved that the intersection numbers a1; b1 satisfy
+
k
a1 + 1

0 +
k
a1 + 1

>
−ka1b1
(a1 + 1)2
: (1)
They dened   to be tight whenever   is not bipartite and equality holds in (1).
They went on to show tight distance-regular graphs have many regularity properties.
For instance, if   is tight, then it is 1-homogeneous in the sense of Nomura [6], and
the local graphs of   are strongly regular.
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In [8], Pascasio showed that equality in (1) has an interpretation in terms of the
Krein parameters of  . In particular, she proved the following result.
Theorem 1.1 (Pascasio [8]). Let   denote a distance-regular graph with diameter
D>3 and valency k. Let ; 0 denote eigenvalues of   other than k; and let E; F
denote the corresponding primitive idempotents. The following are equivalent:
(i) Equality holds in (1) for ; 0.
(ii) The entry-wise product E  F is a scalar multiple of a primitive idempotent
of  .
Summarizing some results from [5,8], we have the following theorem.
Theorem 1.2 (Jurisic [5], Pascasio [8]). Let   denote a distance-regular graph with
diameter D>3; valency k; and eigenvalues k = 0>1>   >D. Let ; 0 denote
eigenvalues of   other than k.
(i) Suppose   is bipartite. Then ; 0 satisfy equality in (1) if and only if at least
one of ; 0 is equal to D.
(ii) Suppose   is not bipartite. If ; 0 satisfy equality in (1); then ; 0 is a permu-
tation of 1; D.
In this paper we nd analogs of (1), Theorem 1.1, and Theorem 1.2(ii) for bipartite
distance-regular graphs. To avoid trivialities, we assume our graphs have diameter
at least 4 and valency at least 3. Our main results are as follows. Let   denote a
bipartite distance-regular graph with diameter D>4 and valency k>3. By a nontrivial
eigenvalue of  , we mean an eigenvalue other than k and −k. Let ; 0 denote nontrivial
eigenvalues of  . We show ; 0 satisfy a certain inequality, which we call the bipartite
fundamental bound, or BFB for short (see Lemma 3.8). If the intersection number
c3> 1, then the BFB has the form
 2 − b
2
2(c3 − 1)
(+ c3 − )

02 − b
2
2(c3 − 1)
(+ c3 − )

>
−(k − 1)b22b3
(+ c3 − )2 ; (2)
where  = c2, and where
= (k − 2)(c3 − 1)− ( − 1)p222:
We obtain the following two theorems.
Theorem 1.3. Let   denote a bipartite distance-regular graph with diameter D>4
and valency k>3. Let ; 0 denote nontrivial eigenvalues of  ; and let E; F denote
the corresponding primitive idempotents. The following are equivalent:
(i) E  F is a linear combination of exactly two primitive idempotents of  .
(ii) E  F is a linear combination of at most two primitive idempotents of  .
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(iii) Equality holds in BFB for ; 0.
(iv) c3> 1 and equality holds in (2) for ; 0.
Theorem 1.4. Let   denote a bipartite distance-regular graph with diameter D>4;
valency k>3; and eigenvalues 0>1>   >D. Let  denote the set of pairs
of nontrivial eigenvalues f; 0g for which equality holds in BFB; and assume  is
nonempty.
(i) Suppose = 0. Then for nontrivial eigenvalues ; 0; the pair f; 0g 2  if and
only if at least one of ; 0 is in f1; D−1g.
(ii) Suppose  6= 0; and D is odd. Then  = ff1; dg; f1; D−dg; fD−1; dg;
fD−1; D−dgg; where d= (D − 1)=2.
(iii) Suppose  6= 0; and D is even. Then = ff1; dg; fD−1; dgg; where d=D=2.
We prove several results which can be viewed as comments on Theorem 1.4. For
example, with reference to Theorem 1.4, we show  6= ; and =0 if and only if   is
2-homogeneous in the sense of Curtin [3] and Nomura [7]. We show that if D is even
and at least 6, then  6= ; if and only if the halved graph 12  is tight in the sense of
Jurisic et al. [5]. If D = 4 or D = 5, we show  6= ; if and only if   is antipodal.
2. Preliminaries
In this section, we review some basic denitions and results. For more information,
the reader may consult the books of Bannai and Ito [1], Brouwer et al. [2], and
Godsil [4].
Throughout this paper, let   = (X; R) denote a nite, undirected, connected graph
without loops or multiple edges, with vertex set X and edge set R. We say ver-
tices x; y are adjacent whenever xy is an edge. We dene the diameter of   to be
D :=maxf@(x; y) j x; y 2 X g, where @ denotes the path-length distance function. We
say   is bipartite whenever X can be partitioned into two subsets, neither of which
contains an edge. Let k denote a nonnegative integer. Then   is said to be regular,
with valency k, whenever each vertex of   is adjacent to exactly k distinct vertices.
The graph   is said to be distance-regular whenever for all integers h; i; j (06h;
i; j6D), and for all x; y 2 X with @(x; y) = h, the number
phij = jfz 2 X j @(x; z) = i; @(z; y) = jgj
is independent of the choice of x and y. The numbers phij are called intersection num-
bers of  . It is conventional to abbreviate ci :=pi1i−1 (16i6D); ai :=p
i
1i (06i6D),
bi :=pi1i+1 (06i6D−1); ki :=p0ii (06i6D), and dene c0 := 0; bD := 0: We observe
  is regular with valency k := k1 = b0. We observe c1 = 1 and for convenience, we
write  := c2. By [2, Proposition 4:1:6],
ci−16ci6bD−i (16i6D): (3)
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From now on, let  =(X; R) denote a distance-regular graph, and let MatX (R) denote
the algebra of matrices over R with rows and columns indexed by X . For each integer
i (06i6D), let Ai denote the matrix in MatX (R) with x; y entry
(Ai)xy =
(
1 if @(x; y) = i;
0 if @(x; y) 6= i (x; y 2 X ): (4)
We observe A0 = I is the identity matrix, and that
PD
i=0 Ai = J , the all 1’s matrix. It
is routine to show
AiAj =
DX
h=0
phijAh (06i; j6D): (5)
We refer to Ai as the ith distance matrix of   (06i6D). We abbreviate A = A1
and call this the adjacency matrix of  . Let M denote the subalgebra of MatX (R)
generated by A; M is known as the Bose{Mesner algebra of  . One can show that
A0; A1; : : : ; AD form a basis for M .
By [2, p. 45], the algebra M has a second basis E0; E1; : : : ; ED such that E0 =
jX j−1J; EiEj= ijEi (06i; j6D), and
PD
i=0 Ei= I . We refer to Ei as the ith primitive
idempotent of   (06i6D). We dene mi := rank(Ei) (06i6D).
Since E0; E1; : : : ; ED is a basis for M , there exist real numbers 0; 1; : : : ; D such
that A=
PD
i=0 iEi. Observe AEi= iEi for 06i6D, and that 0; 1; : : : ; D are distinct
since A generates M . We say that i is the eigenvalue of   associated with Ei. One
can show that 0 = k, and that −k6i6k for 06i6D.
Since A0; A1; : : : ; AD is a basis for M , there exist scalars qi(j) 2 R such that
Ei = jX j−1
DX
j=0
qi(j)Aj (06i6D): (6)
By [2, Lemma 2:2:1],
qi(0) = mi (06i6D): (7)
Since each entry in the distance matrices is either 0 or 1, we have
Ai  Aj = ijAi (06i; j6D); (8)
where  denotes the entry-wise matrix product. It follows that M is closed under ,
so there exist scalars qhij 2 R such that
Ei  Ej = jX j−1
DX
h=0
qhijEh (06i; j6D): (9)
The scalars qhij are known as the Krein parameters of  . By [2, Theorem 2:3:2],
qhij>0 (06h; i; j6D): (10)
From [2, Lemma 2:3:1], we have
q0ij = ijmi (06i; j6D): (11)
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In this paper we will be considering pairs of primitive idempotents Ei; Ej such that
Ei Ej is a linear combination of one or two primitive idempotents. To understand the
signicance, keep in mind the following lemma.
Lemma 2.1. Let   denote a distance-regular graph with diameter D. For all integers
i; j (06i; j6D); and for all subsets 
f0; 1; : : : ; Dg; the following are equivalent:
(i) Ei  Ej 2 spanfEh j h 2 
g.
(ii) qhij = 0 for all h 2 f0; 1; : : : ; Dgn
:
Proof. Immediate from (9) and since E0; E1; : : : ; ED are linearly independent.
We now mention some results on eigenvalues of distance-regular graphs.
Theorem 2.2 (Jurisic [5]). Let   denote a distance-regular graph with diameter D>3
and valency k. Let ; 0 denote eigenvalues of   other than k. Then the intersection
numbers a1; b1 satisfy
+
k
a1 + 1

0 +
k
a1 + 1

>
−ka1b1
(a1 + 1)2
: (12)
Theorem 2.3 (Pascasio [8]). Let   denote a distance-regular graph with diameter
D>3 and valency k. Let ; 0 denote eigenvalues other than k; and let E; F denote
the corresponding primitive idempotents. The following are equivalent:
(i) Equality holds in (12) for ; 0.
(ii) E  F is a scalar multiple of a primitive idempotent of  .
The following result appears in [8], although parts (i), (ii) of this result are from
the folklore of the subject of distance-regular graphs.
Lemma 2.4. Let   denote a bipartite distance-regular graph with diameter D>3 and
eigenvalues 0>1>   >D. Then (i){(iii) hold below.
(i) E0  Ei = jX j−1Ei (06i6D).
(ii) ED  Ei = jX j−1ED−i (06i6D).
(iii) Let E; F denote primitive idempotents of   other than E0 and ED. Then E  F
is not a scalar multiple of a primitive idempotent of  .
Lemma 2.5 (Jurisic [5]). Let   denote a nonbipartite distance-regular graph with di-
ameter D>3; valency k; and eigenvalues 0>1>   >D. Let ; 0 denote
eigenvalues of   other than k such that ; 0 give equality in (12). Then ; 0 is
a permutation of 1; D.
Denition 2.6. Let   denote a distance-regular graph with diameter D>3, valency k,
and eigenvalues 0>1>   >D. Then   is said to be tight whenever   is not
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bipartite and there exist eigenvalues ; 0 of   other than k such that equality holds in
(12). In this case, ; 0 is a permutation of 1; D.
In this paper we consider analogs of Theorems 2.2 and 2.3, and Lemma 2.5 for
bipartite distance-regular graphs. We begin with a few basic facts about bipartite
distance-regular graphs.
Lemma 2.7. (Brouwer et al. [2, Propositions 3:2:3 and 4:2:2]). Let   denote a
distance-regular graph with diameter D; valency k; and eigenvalues 0>1>   >D.
The following are equivalent:
(i)   is bipartite.
(ii) ai = 0 (06i6D).
(iii) ci + bi = k (06i6D).
(iv) D =−k.
Suppose (i){(iv) hold. Then
D−i =−i (06i6D); (13)
mi = mD−i (06i6D): (14)
Corollary 2.8. Let   denote a bipartite distance-regular graph with diameter D and
eigenvalues 0>1>   >D. Then one of 0; 1; : : : ; D is 0 if and only if D is
even. In this case; d = 0; where d= D=2.
Denition 2.9. Let   denote a bipartite distance-regular graph with valency k. We say
that an eigenvalue  of   is trivial whenever = k or =−k. We say that a primitive
idempotent E of   is trivial whenever the associated eigenvalue is trivial.
Lemma 2.10. (Curtin [3]). Let   denote a bipartite distance-regular graph with
diameter D>3 and valency k>3.
(i) p222 = (b2(c3 − 1) + (k − 2))=.
(ii) p222> 0.
Lemma 2.11. (Curtin [3]). Let   denote a bipartite distance-regular graph with
diameter D>3 and valency k>3. Then >0; where
 := (k − 2)(c3 − 1)− ( − 1)p222: (15)
Lemma 2.12. Let   denote a bipartite distance-regular graph with diameter D>3
and valency k>3.
(i) c3 = (+ ( − 1)(k − 2))=(2 − 3 + k) + 1.
(ii) Suppose = 0. Then c3 = ( − 1)(k − 2)=(2 − 3 + k) + 1.
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We observe the denominators in (i); (ii) are never zero since k>3.
Proof. To get (i), eliminate p222 in (15) using Lemma 2.10(i); eliminate b2 in the
result using Lemma 2.7(iii); then solve for c3.
Denition 2.13. Let   denote a bipartite distance-regular graph with diameter D>3,
valency k>3, and eigenvalues 0>1>   >D. Let  denote a nontrivial eigenvalue
of  . In [3], Curtin shows
( − 1) 26(k − )(k − 2) (16)
and that the set of nontrivial eigenvalues  of   for which equality holds in (16) is
either (i) empty, or (ii) f1; D−1g.   is said to be 2-homogeneous if (ii) occurs.
Lemma 2.14. (Curtin [3, Theorem 13]). Let   denote a bipartite distance-regular
graph with diameter D>3 and valency k>3; and suppose   is 2-homogeneous. Then
= 0.
3. The inequality
In this section, we nd analogs of Theorems 2:2 and 2:3 for bipartite distance-regular
graphs. To obtain our results, we will need some technical lemmas.
Lemma 3.1. (Brouwer et al. [2, pp. 128, 131]. Let   denote a bipartite distance-
regular graph with diameter D and eigenvalues 0>1>   >D. Fix i (06i6D).
Then
ctqi(t − 1) + btqi(t + 1) = iqi(t) (06t6D); (17)
where qi(−1); qi(D + 1) are indeterminates.
Denition 3.2. Let   denote a bipartite distance-regular graph with diameter D. Let
f0; f1; : : : ; fD denote polynomials in R[] such that f0 = 1, and
ctft−1 + btft+1 = ft (06t6D − 1); (18)
where f−1 = 0.
Lemma 3.3. Let   denote a bipartite distance-regular graph with diameter D and
eigenvalues 0>1>   >D. With reference to Denition 3:2,
qi(t) = mift(i) (06i; t6D):
Proof. For t=0, the result is just (7). The result follows for t > 0 by (17), (18), and
induction on t.
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Lemma 3.4. Let   denote a bipartite distance-regular graph with diameter D>4.
With reference to Denition 3:2; (i){(v) hold below.
(i) f0 = 1.
(ii) f1 = =k.
(iii) f2 = (2 − k)=(kb1).
(iv) f3 = (3 − (k + b1))=(kb1b2).
(v) f4 = (4 − (k + b1 + c3b2)2 + c3b2k)=(kb1b2b3).
Proof. Routine using Denition 3.2.
Lemma 3.5. Let   denote a bipartite distance-regular graph with diameter D>4:
With reference to Denition 3:2; (i){(v) hold below.
(i) 1 = f0.
(ii) = kf1.
(iii) 2 = kb1f2 + kf0.
(iv) 3 = kb1b2f3 + (k + b1)kf1.
(v) 4 = kb1b2b3f4 + (k + b1 + c3b2)kb1f2 + k(k + b1)f0.
Proof. Using Lemma 3.4, recursively solve for i in terms of f0; f1; : : : ; fi, for
06i64.
Lemma 3.6. Let   denote a bipartite distance-regular graph with diameter D and
eigenvalues 0>1>   >D. With reference to Denition 3:2; (i); (ii) hold
below.
(i) qi(t)qj(t) =
PD
h=0 q
h
ijqh(t) (06i; j; t6D).
(ii) ft(i)ft(j) = m−1i m
−1
j
PD
h=0 q
h
ijmhft(h) (06i; j; t;6D).
Proof. (i) See [2, Lemma 2:3:1]. (ii) Immediate using (i) and Lemma 3.3.
Lemma 3.7. Let   denote a bipartite distance-regular graph with diameter D>4
and eigenvalues 0>1>   >D. Fix integers i; j (06i; j6D) and dene
t = t(i; j) by
t :=m−1i m
−1
j
DX
h=0
qhijmh
t
h (06t64): (19)
With reference to Denition 3:2; (i){(v) hold below.
(i) 0 = 1.
(ii) 1 = kf1(i)f1(j).
(iii) 2 = kb1f2(i)f2(j) + k.
(iv) 3 = kb1b2f3(i)f3(j) + (k + b1)kf1(i)f1(j).
(v) 4 = kb1b2b3f4(i)f4(j) + (k + b1 + c3b2)kb1f2(i)f2(j) + (k + b1)k.
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Proof. Eliminate th in (19) using Lemma 3.5 (with  = h). Then apply Lemma
3.6(ii).
Lemma 3.8. Let   denote a bipartite distance-regular graph with diameter D>4 and
valency k>3. Let ; 0 denote nontrivial eigenvalues of  . Then
 202 + ( 2 + 02) + >0; (20)
where
= (+ c3 − ); (21)
 =−b22(c3 − 1); (22)
= b22(b2(c3 − 1) + b3(k − 2)); (23)
and where  is from (15). We refer to (20) as the bipartite fundamental bound; or
BFB for short.
Proof. Let 0>1>   >D denote the eigenvalues of  . We assume ; 0 are
nontrivial, so  = i; 0 = j for some integers i; j (16i; j6D − 1). Consider the
matrix
G :=
0
BB@
0 1 2
1 2 3
2 3 4
1
CCA (24)
where the t = t(i; j) are as in (19). We show G is positive semi-denite. By (10),
we nd that for r = 0; 1; 2; there exists a vector vr in RD+1 with h coordinate
rh
s
qhijmh
mimj
(06h6D):
Observe the dot product vr  vs = r+s (06r; s62), so G is the matrix of dot products
for v0; v1; v2. Now G is positive semi-denite, and it follows that det(G)>0.
To compute det(G), eliminate 0; 1; : : : ; 4 in (24) using Lemma 3.7(i){(v), and
evaluate the result using Lemma 3.4. Using Lemmas 2:7(iii), 2:10(i) and Eq. (15), we
verify that det(G) equals
(j − k)2(j + k)2(i − k)2(i + k)2
k3(k − 1)3b22b3
(25)
times
2i 
2
j + (
2
i + 
2
j ) + ; (26)
where ; ;  are from (21){(23). Observe the expression in (25) is positive, so (26)
is nonnegative.
Referring to Lemma 3.8, we will show that if c3> 1, then we can put (20) in a
more attractive form. To do this, we need a lemma.
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Lemma 3.9. Let   denote a bipartite distance-regular graph with diameter D>4 and
valency k>3. The following are equivalent:
(i) c3 = 1.
(ii) = 0 and c3 = .
Proof. (i) ) (ii): Observe =1 by (3); setting c3 = 1; =1 in (15), we nd =0.
It is clear c3 = .
(ii) ) (i): Setting  = c3 in the equation in Lemma 2.12(ii) and simplifying, we
nd that (c3− 1)2(k − c3) is zero. Now c3 = 1 in view of Lemma 2.7(iii) and (3).
Referring to Lemma 3.8, suppose for the moment that c3 = 1. Then =1 and =0
by Lemma 3.9, so  = 0;  = 0;  = b22b3(k − 2) in view of (21){(23). Now (20)
becomes
b22b3(k − 2)> 0: (27)
Thus (20) oers no information about the eigenvalues of   when c3 = 1. We now
present our main result, which is a more aesthetic inequality for the case when c3> 1.
Theorem 3.10. Let   denote a bipartite distance-regular graph with diameter D>4
and valency k>3. Let ; 0 denote nontrivial eigenvalues of  ; and suppose c3> 1.
Then 
 2 − b
2
2(c3 − 1)
(+ c3 − )

02 − b
2
2(c3 − 1)
(+ c3 − )

>
−(k − 1)b22b3
(+ c3 − )2 : (28)
Proof. Let ; ;  be as in (21){(23) and observe > 0 by (3), and Lemmas 2:11 and
3:9. Using Lemma 2.7(iii) and (15) we nd
 202 + ( 2 + 02) +  (29)
equals  times
 2 − b
2
2(c3 − 1)
(+ c3 − )

02 − b
2
2(c3 − 1)
(+ c3 − )

+
(k − 1)b22b3
(+ c3 − )2 : (30)
The expression (29) is nonnegative by Lemma 3.8, so (30) is nonnegative, and the
result follows.
Although we prefer the form of (28), we will sometimes use (20) to avoid restrictions
on c3 and thus to simplify the exposition. The relationship between (20) and (28) is
stated in the following corollary.
Corollary 3.11. Let   denote a bipartite distance-regular graph with diameter D>4
and valency k>3. Let ; 0 denote nontrivial eigenvalues of  ; and let E; F denote
the corresponding primitive idempotents. Then the following are equivalent:
(i) E  F is a linear combination of exactly two primitive idempotents of  .
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(ii) E  F is a linear combination of at most two primitive idempotents of  .
(iii) Equality holds in (20) for ; 0.
(iv) c3> 1 and equality holds in (28) for ; 0.
Proof. Let 0>1>   >D denote the eigenvalues of  . We assume ; 0 are non-
trivial, so E = Ei; F = Ej for some integers i; j (16i; j6D − 1).
(i) ) (ii): Immediate.
(ii) ) (i): Immediate using Lemma 2.4(iii).
(i) ) (iii): By Lemma 2.1, there exist distinct integers r; s (06r; s6D) such that
qhij = 0 if h 6= r; h 6= s (06h6D):
Referring to the proof of Lemma 3.8, observe
v2 − (r + s)v1 + rsv0 = 0;
so v0; v1; v2 are linearly dependent. Now det(G) = 0, so equality holds in (20) for
= i; 0 = j.
(iii) ) (ii): Again referring to the proof of Lemma 3.8, observe det(G) = 0, so
v0; v1; v2 are linearly dependent. Hence there exist scalars a; b; c; not all zero, such that
av2 + bv1 + cv0 = 0:
From the denition of v0; v1; v2,
a2h + bh + c = 0 if q
h
ij 6= 0 (06h6D):
It follows that qhij 6= 0 for at most two integers h, and the result follows in view of
Lemma 2.1.
(iii) , (iv): If c3 = 1, then (20) reduces to (27) and hence equality does not
hold in (20). The equivalence of (iii), (iv) is now immediate from the proof of
Theorem 3.10.
4. Taut distance-regular graphs
Denition 4.1. Assume   is a bipartite distance-regular graph with diameter D>4 and
valency k>3. Let  denote the set of unordered pairs of nontrivial eigenvalues f; 0g
for which equality holds in (20).
In this section, we nd . The cases  = 0,  6= 0 are somewhat dierent, so we
handle them separately. Before we present the main result of this section, let us take
a quick look at the case = 0.
Lemma 4.2. Let   denote a bipartite distance-regular graph with diameter D>4 and
valency k>3. Assume =0; where  is from (15). Then the left side of (20) equals
b2
2 − 3 + k (( − 1)
2 − (k − )(k − 2))(( − 1)02 − (k − )(k − 2)): (31)
204 M.S. MacLean /Discrete Mathematics 225 (2000) 193{216
Proof. Set =0 in (21){(23), and eliminate c3 using Lemma 2.12(ii). Then simplify
the result using Lemma 2.7(iii).
Let   denote a bipartite distance-regular graph with diameter D and eigenvalues
0>1>   >D. To set the stage for the next theorem, suppose for the moment
that D is odd. Then d is the minimal positive eigenvalue of  , where d= (D− 1)=2.
If D is even, then d = 0, where d= D=2.
Theorem 4.3. Let   denote a bipartite distance-regular graph with diameter D>4;
valency k>3; and eigenvalues 0>1>   >D. Let  be as in Denition 4:1; and
assume  is nonempty.
(i) Suppose = 0. Then for nontrivial eigenvalues ; 0; the pair f; 0g 2  if and
only if at least one of ; 0 is in f1; D−1g.
(ii) Suppose  6= 0; and D is odd. Then  = ff1; dg; f1; D−dg; fD−1; dg;
fD−1; D−dgg; where d= (D − 1)=2.
(iii) Suppose  6= 0; and D is even. Then  = ff1; dg; fD−1; dgg; where
d= D=2.
Proof. (i) Let ; 0 denote nontrivial eigenvalues of  . In view of Lemma 4.2 and
Denition 4.1, f; 0g 2  if and only if
(( − 1) 2 − (k − )(k − 2))(( − 1)02 − (k − )(k − 2)) = 0:
The result now follows in view of Denition 2.13.
(ii), (iii): Since  is nonempty, equality holds in (20) for some pair of nontrivial
eigenvalues ; 0. It is immediate from (20) that equality also holds if we replace 
by − or replace 0 by −0. Without loss of generality, assume jj>j0j. If we can
show  2 = 21 and 
02 = 2d, we will have shown that (ii) or (iii) holds by (13). Since
d is the smallest nonnegative eigenvalue of  ; 2d6
026 2621. By Corollary 3.11,
c3> 1 and equality holds in (28) for ; 0. Hence
( 2 − )(02 − ) = −(k − 1)b
2
2b3
(+ c3 − )2 (32)
where
=
b22(c3 − 1)
(+ c3 − ) :
Since  6= 0, the right-hand side of (32) is negative, and we have
0< 2 − 621 − ; (33)
2d − 602 − < 0: (34)
Using (28), (32), (33), and (34), we see
−(k − 1)b22b3
(+ c3 − )2 = (
2 − )(02 − )
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> (21 − )(2d − ) (35)
>
−(k − 1)b22b3
(+ c3 − )2 : (36)
Observe that we have equality in (35) and (36). From (33), (34), and equality in
(35), we nd  2 = 21 and 
02 = 2d.
With reference to Theorem 4.3, we now show case (i) is closely related to the
2-homogeneous property mentioned in Denition 2.13.
Lemma 4.4. Let   denote a bipartite distance-regular graph with diameter D>4 and
valency k>3. With reference to Denition 4:1 and (15); the following are
equivalent:
(i)   is 2-homogeneous.
(ii)  is nonempty and = 0.
Proof. Let 0>1>   >D denote the eigenvalues of  .
(i) ) (ii): Observe  = 0 by Lemma 2.14. To show  is nonempty, we show
f1; 0g 2 , where 0 is any nontrivial eigenvalue of  . By Denition 2.13,
( − 1)21 = (k − )(k − 2):
Observe the expression in (31) is zero for =1; applying Lemma 4.2, we see equality
holds in (20) for = 1. Now f1; 0g 2  by Denition 4.1, so  is nonempty.
(ii) ) (i): By Denition 4.1, there exist nontrivial eigenvalues ; 0 that give
equality in (20). By Lemma 4.2 and since  = 0, we see the expression in (31)
equals 0. It follows that equality is attained in (16) for  or 0, so   is 2-homogeneous
by Denition 2.13.
Denition 4.5. Let   denote a bipartite distance-regular graph with diameter D>4
and valency k>3. With reference to Denition 4.1 and (15), we dene   to be taut
whenever  is nonempty and  6= 0.
Lemma 4.6. Let   denote a bipartite distance-regular graph with diameter D>4 and
valency k>3.
(i) Suppose   is 2-homogeneous. Then >2.
(ii) Suppose   is taut. Then c3>2.
Proof. (i) Immediate from Denition 2.13 and the form of (16). (ii) Immediate from
Denition 4.5 and Lemma 3.9.
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5. When the diameter is even
Let   denote a bipartite distance-regular graph with even diameter D>4 and valency
k>3. First we obtain an extension of (16), and we characterize the case of equality.
Next we assume D>6 and show   is taut or 2-homogeneous if and only if the halved
graph 12  is tight.
Lemma 5.1. Let   denote a bipartite distance-regular graph with diameter D>4
and valency k>3. Suppose D is even; and let  denote a nontrivial eigenvalue of  .
Then
(c3 − 1)( 2 − k)6(k − 1)(b3 − 1): (37)
Proof. Recall 0 is an eigenvalue of   by Corollary 2.8, and of course, this eigenvalue
is nontrivial. Setting 0 = 0 in (20), we nd
 2 + >0; (38)
where  and  are from (22) and (23), respectively. Using Lemma 2.7(iii), one readily
veries
( 2 + )b−22 = (c3 − 1)(k −  2) + (k − 1)(b3 − 1): (39)
Combining (38), (39), we obtain the desired result.
We now consider the case of equality in (37). We treat the cases  = 0,  6= 0
separately, where  is from (15).
Lemma 5.2. Let   denote a bipartite distance-regular graph with even diameter
D>4; valency k>3; and eigenvalues 0>1>   >D. Then for all nontrivial eigen-
values ; the following are equivalent:
(i) = 0 and  gives equality in (37).
(ii)   is 2-homogeneous and  is one of 1; D−1.
Proof. (i)) (ii): Referring to the proof of Lemma 5.1, observe  2 + =0 by (39),
so ; 0 give equality in (20), where 0 = 0. Now f; 0g 2 . Apparently  is not
empty, and we assumed  = 0, so   is 2-homogeneous by Lemma 4.4. By Theorem
4.3(i), and since f; 0g 2 , we see at least one of ; 0 is in f1; D−1g. Observe 1
and D−1 are nonzero since D>4, so  2 f1; D−1g.
(ii) ) (i): Observe  = 0 and  is not empty by Lemma 4.4. Using this and the
fact that  2 f1; D−1g, we see f; 0g 2  by Theorem 4.3(i). Apparently ; 0 give
equality in (20), where 0 = 0. Thus  2 +  = 0, where  and  are from (22) and
(23), respectively. Referring to the proof of Lemma 5.1, we observe the right-hand
side of (39) equals 0, so  gives equality in (37).
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Lemma 5.3. Let   denote a bipartite distance-regular graph with even diameter
D>4; valency k>3; and eigenvalues 0>1>   >D. Then for all nontrivial eigen-
values ; the following are equivalent.
(i)  6= 0 and  gives equality in (37).
(ii)   is taut and  is one of 1; D−1.
Proof. (i)) (ii): Referring to the proof of Lemma 5.1, observe  2 + =0 by (39),
so ; 0 give equality in (20), where 0 = 0. Now f; 0g 2 . Apparently  is not
empty, and we assumed  6= 0, so   is taut by Denition 4.5. By Theorem 4.3(iii),
and since f; 0g 2 , we see that  2 f1; D−1g.
(ii)) (i): Observe  6= 0 and  is not empty by Denition 4.5. Using this and the
fact that  2 f1; D−1g, we see f; 0g 2  by Theorem 4.3(iii). Apparently ; 0 give
equality in (20), where 0 = 0. Thus  2 +  = 0, where  and  are from (22) and
(23), respectively. Referring to the proof of Lemma 5.1, we observe the right-hand
side of (39) equals 0, so  gives equality in (37).
Denition 5.4. Let  =(X; R) denote a distance-regular graph with diameter D. Let  i
(06i6D) denote the graph with vertex set X and edge set f(x; y)jx; y 2 X and @(x; y)=
i in  g. If   is bipartite with diameter D>2, then  2 has two connected components,
called the halved graphs of  . We denote either component of  2 by 12 .
Lemma 5.5. (Brouwer et al. [2, Proposition 4:2:2; 4:2:3]). Let   denote a bipartite
distance-regular graph with even diameter D>4. Then 12  is distance-regular with
diameter d = D=2. We use a hat (^) on parameters of 12  to distinguish them from
the parameters of  . With this notation; the intersection numbers of 12  are
b^i =
b2ib2i+1

(06i6d− 1);
c^i =
c2i−1c2i

(16i6d):
Let 0>1>   >D denote the eigenvalues of  . Then the eigenvalues of 12  are
^0; ^1; : : : ; ^d; where
^i =
2i − k

(06i6d):
We observe ^0>^1>   >^d.
Lemma 5.6 (Brouwer et al. [2, p. 141]). Let   denote a bipartite distance-regular
graph with valency k>3. Then 12  is not bipartite.
208 M.S. MacLean /Discrete Mathematics 225 (2000) 193{216
Lemma 5.7. With the notation and assumptions of Lemma 5:5; 
^1 +
k^
a^1 + 1
! 
^d +
k^
a^1 + 1
!
+
k^ a^1b^1
(a^1 + 1)2
(40)
=
kb2
3
(c3 − 1)(k − 21) + (k − 1)(b3 − 1)
p222 + 1
: (41)
Proof. By Lemma 5.5 and Corollary 2.8,
k^ =
k(k − 1)

; b^1 =
b2b3

; ^1 =
21 − k

; ^d =− k ;
and observe a^1=p222: Evaluating (40) using this information, and simplifying the result
using Lemmas 2:10(i) and 2:7(iii), we get (41).
Theorem 5.8. Let   denote a bipartite distance-regular graph with even diameter
D>6 and valency k>3. The following are equivalent:
(i)   is taut or 2-homogeneous.
(ii) 12  is tight.
Proof. (i) ) (ii): Recall 12  is not bipartite by Lemma 5.6. Applying Lemmas 5.2
and 5.3, we see equality holds in (37) for = 1. Now (41) equals 0, so (40) equals
0. We conclude 12  is tight by Denition 2.6.
(ii)) (i): Observe (40) equals 0 by Denition 2.6, so (41) equals 0. We now see
equality holds in (37) for  = 1. If = 0, then   is 2-homogeneous by Lemma 5.2.
If  6= 0, then   is taut by Lemma 5.3.
6. More results for taut distance-regular graphs
Let   denote a taut distance-regular graph with diameter D and eigenvalues
0>1>   >D. Consider the primitive idempotents E1; Ed, where d = bD=2c. In
Corollary 3.11, we saw E1  Ed can be written as a linear combination of two prim-
itive idempotents; let us denote these by Er , Es. In this section we show that r , s
are the roots of a quadratic polynomial whose coecients are rational expressions in
k; ; 1; d. We consider the cases D odd and D even separately. We will begin with a
lemma.
Lemma 6.1. Let   denote a bipartite distance-regular graph with diameter D and
eigenvalues 0>1>   >D. Then
qhij = q
D−h
D−i; j = q
D−h
i; D−j = q
h
D−i; D−j (06h; i; j6D): (42)
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Proof. To get the equation on the left, we take the entry-wise product of both sides
of (9) with ED and apply Lemma 2.4(ii). The second equation follows since qhij = q
h
ji
(06h; i; j6D), and the third equation is a routine consequence of the rst one.
Theorem 6.2. Suppose   is a taut distance-regular graph with odd diameter D>5;
valency k>3; and eigenvalues 0>1>   >D. Let d=(D−1)=2. Then there exist
distinct integers r; s (06r; s6D) such that
E1  Ed = Er + Es; (43)
E1  ED−d = ED−r + ED−s; (44)
ED−1  Ed = ED−r + ED−s; (45)
ED−1  ED−d = Er + Es; (46)
where r; s are the roots of the polynomial
2 − 1d
k −  +
(k − )(21 + 2d − k2) + 212d( − 1)
(k − 1)(k − ) ; (47)
and where
= jX j−1m1md
mrk
1d − ks
r − s ; (48)
 = jX j−1m1md
msk
1d − kr
s − r : (49)
Proof. By Denition 4.5, Theorem 4.3(ii), and Corollary 3.11, there exist nonzero
scalars ;  and distinct integers r; s (06r; s6D) such that (43) holds. Comparing
(43) and (9), we nd
qr1d = jX j; qs1d = jX j; (50)
and
qh1d = 0 for h 2 f0; 1; : : : ; Dg n fr; sg: (51)
By (9), (42), (50), and (51), we obtain (44){(46).
Let g denote the polynomial in (47). We show g(r) = 0 and g(s) = 0. To do this,
we apply Lemma 3.7 with i=1; j=d. Pick any integer t (06t63). Setting i=1; j=d
in (19), and evaluating the result using (50), (51), we nd
t = atr + b
t
s; (52)
where t = t(1; d), and where
a= jX jm−11 m−1d mr; b= jX jm−11 m−1d ms: (53)
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Let x (resp. y) denote the coecient of  (resp. the constant term) of g, so that
g = 2 + x + y. Setting i = 1; j = d in Lemmas 3.7(i){(iv) and using Lemmas 3.4
and 2.7(iii), one easily veries
2 + x1 + y0 = 0; 3 + x2 + y1 = 0: (54)
Eliminating 0; 1; 2; 3 in (54) using (52), we nd
ag(r) + bg(s) = 0; arg(r) + bsg(s) = 0:
Since a; b are nonzero and since r; s are distinct, we conclude g(r) = 0; g(s) = 0,
as desired.
To obtain (48), (49), set t = 0; t = 1 in (52) and solve the resulting linear system
for a; b. Simplifying the result using Lemma 3.7(i), (ii) and Lemma 3.4(ii), we obtain
a=
1d − ks
k(r − s) ; b=
kr − 1d
k(r − s) : (55)
Combining (53) and (55), we routinely obtain (48) and (49).
Corollary 6.3. Suppose   is a taut distance-regular graph with odd diameter D>5;
valency k>3; and eigenvalues 0>1>   >D. Let r; s be as in Theorem 6:2;
and assume they are labelled so that r >s. Then
d6− s <r61;
where d= (D − 1)=2.
Proof. The eigenvalues r; s are the roots of the polynomial in (47), so
r + s =
1d
k −  : (56)
Observe q01d = 0 by (11). Evaluating (43) using this and (9), we nd r 6= 0. Thus
r61. Observe r + s is positive by (56), so −s <r . To show d6 − s, recall
d is the minimal positive eigenvalue, so it suces to show −d< − s. Let  be
as in (43), and observe >0 by (9) and (10). By (48), and since r >s, we nd
1d − ks is nonnegative, forcing s61d=k. Observe 1d=k <d since 1<k, so
s <d. We now have −d<− s, as desired.
Corollary 6.4. Let   denote a taut distance-regular graph with odd diameter D>5;
valency k>3; and eigenvalues 0>1>   >D. Let r; s be as in Theorem 6:2
and assume they are labelled so that r >s. Set d=(D− 1)=2; and let g denote the
polynomial in (47). Then
(i) g(1)>0; with equality if and only if r = 1.
(ii) g(−d)60; with equality if and only if s =−d.
Proof. By Theorem 6.2, the eigenvalues r; s are the roots of g. To get (i), ob-
serve s <r61 by Corollary 6.3. To get (ii), observe s6 − d<r by
Corollary 6.3.
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We now turn to the case of even diameter.
Theorem 6.5. Suppose   is a taut distance-regular graph with even diameter D>4;
valency k>3; and eigenvalues 0>1>   >D. Set d=D=2. Then there exists an
integer r (06r6D) such that
E1  Ed = (Er + ED−r); (57)
ED−1  Ed = (Er + ED−r); (58)
where r is the positive root of the polynomial
2 − k
2 − 21
k − 1 ; (59)
and where
= jX j−1m1md
2mr
: (60)
Proof. By Denition 4.5, Theorem 4.3(iii), and Corollary 3.11, we have
E1  Ed = Er + Es
for some scalars ;  and distinct integers r; s (06r; s6D). Now we proceed just as
in the proof of Theorem 6.2. In fact, (43){(49) still hold when D is even, only we
have the additional relations d=0 and D−d=d. Setting d=0 in (47), we nd that
r is a root of the polynomial in (59), and the other root is −r . Thus s = D − r by
(13). Setting d = 0 and s = D − r in (48) and (49) and using (13), (14), we see
that
=  = jX j−1 m1md
2mr
: (61)
Now setting s = D − r in (43) and (45), and using (61), we see that (57), (58), and
(60) hold.
Corollary 6.6. Let   denote a taut distance-regular graph with even diameter D>4;
valency k>3; and eigenvalues 0>1>   >D. Let r be as in Theorem 6:5. Then
r = d− 1; where d= D=2.
Proof. First assume D=4, so d=2. We show r=1. Recall r is a positive eigenvalue
of   by Theorem 6.5, and 2 =0 by Corollary 2.8, so r is one of 0; 1. In particular,
r61. Observe q012 = 0 by (11); setting d = 2 in (57), and comparing the result with
(9), we nd r 6= 0. Now r = 1, as desired.
Now assume D>6. Let 12  denote the halved graph of  . We use a hat (^) on
parameters of 12  to distinguish them from parameters of  . Observe
1
2  is tight by
Theorem 5.8. Applying [8, Theorem 3:5], we nd
k^ ^d−1 = ^1^d: (62)
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By Corollary 2.8 and Lemma 5.5,
k^ =
k(k − 1)

; ^1 =
21 − k

; ^d−1 =
2d−1 − k

; ^d =
−k

: (63)
Evaluating (62) using (63) and simplifying, we obtain
2d−1 =
k2 − 21
b1
:
Apparently d−1 is the positive root of (59), so r = d−1 by Theorem 6.5. Now
r = d− 1, as desired.
7. Taut graphs of diameter 4
In this section we characterize the taut distance-regular graphs of diameter 4.
Denition 7.1. Let   denote a distance-regular graph.   is said to be antipodal when-
ever  D is a disjoint union of cliques, where  D is as in Denition 5.4. In this case
each clique has cardinality 1 + kD. We refer to   as an r-cover, where r = 1 + kD.
Lemma 7.2. (Brouwer et al. [2, Proposition 4:2:2]). Let   denote a bipartite distance
-regular graph of diameter D>3.
(i) Suppose D is even and set d :=D=2. Then   is antipodal if and only if bi=cD−i
for i = 0; 1; : : : ; D; i 6= d. In this case;   is an r-cover; where
r = k=cd: (64)
(ii) Suppose D is odd. Then   is antipodal if and only if bi = cD−i for 06i6D. In
this case;   is a 2-cover.
Lemma 7.3 (Brouwer [2, p. 129]). Let   denote a bipartite distance-regular graph
with diameter D = 4. Then the eigenvalues of   are k >> 0>− >− k; where
 2 = k + k − c3 − : (65)
Lemma 7.4. Let   denote a bipartite distance-regular graph with diameter D=4 and
valency k>3. The following are equivalent:
(i)   is antipodal.
(ii) b3 = 1.
Suppose (i); (ii) hold; and let r;  be as in (64); Lemma 7:3; respectively. Let  be
as in (15). Then
k = r; (66)
= (k − 2)(r − 2); (67)
 2 = k: (68)
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Proof. The equivalence of (i) and (ii) follows from Lemmas 7.2(i) and 2:7(iii), and
the fact that c1 = 1. Suppose (i) and (ii) hold. To get (66), set d = 2 in (64). To
get (67), evaluate (15) using Lemma 2.10(i) and simplify the result using c3 = k − 1,
Lemma 2.7(iii), and (66). To get (68), set c3 = k − 1 in (65) and simplify.
Lemma 7.5. Let   denote a bipartite distance-regular graph with diameter D=4 and
k>3. The following are equivalent:
(i)   is 2-homogeneous.
(ii)   is antipodal and = 0.
(iii)   is an antipodal 2-cover.
Proof. (i)) (ii):   is antipodal by [3, Theorem 42]. We saw = 0 in Lemma 4.4.
(ii)) (iii): Observe r = 2 by (67).
(iii) ) (i): Let  be as in Lemma 7.3. Observe k = 2;  2 = 2 by (66), (68).
Evaluating (16) using these facts, we obtain equality. Now   is 2-homogeneous by
Denition 2.13.
Theorem 7.6. Let   denote a bipartite distance-regular graph with diameter D = 4
and k>3. The following are equivalent:
(i)   is taut.
(ii)   is antipodal and  6= 0.
(iii)   is an antipodal r-cover with r > 2.
Proof. (i) ) (ii): To see   is antipodal, recall by Lemma 5.3 that equality holds
in (37), where  = 1. Eliminating  in this equation using (65) and simplifying, we
obtain b3 = 1. Now   is antipodal by Lemma 7.4. Observe  6= 0 by Lemma 5.3.
(ii)) (i): Let the eigenvalue  be as in Lemma 7.3. Observe b3 = 1 and  2 = k by
Lemma 7.4; evaluating (37) using these facts, we obtain equality. Now   is taut by
Lemma 5.3.
(ii), (iii): Immediate from (67).
8. Taut graphs of diameter 5
In this section we characterize the taut distance-regular graphs of diameter 5.
Lemma 8.1 (Brouwer [2, p. 129]). Let   denote a bipartite distance-regular graph
with diameter D=5. Then the nontrivial eigenvalues of   are roots of the polynomial
() = 4 − (b4c3 + b3 + b2)2 + c3b2b4: (69)
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Lemma 8.2. Let   denote a bipartite distance-regular graph with diameter D=5 and
eigenvalues k >1>2>− 2>− 1>− k. Then the following are equivalent:
(i)   is an antipodal 2-cover.
(ii) c3 = k −  and c4 = k − 1.
Suppose (i) and (ii) hold. Then
 = 1 − 2; (70)
k = 12 + 1 − 2; (71)
=
(21 − 21 + 2)(22 + 22 − 1)
1 − 2 ; (72)
where  is from (15).
Proof. The equivalence of (i) and (ii) is immediate from Lemmas 7.2(ii) and 2:7(iii).
Now suppose (i) and (ii) hold. Setting c3 = k − ; b2 = k − ; b3 = ; b4 = 1 in (69)
and simplifying, we nd
() = (2 +  +  − k)(2 −  +  − k): (73)
Since 1; 2 are the largest and second largest roots of (73), one easily veries
1 =
 +
p
2 − 4 + 4k
2
; 2 =
− +
p
2 − 4 + 4k
2
; (74)
where we take positive square roots in (74). Using (74), we routinely obtain (70),
(71). To get (72), evaluate (15) using Lemma 2.10(i), b2 = k − ; c3 = k − , (70),
(71).
Lemma 8.3. Let   denote a bipartite distance-regular graph with diameter D=5 and
valency k>3. Let 1; 2 be as in Lemma 8:2. Then the following are equivalent:
(i)   is 2-homogeneous.
(ii)   is an antipodal 2-cover and = 0.
Suppose (i) and (ii) hold. Then 1 = 22 + 22.
Proof. (i) ) (ii):   is an antipodal 2-cover by [3, Theorem 42]. We saw  = 0 in
Lemma 4.4.
(ii)) (i): By (72), and since = 0, either
2 = 21 − 21; (75)
or
1 = 22 + 22: (76)
We show (75) cannot occur. Suppose (75) holds. Setting =2 in (16), and evaluating
the result using (70), (71), (75), we nd that equality holds. This contradicts the last
line of Denition 2.13, so (75) cannot occur.
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Now (76) holds. Setting  = 1 in (16), and evaluating the result using (70), (71),
(76), we nd that equality holds. Now   is 2-homogeneous by Denition 2.13.
Now suppose (i) and (ii) hold. We saw in the proof of (ii) ) (i) that
1 = 22 + 22.
Theorem 8.4. Let   denote a bipartite distance-regular graph with diameter D = 5
and valency k>3. Then the following are equivalent:
(i)   is taut.
(ii)   is an antipodal 2-cover and  6= 0.
Proof. (i) ) (ii): Note  6= 0 by Denition 4.5, so we only need to show   is an
antipodal 2-cover. By Lemma 8.2, it suces to show c3 =k− and c4 =k−1. Let the
eigenvalues 1; 2 be as in Lemma 8.2, and let d; r; s be as in Corollary 6.3. Then
d= 2 and 26− s <r61, so 2 =−s and r = 1. Recall r; s are the roots of
the polynomial in (47), so
1 − 2 = 12k −  ; (77)
− 12 = (k − )(
2
1 + 
2
2 − k2) + 2122( − 1)
(k − 1)(k − ) : (78)
Solving (77) for , we nd 12 + 1 − 2 is not zero, and that
 =
k(1 − 2)
12 + 1 − 2 : (79)
Evaluating (78) using (79), we obtain
k = 12 + 1 − 2; (80)
so
 = 1 − 2 (81)
in view of (79). By Theorem 4.3(ii), equality is attained in (20) for =1 and 0=2.
Evaluating the resulting equality using (15), Lemma 2.10(i), Lemma 2.7(iii), (80), and
(81), we nd c3 = 12. Combining this with (80), (81), we nd c3 = k − .
Setting c3 = k−; b2 = k−; b3 =; b4 = k− c4, and =1 in (69), and evaluating
the result using (80), (81), we obtain
0 = (1)
= 212(1 − 2)(c4 + 1− k);
and it follows c4 = k − 1.
(ii) ) (i): By Lemma 8.2(ii), we have c3 = k − . Let 1; 2 be as in
Lemma 8.2. Setting  = 1; 0 = 2 in (20), and evaluating the result using Lemma
2.7(iii), c3 = k − , (70){(72), we nd equality holds in (20). Now   is taut by
Denition 4.5.
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