Geothermal Heat Flow in the Amundsen Sea Sector of West Antarctica by Dziadek, Ricarda
UNIVERSITY OF BREMEN
DOCTORAL THESIS
Geothermal Heat Flow in the Amundsen
Sea Sector of West Antarctica
Author:
Ricarda Dziadek
Supervisor:
PD Dr. Karsten Gohl
A thesis submitted in fulﬁllment of the requirements
for the degree of Natural Sciences (Dr. rer. nat.)
in the
Department of Geosciences
University of Bremen
September 24, 2018

Gutachter/Reviewer
PD Dr. Karsten Gohl
Alfred-Wegener-Institute Helmholtz-Zentrum für Polar- und Meeresforschung
Am Alten Hafen 26
27568 Bremerhaven
Prof. Dr. Christian Hübscher
Universität Hamburg
Fachbereich Geowissenschaften
Bundesstrasse 55
20146 Hamburg
Tag des Kolloquiums/Date of Colloquium:
Weitere Mitglieder der Prüfungskommission/
Additional members of the examination board:

VDeclaration of Authorship
Versicherung an Eides Statt/Afﬁrmation in lieu of an oath gem. §5 Abs. 5 der
Promotionsordnung vom 15.07.2015/ according to §5 (5) of the Doctoral Degree Rules
and Regulations of 15 July, 2015
Ich/ I, Ricarda Dziadek, Ausser der Schleifmühle 36, 28203 Bremen, 2229821
(Vorname/ First Name, Name/ Name, Anschrift/ Address, ggf. Matr.-Nr./ student ID no., if applicable)
versichere an Eides Statt durch meine Unterschrift, dass ich die vorliegende Dissertation
selbständig und ohne fremde Hilfe angefertigt und alle Stellen, die ich wörtlich dem Sinne
nach aus Veröffentlichungen entnommen habe, als solche kenntlich gemacht habe, mich
auch keiner anderen als der angegebenen Literatur oder sonstiger Hilfsmittel bedient habe
und die zu Prüfungszwecken beigelegte elektronische Version (PDF) der Dissertation mit
der abgegebenen gedruckten Version identisch ist./ With my signature I afﬁrm in lieu of an
oath that I prepared the submitted dissertation independently and without illicit assistance from
third parties, that I appropriately referenced any text or content from other sources, that I used only
literature and resources listed in the dissertation, and that the electronic (PDF) and printed versions
of the dissertation are identical.
Ich versichere an Eides Statt, dass ich die vorgenannten Angaben nach bestem Wissen und
Gewissen gemacht habe und dass die Angaben der Wahrheit entsprechen und ich nichts
verschwiegen habe./ I afﬁrm in lieu of an oath that the information provided herein to the best of
my knowledge is true and complete.
Die Strafbarkeit einer falschen eidesstattlichen Versicherung ist mir bekannt, namentlich
die Strafandrohung gemäß §156 StGB bis zu drei Jahren Freiheitsstrafe oder Geldstrafe
bei vorsätzlicher Begehung der Tat bzw. gemäß § 161 Abs. 1 StGB bis zu einem Jahr
Freiheitsstrafe oder Geldstrafe bei fahrlässiger Begehung./ I am aware that a false afﬁdavit
is a criminal offence which is punishable by law in accordance with §156 of the German Criminal
Code (StGB) with up to three years imprisonment or a ﬁne in case of intention, or in accordance
with §161 (1) of the German Criminal Code with up to one year imprisonment or a ﬁne in case of
negligence.
Ort/ Place, Datum/ Date Unterschrift/ Signature

VII
Preface
This thesis was submitted for the degree of Doctor of Natural Sciences (Dr. rer. Nat.) at
the Department of Geosciences, University of Bremen. The PhD Project is part of the AWI
research and was supported by the Deutsche Forschungsgemeinschaft (DFG) in the frame-
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collection of in total three standalone research manuscripts, which have been submitted
or will be submitted as joint-author articles to international peer-reviewed journals. A
general introduction outlining the project background and context, objectives and aims
as well as the utilized methods precedes the three research manuscripts. The last chapter
synthesizes the main conclusions of this thesis and illustrates prospects for future research
opportunities in the researched ﬁeld.
Ricarda Dziadek
Bremen, September 2018

“The action of heat is always present, it penetrates all bodies and spaces, it inﬂuences the
processes of the arts, and occurs in all the phenomena of the universe. ”
Analytical Theory of Heat, Jean Baptiste Joseph Fourier (1878)
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Abstract
Ricarda Dziadek
Geothermal Heat Flow in the Amundsen Sea Sector of West Antarctica
The ice sheet in West Antarctica is underlain by the West Antarctic Rift System, which yields
critical geological boundary conditions. The bedrock geology and the crustal structure of
the rift system may inﬂuence the dynamics of the overlying glaciers, which in turn affect
the stability of the ice sheet. Previous geophysical surveys have traced the West Antarctic
Rift System from the Ross Sea to the Bellingshausen Sea and compared it to other major
continental rift zones, such as the East African Rift System or the Basin and Range Province.
While the rift system in the Ross Sea sector is relatively well understood, the remaining
part of the rift system surrounds a higher degree of uncertainty.
Young, continental rift systems, such as the West Antarctic Rift System, are associated
with high geothermal heat ﬂow and elevated lithospheric geotherms. In-situ temperature
observations of geothermal heat ﬂow are extremely sparse in Antarctica, but present
crucial thermal boundary conditions ice sheet models and related sea level rise predictions.
Moreover, temperature measurements are urgently required to study geodynamic and
tectonic processes, subglacial lakes, hydrologic networks and ecosystems beneath ice
sheets, that remain largely unexplored. Indirect methods, that estimate geothermal heat
ﬂow on regional to continental scales show poor correlation, which leads to ambiguous
results in e.g. ice sheet models.
Scientiﬁcally, this project aims at contributing to the overall knowledge of the thermal
state of the crust in the Amundsen Sea Sector. Within the context of this thesis, a novel
suit of in-situ temperature measurements were collected in the Amundsen Sea Embayment
during RV Polarstern expedition PS75 (2010) and PS104 (2017). A novel magnetic anomaly
grid is further presented, which includes aeromagnetic data collected during RV Polarstern
expedition PS104, as well as previous aeromagnetic surveys, and forms the base for
investigations of the thermal state of the crust. By Curie depth estimates, based on spectral
analysis of the magnetic anomaly data and numerical models in 2D and 3D, the spatial
distribution of geothermal heat ﬂow and the thermal architecture of the crust is examined.
The main outcomes of the thesis are local estimates of geothermal heat ﬂow of ~60
mWm2 to 90 mWm2, which is likely biased towards higher values due to the temperature
variability in the water column. Indirect estimates from numerical models in contrast point
towards elevated (~90 mWm2) and locally high (≥90 mWm2) geothermal heat ﬂow.
In summary, the ﬁndings from the current thesis represent a signiﬁcant advancement
towards understanding of geothermal heat ﬂow in the Amundsen Sea Sector of West
Antarctica.
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Zusammenfassung
Ricarda Dziadek
Geothermal Heat Flow in the Amundsen Sea Sector of West Antarctica
Das Westantarktische Riftsystem liefert kritische geologische Randbedingungen für das
darüberliegende Westantarktische Eisschild. Vermutlich beeinﬂussen die Geologie und
thermische Krustenstruktur des Riftsystems die Gletscherdynamik, welche sich wiederum
auf die Stabilität der Eisdecke auswirkt. Vorangegangene geophysikalische Studien haben
das Westantarktische Riftsystem vom Rossmeer bis zum Bellingshausenmeer zurückver-
folgt und stellten den Vergleich mit anderen großen kontinentalen Grabenzonen her, wie
dem Ost-Afrikanischen Grabensystem oder der Basin and Range Province. Während das
Grabensystem im Rossmeer-Sektor relativ gut verstanden ist, umgibt der verbleibende Teil
des Grabensystems einen höheren Grad an Unsicherheit.
Junge, kontinentale Grabensysteme, wie das Westantarktische Grabensystem, werden
mit erhöhtem geothermischen Wärmeﬂuss und hohen lithosphärischen Geothermen as-
soziiert. In-situ Temperaturmessungen sind in der Antarktis vergleichsweise spärlich sind,
bieten allerdings fundamentale thermale Randbedingungen für Eisschild Modelle und
dementsprechend Prognosen für den Meeresspiegelanstieg. Darüber hinaus sind Tem-
peraturmessungen dringend erforderlich, um geodynamische und tektonische Prozesse,
subglaziale Seen, hydrologische Netzwerke und Ökosysteme unter Eisschilden zu unter-
suchen, die noch weitgehend unerforscht sind. Indirekte Methoden, welche den geother-
malen Wärmestrom auf regionaler bis kontinentaler Skala abschätzen, zeigen nur bedingt
gute Korrelation untereinander, was zu mehrdeutigen Ergebnissen in den Eismodellen
führt.
Wissenschaftlich gesehen zielt dieses Projekt darauf ab, einen Beitrag zumGesamtwissen
über den thermischen Zustand der Kruste im Amundsenmeer-Sektor zu leisten. Im Rah-
men dieser Arbeit wurden eine Reihe von in-situ Temperaturmessungen durchgeführt im
Amundsenmeer während FS Polarstern Expedition PS75 (2010) und PS104 (2017). Darüber
hinaus wird ein magnetischer Anomalie Datensatz vorgestellt, der die während FS Po-
larstern Expedition PS104 gesammelten Daten, sowie Daten von frühere Messkampagnen
enthält und die Grundlage für Untersuchungen des thermischen Zustands der Kruste
bildet. Anhand von Curie-Tiefenabschätzungen, welche aus Spektralanalysen der mag-
netischen Anomaliedaten abgeleitet wurden und numerischen Modellen in 2D und 3D,
wird die räumliche Verteilung des geothermischen Wärmestroms und die thermische
Architektur der Kruste untersucht.
Das Hauptergebnisse der vorliegenden Arbeit sind lokale Abschätzungen des geother-
malen Wärmestroms von ~60 mWm2 bis ~90 mWm2, welche vermutlich von Temper-
aturschwankungen der Wassersäule überprägt sind. Indirekte Abschätzungen aus nu-
merischen Modellen deuten im Gegenzug auf erhöhten (~90 mWm2) und lokal sehr hohen
(≥90 mWm2) Wärmestrom hin.
Zusammenfassend stellen die Ergebnisse der vorliegenden Arbeit eine signiﬁkante
Verbessung des Verständnisses des geothermalen Wärmestroms im Amundsenmeer-Sektor
der Westantarktis dar.
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1Chapter 1
Introduction
1.1 Motivation and objectives
The role of Antarctica from a global perspective Antarctica plays a vital role in the
Earth’s systems because of its profound effect on the planetary climate, ocean systems, pris-
tine ecology and key to geological processes particularly since the break up of Gondwana.
Currently observed ice mass changes and related sea level rise have highest societal and
economical impact (e.g. Johnston et al., 2014; Nguyen et al., 2016). Today, 1.2 billion people,
that accounts for 23 % of the world’s population, live within 100 km of the coast, which
will likely increase to about 50 % by 2030 (e.g. Bell, 2008; Nguyen et al., 2016).
Antarctica‘s four kilometer thick ice sheet is a unique record of the planets past climate
and holds 90 % of Earth’s ice, that is equal to 70 % of the fresh water, which if melted
would raise the sea level by ~60 m (Fretwell et al., 2013; Vaughan et al., 2013). The
long-term evolution of the Antarctic Ice Sheet (AIS), the current rate of mass loss and the
acceleration of ice ﬂow velocity is a major focus of research. Evidence points against a
collapse of the entire ice sheet at once, but even small losses could have global, deeply
concerning repercussions. For instance in 2017 two major calving events were observed
in the Amundsen Sea, where an iceberg four times the size of Manhattan and in the
Weddell sea twice the size of Luxembourg have broken of the ice shelves (NASA, 2017;
Scheuchl et al., 2017). In addition to sea level rise, which threatens coastal communities
and infrastructure (e.g. Nguyen et al., 2016), meltwater would slow down the world’s
ocean circulation (e.g. Silvano et al., 2018).
Objectives Geothermal heat ﬂow (GHF) is one of the poorest constrained parameters in
all of Antarctica, but is of crucial importance for understanding the short- and long-term
evolution of large ice sheets. The Scientiﬁc Committee on Antarctic Research (SCAR)
formulated the most important scientiﬁc questions in a horizon scan, which includes
the investigation of geothermal heat ﬂow in Antarctica (Chown et al., 2012). GHF is
strongly linked to the tectonic evolution and history of the crust and is suspected to vary
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signiﬁcantly on small spatial scales, particularly in West Antarctica (Fisher et al., 2015;
Schroeder et al., 2014). This high variability of GHF is thought to signiﬁcantly inﬂuence
glacial stability. Furthermore, GHF and the related geothermal gradient are linked to the
visco-elastic behavior of the crust and upper mantle, which is important for understanding
glacial isostatic adjustment. The main scientiﬁc objective of this thesis is to provide a
detailed analysis of the thermal state of the crust and corresponding geothermal heat ﬂow
estimates, with an unprecedented resolution for the Amundsen Sea Sector. The resulting
detailed research questions of this thesis are addressed in Section 1.4.
1.2 Geological and geophysical setting
Antarctica can be divided by the Trans-Antarctic Mountains (TAM) into two geologically
distinct provinces: A Precambrian craton in the eastern hemisphere and a substantially
younger series of mobile belts south of the Paciﬁc Ocean (e.g. Dalziel, 1992; Dalziel et al.,
2001). During the mesozoic fragmentation of the Gondwana, the East Antarctic craton
separated from the other southern continents (e.g. Dalziel, 1992; Fitzgerald, 2002; Storey
et al., 1991). The break-up of Gondwana and plate tectonic reorganizations have isolated
the Antarctic continent and placed it in the southern hemisphere, south of 60 ◦S, where
it became glaciated sometime in the mid Cenozoic (e.g. Wilson et al., 2013). Unlike it’s
land-based counterpart, which covers the East Antarctic craton, the West Antarctic Ice
Sheet (WAIS) is largely grounded below sea level. The low-elevation crust is as expression
of the geodynamic processes, that resulted in the generation of unusually large areas
of extended continental crust (e.g. Cande et al., 2000; Storey et al., 1991). This thinned
crust was modiﬁed by under-plating and the intrusion of maﬁc material between rigid
crustal blocks (the Antarctic Peninsula (AP), Thurston Island (TI), the Ellsworth-Whitmore
Mountains (EWM), and Marie Byrd Land (MBL)) and the Trans-Antarctic Mountains (e.g.
Dalziel et al., 2001). The Cenozoic impingement of a mantle plume beneath Marie Byrd
Land and the Ross embayment further altered the crust and initiated the formation of the
West Antarctic rift system (WARS) (e.g. Storey et al., 1999).
West Antarctic Rift System Previous geophysical surveys have traced the West Antarctic
Rift System from the Ross Sea to the Bellingshausen Sea (see Figure 1.1 and Figure 1.2) and
addressed its controls on the West Antarctic Ice Sheet (e.g. Bingham et al., 2012; Dalziel,
2006). The rift system is suspected to yield critical geological boundary conditions to the
overlying ice sheet, because bedrock geology, and the crustal structure of the rift system,
may inﬂuence the dynamics of the overlying glaciers, which in turn affect the stability of
the ice sheet (e.g. Bingham et al., 2012; Dalziel et al., 2001; Loose et al., 2018; Rignot et al.,
2008; Smith et al., 2013; Vogel et al., 2006b). Rift basins not only cut across West Antarcticas
1.2. Geological and geophysical setting 3
landward sloping shelves and promote further ice sheet instability (Bingham et al., 2012),
but widely shaped the bedrock topography of West Antarctica and steer glacial ﬂow.
Young, continental rift systems, such as the West Antarctic Rift System, are regions with
signiﬁcantly elevated geothermal heat ﬂow (Morgan, 1983) because the transient thermal
perturbation to the lithosphere caused by rifting requires ~100 Ma to reach long-term
thermal equilibrium (Cochran, 1983; Jarvis et al., 1980; McKenzie, 1978). It is suspected to
be heterogeneous as a reﬂection of slow decay of thermal anomaly when stretching of the
crust ceases and the distribution volcanic activity along the complex branching geometry
of the WARS, which reﬂects its multi-stage history and structural inheritance (Kalberg et al.,
2015). Geothermal heat ﬂow strongly inﬂuences ice ﬂow rates, basal friction, deformation
rates and/or hydrological systems, which in turn control ice-bed coupling, and therefore
the height and dynamics of ice sheets (Hughes, 2009). By in-situ observations and indirect
geophysical estimates, I investigated the spatial distribution of geothermal heat ﬂow in the
Amundsen Sea Sector.
Figure 1.1: Bedrock topography of West Antarctica and surrounding ocean. Locations of volcanoes
(conﬁdence level 4 or higher) adapted from van Wyk de Vries et al., 2017. Abbreviations are: TI -
Thurston Island, ASE - Amundsen Sea Embayment, AP - Antarctic Peninsula, EWM - Ellsworth
Withmore Mountains, TAM - Transantarctic Mountains, MBL - Marie Byrd Land, BySB - Byrd
Subglacial Basin, ByST - Byrd Subglacial Trough, BST - Bentley Subglacial Trench, FR - Ferrigno
Rift, GVIS - George VI Sound, RS - Main Rift Shoulder, WARS - West Antarctic Rift System.
Bathymetry/topography is BEDMAP2 (Fretwell et al., 2013) and vertical exaggeration V.E. = 40.
Marine Ice Sheet Instability Ice loss has been especially signiﬁcant in West Antarctica,
where the retreat of several major ice streams (e.g. Pine Island Glacier (PIG), Thwaites
Glacier (THW), Getz Glacier (GET), Figure 1.2) has sped up during recent decades (e.g.
Mouginot et al., 2014; Pritchard et al., 2012; Rignot et al., 2008; Seroussi et al., 2017a).
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Figure 1.2: Overview map shows Antarctica with ice coverage with ice ﬂow velocity (Mouginot
et al., 2012; Rignot et al., 2011). Grounding line positions since the Last Glacial Maximum (LGM)
(Bentley et al., 2014) show higher variability in West Antarctica. Dashed lines mark catchment
areas of major West Antarctic glaciers. PIG and THW are among the fastest changing glaciers
in Antarctica. Indicated are sites, where geothermal heat ﬂow has been estimated/modeled (blue
triangles) or measured in the bedrock/sediment (green triangles): 1 - Bruce Plateau, 2 - Dolleman
Island, 3 - Dyer Plateau, 4 - Dome F, 5 - Vestfold Hills Block, 6 - South Pole, 7 - Vostok, 8 - Epica
Dome C, Concordia trench, Upper/Lower Vincennes Basin, 9 - Concordia Subglacial Lake, 10 - Law
Dome, 11 - WAIS Divide, 12 - Byrd Station, 13 - Siple Dome, 14 - Lake Whillans, 15 - Hut Point
Peninsula, 16 - McMurdo ice Shelf, 17 - Lake Vida. Abbreviations are: WAIS - West Antarctic Ice
Sheet, EAIS - East Antarctic Ice Sheet, PIG - Pine Island Glacier, THW - Thwaites Glacier, GET -
Glaciers ﬂowing into Getz Ice Shelf. A cross section of proﬁle C-C’ is shown in Figure 1.6 and the
GHF sampling locations in Figure 2.6.
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The catchment area of the glaciers holds a sea level equivalent of +1.5 m to +3.7 m (e.g.
Bamber et al., 2009; Lilien et al., 2018) (see Figure 1.2), and is potentially now irreversibly
in retreat (Joughin et al., 2014; Rignot et al., 2014). These Tidewater glaciers the among
the Worlds fastest dischargers of ice into the ocean (Rignot et al., 2008). This is because
much of the West Antarctic Ice Sheet is grounded below sea level (Fretwell et al., 2013)
(see Figure 1.1 and 1.6), which makes it the world’s largest marine ice sheet. The drainage
systems of West Antarctica through PIG and THW into Pine Island Bay have also been
described as the “Weak Underbelly” of the West Antarctic Ice Sheet (Hughes, 1981).
Figure 1.3: Illustration of a marine ice sheet and its interaction with the ocean. A) Warm modiﬁed
Circumpolar Deep Water (mCDW) leads to melting at the grounding line, leading to ice-shelf
thinning, grounding-line retreat, and initial thinning. B) Marine ice-sheet instability occurs when,
in the absence of buttressing, the grounding line retreats on an upward-sloping bedrock (unstable):
ice ﬂux increases with thickness at the grounding line, leading to an increased outﬂux to the ocean
and enhanced thinning that may be compensated by further grounding-line retreat, until a new
downward-sloping bed (pinning point) is reached (stable). Adapted from Hanna et al., 2013.
The point at which the glacier starts to ﬂoat is called the grounding line (see RAISED
extents in Figure 1.2). The location of the grounding line is important, because it is linked
to changes in the ice shelves and it determines the rate at which ice ﬂows out of the
grounded part of the ice sheet (Schoof, 2007). The bed below this marine ice is generally
down-sloping in the inland direction (see Figure 1.3). A grounding line that is located
on such bed has been shown to be potentially unstable (Schoof, 2007; Weertman, 1974).
One of the key factors determining the increasing mass loss to the sea is ocean-driven
melting caused by the presence of warm (modiﬁed) Circumpolar Deep Water (CDW) that
dominates the Amundsen Sea continental shelf and circulates beneath the ﬂoating ice
tongues (Jacobs et al., 1996). Palaeo-ice streams have eroded troughs across the Amundsen
Sea Embayment and today route the Circumpolar Deep Water to the WAIS grounding zone
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and, subsequently, reinforce dynamic ice sheet thinning (Bingham et al., 2012; Jacobs et al.,
2011).
Atmospheric and oceanic forcing combined the with limited buttressing ability of the
ice shelves (Dupont et al., 2005) has been established as the Marine Ice Sheet Instability
(MISI) hypothesis (e.g. Feldmann et al., 2015; Joughin et al., 2014; Mouginot et al., 2014).
Geothermal heat ﬂow contributes to the heat energy at the ice bed, could potentially inﬂu-
ence the dynamics of the ice sheet Hughes, 2009 and favor an ice retreat. The temperature
variability of the sea ﬂoor, caused by the inﬂow of CDW, inﬂuences the sediment temper-
atures. This in turn has to be taken into account, when processing and interpreting the
temperature measurements.
Grounding line migration Numerical models use reconstructions of past ice-sheet re-
treat after the Last Glacial Maximum to predict the future contributions of the Antarctic
ice sheets to sea-level rise (DeConto et al., 2016; Kingslake et al., 2018). Recent evidence
suggests that migration of the grounding line in some areas of West Antarctica during the
Holocene (11,500 years) Bentley et al., 2014) was more complex than previously assumed
(Bradley et al., 2015; Goodwin, 1998; Halberstadt et al., 2016). Radiocarbon analysis of sub-
glacial till samples recovered from multiple drilling locations (Ross Ice Shelf Project (RISP),
Whillans Ice Stream Grounding Zone (WGZ), Whillans Ice Stream (WIS/UpB), Subglacial
Lake Whillans (SLW), Kamb Ice Stream (KIS), Bindschadler Ice Stream (BIS) indicate the
widespread presence of young organic carbon stratigraphically distributed through the
upper meter(s) of till (Kingslake et al., 2018). Assuming that a small proportion of the
organic carbon contained in the sediments accumulated under sub-ice-shelf conditions, this
implies that the Holocene grounding line position retreated several hundred kilometers
inland of todays grounding line, before isostatic rebound caused it to re-advance to its
present position.
Isostatic adjustment Barletta et al., 2018; Kingslake et al., 2018 suggests that rebound-
driven stabilizing processes were apparently able to halt and reverse climate-initiated ice
loss. Whether these processes can reverse present-day ice loss on millennial timescales will
depend on bedrock topography and mantle viscosity (Kingslake et al., 2018). The bedrock
response to ice mass loss, glacial isostatic adjustment (GIA), was thought to occur on a
time scale of 10,000 years (Barletta et al., 2018).
Ice sheet models, that focus on re-advance of the grounding line, instead of progressive
retreat, suggest that the grounding line in the Weddell and Ross Sea sectors may be capable
of retreating far inland of its present position without triggering runaway ice-sheet collapse
(Kingslake et al., 2018). The same model does however not simulate retreat and rebound-
driven re-advance in the Amundsen Sea sector, where present-day retreat of the grounding
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line is causing concern about future runaway collapse. GPS measurements show a rapid
(cm per year) uplift of the Amundsen Sea Embayment, which shortens the GIA response
time scale to decades up to a century (Barletta et al., 2018; Groh et al., 2012; Martín-Español
et al., 2016; Sasgen et al., 2007). These uplift rates are the highest found in Antarctica and
cannot be explained solely by the rebound processes to on-going ice-mass unloading (Groh
et al., 2012; Whitehouse et al., 2012).
The thermo-mechanical structure of the lithosphere controls to a large extent the ini-
tiation and evolution of tectonic deformation processes (e.g. Willett et al., 1985) and is
required to model vertical motions at the Earth’s surface (Chen et al., 2017; Ramillien
et al., 2006). The apparent strength of the lithosphere is the ﬂexural rigidity (D), which is
expressed through the integrative parameter called effective elastic thickness (Te) of the
lithosphere (Burov et al., 1995; Tesauro et al., 2012). The base of the mechanical lithosphere
of oceanic crust is marked by a 600 ◦C isotherm, whereas the elastic thickness of continental
crust can partly be explained by the present-day temperature gradients. I investigated
the effective elastic thickness (see Chapter 5) in the Amundsen Sea Sector and the thermal
architecture of the crust.
1.3 Geothermal heat ﬂow of Antarctica
Geothermal heat ﬂow measurements are extremely sparse in Antarctica, present a unique
opportunity for examining processes acting at the ice bed, and yield largest uncertainties
for ice sheet models and related sea level rise predictions.
Local, direct measurements of GHF in bedrock or sediments exist only in a few locations
across the continent (Decker et al., 1982; Fisher et al., 2015; Morin et al., 2010; Risk et
al., 1974; Schroeder et al., 2011) (see Figure 1.2 and 1.4, marked in green and indicated
by numbers 14, 15, 16, and 17). Successful GHF drilling operations are absent in the
interior of Antarctica. The parameter is difﬁcult to measure, because the technical and
logistical challenges are immense. They are further complicated by extremely low surface
temperatures of, and within the glaciers, by glacier ﬂow, absence of infrastructure, and
extreme weather conditions. Particularly drilling through the ice - bedrock interface
remains almost impossible, due to the changes in ice texture and partly frozen debris at the
bottom of the ice sheet, which could clog the drill.
Estimates of GHF, commonly modeled from ice borehole temperatures, yield large
errors, due to poorly constrained thermal effects within the ice sheet (Cuffey, 2012). The
distribution of temperature in a glacier depends on heat sources on the glacier surface, at
the glacier base and within the ice body. Heat sources that act at the base of the glacier, such
as frictional heating by basal motion and geothermal heat ﬂow are difﬁcult to differentiate.
Continent-wide and regional GHF is estimated by indirect methods, such as magnetic and
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seismological data, and shows large inconsistency between models (Fig. 1.5), which leads
to ambiguous results when applied to ice sheet ﬂow models.
Figure 1.4: Graph shows a compilation of local and regional GHF studies in Antarctica over the
past 50 years. Marked in green are direct observations of heat ﬂow. Blue colors represent modeling
studies, which mainly infer GHF from ice borehole temperature proﬁles. Gray shaded background
shows the global heat ﬂow database. The tabular summary of this Figure can be found in Appendix
A.1.
Figure 1.5 A) to C) shows the GHF grids estimated by Martos et al., 2017, Purucker,
2012, and Fox Maule et al., 2005. These studies demonstrate the application of spectral
methods to magnetic anomaly data (e.g. Ravat et al., 2007), obtain curie depth estimates as
a thermal boundary within the crust (≈580 ◦C) and model the corresponding heat ﬂow.
The results are to a certain degree consistent on a large scale, because they all illustrate
the major difference between lower GHF in East Antarctica and higher GHF values in
West Antarctica. By comparison of regional values, the grids however show signiﬁcant
differences. Primarily this could be attributed to the underline magnetic anomaly data used
for the spectral methods. Fox Maule et al., 2005 use satellite derived magnetic anomaly
data, which has a signiﬁcantly lower resolution compared to the updated ADMAP1 dataset
used by Martos et al., 2017. Another reasonable explanation could be the use of different
spectral methods and their varying uncertainties for estimating the curie depth (Ravat
et al., 2007). Thirdly, the assumed crustal models and related radiogenic heat production
varies in the different models presented. In contrast Shapiro, 2004 (Fig. 1.5 D) infer GHF
distributions in Antarctica from seismic models. In the study the authors link structural
similarities of seismic models to GHF measurements and extrapolate the results to the
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Antarctic region.
Beyond the important contribution of GHF to ice ﬂow physics, the lithospheric temper-
ature is a key parameter for understanding GIA, because the (visco-)elastic response of the
lithosphere and mantle is directly related to its thermal properties. A thin effective elastic
lithospheric thickness would result in high uplift rates of the crust and could potentially
stabilize retreating ice streams in submarine settings, which adds a key component towards
studying the long-term evolution of large ice sheets.
Figure 1.5: Continental-wide GHF estimates based on different geophysical methods. A) Martos
et al., 2017, B) Purucker, 2012, and C) Fox Maule et al., 2005 estimate the Curie Depth, as a
thermal boundary for thermal models, by applying different spectral methods to magnetic anomaly
data. Please note that the grid presented by Purucker, 2012 is not published in a peer-reviewed
journal, but widely accepted and used in the scientiﬁc community. D) Shapiro, 2004 use structural
similarities of seismic models of the crust and upper mantle to guide the extrapolation of existing
heat ﬂow measurements to the Antarctic region.
1.4 Research questions
This thesis aims to provide a comprehensive study of geothermal heat ﬂow in the Amund-
sen Sea Sector of West Antarctica, which incorporates the currently available data and
diminishes the uncertainties. The research questions are schematically presented in Figure
1.6.
Ground-truthing - in-situ temperature measurements
In-situ temperature gradients have only been measured at few locations across the entire
Antarctic continent (see locations marked with green triangles in Figure 1.2). In key regions,
such as the Amundsen Sea Sector in West Antarctica, they are entirely absent. In this region,
the geothermal heat ﬂow is assumed to be elevated and spatially heterogeneous (Fisher
et al., 2015) as a reﬂection of the tectonic evolution of the West Antarctic Rift System. Direct
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observations are of crucial importance to validate current GHF models indirectly inferred
with different geophysical methods (e.g. Fox Maule et al., 2005; Martos et al., 2017; Shapiro,
2004) and constrain boundary conditions at the base of ice sheet models (e.g. Pittard et al.,
2016). The nature of the glacial till sediments and the temperature variations in shallow
water depths on the continental shelf however, raised concerns about the feasibility of in-
situ temperature measurements in this sector. Therefor, I assessed the feasibility, conducted
and reﬁned the methodology, and studied the inﬂuence of temperature variations at the
sea ﬂoor on in-situ temperature measurements.
• Can in-situ temperature gradient measurements be utilized to determine geother-
mal heat ﬂow on continental shelves of Antarctica?
• To what extend does the inﬂow of Circumpolar Deep Water inﬂuence tempera-
ture gradient measurements on the continental shelf in the Amundsen Sea Em-
bayment?
• Does geothermal heat ﬂow vary spatially due to the link to the West Antarctic Rift
System? (see Qs in Figure 1.6)
• What is the order of magnitude of geothermal heat ﬂow in the Amundsen Sea
Sector of West Antarctica?
Curie depth estimates - Investigations of the crustal architecture
Studies (Fox Maule et al., 2005; Martos et al., 2017; Purucker et al., 2007) have investigated
the Curie depth distribution, based on spectral methods applied to satellite magnetic
anomaly data or the magnetic anomaly of the Antarctic (ADMAP) (Golynsky et al., 2006).
In ﬁrst approximation, the Curie depth is the depth to the deepest magnetic source of the
crust and the temperature at this depth is 580 ◦C. Mapping this depth provides a constraint
estimating the geothermal heat ﬂow, and is limited by the resolution of the magnetic
anomaly data. I processed a higher-resolution magnetic anomaly dataset and studied the
depth-to-the-bottom of the magnetic source (DBMS) in the Amundsen Sea Sector of West
Antarctica.
• How does the depth-to-the-bottom of the magnetic source vary laterally? (see
DBMS in Figure 1.6)
• Can the investigation of the depth-to-the-bottom of the magnetic source aid to
comprehend the thermal structure of the crust in the Amundsen Sea Sector?
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Figure 1.6: Proﬁle C-C’ across Antarctica. The Moho and DBMS mark isotherms, that yield clues
to the thermal structure of the crust. Abbreviations: DBMS - Depth-to-bottom of the magnetic
source, Qs - Surface heat ﬂow, T - Temperature, CDW - Circumpolar Deep Water, WAIS - West
Antarctic Ice Sheet, EAIS - East Antarctic Ice Sheet, TAM - Transantarctic Mountains. Datasets
used to generate the Figure are ALBMAP ice surface height (Le Brocq et al., 2010), IBSCO and
BEDMAP for surface topography (Arndt et al., 2013; Fretwell et al., 2013), the depth to bottom
of the magnetic source (Martos et al., 2017) and the crustal thickness/Moho (An et al., 2015).
Projected onto the proﬁle are locations, where GHF has been inferred from ice borehole temperature
proﬁles (blue triangles) (Carson et al., 2014; Clow, 1992; Gow et al., 1968; Price et al., 2002). The
location of the proﬁle line C-C’ is shown in Figure 1.2.
Data synthesis with numerical models - the thermal architecture
of the crust
One great advantage of numerical models is their ability to reproduce complex geological
settings, by synthesizing different geophysical, geological and/or petrological information.
I studied the thermal architecture of the crust, by incorporating available data in 2D and
3D thermal numerical models, for the Amundsen Sea Sector.
• Can numerical models, that incorporate available geophysical, geological and
petrological data be used to study the thermal structure of the crust and infer
geothermal heat ﬂow distributions?
• Do the models ﬁt the observations?
12 Chapter 1. Introduction
1.5 Thesis outline
Chapter (1) provides a general introduction into the scientiﬁc background and research
questions including the geophysical setting of the working area, as well as the aims and
objectives of this thesis.
In Chapter (2), the scientiﬁc concepts and methods of geothermal heat ﬂow estimation and
magnetic anomalies are described in detail. The Chapters 3 to 5 represent the main body of
the thesis in a standalone research manuscript format, as outlined in detail below.
Chapter 3 (Geothermal heat ﬂow in the Amundsen Sea sector of West Antarctica: New insights
from temperature measurements, depth-to-the-bottom of the magnetic source estimation, and thermal
modeling) presents a novel approach to integrate geochemical, geophysical and geological
data in a 3D numerical model to investigate the thermal state of the crust in the Amund-
sen Sea sector, West Antarctica. The main thermal boundary condition for the model is
provided by an estimate of the depth-to-bottom of the magnetic source. Furthermore, it
presents a suit of in-situ measurements of geothermal gradients, used to infer geothermal
heat ﬂow. The main ﬁndings are the spatial variability of geothermal heat ﬂow in the
Amundsen Sea Embayment linked to the tectonic history of the region.
Chapter 4 (Elevated geothermal surface heat ﬂow masked by temperature gradient transition in
the Amundsen Sea Embayment, West Antarctica) reﬁnes the methods of Dziadek et al., 2017
and increases the geothermal heat ﬂow data base for the Amundsen Sea Embayment. A
particularly focus lies on investigating the inﬂuences of surface temperature variations
on temperature gradient measurements, which are caused by e.g. inﬂow of Circumpolar
Deep Water onto the shelf. We suggest to implement the method for all in-situ temperature
measurements in Antarctica, if the variations can be adequately inferred, e.g. at the base of
the ice sheet.
Chapter 5 (The crustal architecture of the WARS in the Amundsen Sea Sector revealed by magnetic
anomaly data) presents, in collaboration with the British Antarctic Survey, a high-resolution,
magnetic anomaly grid compilation, which covers the on- and offshore parts of the Amund-
sen Sea Sector. Based on the magnetic anomalies the depth-to-the-bottom of the magnetic
source distributions are assessed and the thermal state of the crust is discussed, with partic-
ular focus on geothermal surface distributions. The crustal architecture along a proﬁle in a
key region of this sector is investigated, by magnetically and thermally modeling the crust.
Further the effective elastic thickness of the crust examined and the link to temperature
distributions discussed.
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Chapter 6 provides an overarching conclusion and Chapter 7 an outlook for further re-
search.
1.6 Declaration of co-author contributions
This cumulative thesis comprises an introductory chapter (Chapter 1) and a methodology
chapter (Chapter 2) followed by three joint-authorship manuscripts that shall be published
as peer-reviewed articles. The manuscripts were developed in close cooperation with the
co-authors. This section provides information on the individual contributions of each
co-author to the individual manuscripts and the current manuscript status.
Chapter 3: Geothermal heat ﬂow in the Amundsen Sea sector of West Antarctica: New insights
from temperature measurements, depth to the bottom of the magnetic source estimation, and thermal
modeling
Authors: Ricarda Dziadek, Karsten Gohl, Alex Diehl and Norbert Kaul
Status: Published in Geochemistry, Geophysics, Geosystems, 2017
The datasets utilized in this study originate from the research cruises ANTXXVI-3 (PS75)
and ANTXXIII-4 to the Amundsen Sea Embayment with RV Polarstern in 2010 and 2006,
respectively (Gohl, 2007; Gohl et al., 2010). The expeditions were both led by Karsten
Gohl. Norbert Kaul was mainly responsible for the temperature gradient and thermal
conductivity data acquisition in 2010. The magnetic anomaly dataset was collected during
both expeditions, overseen by Karsten Gohl. The acquisition, processing and tectonic
interpretation was published by Gohl et al., 2013a. Alex Diehl implemented the 3D thermal
model architecture in MATLAB, which I utilized to develop a crustal thermal model for
the Amundsen Sea Embayment. He further contributed to Section 3.3.3. I conﬁrm that I
processed all temperature gradient and thermal conductivity data, Depth-to-the-Bottom of
the Magnetic Source estimates, carried out the interpretation of all utilized data, developed
the scientiﬁc concept, created all ﬁgures/tables and wrote all Sections of the manuscript.
The development of the overall idea was a ﬂowing process, which greatly beneﬁted from
practical advice and regular discussions with the co-authors Karsten Gohl, Alex Diehl, and
Norbert Kaul. Furthermore, they made signiﬁcant intellectual contributions and reviewed
the manuscript before submission.
(Personal contribution: 90 %)
Chapter 4: Elevated geothermal surface heat ﬂow masked by temperature gradient transition in
the Amundsen Sea Embayment, West Antarctica
Authors: Ricarda Dziadek, Karsten Gohl and Norbert Kaul
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Status: under review (minor revisions) in Earth and Planetary Science Letters
The datasets utilized for the study originate from research cruise PS104 with RV Polarstern
in 2017 led by Karsten Gohl (Gohl, 2017). I was responsible for the temperature gradi-
ent and thermal conductivity data acquisition, and conﬁrm that I processed all thermal
datasets, implemented and carried out the numerical modeling studies, carried out the
interpretation of all utilized data, developed the scientiﬁc concept, created all ﬁgures/ta-
bles and wrote all Sections of the manuscript. The development of the overall idea was
a ﬂowing process, which greatly beneﬁted from practical advice and regular discussions
with the co-authors Karsten Gohl and Norbert Kaul. Furthermore, they made signiﬁcant
intellectual contributions and reviewed the manuscript before submission.
(Personal contribution: 95 %)
Chapter 5: The crustal architecture of the WARS in the Amundsen Sea Sector revealed by magnetic
anomaly data
Authors: Ricarda Dziadek, Fausto Ferraccioli and Karsten Gohl
Status: to be submitted to Nature Geoscience
The datasets utilized for the study originate from several land- and ship based research
expeditions carried out by the British Antarctic Survey, University of Texas - Institute for
Geophysics, and the Alfred Wegener Institute. The majority of the magnetic anomaly
surveys have recently been published as the ADMAP2.0 compilation for Antarctica (Golyn-
sky et al., 2018). During research cruise PS104 with RV Polarstern in 2017 led by Karsten
Gohl (Gohl, 2017), Florian Riefstahl and I were responsible for the acquisition of airborne
magnetic anomaly data, which feed into the compilation used for this study. Fausto Ferrac-
cioli and I reprocessed the existing magnetic anomaly datasets for the study area in West
Antarctica and included new survey lines in the on- and offshore sector of the Amundsen
Sea. The development of the overall idea was a ﬂowing process, which greatly beneﬁted
from practical advice and regular discussions with the co-authors Karsten Gohl and Nor-
bert Kaul. Furthermore, they made signiﬁcant intellectual contributions and reviewed the
manuscript before submission.
(Personal contribution: 80 %)
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Chapter 2
Datasets, methods and processing
2.1 The concept of geothermal heat ﬂow
Geothermal heat ﬂow describes the transport of heat energy from the interior of the Earth
to the surface (Gutenberg, 1959; Pollack et al., 1993). Our current understanding of Earth’s
internal heat suggests two primary sources: (1) The primordial heat, which is left over from
the formation of the Earth, when kinetic energy of celestial collisions was transformed to
heat energy and (2) the radioactive decay of heat-producing elements (HPEs) and their
isotopes, mainly uranium (U), thorium (Th), and potassium (K), respectively (e.g. Lowrie,
2007). These elements are concentrated in the crust, because their large atomic radii are
less compatible in mineral structures in the mantle due to the high pressures there (Boden,
2016; McDonough et al., 1995). Other sources, that possibly contribute a signiﬁcant amount
of heat are geoneutrinos emitted from the mantle (Huang et al., 2013; Korenaga, 2011) and,
further, gravitational pressure (Elbeze, 2013; Morgan et al., 2016).
The geothermal gradient is the rate of temperature increase with increasing depth
(Figure 2.1 and, away from plate boundaries near the surface, is ≈25 ◦Ckm-1 to 30 ◦Ckm-1.
Fourier, 1822 formulated heat ﬂow Q (Wm-2) as an empirical relationship between the
(negative) temperature gradient dT/dl in the direction of energy ﬂow and the physical
property of a material to transport energy, which is called the thermal conductivity k
(Wm-1K-1):
Q = −k δT
δl
(2.1)
The minus sign indicates that heat energy ﬂows from higher to lower temperatures. Over
50 % of the total heat ﬂux (47±2 terrawatts TW ) is contributed by convection in Earths
mantle (Davies et al., 2010), with about ≈25 % coming from the crust and supplied by a
mixture of conduction, hydrothermal convection, and vertical and horizontal movement
(advection) of localized zones of magma (Davies et al., 2010; Gando et al., 2011; Korenaga,
2011) (see Figure 2.1). Overall, the average heat ﬂow for the Earth is about 87 mWm-2.
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Figure 2.1: Right: Schematic view of the temperature proﬁle of the inner earth (geothermal gradient).
Left: Pie slice trough Earth’s interior illustrating major compositional and rheological divisions.
The relative proportion and type of heat ﬂow from each division is given in %. Heat transport
mechanisms are primarily conduction, and furthermore by convection in areas of circulating crustal
ﬂuids and by advection with the rise of magma below active volcanoes. Modiﬁed after Arevalo et al.,
2009; Boden, 2016; Dye, 2012.
The heat ﬂow for continents averages 65 mWm-2, and the average heat ﬂow for oceanic
crust is 101 mWm-2 (see Figure 2.2). Although this implies, that the oceanic heat ﬂow, in
general, is larger than continental, the distributions represent a mean value and might be
biased due to the sampling strategy and number of observations. The difference reﬂects
the thinner character of oceanic crust with hot mantle rocks at comparatively shallow
depths and less radiogenic heat production, as well as the insulating nature of thicker
continental crust. Subsequently, the difference between continental and oceanic heat ﬂow
might be relatively small. Continental heat ﬂow varies signiﬁcantly within the continents,
primarily due to variations of crustal heat production, age, composition, tectonic history,
and thickness of crust and mantle (Mareschal et al., 2013). Heat ﬂow is generally lower in
stable than in active provinces (ibid.). Over most of the Precambrian provinces, heat ﬂow is
less than 60 mWm-2, over tectonically active regions, such as rift systems for instance, it is
higher than 80 mWm-2, and Archean cratons stand out with low heat ﬂow (Hasterok et al.,
2011a; Jaupart et al., 1999; Morgan, 1985; Nyblade et al., 1993). The thermal relaxation time,
which describes thermal, quasi steady-state conditions, depends primarily on the thickness
and on heat ﬂow or temperature distributions at the base of the lithosphere (Jaupart et al.,
2007 and references therein).
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Figure 2.2: The global, continental and
oceanic heat ﬂow distributions. Me-
dian values are shown in bold and in-
dicated by solid lines on histograms.
Each histogram shift is 500 observa-
tions. Adapted from Hasterok, 2010
For a 250 km thick lithosphere, thermal relaxation is reached after 200 Ma to 500 Ma
(Mareschal et al., 2013). The surface heat ﬂow Qs of the lithosphere can then be separated
into several components:
Qs = QC + QL + QB (2.2)
where QC is the total heat production of the crust, QL total heat production of the Litho-
sphere, and QB the heat ﬂow at the base of the lithosphere. The heat ﬂow at the Moho (Qm)
subsequently is:
Qm = QL + QB (2.3)
Figure 2.3 illustrates, how continental geotherms vary with respect to constant Moho heat
ﬂow and variable crustal heat production (2.3A) and constant heat ﬂow and variable Moho
heat ﬂow (2.3B). Since the crustal heat ﬂow primarily depends on the abundance of HPEs,
with a reliable model for the vertical variation of crustal heat production (A(z)), the surface
heat ﬂow Qs can be expressed as
Qs = Qm +
∫ zm
0
A(z′)dz′ (2.4)
Surface heat ﬂow measurements contain integrated information regarding the thermal
conductivity (k in WmK-1), heat productivity (μWm3) and mantle heat ﬂow Qm below the
measurement point (Davies et al., 2010). As a ﬁrst approximation, under the assumption
of steady-state, one-dimensional heat ﬂow and a uniform distribution of crustal heat
production Eq. 2.1 and Eq. 2.4 can be written as:
− k δT
δz
= Qm +
∫ zm
0
A(z′)dz′ (2.5)
18 Chapter 2. Datasets, methods and processing
In practice radiogenic heat production (A) is not well constrained, as HPEs are not uni-
formly distributed in the lithosphere and representative rock sampling is rarely feasible
(Jaupart et al., 2007). For regions with unknown crustal heat production, average values
for the upper crust (~2 μWm3), lower crust (~0.4 μWm3) and upper mantle (~0.02 μWm3)
can be assumed as a ﬁrst approximation (e.g. Hasterok et al., 2011a). If the geochemical
composition is known, the crustal heat production Ac (μWm-3) can be determined based
on the concentration of radioactive elements (Rybach, 1976):
Ac = 10−2ρ(9.67[U] + 2.63[TH] + 3.48[K]) (2.6)
where ρ is the density (kg m-3), [U,Th] are the concentrations of U, Th, and K respectively
(ppm).
Figure 2.3: A) Three continental geotherms calculated for surface heat ﬂow = 40, 65, and 90 mWm2.
Calculations are made with temperature-dependent conductivity and for the same Moho heat ﬂow of
15 mWm2. Crustal heat production is assumed to be distributed in two layers of equal thickness
with a ﬁxed value of 0.4 μWm3 for heat production in the lower crust. With such models, changing
the surface heat ﬂow by 25 mWm2 leads to changes of ≈110 ◦C and 100 ◦C for temperatures at the
Moho and at 200 km depth. B) Two continental geotherms for the same heat ﬂow value of 90 mWm2
and two different values of the Moho heat ﬂow (12 mWm2 and 18 mWm2). Adapted from Jaupart
et al., 2007.
Marine heat ﬂow observations provide fundamental constraints on physical, chemical and
biological processes occurring near and below the seaﬂoor (Davis et al., 2004). Conduc-
tive cooling models of the oceanic lithosphere predict that oceanic heat ﬂow decreases
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inversely with the age of the lithosphere (see Figure 2.4) (Hasterok, 2013a) . The effect of
hydrothermal circulation decreases strongly with the sealing age (65 ma) (Stein et al., 1994).
Processes that inﬂuence and are inﬂuenced by heat transport within seaﬂoor sediments
include: The thermal evolution of the oceanic crust and lithosphere, the geodynamics of
plate boundaries and mantle convection, or ﬂuid circulation and associated impacts on
water-rock interactions, seismicity, tectonics, and magmatism (Coltice et al., 2017; Grose
et al., 2013; Hasterok, 2013b; Hasterok et al., 2011b; Mccollom et al., 1998; McKenzie et al.,
2005). Surface heat ﬂow of oceanic crust is a direct measure of the basal heat ﬂow (QB =
Qm), hence QC and QL can be neglected, because of the minimal contribution (Jaupart et al.,
2007).
Figure 2.4: A) Observed (open) and sediment corrected (ﬁlled) heat ﬂow data in 2.5 m.y. bins
with 1-σstandard deviation (gray shaded region, for sediment corrected only). Hatched regions are
’reliable’ heat ﬂow from Sclater et al., 1980. B) Global ﬁltering results with with ≥400 m sediment
cover and ≥60 km to the nearest seamount. Site-speciﬁc analyzed data show good correlation
(orange squares). Modiﬁed after Hasterok et al., 2011b.
2.2 Thermal measurements acquired during RV Polarstern expe-
dition PS75 and PS104
A suit of thermal measurements were collected during the research cruises ANTXXVI-3
(PS75) and PS104 with RV Polarstern in 2010 and 2017, respectively (Gohl, 2017; Gohl et al.,
2010). A detailed description of the data acquisition and processing for each expedition
can be found in Chapter 3 and Chapter 4, respectively. The temperatures were measured
with Miniaturized Temperature data-Logger (MTL) (Pfender et al., 2002) mounted on a
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Figure 2.5: Deployment of the tem-
perature gradient probe during RV
Polarstern expedition PS104 in the
Amundsen Sea Embayment, West
Antarctica (2017). Weights on top of
the metal lance ensure sediment penetra-
tion. A temperature sensor is mounted
above the weight to measure the sea ﬂoor
temperature during steady-state time.
The MTLs are mounted with outriggers
around the metal lance. Foto by Marcelo
Aravelo.
metal lance or on the gravity corer. This allows inferring the temperature gradient. The
deployment procedure of the thermal probe is similar to gravity coring. The thermal probe
is lowered through the water column to the sea ﬂoor, where it enters the sediment by
gravitational force due to its own weight. Typically frictional heat is generated during this
step, hence the probe prevails in the sediment for 5 to 10 minutes for the in-situ temperature
to stabilize. The sampling locations are shown in Figure 2.6. Prior to deployment, the MTL
were calibrated for absolute temperatures with the ships SBE911plus CTD (conductivity,
temperature, and depth) in the water column. Additional weights were mounted on
the upper part of the lance to support the penetration into the sediment. One MTL was
mounted above the probes weight to monitor the water column temperature. The thermal
conductivity was measured on split cores taken in the vicinity of the temperature gradient
measurements. We further attempted to measure the temperature gradients in ≈35 m deep
boreholes drilled with MeBo during PS104. The data acquisition was unsuccessful, due to
technical issues with the MeBo downhole temperature probe.
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Figure 2.6: Locations of temperature gradient measurements during PS75 and PS104. Grounding
line positions (Bentley et al., 2014) mark ice retreat since the last glacial maximum. Ice ﬂow velocity
is taken from the MEaSUREs compilation (Mouginot et al., 2012; Rignot et al., 2011) and the
bathymetry is IBCSO (Arndt et al., 2013). PIG - Pine Island Glacier, THW - Thwaites Glacier.
2.3 Magnetic anomaly measurements
The magnetic ﬁeld of Earth’s lithosphere is not dominant but masked by two major mag-
netic ﬁeld sources: The main ﬁeld, which is of internal origin, global in scale, predominantly
dipolar and represents 98 % of the total magnetic ﬁeld. The total magnetic ﬁeld typically
ranges from 20000 nT at the equator to 70000 nT at the poles (e.g. Lowrie, 2007). The second
import ﬁeld is referred to as the external ﬁeld, which is 3 to 4 orders of magnitude lower
than the main ﬁeld and its source lies in the ionosphere and magnetosphere (e.g. Thébault
et al., 2010)
Figure 2.7: Main sources of magnetic measurements.
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Magnetic surveys aim to investigate the subsurface geology by measuring the local varia-
tion in the Earth’s magnetic ﬁeld (e.g. Blakely, 1995; De Barros Camara et al., 2016; Lowrie,
2007). These variations result from the magnetization carried by rocks in the crust and
upper mantle, which is referred to as the lithospheric ﬁeld (e.g. Thébault et al., 2010). Math-
ematically, the lithospheric ﬁeld is the magnetic contribution that remains after subtraction
of the core and the external ﬁelds or sometimes a regional trend (e.g. ibid.). The magneti-
zation of the lithosphere depends on the strength and direction of the ambient magnetic
ﬁeld, the mineralogy of the rock sample, its magnetic phase and domain, its grain size and
shape, the amount of chemical alteration, and the temperature (e.g. Blakely, 1995; Haggerry,
1978; Thébault et al., 2010). The most common magnetic minerals are titano-magnetite and
titano-hematite, with Curie temperatures of 580 ◦C and 670 ◦C, respectively (e.g. Blakely,
1995; Haggerry, 1978). Curie depths are further discussed in Section 2.3.2 and are generally
met at depths of typically 30 km in stable continental regions and 6 km to 7 km in the
oceanic regions (e.g. Thébault et al., 2010).
2.3.1 Airborne magnetic anomaly datasets
Figure 2.8: BO-105 helicopter towing a
magnetometer. Foto by Thomas Ronge.
The airborne magnetic anomaly surveys pre-
sented in this Section form the base of the Curie
Point analysis. The acquisition, processing, and
tectonic interpretation of the magnetic anomaly
data used for Curie Depth estimates in Chapter
3 is published by Gohl et al., 2013a (see Figure
2.9 AWI survey in blue). During Polarstern ex-
pedition PS104 I expanded the AWI helicopter-
borne, magnetic grid (ibid.) by 14 ﬂights (~2880
km total survey line length) in the inner Amund-
sen Sea Embayment (see Figure 2.9, PS104 sur-
vey in red). The onboard BO-105 helicopter was
equipped with a caesium-vapor magnetometer,
which was towed with a 30 m long cable (see
Figure 2.8). The data processing with Geosoft Oa-
sis montajTM included visual editing of obvious
erroneous data and low-pass ﬁltering for noise
reduction. The International Geomagnetic Ref-
erence Field (IGRF) of 2015 was removed from
the data. In several cross-point iterations the
2017 ﬂight lines were leveled onto the pre-existing AWI grid. No base-station correction
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could be applied, therefore the data may still be affected by diurnal variations in the
geomagnetic ﬁeld.
To compensate for the lacking base-station correction the long-wavelength domain (250
- 300 km) was analysed. The data was then referenced to the Magnetic Field Model MF7
(Maus, 2010) in the region and DC shift of -30 nT was applied to the entire grid. Applying
the same routine to the agasea dataset (see Figure 2.9, agasea survey in green) onshore
resulted in a DC shift of +15 nT, followed by several leveling iterations, where the entire
onshore grids were combined and then leveled the AWI grid onto the onshore datasets
(agasea, BBAS, TORUS). We had planned to increase the number if crossing points in the
coastal areas between the different on- and offshore ﬂight campaigns, but did not succeed
due to weather conditions, therefore we could use only 4 cross-point calculations, which
however did not exhibit a large offset (<50 nT). Further steps (see Tab. 2.1) involved the
extraction of survey lines adjacent to the working area from the ADMAP2.0 database. The
ADMAP2.0 lines were gridded and knitted to the previously processed grids. In areas,
where no ﬂight lines are available where substituted with the MF7 grid.
Table 2.1: Processing of magnetic anomaly datasets.
Dataset Processing step
(1) AWI despike, line-splitting, IGRF2015 removal, ﬁltering, cross-point
analysis, tension spline corrections, several leveling iterations, DC
shift to MF7, gridding
(2) BBAS include ﬂight lines,cross-point analysis, leveling, DC shift to MF7,
gridding
(3) TORUS include ﬂight lines,cross-point analysis, leveling, DC shift to MF7,
gridding
(4) agasea include ﬂight lines,cross-point analysis, leveling, DC shift to MF7,
gridding
(5) ADMAP2.0 Extraction of surveys database adjacent to working area (see Fig.
2.9)
(1) - (4) Cross-point analysis, leveling, gridding
(1) - (5) gridknitting
(6) New compilation substitute NANs/holes with MF7 (see Fig. 2.10)
Curie Point Depth analysis of new compilation (6)
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Figure 2.9: Flight lines of surveys in Antarctica. Thicker lines correspond to surveys, which were
re-processed for this thesis. Please note, that the surveys AWI, TORUS, BBAS and agasea are part
of the ADMAP2.0 (Golynsky et al., 2018) compilation (thin lines in this Figure), and the processing
was handled differently by the authors. ADMAP2.0 does not contain the PS104 survey and several
lines of the BBAS/agasea survey in the coastal region of the Amundsen Sea.
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Figure 2.10: New magnetic anomaly compilation. Dashed line marks the boundary of the surveys,
which were processed for this thesis (agasea, BBAS, TORUS, AWI, PS104; see Fig. 2.9) and
combined with ADMAP2.0. Areas with no ﬂight line coverage were substituted with the MF7. The
white line shows the coastline.
2.3.2 Constraining Curie point depths with spectral methods
The Curie point depth (CPD) marks a transition zone, rather than an exact depth, where the
crustal rocks lose their ferromagnetic magnetization, as a result of increasing temperature
with depth above the Curie temperature (Haggerry, 1978). Mapping the CPD can provide
information on crustal temperatures at depths not accessible by other means (Andrés et al.,
2018; Okubo et al., 1985). Examples of previous CPD studies include compilations on all
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scales (regional to global) in Antarctica, Brazil, Bulgaria, Egypt, Greece, Iberian Peninsula,
India, Japan, Nigeria, Southeast Asia, Turkey, USA, or Venezuela (Aboud et al., 2011;
Andrés et al., 2018; Arnaiz-Rodríguez et al., 2013; Bansal et al., 2011, 2013; Bhattacharyya
et al., 1975; Bilim et al., 2016; Bouligand et al., 2009; Guimarães et al., 2013; Li et al., 2017;
Obande et al., 2014; Okubo et al., 1985; Ross et al., 2006; Salem et al., 2014; Tanaka et al.,
1999; Trifonova et al., 2009). Regions found to have shallow Curie point depths are expected
to have higher heat ﬂow, and, therefore, higher average temperature gradients. Curie depth
estimates assume a homogenous distribution of magnetic minerals, the main magnetic
source being magnetite and thus with a Curie temperature of 580 ◦C (Bansal et al., 2011;
Fox Maule et al., 2005; Langel et al., 1998). This assumption neglects the compositional
variability in plutonic rocks that lead to Curie temperature ranges between 300 ◦C and
680 ◦C, and in cases of magnetic assemblages of Fe-Ni-Co-Cu metal alloys up to 620 ◦C to
1084 ◦C (Haggerry, 1978). Without further constraints and validations, these assumptions
remain the best guess, especially in sparsely sampled regions like Antarctica, but introduce
uncertainties of several kilometers in Curie depths and hence GHF estimates (Bansal et al.,
2011; Ravat et al., 2007).
The centroid-depth method is commonly used to calculate the depth-to-the-bottom
of the magnetic source, which corresponds to the Curie depth (Bhattacharyya et al., 1975,
1977; Okubo et al., 1985; Tanaka et al., 1999). Here, the magnetization is assumed to be
uniform in the form of a parallel-epided source. Spector et al., 1970 showed that the slopes
of logarithms of radially averaged Fourier spectra of magnetic anomalies from ensemble of
simple sources are related to the depth to the top of the ensemble and also the spectra have
peak positions on the frequency or wavenumber axis that are related to the thickness of
the magnetic source layers. The power spectrum P for the 2D assemblage of bodies can be
expressed as:
P(kx, ky) = 4π2C2mΦm(kx, ky) |Θm|2
∣∣Θ f ∣∣2 e−2|k|Z_t × (1− e−|k|(Zb−Zt))2 (2.7)
Here, kx and ky are the wavenumbers in the x- and y-directions in cycles km-1 or 2π km-1
; Cm is a constant of proportionality; Φm is the power spectrum of the magnetization;
Θm and Θf are the directional factors related to the magnetization and geomagnetic ﬁeld,
respectively; and Zt and Zb are the depths to the top and the bottom of the ensemble of
magnetic sources. Converting the 2-D power spectrum to 1-D by radial averaging and
assuming a random and uncorrelated distribution of sources, Θm, Θf, and Φm become
constant, thus Equation 2.7 can be simpliﬁed as
P(k) = A1e
−2|k|Zt(1− e−(Zb−Zt))2 (2.8)
To compute the centroid depth Z0 of the magnetic source from the low-wavenumber part
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of the power spectrum Equation 2.8 can be further simpliﬁed (Bhattacharyya et al., 1975,
1977; Okubo et al., 1985) to yield:
ln
(
P(k)1/2
k
)
= A2 − |k| Z0 (2.9)
where ln is the natural logarithm and A2 is a constant. By assuming that the signals from
the source tops dominate the power spectrum Equation 2.8 is simpliﬁed to compute the
top of magnetic sources Zt (Bhattacharyya et al., 1975; Okubo et al., 1985; Spector et al.,
1970) to yield:
ln(P(k)) = A3 − |k| Zt (2.10)
Figure 2.11: Schematic representation of the
power density spectrum of radial averaged mag-
netic anomaly data. Top (Zt) and centroid depth
(Z0) to the deepest magnetic sources are obtained
in the lower frequency spectrum and susequently
used to estimate the bottom depth (Zb) after Equa-
tion 2.11.
The depth-to-bottom of the magnetic
source is ﬁnally computed from the lin-
ear relationship between centroid and top
depth as follows:
Zb = 2Z0 − Zt (2.11)
A number of assumptions and potential
problems are associated with these Curie
depth calculations. Deep magnetic sources
have long wavelengths and low ampli-
tudes, which makes them difﬁcult to dis-
tinguish from anomalies caused by shallow
sources (Ravat et al., 2007; Ross et al., 2006).
When a strong magnetic layer overlies a
weaker one, a shallower magnetic bottom
is estimated using one layer fractal models
(Ravat et al., 2007). The dimension of the re-
gion must be sufﬁciently large to capture the deepest magnetic layer and disparate tectonic
regimes are not averaged. ibid. elaborate that the dimension of the windows analyzed
may need to be, in some cases up to 10 times the depth to the bottom, but ﬁnds that
dimensions of more than 200 km to 300 km are less practical. Choosing the window size
therefore forces a trade-off between accurately determining Zb within each subregion and
resolving small changes in Zb across subregions (Ross et al., 2006). Further, regional-scale
magnetic anomaly databases are usually a mosaic of individual aeromagnetic surveys
(ibid.). ibid. emphasize that subtle discontinuities along survey boundaries are caused by
differences in survey speciﬁcations, such as ﬂight line spacing, ﬂight altitude, regional ﬁeld
removal, or the quality of data acquisition. Illustrated in Figure 2.12 is the generation of
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false long-wavelength noise to the regional compilation caused by survey discontinuities
(Grauch, 1993; Ross et al., 2006). These, for instance, may contaminate the long wavelength
signal caused by deep magnetic sources (Grauch, 1993).
Figure 2.12: Sketch illustrates the generation of false long-wavelength anomalies in magnetic
anomaly grid compilations by e.g. inaccurate IGRFs or mismatches at the edges of separately
processed data.
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3.1 Abstract
Focused research on the Pine Island and Thwaites glaciers, which drain the West Antarctic
Ice Shelf (WAIS) into the Amundsen Sea Embayment (ASE), revealed strong signs of
instability in recent decades that result from variety of reasons, such as inﬂow of warmer
ocean currents and reverse bedrock topography and has been established as the Marine
Ice Sheet Instability hypothesis. Geothermal heat ﬂux (GHF) is a poorly constrained
parameter in Antarctica and suspected to affect basal conditions of ice sheets, i.e. basal
melting and subglacial hydrology. Thermo-mechanical models demonstrate the inﬂuential
boundary condition of geothermal heat ﬂux for (paleo) ice sheet stability. Due to a complex
tectonic and magmatic history of West Antarctica, the region is suspected to exhibit strong
heterogeneous geothermal heat ﬂux variations. We present an approach to investigate
ranges of realistic heat ﬂuxes in the ASE by different methods, discuss direct observations,
and 3D numerical models that incorporate boundary conditions derived from various
geophysical studies, including our new depth-to-the-bottom of the magnetic source (DBMS)
estimates. Our in-situ temperature measurements at 26 sites in the ASE more than triples the
number of direct GHF observations in West Antarctica. We demonstrate by our numerical
3D models that GHF spatially varies from 68 mWm-2 up to 110 mWm-2.
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3.2 Introduction
The Amundsen Sea Embayment is part of the West Antarctic Rift System (WARS, Figure
3.1), the second largest continental rift system on earth (LeMasurier, 2008), which displays
unique coupled relationships between tectonic processes and ice sheet dynamics. Paleo-ice
streams have eroded troughs across the ASE that today route warm ocean deep water to
the WAIS grounding zone and reinforce dynamic ice sheet thinning (Bingham et al., 2012).
Rift basins, which cut across West Antarcticas landward-sloping shelves, promote ice sheet
instability (ibid.).
The overall timing and magnitude of the plate motions leading to the development
of the rift system remains poorly known (Cande et al., 2000). The WARS formed as
a plate boundary that separates East and West Antarctica and underwent at least two
major extension phases (∼100 - 80 Ma, ∼40 - 30 Ma), that followed a long-lived Paleo-
Paciﬁc subduction system along margin of the Gondwana super-continent (Mukasa et al.,
2000). The subduction of spreading ridges, e.g. the Paciﬁc-Phoenix spreading ridge, is
hypothesized to have caused the shutting off subduction-related magmatism at 110 ±1 Ma
along Ruppert and Hobbs Coast, but continued until 96 ±1 Ma in the Pine Island Bay area
to the east of Marie Byrd Land. Jordan et al., 2010 proposed that wide mode distributed
rifting, mostly occurring during mid to late Cretaceous stages, resulted in crustal thinning
onshore (∼25 km). Particularly the following Cenozoic narrow-mode rifting caused further
thinning of the crust to less than 20 km beneath Pine Island Glacier, which superimposes
the Pine Island Rift. Narrow-mode rifting may have occurred in the Cenozoic, synchronous
with oceanic spreading in the Adare Trough located in the Ross Sea Sector of the WARS
between 48 - 24 Ma (Cande et al., 2000; Davey et al., 2016; Luyendyk et al., 2003).
The possible rifts extensions to the Bellingshausen Sea Embayment (Bingham et al.,
2012), might be kinematically linked with the progressive shut down of the Cenozoic
subduction along the western margin of the Antarctic Peninsula (Eagles et al., 2009; Fer-
raccioli et al., 2006; Jordan et al., 2010). Narrow Cenozoic rifts such as the Pine Island Rift
however have not been clearly identiﬁed beneath the continental shelf of the Amundsen
Sea Embayment in this study region. Gohl et al., 2013a however investigated magnetic
anomaly patterns, structural lineaments and characterization magnetic source bodies, with
respect to sedimentation and regional plate tectonic settings. They associate anomaly
trends and tectonic features with at least three tectonic phases: (1) magmatic emplacement
zones of Cretaceous rifting and breakup (100 - 85 Ma), to (2) a southern distributed plate
boundary zone of the Bellingshausen Plate (80 - 61 Ma) and (3) activities of the WARS
indicated by NNE-SSW trending lineaments (55 - 30 Ma?). By Oligocene time uplift, associ-
ated with the initiation of the present volcanic activity, in Marie Byrd Land was about to
commence (Mukasa et al., 2000). Spiegel et al., 2016 recently proposed that the exhumation
3.2. Introduction 31
of the Mt. Murphy area could be a response to Oligocene rifting along Pine Island Bay,
probably contemporaneous with the Ferrigno Rift. According to their hypothesis, this lead
to north-eastward movement of the Thurston Island block, and extension beneath the main
trunk of Pine Island Glacier and in the Byrd Subglacial Basin.
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Figure 3.1: Location of the study area in West Antarctica highlighted by red square, which
comprises the Amundsen Sea Embayment, adjacent to Thurston Island crustal block, Pine Island
Rift (PIR), Ferrigno Rift, Byrd Subglacial Basin (BSB), Bentley Subglacial Trench (BST) and Marie
Byrd Land crustal block. The south-eastern boundary of the West Antarctic Rift System (black line)
passes along the margins of the Ellsworth-Whitmore Mountains (EWM) (Jordan et al., 2017) and
the Transantarctic Mountain Range, which separates East Antarctica (EA) from West Antarctica
(WA). MMR is the recently postulated Mount Murphey Rift (Spiegel et al., 2016). The supposed
extension of a rift branch into the ASE is has not been conﬁrmed yet (Gohl, 2012; Gohl et al., 2013b).
The subglacial topography is from BEDMAP2 (Fretwell et al., 2013) and bathymetry is from IBCSO
(Arndt et al., 2013).
Young, continental rift systems are regions with signiﬁcantly elevated geothermal heat
ﬂux (Morgan, 1983) because the transient thermal perturbation to the lithosphere caused
by rifting requires ∼100 Ma to reach long term thermal equilibrium (Cochran, 1983; Jarvis
32 Chapter 3. Manuscript 1
et al., 1980; McKenzie, 1978). It is suspected to be heterogeneous as a reﬂection of slow
decay of thermal anomaly when stretching of the crust ceases and the distribution volcanic
activity along the complex branching geometry of the WARS, which reﬂects its multi-stage
history and structural inheritance (Kalberg et al., 2015).
Geothermal heat ﬂux strongly inﬂuences ice ﬂow rates, basal friction, deformation
rates and/or hydrological systems, which in turn control ice-bed coupling, and therefore
the height and dynamics of ice sheets (Hughes, 2009). Antarctic ice sheet modeling
studies usually assume values of 40 mWm-2 to 70 mWm-2 over large areas based on block
distribution (Hansen et al., 1996; Pollard et al., 2005). However, West Antarctic GHF is
suspected to be both higher (>100 mWm-2) and more variable on small scales (Bingham
et al., 2012; Fisher et al., 2015), and this could have a large effect on patterns of basalt melt
rates and ice ﬂow. This could explain why the WAIS is particularly susceptible to partial
collapses (Hughes, 2011; Payne et al., 2004; Wingham et al., 2009), a suggestion that could
be tested by the use of realistic non-uniform GHF values in ice sheet modeling and that, in
turn, would considerably improve predictions of ice sheet collapse.
The problem with testing these possibilities is that direct observations of GHF in
Antarctica are so sparse that it counts as the greatest source of uncertainty in ice sheet
studies for the continent (Larour et al., 2012). The grounded ice has retreated since the
Last Glacial Maximum (∼20 ka) towards its present day location (Lowe et al., 2002). The
investigated offshore area might be hypothetically related to those areas onshore, where the
present WAIS rests on bed with similar geothermal properties. Therefore, high-resolution
GHF will aid the understanding of the paleo-retreat of the ice sheet in this sector. To address
the uncertainties, our objective is to discuss ranges of realistic heat ﬂux values in the ASE
based on direct observations, depth-to-the-bottom of the magnetic source estimates and
numerical 3D models.
3.3 Data and Methods
3.3.1 In-situ geothermal gradient measurements
In-situ temperature measurements for deriving geothermal heat ﬂow were conducted
during RV Polarstern expedition ANT-XXVI/3 at 26 stations (Gohl et al., 2010). We used
5 Miniaturized Temperature Logger (MTL) with 0.001 K resolution and 0.1 K precision
(Pfender et al., 2002), equidistantly mounted on a 4 m long temperature sensor rod and
a sampling interval of 1 s. Prior to deployment, the MTL were calibrated for absolute
temperatures with the ships SBE911plus CTD (conductivity, temperature, and depth) in
the water column. After calibration the offset between MTL and CTD was ±0.001 K, which
is within the overall resolution of the MTL. The accuracy of a MTL measurement (0.1
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K) depends on static errors (calibration and stability) as well as dynamic errors in the
environment. Additional weights were mounted on the upper part of the rod to support
the penetration into the sediment (see Figure 3.2a).
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Figure 3.2: a) Schematic drawing of the probe and sensor geometry. The sediment sensors are
equidistantly mounted along the metal rod. The weight at the upper end enforces sediment penetra-
tion. A water sensor is mounted above the weight. Please note for simpliﬁcation of this ﬁgure they
appear to be in line, whereas they were mounted around the rod to minimize the disturbance of the
sediment. b) The different deployment stages are highlighted for a data example at site 4. The probe
is lowered through the water column, frictional heat is created when the instrument enters the sedi-
ment. The steady-time allows for frictional heat decay. During the stabilization phase, temperature
signal variations become relatively small and only occur near the sensor resolution range (±0.001
K). c) In-situ temperatures of the individual sensors with depth in the sediment. The temperature
gradient is obtained by a linear ﬁt through the data points. In this case the upper data point was
not used for the ﬁt. d) Overview map that shows the sites of sediment temperature measurements
in close proximity to Wrigley Gulf (1, small inlet) and the Amundsen Sea Embayment (2 - 26)
color-coded with estimated heat ﬂux ranges.
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A sixth MTL was mounted above the probes weight and measured the temperature of
the water column (see Figure 3.2a). Exemplary shown in Figure 3.2b are the temperatures
collected by the MTL during the deployment and penetration phase of station 4. In the
ﬁrst stage the probe is lowered through the water column, when entering the sediment
the temperatures rise at ﬁrst due to the frictional heat. Furthermore, the frictional heat
was an indicator, that the sensor has entered the sediment. This could be also supported
by a brief visual inspection of sediment coverage of the probe once it was hoisted back
on deck. We used an up to 10-minute steady-time, where the probe rests in the sediment,
which allows for the frictional heat to decay and the temperatures to adjust to ambient
sediment temperatures. Stage 3 is marked in red colors and highlights the stabilization of
the sediment temperatures. Please note that the data of the water sensor is not shown in
Figure 3.2b.
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Figure 3.3: In-situ temperature gradients measured in Wrigley Gulf (1) and Amundsen Sea
Embayment (2 - 26). Grey lines represent a 10 ◦Ckm-1 gradient (light grey), 30 ◦Ckm-1 (grey) and
50 ◦Ckm-1 (dark grey). Solid triangles above 0 mbsl represent bottom water temperatures. The
uncertainty in absolute sea ﬂoor depths depend on the distance between individual MTLs mounted
on the sensor rod
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The mean temperature of the stabilization phase is plotted against the depth of the
sensors (see Figure 3.2c). Because we do not have absolute depth information, we shift
the upper sediment sensor towards 0 m depth and calculate the thermal gradient with a
linear ﬁt. In case of station 4, sensor 1 was not used for the linear regression to obtain the
temperature gradient.
The data collected at the 26 sites are shown in Figure 3.3 according to the temperatures-
depth proﬁle described in Figure 3.2c. The upper, ﬁlled triangles indicate the temperatures
of the water sensor at the time of sediment temperature stabilization. At site 13, 14, 15,
18 and 24 it does not appear in the temperature-depth proﬁles, because no data could be
retrieved from the sensor logger. At site 18, 19 and 26 several sediment logger were either
lost or damaged during deployment, at site 18 in particular the probe also did not entirely
penetrate the sediment. This should be kept in mind, when interpreting or working with
the data. The thermal conductivity (k) was measured on gravity cores on board at stable
ambient temperatures, taken in the vicinity of or at the 26 sites shown in Figure 3.4 with a
KD2 Pro Thermal Property Analyzer that has an accuracy of ±5 % from 0.2 to 2 Wm-1K-1
(Decagon Devices Inc., 2012). The 6 cm long sensor applies a very small amount of heat
to the needle which helps to prevent free convection in liquid samples. Because of the
sensors heat pulse, a minimum of 1.5 cm of material parallel to the sensor in all directions
was allowed to minimize errors. The sampling frequency along the cores ranged between
10 cm to 20 cm. We also noticed that penetration into sediments, where elevated thermal
conductivity was observed in the cores, was not possible or very low with our temperature
gradient probe. The heat ﬂux was calculated from the product of thermal conductivity (0.9
< k > 1.1) and temperature gradient (Table 3.2).
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Figure 3.4: a) Thermal conductivity measurements at the split cores (PS75/0166-235-2) with
sampling intervals of 10 cm to 25 cm. b) Overview of sites where gravity corers sampled sediments
in the Amundsen Sea Embayment during ANT-XXVI/3 (now PS75) in 2010.
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Table 3.1: Summary of Geothermal Gradient Stations.
ID Longitude Latitude Water Depth Gradient Heat Flux
(DD.xxxx ◦W) (DD.xxxx ◦S) (m) (◦Ckm-1) (mWm-2)
HF 1 -134.1226 -74.5087 893 38.0 38.0
HF 2 -103.4990 -74.8332 1021 18.2 17.1
HF 3 -104.3923 -74.7413 1104 11.7 11.0
HF 4 -105.2005 -74.7473 1302 26.5 24.9
HF 5 -106.6065 -74.6696 1184 31.6 29.7
HF 6 -106.6113 -74.6017 1353 54.9 51.6
HF 7 -106.0000 -74.3333 1386 54.6 51.4
HF 8 -105.5499 -74.2088 1644 44.4 41.8
HF 9 -106.7303 -74.1388 1468 56.8 53.4
HF 10 -105.6923 -74.0015 1037 30.5 28.7
HF 11 -106.7503 -74.0913 604 - -
HF 12 -106.1847 -74.0417 1111 33.0 31.0
HF 13 -106.2004 -73.5238 806 46.2 43.4
HF 14 -106.1978 -73.5286 813 24.1 22.7
HF 15 -106.2015 -73.5187 814 25.7 24.2
HF 16 -106.2015 -73.5209 795 10.7 10.1
HF 17 -106.2049 -73.5181 795 58.3 45.4
HF 18 -103.3874 -71.8796 752 30.3 28.4
HF 19 -103.3282 -71.7448 768 60.1 56.5
HF 20 -103.0007 -71.4534 626 27.8 26.1
HF 21 -102.3667 -71.0663 1447 32.4 30.4
HF 22 -105.6188 -71.8963 496 59.3 55.8
HF 23 -102.6117 -74.5342 611 5.8 5.5
HF 24 -105.8522 -74.6113 626 15.6 14.6
HF 25 -106.5022 -72.8327 577 34.0 31.9
HF 26 -113.9573 -70.3643 3496 54.4 54.4
3.3.2 Depth-to-the-bottom of the magnetic source (DBMS)
The DBMS is a proxy for geothermal heat ﬂux, because both depend on the thickness
of the magnetized crust (Fox Maule et al., 2005). As a result of increasing temperature
with depth above the Curie temperature rocks lose their ferromagnetic magnetization. In
general, a Curie temperature of 580 ◦C for the most common magnetic mineral magnetite
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is considered applicable to continental crust (Bansal et al., 2011; Langel et al., 1998), which
we also assume for this study. Spector et al., 1970 introduced a prism-based calculation
technique to analyse the power spectral density of magnetic data, particularly, to provide a
statistical estimate of Curie Point Depths and also to map the topography of the magnetic
basement.
A random and uncorrelated distribution of sources is assumed as a ﬁrst approximation,
although the investigated area might exhibit indeed a variation of magnetic anomaly
sources due to a complex crustal architecture. Based on the previous study the centroid
method was introduced which is mostly implemented in the frequency domain, by evalua-
tion the magnetic anomaly of a right-rectangular prism (Bhattacharyya et al., 1977; Okubo
et al., 1985). In this study the depth-to-the-bottom of the magnetic source (Zb) is calculated
by estimating the depth to the top (Zt) and centroid depth (Z0) of the deepest magnetic
body. These depths are related to the DBMS (Zb) as follows:
Zb = 2Z0 − Zt [km] (3.1)
We applied the centroid method to a gridded magnetic dataset that has been collected
during two RV Polarstern expeditions ANT-XXIII/4 in 2006 and ANT-XXVI/3 in 2010.
The acquisition, processing and tectonic interpretation of the magnetic anomaly data
is published by Gohl et al., 2013a. Their airborne magnetic data were measured with
a caesium-vapour magnetometer sensor towed from a helicopter, and complemented
by ship-borne magnetic data that were continuously recorded with two 3-component
ﬂuxgate magnetometer sensors and complemented to airborne magnetic data measured
with a caesium-vapour magnetometer sensor. The data processing routine comprised the
removal of the International Geomagnetic Reference Field (IGRF), visual editing of obvious
erroneous data and band-pass ﬁltering. Prior to gridding, the differences at cross-points
were minimized (leveling) by allowing a plane tolerance of crossing survey line points of
0.0005◦ (∼50 m).
Due to irregular survey line spacing and orientation, a minimum curvature approach
during gridding was applied between less sampled areas and those areas with good
coverage (ibid.). In our study we used their micro-leveled (Ferraccioli et al., 1998) grid with
2 km cell size that is shown in Figure 3.5a overlain by the used helicopter and shipborne
magnetic survey tracks. We evaluated 30 windows of the magnetic anomaly map in the
Amundsen Sea, with a dimension of 200 km x 200 km and approximately 50 % overlapping.
The window size was chosen to ascertain that the response of the deepest magnetic layer is
captured and disparate tectonic regimes are not averaged. Ravat et al., 2007 elaborate, that
the dimension of the windows analyzed may need to be, in some cases up to 10 times the
depth to the bottom, but ﬁnds that dimensions of more than 200 to 300 km are less
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Figure 3.5: a) The magnetic anomaly data grid presented by Gohl et al., 2013a with 2 km cell
size is overlain by helicopter-borne survey lines (ﬁne gray lines) and shipborne survey lines (pink
lines) to distinguish areas of less sampled areas and those areas with good coverage. b) Same grid
overlain by centres of the 30 analyzed magnetic anomaly grids, where also the DBMS was projected
to. Yellow points indicate extrapolated nearest depth-to-the-bottom of the magnetic source, since the
estimated depths represent an average over the entire 200 x 200 km window. Dashed lines indicate
three example windows (1, 2, and 7) to demonstrate the geometry and overlapping of the individual
windows.
practical. Together with the uneven data coverage we ﬁnd the chosen dimension to suit best
our data processing routine and optimize the spatial resolution of the DBMS. The window
centers are numbered and marked by black crosses in Figure 3.5b. Within each window
we calculated the radially-averaged power spectral density using the GMT open source
code (Wessel et al., 1991). The depths Z0 and Zt are obtained in the lower wavenumber
(kr) domain from the slope of the power spectral density (PSD) and the frequency-scaled
PSD. We did not high-pass ﬁlter the power spectrum before computing the centroid depths.
Bansal et al., 2011 point out that band-pass ﬁltering in this case is a subjective approach
because it is difﬁcult to decide which wavelength should be eliminated.
Furthermore, stated by Ravat et al., 2007, the longer-wavelength spectrum may contain
important information about the magnetic sources. Tanaka et al., 1999 suggested computing
Zt from the high wavenumber part of the spectrum, whereas Bansal et al., 2011 argue
that it may be appropriate for single-layer cases, but for multilayer cases it represents the
depth to a shallow layer instead the deepest layer. Visual identiﬁcation of slope breaks for
deriving depths of the sources is considered to be the most subjective part of this method
(Ravat et al., 2007).
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Figure 3.6: Upper graphs show lower frequency spectrum of the radially averaged power spectral
density over wavenumber for window 6, 12, 18 and 24. Corresponding lower graphs show Zb
(DBMS) results of slope analysis. Grey shaded area marks the critical wavenumber range 0.2 ≤kr
≥0.5 2πkm-1. Here, the median depth is calculated over varying point ensembles (4 to 8) and
marked as dashed line in lower graphs and corresponding value. The resulting DBMS for all 30
windows is used as a further constraint in the thermal models of this study.
We treated the slope analysis as conservatively as possible by implementing a MATLAB
routine, that ﬁts linear regression lines along the slope. Up to a critical wavenumber range
(0.2 ≤ kr ≥ 0.5 2π km-1) the regression line is ﬁtted over 4 to 8 data points in the low wave
number regime, resulting in an ensemble of viable depths for Zt and Z0, where Zb can
now be obtained from using equation 3.1. The slope ﬁt and resulting depths are visually
demonstrated in Figure 3.6.
The median of this ensemble was used for further calculations in our numerical models.
Since the resulting depths are an average for the entire individual window, we also pro-
jected the depths to the outer bounds of the outer windows to enhance visualization. These
are marked by yellow points in Figure 3.5b and relate to the nearest estimated depth. ibid.
critically examined the real performance of several spectral magnetic depth determination
methods in terms of their capability to compute the DBMS based on random and layered
magnetic model sources of different thickness.
The study ﬁnds that the random sources assumption is valid and clear spectral peaks
with multiple points are present, then it is possible to determine the DBMS more reliably.
We do ﬁnd the peaks to be clearly visible in 19 out of the 30 windows (e.g. window 6
and 12, upper panel in Figure 3.6) and in 3 cases (window 11, 13 and 26) no peak could
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be distinguished, whereas the remaining 8 windows (e.g. 24, upper panel in Figure 3.6)
are debatable. Our error analysis corresponds to the maximum and minimum values of
Zb computed with the slope ﬁtting routine and is demonstrated in Figure 3.7. The error-
bars indicate maximum and minimum magnetic source bottom depths of the individual
windows.
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Figure 3.7: Spectrally derived DBMS (coloured circles) for the 30 individual windows with
corresponding uncertainties in minimum and maximum values. As demonstrated in Figure 3.6 the
DBMS is calculated from a median depth, which results in an asymmetric distribution within the
error ranges.
3.3.3 Finite Volume Method for 3D thermal models
A program-suite to calculate conductive and advective heat transport in solids was imple-
mented in MATLAB. It was used to create a numerical model which calculates the thermal
structure of the working area according to the calculated magnetic basement depths, the
measured surface heat ﬂux values and additional constraint on the crustal architecture by
gravimetric and seismic investigations. The suite consists of a list-type input mask, the
modular built numerical environment, and a plot-module to visualize temporal and spatial
variations of the state and material parameters.
The wider-ranging MATLAB code takes radioactive heat production into account
and allows for calculation of advective temperature transport, as well as simple phase
transitions (isothermal melting or crystallization) on the energetic level. Because the spatial
and temporal development of potential rifting processes and/or magmatic intrusions in the
offshore region of the ASE remains speculative, this study neglects advective transport and
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phase transitions to deliver a simplistic solution of the thermal state by thermal conduction
and radioactive heat production. The implementation supports an orthogonal model lattice
with predeﬁned thermal material parameters in an initial state.
Boundary conditions for the model boundaries and for single cells or cell compounds
can be chosen freely. For the chosen boundary conditions, conductive heat transfer and
radioactive heat production are calculated until all volume cells reach a thermal equi-
librium, hence the temporal derivative of temperature becomes inﬁnitesimal and δT/δt
approximates zero. The implementation applies a ﬁnite-difference scheme to solve the
Fourier law in a ﬁnite volume approach. The Fourier law (Equation 3.2) gives the heat ﬂow
Q in Wm-2 as the product of the negative derivative of temperature T over space and the
thermal conductivity λ in Wm-1K-1.
Q =
−δT
δl
∗ k (3.2)
Considering a three dimensional heat transport, combined to the ﬁrst law of thermo-
dynamics (conservation of energy), gives the heat equation (Equation 3.3). The temporal
derivative of temperature δT/δt calculates as the sum of the spatial derivatives of the
heat ﬂow, multiplied by the reciprocals of the material parameters density ρ in kgm-3 and
speciﬁc heat capacity cp in Jkg-1K-1.
δT
δt
=
[
δ
δx
(−δT
δx
∗ kx
)
+
δ
δy
(−δT
δy
∗ ky
)
+
δ
δz
(−δT
δz
∗ kz
)]
∗ 1
cp ∗ ρ (3.3)
Subsequently, by introducing Q, the equation results in the sum of the directed volumet-
ric heat ﬂuxes in x, y and z direction and an additional term for internal radioactive heat
production Qradio in Wm-3, divided by density and speciﬁc heat capacity of the volume
element (Equation 3.4).
dT
dt
=
(
δQx
δx
+
δQy
δy
+
δQz
δd
+ Qradio
)
∗ 1
cp ∗ ρ (3.4)
The implicit Euler backward scheme is used to approximate the derivative of tempera-
ture over space for the Cartesian x, y and z coordinates by a differential quotient (Equation
3.5). Where l represents the coordinate of a ﬁnite volume cell in x, y or z direction and n is
the numerator for the x, y and z volume element in one of the directions. Using the Euler
backward scheme means that the heat ﬂow Qn is deﬁned as the heat ﬂow from the previous
into the actual volume cell (Equation 3.6). The thermal conductivity λ is calculated as the
mean value of the thermal conductivities of the interacting volume elements.
(
δT
δl
)
n
≈ Tn − Tn-1
ln − ln-1 =
ΔTn
Δln
(3.5)
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Qn ≈ Tn − Tn−1
ln − ln−1 ∗
kn + kn−1
2
(3.6)
The derivative of heat ﬂux over space, the volumetric heat ﬂow δQ/δl in Wm-3, is
approximated by the differential quotient of the heat ﬂow over space between the actual
and the following volume element (Equation 3.7), meaning here the explicit Euler forward
scheme is used.
(
δQ
δl
)
n
≈ Qn − Qn−1
ln − ln−1 =
ΔQn
Δl_n
(3.7)
The equations are applied along with boundary conditions of an isothermal top
(ocean/crust interface, 0 ◦C) and an isothermal bottom layer (800 ◦C) while the lateral
boundaries are conductively closed, the horizontal temperature gradients are set to zero.
The dataset of modeled magnetic basement depth (DBMS) is considered by the boundary
condition of the Curie temperature occurring at the magnetic basement depth.
The model lattice is initialized with the initial material and state parameter for the
lattice cells (Table 3.2). The depth parametrization for the bottom layer was inferred from
geophysical investigations (Damiani et al., 2014).
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Figure 3.8: The grid mesh of thermal model 1 is shown at thermal quasi-stationary state, where
changes in temperature become inﬁnitesimal small (∼4-12 ◦Ca-1). The height of the individual grid
cells is 0.5 km and the width 10 km.
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The parametrization of temperature at this depth resulted from modeling the maximum
and minimum geotherms (not presented in this study), based on the DBMS estimate ranges.
The geotherms indicated reasonable temperatures of 700 - 900 ◦C at depths of 25 km.
Demonstrated in Figure 3.8 is the grid mesh for model 1 at quasi thermal equilibrium, i.e.
changes in temperature with time become inﬁnitesimal (δT/δt ≈ 4-12 ◦Ca-1).
We did not parametrize sedimentary layer (Gohl et al., 2013b), nor constrained the
rates of sedimentation, which is a limitation of this model. The blanketing effect of the
pre-, syn- and in particular post-rift sediments in a rifted margin setting could in principle
have a signiﬁcant impact on basement heat ﬂux (Van Wees et al., 2009). The height of the
individual grid cells is 0.5 km and the width 10 km.
Table 3.2: Parametrization of Models 1 and 2
Parametrization Model 1 Model 2 Reference
Upper
boundary
Temperature 0 ◦C
DBMS Temperature 580 ◦C (Langel et al., 1998)
Lower
boundary
Temperature 800 ◦C (Hirschmann, 2000)
Upper
boundary
Depth 0 km
DBMS Depth DBMS km (this study)
Lower
boundary
Depth 25 km (Chaput et al., 2014)
Upper crust Thickness 8 km (Kalberg et al., 2014)
Heat capacity cp 850 Jkg−1K−1 (Eppelbaum et al., 2014)
Density ρ 2600 kgm−3 (Kalberg et al., 2015)
RHP Qradio 1 μW−3 (Hasterok et al., 2011a)
Conductivity k 2.2 Wm−1K−1 (Kappelmeyer et al., 1974)
Lower crust Thickness 17 km (Kalberg et al., 2014)
Heat capacity cp 850 Jkg−1K−1 (Eppelbaum et al., 2014)
Density ρ 2800 kgm−3 (Damiani et al., 2014)
RHP Qradio 0.4 μW−3 (Hasterok et al., 2011a)
Conductivity k 2.6 Wm−1K−1 (Kappelmeyer et al., 1974)
Intrusions Thickness - 0.3 - 11.3 km (Kalberg et al., 2015)
Heat capacity cp - 1050 Jkg−1K−1 (Eppelbaum et al., 2014)
Density ρ - 2900 kgm−3 (Damiani et al., 2014)
Continued on next page
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Table 3.2 – Continued from previous page: Parameterization of Models 1 and 2 Stations.
Parametrization Model 1 Model 2 Reference
RHP Qradio - 2 μW−3 (Kipf et al., 2012)
Conductivity k - 2.6 Wm−1K−1
Model time Ma 100 100
3.4 Results and Discussion
3.4.1 In-situ geothermal gradient measurements
Results of the geothermal heat ﬂux measurements range between 5.5 mWm-2 and 56.5
mWm-2. The in-situ measurements were conducted in locations where sedimentary layers
are thick enough for the probe to penetrate the seaﬂoor, which are often in small channels
or basins. In such locations, warm deep ocean water currents, high sedimentation rates
and/or mass wasting events might be expected to bias GHF to lower values.
Jacobs et al., 2011 illustrate with combined oceanographic measurements in the region
from 1994, 2000 and 2007 an increase of temperature and volume of Circumpolar Deep
Water that intrudes into the continental shelf of the Amundsen Sea at depths >300m.
Their observations suggests that the thermohaline structure in Pine Island Bay exhibits an
inter-annual variability and an increase in CDW temperatures of ∼0.1 ◦C to 0.2 ◦C from
1994/2000 compared to 2007/2009.
We did not estimate the inﬂuence of the warmer bottom water with inter-annual trends
on shallow sediment temperatures to correct the temperature gradients for this effect.
Non-existent, long-term observations of the bottom water temperature variations are an
essential parameter for this calculation. The spatial variability of the derived heat ﬂux
distribution as shown in Figure 3.2d from the offshore areas in proximity Pine Island
Glacier towards the Thwaites Glacier offshore area exhibit a clear increase of more than 20
mWm-2. Consequently, we argue that our measurements occur near the lower boundary of
the heat ﬂux range in the ASE.
3.4.2 Depth-to-the-bottom of the magnetic source
DBMS is considered a robust proxy for GHF because of the temperature dependence of
magnetization in crustal rocks. DBMS averages for the outer windows were projected to
the outer bounds of the model domain in order to obtain a smooth interpolation across the
modeled region. DBMS estimates over the model space range between 14.9 km and 19.7
km. The absolute values of DBMS can be expected to contain signiﬁcant error (Figure 3.7)
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due to interpretational subjectivity in the method and inhomogeneous data distribution
(Gohl et al., 2013a).
Despite this, we can have conﬁdence in the relative values and their trends because
they reliably reproduce the spatial variability in magnetization of the crust that can be
expected to result from known details of the crustal structure (Gohl et al., 2013a; Kalberg
et al., 2015). For example, a steep gradient that can be followed offshore Thwaites Glacier
towards Thurston Island (Figure 3.9a) potentially reﬂects a boundary between the Marie
Byrd Land block and Thurston Island crustal blocks. Assuming that this boundary is
expressed by thinner than usual crust, its trend can be traced onshore (Damiani et al., 2014)
and correlates to the recently postulated Mt. Murphy Rift (MMR) (Spiegel et al., 2016).
3.4.3 FVM 3D numerical model 1
In addition to these direct observations of geothermal gradients, a 3D numerical ther-
mal model focuses on the 300000 km2 area between 120◦W/75◦S and 100◦W/70◦S. The
parametrization of the crust in the model is based on a variety of studies (Table 3.2) and
our estimation of the depth-to-the-bottom of the magnetic source applying the centroid
method (Ravat et al., 2007) on spectral analysis of high resolution magnetic anomaly data
(Gohl et al., 2013a).
To generate a more realistic GHF distribution, we applied the DBMS estimates in a
3D thermal model of the crust that also incorporates radiogenic heat production (Kipf
et al., 2012), density contrasts in upper (0 - 8 km, 2600 kgm-3) and lower crust (8 - 25 km,
2800 kgm-3), and thermal conditions at the lithosphere-asthenosphere boundary (800 ◦C,
25 km depth), and surface (0 ◦C, 0 km). The model is built by solving the conductive
heat transport equations over a time span of 100 Ma, sufﬁcient for the lithosphere to
reach thermal equilibrium by conduction alone (δT/δt < 4-12 ◦Ca-1). The DBMS is a major
boundary condition for the model setup.
We computed model 1 with three different DBMS setups and statistically compare
the derived heat ﬂux by log-logistic probability density functions (PDF) (Figure 3.10).
Minimum, median and maximum DBMS depths were implemented and show the range of
uncertainties, in which our model estimates the heat ﬂux. The mean values of the statistical
distribution range from 89.1 mWm-2 to 92.3 mWm-2, and yield larger offsets towards
the lower ﬂanks of the PDF. Offsets in the PDF distribution towards the higher heat ﬂux
estimates however decrease strongly towards 105 mWm-2. Shallow DBMS estimates, i.e.
maximum values show a vertically stretched shape in the PDF along a smaller range of
higher heat ﬂuxes compared to deeper DBMS (minimal) estimate. Heat ﬂux for median
DBMS estimates range between of 79 mWm-2 and of 100 mWm-2 and the data is presented
in map form in Figure 3.9b.
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Figure 3.9: a) Interpolated map of computed depth-to-the-bottom of the magnetic source values that
provide a crucial thermal boundary condition for the 3D FVM models (b, c) presented in this study.
Please note that the IBCSO grid in the background of panel a - c has the same colour code as Figure
3.1. b) Heat ﬂux computed with model setup 1 and median DBMS values. c) Heat ﬂux computed
with model setup 2 with median DBMS values and additional crustal parametrization. Intrusion
bodies presented by Kalberg et al., 2015 where considered as an additional source of radiogenic heat
production. d) Results of heat ﬂux estimates for model 1 with respect to the location of the DBMS
in the crust. The model data (gray points) are ﬁtted with a linear regression line and show offsets of
1 km. e) Results of heat ﬂux estimates for model 2, where the model data scatters in a wider range
around the linear ﬁt.
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Figure 3.10: Probability density functions (PDF) that statistically describe the heat ﬂux distribution
for three different model runs. The DBMS is a crucial boundary condition, where minimum (Model
DBMS min), median (Model DBMS) and maximum (Model DBMS max) values were implemented
in the model.
3.4.4 FVM 3D numerical model 2 with further crustal parametrization
In a last step, we implemented a yet more realistic crustal model (Figure 3.9c) taking into
account recent interpretations of gravimetric, magnetic anomaly and seismic data for the
ASE (Kalberg et al., 2015). The model features suites of felsic and maﬁc intrusions, for
instance emplaced at the Dorrel Rock intrusive complex during a period of increased
magmatic activity at about 30 Ma (Rocchi et al., 2006) to 18 Ma (Spiegel et al., 2016), which
disturb the thermal ﬁeld of the region due to their contrasting thermal conductivity and
radiogenic heat production.
We do not include the effects of a rising warmer body into our model. The intrusions
are represented within the model architecture by the introduction of 25 km wide cells
situated at depths between ∼2 km and 12 km depth with higher densities (2900 kgm-3,
Table 3.2), elevated heat capacity (1050 Jkg-1K-1) and higher radiogenic heat production (2
μWm-3) compared to the ambient crustal rocks.
In this most detailed model, GHF ranges between 79 mWm-2 and 109 mWm-2, and
the median GHF (91 mWm-2). Although the values resemble those obtained from our
previous models, their distribution is most representative of what might be expected based
on the known crustal composition. Notably, the additional crustal parameterisation leads
to higher GHF offshore Thwaites Glacier and towards Marie Byrd Land.
48 Chapter 3. Manuscript 1
? ?? ??? ??? ???
?
????
????
????
????
??1
??????????????????????????
???????????? ?? ??
???? ?????????????????
????????????? ?? ??
???????????????????????????????????????
??
??
??
???
??
??
??
???
??
??
??
??
?
??????????????????????
????????????? ?? ??
????????
???????????? ?? ??
???????
???????????? ?? ??
????????
???????????? ?? ??
???????????????
?????????? ?? ??
?????
???????????????????
-
-
-
-
-
-
-
Figure 3.11: Comparison of best ﬁtting log-logistic probability density function of this studys
modeled heat ﬂux, as well as derived from seismic (An et al., 2015; Shapiro, 2004), radar Schroeder
et al., 2014 and magnetic (Fox Maule et al., 2005) techniques as applied in Antarctic-wide studies
and measured heat ﬂux with a Gaussian distribution. Heat ﬂux values of (An et al., 2015; Fox
Maule et al., 2005; Shapiro, 2004) extracted from the published continental-scale datasets in the
region 80◦S/130◦W and 70◦S/90◦W. Entire dataset used from (Schroeder et al., 2014), which
is concentrated on a regional scale and therefore biased towards higher values. Modeled results
correlate best with Shapiro, 2004, which is also shown in the background of Figure 3.12b.
Figure 3.9d) and e) show the results of heat ﬂux estimates for model 1 (Figure 3.9b) with
respect to the location of the DBMS in the crust. The model data (grey points) are ﬁtted
with a linear regression line and show offsets of 1 km. The results of heat ﬂux estimates for
model 2 (Figure 3.9c) exhibits a wider range of scattered model data around the linear ﬁt,
induced by the additional crustal parametrization in this model.
Log-logistic probability density functions (PDF) are thought to realistically capture
the small-scale GHF patterns caused by variations in DBMS (Shapiro, 2004), which are
controlled by contrasts in crustal thickness and radiogenic heat production. PDF are
shown in Figure 3.11, for both the measured and modeled GHF distributions, by plotting
histograms with bin sizes of 2.5 mWm-2. Our modeled GHF distribution overlaps the very
broad distribution calculated for West Antarctica based on modeling seismic velocities
(ibid.), but consistently estimates higher GHF than a previous application of spectral
techniques to magnetic anomaly data (Fox Maule et al., 2005). We attribute this to the low
resolution data, measured at satellite altitude, used in the older study.
The distribution of our measured GHF values is signiﬁcantly lower than in all of the
models, which we again attribute to the biases implied by the sampling strategy imposed
by the sediment temperature probe.
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3.5 Conclusions
The main focus of this paper is the investigation of realistic geothermal heat ﬂux distri-
butions in the Amundsen Sea Embayment, by combining of high-resolution 3D thermal
modeling, depth-to-the-bottom of the magnetic source estimates and in-situ temperature
measurements. The working area in particular exhibits a challenging region to conduct
in-situ temperature measurements, because of the thermal variability of bottom water,
which is suspected to overprint the thermal signal of the shallow sediment structures.
The thermal state over longer time spans is not constrained by long-term bottom water
observations, which would permit correcting for this effect.
We ﬁnd a correlation of the measured and modeled heat ﬂux values in terms of spatial
variation. Both datasets exhibit highest values offshore Thwaites Glacier along the bound-
ary between Thurston Island and Marie Byrd crustal blocks, but their mean values do differ
by a factor of 2.7. (Schroeder et al., 2014) presented a regional-scale study on geothermal
heat ﬂux estimates (>100 mWm-2, see Figure 3.11) in the adjacent onshore region beneath
Thwaites Glacier. Their results correlate well with our modeled data in terms of spatial
variation and order of magnitude and might be related to a branch of the West Antarctic
Rift System and/or Cenozoic intrusions. On a continental-scale perspective our models
(e.g. model 2 in Figure 3.12a) correlate best with geothermal heat ﬂux estimates based on
seismic studies (see Figure 3.12b).
Our study ﬁnds an average geothermal heat ﬂux of 70 mWm-2 to 90 mWm-2 with
strong spatial variations and locally increased values (>100 mWm-2) to be most plausible in
this sector of the Amundsen Sea Embayment associated to the West Antarctic Rift System.
Furthermore, geothermal heat ﬂux measurements in the better understood western Ross
Sea Rift sector, which is also part of the West Antarctic Rift System, vary spatially from 76
mWm-2 to 115 mWm-2 (Morin et al., 2010). The methods to determine geothermal heat ﬂux
differ in their approach and are limited by data availability, which is a key requirement for
future projects in this region.
The required validation of on- and offshore heat ﬂux estimates include, for instance,
sea ﬂoor drilling projects or applying similar approaches to existing aerogeophysical
datasets. These validations will aid the determination of timing and inﬂuence of rift-related
intrusions on geothermal heat ﬂux patterns and yield likely implications for the adjacent
West Antarctic Ice Sheet. Geothermal heat ﬂux is an important control on basal melt
pattern and subglacial hydrology, but efforts to quantify its effects on ice sheet dynamics
are hampered by the lack of direct observations and also regional scale geophysical proxies.
Joughin et al., 2009 for instance discuss increased basin-wide melt rates for Thwaites
Glacier compared to Pine Island Glacier assuming a GHF of 70 mWm-2. The sensitivity of
basal melting is such that a change in GHF by 10 mWm-2 yields a corresponding change in
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melt rate of 1 mmyr-1 (Joughin et al., 2009).
Assuming that the trend of elevated heat ﬂux revealed by our models offshore Thwaites
Glacier continues inland, our results imply a higher inﬂuence on basal conditions of the
ice sheets in this region, which should be implemented in future thermo-mechanically
coupled ice sheet models.
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Figure 3.12: Comparison of different geothermal heat ﬂux datasets in map form. a) Heat ﬂux
estimates computed with model 2 including crustal parametrization. b) GHF estimates based on
seismic tomography present by Shapiro, 2004 and (c) An et al., 2015. d) Heat ﬂux estimates
published by Fox Maule et al., 2005 are derived from satellite magnetic data.
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4.1 Abstract
The thermal state of polar continental crust plays a crucial role for understanding the
stability and thickness of large ice sheets, the visco-elastic response of the solid Earth due
to unloading when large ice caps melt and, in turn, the accuracy of future sea-level rise
prediction. Various studies demonstrate the need for precise measurements and prediction
of geothermal heat ﬂow (GHF) in Antarctica for better constrained boundary conditions to
enhance the accuracy ice sheet model performance. This study provides ground-truth for
regional indirect GHF estimates in the Amundsen Sea Embayment, which is part of the
West Antarctic Rift System, by presenting in situ temperature measurements in continental
shelf sediments. We use analytical solutions to explore the temperature variations beneath
the sea ﬂoor and their effect on the sediment temperature proﬁles and GHF estimates.
Our results show regionally elevated and heterogeneous GHF (mean of 65 mWm-2) in the
Amundsen Sea Embayment.
4.2 Introduction
The Amundsen Sea Embayment, as part of the West Antarctic Rift System (WARS, Figure
1), is the second largest continental rift system on earth (LeMasurier, 2008), and a key study
area for GHF, which displays unique coupled relationships between tectonic processes and
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ice sheet dynamics. Young, continental rift systems are regions with signiﬁcantly elevated
GHF (Morgan, 1983), because the transient thermal perturbation to the lithosphere caused
by rifting requires 100 Ma to reach long term thermal equilibrium (Jaupart et al., 2007;
McKenzie, 1978). GHF strongly inﬂuences ice ﬂow rates, basal friction, deformation rates,
and/or hydrological systems, which in turn control ice-bed coupling, and therefore the
height and dynamics of ice sheets (Hughes, 2009).
Over recent years several studies adopted different geophysical approaches to estimate
GHF from local (in-situ) to broader scales (regional to continental) with in some cases quite
large differences in their results (Fig. 4.1). All these studies have found, that GHF might be
higher and spatially more variable than expected in previous decades (e.g. Llubes et al.,
2006). The discovery of numerous subglacial lakes (Siegert et al., 2015), which can provide
additional constraints on the basal thermal state of the ice sheet, is a strong argument
for highly variable GHF (Llubes et al., 2006; Pattyn, 2010). Basal ice sheet temperatures
are controlled by a basal heat gradient (Siegert et al., 1996) in addition to frictional heat
generated from ice deformation and basal sliding.
The basal heat gradient is the sum of heat produced from basal sliding and geothermal
heat ﬂow (Siegert, 2000). Subglacial lakes where therefore correlated to a localized and
moderate (50 mWm-2) to high (80 mWm-2; >200 mWm-2) GHF (Fisher et al., 2015; Llubes
et al., 2006; Siegert et al., 1996).
Fisher et al., 2015 measured in-situ temperature gradients and thermal conductivities at
Subglacial Lake Whillans and estimated a GHF of 285 ±80 mWm-2. Begeman et al., 2017
followed their methods, deployed the temperature gradient probe 100 km away from SLW
near the grounding zone of the Whillans Ice Stream and found a GHF of 88 ±7 mWm-2.
They explain the spatial variability by shallow magmatic intrusions or the advection of
heat by crustal ﬂuids. A couple of months earlier in the same year Seroussi et al., 2017b
had concluded that locally high GHF (≥150 mWm-2) below the Whillans Ice Stream was
required to reproduce the observed subglacial lakes in an ice sheet model.
Correlating GHF to the underlying geology (magmatic and tectonic history) is therefore
vital to understand its distribution, in particular, when continental rifts such as the WARS
underlie the ice sheet. The coverage of in-situ measurements in Antarctica is poor compared
to other continents on Earth (Davies, 2013), because most areas are shielded by ice and
difﬁcult to access. This calls for a need to turn towards other methods to estimate heat ﬂow
on broader scales. Burton-Johnson et al., 2017 estimate regional scale GHF from radiogenic
heat production and found high GHF (81 mWm-2) in the east and south of the Antarctic
Peninsula (AP), where silicic rocks predominate, and 67 mWm-2 in the west and north of
the Antarctic Peninsula, where volcanic arc and quartzose sediments are dominant.
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Figure 4.1: (A) Compilation of regional geothermal heat ﬂow sites (symbols) and values (color of
symbols) superimposing the continental scale GHF models of A) Martos et al., 2017, B) Shapiro,
2004 and C) Purucker, 2012. Labeled symbols/areas for this study: Large dots represent in-situ
measurements with very good data quality (*** in Table 4.1) obtained during RV Polarstern
expedition PS104 (2017); small diamonds indicate values obtained from the marine heat ﬂow data
base [Pollack et al., 1993]; squares show GHF results from Della Vedova et al., 1992; triangles mark
locations, where GHF has been inferred from ice borehole temperatures or temperature gradient
measurements in the bedrock and sediment, respectively. Numbers correspond to the following
studies: 1) Zagorodnov et al., 2012; 2) and 3) Nicholls et al., 1993, 4) Price et al., 2002, 5) Gow
et al., 1968, 6) Begeman et al., 2017; Fisher et al., 2015, 7) Engelhardt, 2004, 8) Decker et al., 1982,
9) Morin et al., 2010; Risk et al., 1974.MBL Marie Byrd Land; PIG Pine Island Glacier; THW
Thwaites Glacier. See Figure 4.2 and Figure 4.4 for details.
56 Chapter 4. Manuscript 2
They state further that crustal thermal models must utilize a heterogeneous upper
crust especially with respect to radioactive heat production. Old and thick sedimentary
basins in particular could either shield or increase GHF tremendously by the accumulation
of radiogenic heat producing (RHP) elements. Rift basins with high RHP accumulation
potential are spread all over the continent. Schroeder et al., 2014 use radar echograms to
estimate the pattern of basal melting and geothermal heat ﬂow in the Thwaites Glacier
catchment within the WAIS, which correlates locally well with the continental scale GHF
models of Shapiro, 2004.
Other community-wide accepted studies (An et al., 2015; Fox Maule et al., 2005; Martos
et al., 2017; Purucker, 2012) use different methods, i.e. mainly seismic velocity models
as regional indicators and Curie-depth analysis of magnetic anomaly data to estimate
GHF. Overall the results do exhibit similarities in general tendencies, but vary signiﬁcantly
in regional comparison. We show the Martos et al., 2017 model in Figure 4.1 because
it represents the most recent antarctic-wide GHF model based on Curie-depth methods,
where depth uncertainties however can lie well above 10 kilometres which is equivalent to
a difference of approximately 40 mWm-2. Rogozhina et al., 2012 demonstrated in different
model tests for Greenland Ice Sheet evolution against GHF reproducibility, that all of
the GHF models failed to ﬁt the observations and that simulations with a simple spatial
uniform GHF forcing gives a considerably better ﬁt.
The ice sheet modeling community (e.g. Golledge et al., 2015) repeatedly outlined the
importance of better constrained thermal boundary conditions to enhance the accuracy
ice sheet model performance for future sea level rise predictions. Moreover Konrad et al.,
2015 demonstrate that the solid-Earth deformation exerts an important control on the
possibility of future West Antarctic Ice Sheet (WAIS) collapse. The visco-elastic response
of a low-strength lithosphere due to unloading by a WAIS collapse limits the ice retreat
in the Amundsen Sea Embayment (ASE) on time scales of several millennial, whereas
a stiffer lithosphere would yield a collapse due to slower response. Lithospheric elastic
thickness and strength are controlled primarily by temperature (Hyndman et al., 2009).
Hence in-situ temperature measurements, albeit near surface, will help understand the
behavior of the anomalously thin crust in West Antarctica (Chaput et al., 2014; Damiani
et al., 2014; O’Donnell et al., 2017; Winberry et al., 2004) that exhibits reduced effective
elastic lithospheric thickness (0 km ≤Te ≤20 km) (Chen et al., 2017; Kalberg et al., 2015).
Our objective is an assessment of GHF distributions in the Amundsen Sea Embayment
derived from in-situ temperature measurements conducted during RV Polarstern expedition
PS104 in early 2017. We analytically demonstrate that temperature variations are likely
induced by inﬂow of warm Circumpolar Deep Water at the sea ﬂoor and do not extend
beyond depths of 4 m below sea ﬂoor in the sediment nor disturb our measurements.
Ground-truthing for GHF is highly important since published results vary signiﬁcantly and
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exhibit an important boundary condition for past and present Glacial Isostatic Adjustment,
ice sheet models, and future sea level rise predictions.
4.3 Data and Methods
4.3.1 In-situ temperature measurements
In-situ temperature measurements were conducted at 29 stations during RV Polarstern
expedition PS104 in February and March 2017. We used Miniaturized Temperature Loggers
(MTL) with 0.001 K resolution and 0.1 K precision (Pfender et al., 2002), which were
mounted on a MTL sensor rod or attached to a gravity corer, both with varying lengths
between 4 m and 10 m. Prior to deployment, the MTL were calibrated for absolute
temperatures with the ships SBE911plus CTD (conductivity, temperature, and depth) in the
water column. After calibration, the offset between MTL and CTD was ±0.001 K, which
is similar to the overall resolution of the MTL. Additional weights were mounted on the
upper part of the rod to increase penetration into the sediment. One MTL was mounted
above the probes weight and continuously measured the temperature in the water column
(see Figure 4.2A). As an example, Figure 4.2B shows the temperatures recorded by the
MTL during the deployment and penetration phase of station HF1702. In the ﬁrst stage,
the probe is lowered through the water column where we ran the MTLs in a simpliﬁed
CTD mode to observe the water column temperatures.
The sampling depths where then estimated from the winch speed and the MTL sam-
pling rates. In the next phase the probe penetrates the sediment and peak temperatures
are seen, due to the frictional heat. Furthermore, the frictional heat was an indicator that
the individual sensors had entered the sediment. This could be also supported by a brief
visual inspection of sediment coverage of the probe once it was hoisted back on deck. We
used an up to 10 min steady-time, where the probe rests in the sediment, which allows for
the frictional heat to decay and the temperatures to adjust to ambient sediment temper-
atures. Stage 3 is marked in red colours and highlights the stabilization of the sediment
temperatures. The mean temperature of the stabilization phase is plotted against the depth
below sea ﬂoor of the sensors (see Figure 4.2C). Because we do not have absolute depth
information, we shift the sensors upwards until the uppermost sensor is at z = 0 m depth
(sea ﬂoor) and calculate the thermal gradient with a linear ﬁt. In the case of station HF1702,
the sensor that penetrated less than 3 m into the sediment was not used for the linear
regression to obtain the temperature gradient.
The data collected at the 29 sites are shown in Supplement A.1 according to the
temperatures-depth proﬁle described in Figure 4.3C. At three sites in-situ data could
not be recovered because the probe either fell over (HF1707, HF1715), probably due to the
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stiffness of the sediment, or the logger was lost or damaged (HF1713). At stations HF1714
and HF1729, consolidated sediments likely prevented the entire penetration of the probe.
We also attempted to measure temperature gradients in one of the MeBo seabed drill sites
of this expedition (Gohl et al., 2017), but failed due to a stuck temperature downhole probe.
Figure 4.2: (A) Schematic representation of probe geometry with sensors mounted along a metal
rod. The numbers of installed sensors varied (sensor x) depending on the instrument type deployed
(4 m probe, 8 m probe, or gravity corer), sediment coverage and sediment type respectively. (B) Data
example of GHF station HF1702 showing measured temperatures at the different deployment phases.
Please note that the data of the water sensor is not shown in the Figure. (C) Geothermal gradient
estimation using linear transgression based on in-situ temperature measurements demonstrated
in (C) at the temperature stabilization phase. Please note that only the lower most four sensors
where used to estimate the geothermal gradient and the GHF. (D) Locations of all GHF sites on the
inner Amundsen Sea Embayment shelf listed in Table 4.1. Detailed locations of sites with very high
quality (***) are shown in Figure 4.4.
The thermal conductivity (k) was measured on gravity cores taken in the vicinity of or
at the sites shown in Supplement A.2 with a KD2 Pro Thermal Property Analyzer that has
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an accuracy of ±5 % from 0.2 Wm-1K-1 to 2 Wm-1K-1 (Decagon Devices Inc., 2012). The 6
cm long sensor applies a very small amount of heat to the needle, which helps to prevent
free convection in liquid samples.
Because of the sensors heat pulse, a minimum of 1.5 cm of material parallel to the
sensor in all directions was required to minimize errors. The sampling interval along the
cores ranged between 10 cm and 20 cm (see Supplement A.2). The thermal conductivity is
temperature dependent and we corrected the inﬂuence of ambient laboratory temperatures
(≈20 ◦C) by estimating the thermal conductivity at 4 ◦C via:
kSediment (4 ◦C) =
k ∗ kϕWater(4 ◦C)
kϕWater(20 ◦C)
(4.1)
This takes into account the porosity of the sediment (φ 0.65), the thermal conductivity of
water at 20 ◦C (kWater (20 ◦C) = 0.6 WmK-1) and 4 ◦C (kWater (4 ◦C) = 0.57 WmK-1), respectively.
The heat ﬂow was calculated from the product of thermal conductivity (k = 1.17 WmK-1)
and temperature gradient (Table 4.1).
Figure 4.3: (A) Temperature proﬁle of the water column obtained with our sensors at station
HF1723 (see also Figure 4.4C). Temperature variations at three different water depths are taken from
(Webber et al., 2017) and approximated by a sinusoidal wave (B). Amplitudes and periodicity vary
with depth. (C) Skin depth estimates (equation 4.3) depicting the potential inﬂuence of temperature
changes at the sea ﬂoor on sediment temperatures. Effects decrease with increasing water depth.
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Table 4.1: Summary of Geothermal Gradient Stations. Abbreviations: ID = Station ID, Lat =
Latitude ◦S, Lon = Longitude ◦W, Grad = Temperature Gradient, HF = Heat Flow, WD = Water
depth, Quality (*poor, ** good, ***very good), GRAVITY = Gravity corer, PROBE = Temperature
Gradient Probe.
ID Lat Lon Date Instrument Grad ±2σ HF ±2σ WD Quality
(DD.xxx) (DD.xxx) (dd.mm.yy) (◦Ckm−1) (mWm−2) (m)
HF1701 -74.931 -101.556 16.02.17 GRAVITY 26.2 ±1.3 30.8 ±1.5 883 **
HF1702 -74.868 -100.711 18.02.17 GRAVITY 30.2 ±2.4 35.4 ±2.8 700 **
HF1703 -74.986 -101.869 18.02.17 GRAVITY 41.3 ±12.1 48.5 ±14.2 980 *
HF1704 -75.031 -101.939 18.02.17 PROBE 4 m 44.6 ±7 52.4 ±8.2 950 ***
HF1705 -74.942 -102.295 18.02.17 PROBE 4 m 51.9 ±7.2 60.9 ±8.4 936 ***
HF1706 -74.684 -101.622 19.02.17 GRAVITY 94.9 - 111.4 - 345 *
HF1707 -74.684 -101.625 19.02.17 GRAVITY - - 340
HF1708 -74.838 -101.044 20.02.17 GRAVITY 35.6 - 41.7 - 530 *
HF1709 -74.549 -102.586 20.02.17 GRAVITY 25.2 - 29.5 - 600 *
HF1710 -74.803 -102.344 20.02.17 PROBE 4 m 55 ±3.7 64.5 ±4.3 1000 ***
HF1711 -74.359 -104.747 20.02.17 PROBE 8 m 55.8 ±3.7 65.4 ±4.4 1384 ***
HF1712 -74.355 -104.757 21.02.17 PROBE 8 m 51 ±2.7 59.8 ±3.2 1387 ***
HF1713 -72.768 -107.092 24.02.17 GRAVITY - - 707
HF1714 -72.891 -104.099 01.03.17 PROBE 4 m 92.1 - 108.1 - 490 *
HF1715 -74.416 -102.990 02.03.17 PROBE 8 m - - 744
HF1716 -74.417 -103.005 02.03.17 PROBE 8 m 97.6 - 114.6 - 740 **
HF1717 -74.416 -103.001 02.03.17 PROBE 8 m 54 ±4.7 63.3 ±5.5 740 ***
HF1718 -74.415 -102.998 02.03.17 PROBE 8 m 57.5 ±4.9 67.5 ±5.7 740 ***
HF1719 -74.414 -102.995 02.03.17 PROBE 8 m 57.4 ±4 67.4 ±4.7 737 ***
HF1720 -74.413 -102.992 02.03.17 PROBE 8 m 59.4 ±0.9 69.7 ±1.1 740 ***
HF1721 -74.412 -102.988 02.03.17 PROBE 8 m 57.7 ±4 67.7 ±4.7 735 ***
HF1722 -74.416 -102.987 02.03.17 PROBE 8 m 65.4 ±0.7 76.7 ±0.8 735 ***
HF1723 -74.330 -104.822 03.03.17 PROBE 8 m 62.1 ±0.3 72.9 ±0.3 1400 ***
HF1724 -74.331 -104.820 03.03.17 PROBE 8 m 57.5 ±1.4 67.5 ±1.7 1395 ***
HF1725 -74.340 -104.799 03.03.17 PROBE 8 m 49.4 ±8.7 58 ±10.2 1388 ***
HF1726 -74.349 -104.721 03.03.17 PROBE 8 m 51.4 ±4.4 60.3 ±5.2 1405 ***
HF1727 -74.355 -104.760 03.03.17 PROBE 8 m 54.1 ±1.9 63.5 ±2.3 1385 ***
HF1728 -74.349 -104.737 04.03.17 PROBE 8 m 51.2 ±2.5 60.1 ±2.9 1453 ***
HF1729 -73.297 -112.330 10.03.17 PROBE 4 m 8.60 - 10.1 - 483 *
4.3.2 Analytical investigation of sediment temperature disturbances
Heat ﬂow determinations assume that heat is transported vertically in steady state, and
thus require no lateral variations in surface boundary conditions or physical properties
(Jaupart et al., 2007). The upper boundary condition of heat transfer in rocks or, as in this
studys case, sediments is given by the temperatures at the sediment/water interface (sea
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ﬂoor) (Chouinard et al., 2007; Welte et al., 1997). If the subsurface (rocks or sediments) has
been exposed to seasonal temperature variations or climate trends (warm - cold period),
this signal is imprinted in the ﬁrst few hundreds of meters.
Examples are warming events in West Antarctica and the temporally changing warm
CDW inﬂow onto the continental shelves (Hillenbrand et al., 2017). Diurnal or annual
cycles can be typically seen in depths from a few centimeters to a couple of meters, whereas
variations in the ground temperature of the last 200 - 300 years are recorded in the upper
200 m. Surface temperature inﬂuence of post-glacial warming is observed down to 2500
m. This is because surface temperature oscillations are damped over a length scale δ (skin
depth) which depends on their frequency ωand thermal diffusivity κ (Carslaw et al., 1959).
δ =
√
κ
2 ∗ ω (4.2)
Borehole temperature depth proﬁles can therefore be used to reconstruct surface tem-
perature variations on centennial time scales (Chouinard et al., 2007; Dahl-Jensen, 1998).
Long-term variations in atmospheric temperatures are similarly captured in large ice sheets.
The original temperature signal, albeit dampened at their base, is still being observed En-
gelhardt, 2004. This can lead to spatial variations as high as ±5 ◦C at the bottom of an ice
sheet.
A comparison of this dampening effect can be drawn to the marine environment, where
ocean bottom currents inﬂuence the temperature proﬁle of the underlying sediment (e.g.
Dziadek et al., 2017; Müller et al., 2016). Müller et al., 2016 show that the large seasonal
temperature variations (>10 ◦C) are dampened by ∼90 % at depths of 3 m to 5 m. The
deﬁnition of sea ﬂoor temperatures requires consideration of long-term variations, such as
the inﬂow of warmer CDW (e.g. Nakayama et al., 2013; Webber et al., 2017) and glacial
meltwater processes especially in the shallow regions of the ASE shelf.
During deployment we monitored the temperature of the water column (see Figure
4.3A and Figure 4.2B) to observe the vertical temperature proﬁle of the water column.
This, however, only provides a snapshot at the time of our in-situ measurements; it does
not represent long-term changes, which likely disturb sediment temperatures. The iSTAR
oceanographic mooring stations reveal multi-annual temperature variations with decreas-
ing amplitudes and periodicity with depth (Webber et al., 2017) throughout the inner ASE
shelf.
Based on these observed signals we simulated temperature signals representing the
variations at three different water depths: 374 mbsl, 696 mbsl and 930 mbsl (see in Figure
4.3B). Since these depths represent our GHF sampling depths for the latter in-situ temper-
ature processing steps, we explored potential temperature distribution induced by such
variations in the upper 5 m of the sediment. The analytical solution after Lowrie (1997)
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demonstrates the principal characteristics of sediment temperature changes induced by
variations at the sea ﬂoor:
T(z, t) = TBW
δT
δz
z ∗ e− zδ ∗ α cos(ωt− z
δ
) (4.3)
Temperature T(z,t) is calculated as a function of depth (z) and time (t) for a homogenous
sediment and a constant background geothermal gradient (δT δz-1 = 0.0497 ◦C m-1) which
represents the measured average gradient in the ASE. We further measured a mean thermal
diffusivity κ (3.977 mm2 s-1) on sediment cores that where taken during expedition PS104
(Supplement A.2) and varied between 0.218 mm2 s-1 and 0.776 mm2 s-1. The multi-annual
temperature variation in the water column of the ASE by Webber et al., 2017 (at a site
at 106.535◦W/ 73.813◦S) reveal short periodic oscillations in temperature (±0.2 ◦C) with
maximum amplitudes of ∼1 ◦C with short periods.
With our analytical solutions for different frequencies ω=2π/ n and 6π/ n (1s-1; n =
1 year) and amplitudes we explore effects of three different scenarios: (1) long-period
and high amplitude variations which capture the largest temperature difference at the sea
ﬂoor (ΔT =∼1 ◦C) ibid. observed, (2) long-period and low amplitude variations which as a
ﬁrst approximation reﬂect the periodicity observed by ibid., and (3) short period and low
amplitude variations which are likely to occur in shallow water depths (Figure 4.3).
On the basis of these simulations we would expect that long period oscillations (< ±0.2
◦C) and the high frequency part of the temperature signal does not imprint in the sediment
temperatures in deeper parts (>700 mbsl) of the inner ASE (see iSTAR A mooring at 930
mbsl in ibid. The upper 3 m of the sediment column of the greater ASE shelf, however,
very likely inherit bottom water temperature changes. Therefore, we do not use the upper
most sensors that fall within this range for geothermal gradient determination. At sites
with shallow penetration we however use the upper sensors.
4.3.3 Considerations of further corrections
Changes in topography can distort the temperature ﬁeld and affect the heat ﬂow estimate
(Jeffreys, 1938). Bullard, 1938 (check citations) then demonstrated that no corrections to
the measured temperature gradient need to be performed for shallow boreholes and ﬂat
topography. Thermal blanketing caused by sediment accumulation throughout the inner
Amundsen Sea Embayment could further reduce geothermal surface heat ﬂow by 5%
(accumulation rates 100 mMa-1) and up to 20% (higher accumulation rates 500 mMa-1) for
a thickness of the sedimentary layer up to 400 m (Davis et al., 1999; Hutnak et al., 2007).
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4.4 Geothermal heat ﬂow results
The results of in-situ geothermal gradient measurements range between 8.6 ◦Ckm-1 and 97
◦Ckm-1 and are presented in Table 4.1 with a conﬁdence interval of 95 % (2 σ). We used
the mean thermal conductivity (k = 1.17 WmK-1) which was measured on gravity cores to
estimate geothermal heat ﬂow, which varies between 10.1 mWm-2 and 114.6 mWm-2. Based
on our analytical solutions for theoretical temperature disturbances, penetration depth
and water depth at the station, we introduce a data quality indicator (Table 4.1). High
penetration, linear gradients and minor bottom water inﬂuence (>800 mbsl) are marked
with a very good quality indicator (***), intermediate water depths (600 mbsl to 800 mbsl)
and/or fewer data points (>2) to calculate the geothermal gradient are considered good
data quality (**) and shallow water depths (<600 mbsl), low penetration and/or minimal
data points (2) are considered as poor data quality (*).
During the deployment at station HF1706 in close proximity to PIG, we mounted the
MTLs onto the gravity corer and achieved higher penetration depths. Although most of
the sensors were damaged during the deployment, we recovered data from two sensors
(1.7 mbsf and 3.5 mbsf) that indicates a high gradient (94.9 ◦Ckm-1) and a resulting GHF
(∼111 mWm-2). The uncertainties at this site however are large given the low sediment
depth and expected temperature variations at the sea ﬂoor due to its shallow depth (345
mbsl). A similar picture presents itself at station HF1714, where we measured 92.1 ◦Ckm-1.
The overall data quality at this site is considered poor, because of shallow water depths
(490 mbsl) and therefore gradient disturbances caused by temperature variations at the sea
ﬂoor and low penetration depths (1.9 mbsf).
4.5 Discussion
4.5.1 GHF in regional context
Our analysis reveals a spatially heterogeneous geothermal heat ﬂow distribution on the
ASE shelf. Towards Pine Island Glacier, estimates of highest GHF (Figure 4.4B, HF1722:
76 mWm-2) correlate with a presumed volcanic heat production of the Hudson Mountain
volcanic rocks and other subglacial volcanoes in their proximity, which have shown signs
of recent activity (Corr et al., 2008). This potentially has implications for contemporary ice
dynamics in the glacial system. Although Joughin et al., 2009 claim that local high GHF
does not explain changes in basal conditions, it has been shown that the GHF from one
subglacial volcanic center could produce enough basal meltwater to offset the basal energy
balance and lubricate parts of an ice sheet bed that would otherwise remain frozen (Vogel
et al., 2006a; Vogel et al., 2006b).
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The measured data lie well within the range of GHF estimates for this region, which we
present as probability density functions (PDF) in Figure 4.5. Log-logistic PDFs are thought
to realistically capture the small-scale GFH patterns (Shapiro, 2004) and were calculated
with bin sizes of 2.5 mWm-2 for the region in West Antarctica.
The broad distribution of GHF in various published studies is a result of the different
methods and their limitations used. For example the uncertainties in elastic and inelastic
parameters for mantle minerals introduce uncertainties in temperatures inferred from
seismic velocities (Cammarano et al., 2003; Shapiro, 2004). At depths deeper than 400 km
compositional effects can lead to ±100 ◦C temperature change whereas uncertainties at
depths shallower than 400 km range around ±250 ◦C, assuming the seismic structure is
well resolved, and composition known.
Curie depth estimates, which capture a thermal signal in the upper mantle assume an
homogenous distribution of magnetic minerals, the main magnetic source being magnetite
and thus with a Curie temperature of 580 ◦C (Dziadek et al., 2017; Fox Maule et al., 2005;
Martos et al., 2017). This assumption neglects the compositional variability in plutonic
rocks that lead to Curie temperature ranges between 300 ◦C and 680 ◦C, and in cases of
magnetic assemblages of Fe-Ni-Co-Cu metal alloys up to 620 ◦C to 1084 ◦C (Haggerry,
1978).
Without further constraints and validations these assumptions remain our best guess,
especially in sparsely sampled regions like Antarctica, but introduce uncertainties of
several kilometers in Curie Depths and hence GHF estimates. The distribution of inferred
GHF values presented in Dziadek et al., 2017 at the lower range of distributions shown
in Figure 4.5 is attributed to the biases implied by the sampling strategy imposed by the
temperature probe length and the variability in bottom water temperatures.
Figure 4.4: Close up of HF17XX sites where we consider the data quality as very good (***). Please
note the heat ﬂow color code is the same as in Figure 4.1 and the site locations are overlaid on
high-resolution bathymetry (100 m) from (Nitsche et al., 2013). (A) Shows three successful sites
close to the Pine Island Glacier shelf edge. (B) Proﬁle across a small basin 1 at ∼740 mbsl and (C)
in-situ measurements in basin 2 at 1400 mbsl.
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4.5.2 CDW induced gradient transition
In this study, we consider the effect of the warmer CDW on geothermal gradients by
exploring the geotherm transitions analytically. Fouriers law for heat diffusion is derived
by a statement for the conservation of energy
ρcp
δT
δt
= ∇Tq+ s =
[
δ
δx
δ
δy
] [
qx
qy
]
+ s (4.4)
and a general anisotropic constitutive relationship
q =
[
qx
qx
]
= −
[
kxxkxy
kyxkyy
] [ δ
δx
δ
δy
]
T = −D∇T (4.5)
to yield:
ρcp
δT
δt
= −∇T(D∇T) + s (4.6)
This equation (e.g. Crank, 1975) governs transient heat conduction in two-dimensions with
a source term s(x,y), the dependent variable is temperature T, the independent variables
time t and distance x and kij(x, y) are the components of the thermal conductivity tensor,
(x,y) is density and cp(x,y) is heat capacity. We determined numerical ﬁnite element
method (FEM) solutions of equation 4.6 for geothermal gradients to illustrate the potential
thermal gradient transitions if the temperature at the sea ﬂoor increased by 2 ◦C (Figure
4.6). The mixed evidence and limited historical data make it difﬁcult to pinpoint the onset
of CDW inﬂow onto the Amundsen shelf (Jacobs et al., 1997).
The driver for changes in CDW delivery to Pine Island Bay on decadal time scales
is linked to stronger westerly winds over the Southern Ocean (Hillenbrand et al., 2017;
Thoma et al., 2008). This strong atmospheric variability is thought to be inﬂuenced by, for
example warm (El Niño) conditions in the central Paciﬁc, which might have increased
CDW incursion as early as the early 1940s (Hillenbrand et al., 2017; Jenkins et al., 2017;
Schneider et al., 2008; Steig et al., 2012). We therefore investigate a thermal gradient
transition over 100 years with initial conditions of an elevated geothermal gradient (70
◦Ckm-1) in thermal steady-state condition. After 5 iterations (5 years) the temperature at
the sea ﬂoor (z = 0) is increased by 2 ◦C to simulate the inﬂow of warm CDW. This model
shows, that a gradient transition towards lower gradients ﬁts our observed gradients, for
example at stations HF1725 - HF1728.
Hypothetically this implies that our results represent transient geothermal heat ﬂow
and might be biased towards lower values. The sparsity of the available data however
does not provide a basis for any further reasonable corrections. Although this is beyond
the scope of this study, our water column snap shots (Supplement A.3) could help tune
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models for simulated bottom potential temperatures, especially when attempting to resolve
ice-ocean interaction for small ice shelves in regions such as the Amundsen Sea Embayment
(e.g. Assmann et al., 2013; Kim et al., 2017; Nakayama et al., 2014).
Figure 4.5: Log-logistic probability density functions that statistically describe GHF distributions
for different data sources ﬁltered for West Antarctica. The results of this study correlate well with
estimates by Fox Maule et al., 2005 and Shapiro, 2004, and the lower end of GHF ranges of the
thermal models presented by Dziadek et al., 2017.
Figure 4.6: Modeled geothermal gradient evolution over 100 years (equation 4.6). After 5 iterations
(5 years) the upper temperature boundary is increased by 2 ◦C to simulate the inﬂow of Circumpolar
Deep Water. This simulation demonstrates the transition of an initially elevated gradient (70
◦Ckm-1) towards lower geothermal gradients which correlate with the measured data at e.g. station
HF1725 - 28. The effect of temperature variations at the sea ﬂoor in this model are observed to
depths exceeding 100 mbsf.
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4.6 Conclusion
Newly acquired GHF measurements extend existing datasets in the Amundsen Sea Em-
bayment (Dziadek et al., 2017). After careful examination of potential disturbances in
sediment temperatures induced by variations of bottom water temperatures, we conclude
the following: The temperature distribution of the water column on the Amundsen Sea
shelf is strongly variable, hence we use examples for our analytical solutions and not only
in-situ data, as they do not cover the entire sampling area. Sediments in shallow parts
(<350 m) of the shelf are likely to be exposed to stronger, annual (ΔT = ∼1 ◦C) temperature
variations leading to larger errors in GHF estimates. Decadal dynamics of the ambient
water temperature at the sea ﬂoor cannot be neglected either when collecting geothermal
gradient data at shallow depths. In the wider sense, for any scenario, for instance gradient
measurements below the ice sheet, the knowledge of thermal history at the bed rock-ice
interface is critical for accurate estimates. We improved the temperature processing method
described by ibid. for a 2010 campaign in the ASE, where in-situ temperature measure-
ments in shallow critical depths were not considered. We discussed hypothetical gradient
transitions, which yield implications for the observations and models of the visco-elastic
response of the lithosphere in the broader Amundsen Sea sector. High, non-uni-form uplift
rates due to recent ice-mass changes (Groh et al., 2012) could be linked to high geothermal
gradients, which in turn have potential inﬂuence on the understanding of the ice sheet
dynamics in the region. The results of this study also show the increasing need to drill
onshore and offshore for collecting deeper in-situ temperatures which are less exposed to
surface temperature variations.
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5.1 Abstract
The most rapidly changing parts of the Antarctic Ice Sheet have been observed in Amund-
sen Sea Sector/Bellingshausen Sector of West Antarctica. Various processes contribute to
the (in)stability of the ice sheet here, for instance inﬂow of modiﬁed, warmer Circumpolar
Deep Water, geothermal heat contributions from the underline crust and the crusts ﬂexural
response to unloading of the ice mass. The latter is thought to exhibit a high-frequency
response potential to raid unloading, which is orders of magnitude faster (10s to 100s of
years) than what has been previously expected (10.000s of years). Here, we investigate
the crustal architecture, by presenting a novel magnetic anomaly compilation for the West
Antarctic, calculate depth-to-the-bottom of the magnetic sources. The DBMS yields clues
to the lateral thermal architecture of the crust. We link the DBMS to geothermal heat
ﬂow estimates in this sector and investigate the correlation of thermal architecture to the
effective elastic thickness. Our data suggests Te values as low as 0, which could be caused
by the extreme thinning of the crust, due to its rifted history. The spatial DBMS distribution
is shallow in the crust close to Pine Island and Thwaites Glacier, yielding an elevated heat
ﬂow potential. Further, thin effective elastic thickness and elevated geothermal heat ﬂow
might explain the extremely high crustal uplift rates observed in the coastal regions of the
Amundsen Sea Embayment.
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5.2 Introduction
The signiﬁcant retreat of parts of the West Antarctic Ice Sheet (WAIS), for instance the
Thwaites glacier, Pine Island Glacier or Crosson and Dotson Ice shelves, suggests a possible
contribution to sea level rise of 3 to 3.7 m (Joughin et al., 2014; Lilien et al., 2018). The
Amundsen Sea sector is currently experiencing the largest mass loss, ice ﬂow velocity
acceleration and grounding line retreat in Antarctica (Seroussi et al., 2017b). With climate
change and sea level rise signiﬁcantly challenging the infrastructure of low-lying and
densely populated coastal areas over the coming century, accurate predictions of sea level
change are essential for mitigating potentially devastating consequences (e.g. Johnston
et al., 2014; Nguyen et al., 2016). To enhance the accuracy of ice sheet models and related
sea level rise predictions, beyond just knowing how much ice is being lost, it is essential to
understand how the Earths surface deforms in response to that loss (Groh et al., 2012; Ivins
et al., 2005; Martín-Español et al., 2016; Sasgen et al., 2018). Because every ice sheet and
glacier has a unique location and size, each one creates an individual pattern e.g. retreat
response to changes in ocean circulation and temperatures.
The thermo-mechanical structure of the lithosphere controls to a large extent the ini-
tiation and evolution of tectonic deformation processes (e.g. Willett et al., 1985). These
parameters are also required to model vertical motions at the Earth’s surface, such as
glacial isostatic adjustment (GIA), which are of prime importance in monitoring the mass
balance of the Antarctic ice sheet (Chen et al., 2017; Ramillien et al., 2006). The apparent
strength of the lithosphere is the ﬂexural rigidity D, which is expressed though the inte-
grative parameter called effective elastic thickness Te of the lithosphere (Burov et al., 1995;
Tesauro et al., 2012). The base of the mechanical lithosphere of oceanic crust is marked
by a 600◦C isotherm, whereas the elastic thickness of continental crust can only be partly
explained by the present-day temperature gradients. Especially for low Te estimates (10
- 20 km) three equally important properties determine the apparent values: (1) the state
of the crust-mantle interface (decoupling of crust and mantle), (2) thickness and propor-
tions of the mechanically competent crust and (3) mantle, and the local curvature of the
plate (Burov et al., 1995). Effects such as post-glacial rebound and erosion increase the
Te, whereas decoupling can lead to a decrease of Te by 50 % to 90 %. In zones of active
rifting or compression the lithospheric strength is additionally reduced by high regional
horizontal stresses, by local thermal anomalies, and by possible pre-existing mechanical
heterogeneities.
Studies show thinned crust in West Antarctica (Llubes et al., 2018), for which Te values
at the lower range would be expected. Apart from regions with deeper Moho such as
Ellsworth Whitmore Mountains and likely Marie Byrd Land. The particularly strong
separation between Te values for coupled lithosphere and those for decoupled lithosphere
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allow to use Te as a discriminating parameter on the crustal rheology. Moreover, the ASE
sector has been observed to rise at very high rates at various GPS sites at the cm yr-1 level
(Groh et al., 2012; Martín-Español et al., 2016). These cannot be explained solely by the
elastic response to on-going ice-mass unloading (Groh et al., 2012; Whitehouse et al., 2012).
The large uplift is likely caused by rapid visco-elastic response with smaller spatial scale
to more recent ice retreat and thinning (Sasgen et al., 2017). The very low viscosity (1018
Pa s) might serve as an explanation for these observations (An et al., 2015; Heeszel et al.,
2016). In most cases forward models consider two orders of magnitude larger than this
viscosity and no changes in the loading for the last several thousand years, which explains
the under-prediction of the uplift in the area (Martín-Español et al., 2016). Sasgen et al.,
2018 considers a ductile layer in the Earth structure causing a thinning of the effective
elastic lithosphere. They show in their models, that a reduction of lithospheric thickness
in ensemble parameters increases the asthenospheric thickness which facilitates lateral
material transport. Furthermore, the study concludes, when including a ductile layer in
the crustal lithosphere, it further attenuates the uplift rates and localizes the deformational
response.
This suggests that GIA in West Antarctica may locally be a result of more recent,
centennial load changes, most notably in the Amundsen Sea Embayment and in part of
the Antarctic Peninsula. Kingslake et al., 2018 suggests that rebound-driven stabilizing
processes were apparently able to halt and reverse climate-initiated ice loss. Whether these
processes can reverse present-day ice loss on millennial timescales will depend on bedrock
topography and mantle viscosity (ibid.). The objective of this study is to assess the thermal
state of the crust. By the use of a newly compiled magnetic anomaly grid in the region,
we investigate the curie temperature-depth distribution and discuss the effective elastic
thickness, inferred from the rock-equivalent topography.
5.3 Data and Methods
Magnetic anomaly data We expanded the AWI helicopter-borne, magnetic grid (Gohl
et al., 2013a) with 14 ﬂights (~2880 km total survey line length) during RV Polarstern
expedition PS104 (2017) in the inner Amundsen Sea Embayment (see Figure 5.1 and Figure
5.2, respectively). The on board BO-105 helicopter was equipped with a caesium-vapour
magnetometer, which was towed with a 30 m long cable. Flights in western direction did
not work, probably because of the sensor mounting. The data processing with Geosoft
Oasis montajTM included visual editing of obvious erroneous data and low-pass ﬁltering
for noise reduction. Measurements during the change in the helicopters ﬂight tracks were
removed completely.
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Figure 5.1: Flight lines of mag-
netic anomaly surveys in mainly West
Antarctica used for the grid compila-
tion. Processed magnetic anomaly data
sets from surveys marked with thin lines
(GIMBLE, Casertz, GITARA WMBL,
JB+SPRI, USAC+PMagnet+Icegrav,
WSE+SAE, BAS IM, Magnet, USGS)
were extracted from the ADMAP2.0
data base (Golynsky et al., 2018). Sur-
veys marked with thicker lines (AWI,
PS104, TOURS, BBAS and agasea)
were entirely reprocessed and carefully
leveled. Grids were combined by a grid-
knit routine in Geosoft Oasis monta-
jTM.
Figure 5.2: Magnetic anomaly grid
compilation from surveys shown in Fig-
ure 5.1. The coastline is shown with
a white line. The yellow, dashed line
shows the outline of surveys (AWI,
PS104, TOURS, BBAS and agasea),
which were entirely reprocessed and
grid-knitted (Geosoft Oasis montajTM
routine) to the ADMAP2.0 grid (Golyn-
sky et al., 2018). Regions, which have
no ﬂightline coverage, the MF7 long-
wavelength satellite magnetic anomaly
grid (Maus, 2010) was used to generate
the grid.
The International Geomagnetic Reference Field (IGRF) of 2015 was removed from the
data. In several cross-point iterations we leveled the 2017 ﬂight lines onto the previously
reprocessed AWI grid. No base-station correction could be applied, therefore the data
may still be affected by diurnal variations in the geomagnetic ﬁeld. To compensate for the
lacking base-station correction the long-wavelength domain (250 - 300 km) was analysed.
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The data was then referenced to the Magnetic Field Model MF7 (Maus, 2010) in the region
and DC shift of -30 nT was applied to the entire grid.
Applying the same routine to the agasea data set onshore resulted in a DC shift of +15
nT, followed by several leveling iterations, where the entire onshore grids were combined
and then leveled the AWI grid onto the onshore data sets (agasea, BBAS, TORUS). We
had planned to increase the number if crossing points in the coastal areas between the
different on- and offshore ﬂight campaigns, but did not succeed due to weather conditions,
therefore we could use only 4 cross-point calculations, which however did not exhibit
a large offset (<50 nT). Further processing steps involved the extraction of survey lines
adjacent to the working area from the ADMAP2.0 database. The ADMAP2.0 lines were
gridded and knitted to the previously processed grids. In areas, where no ﬂight lines are
available where substituted with the MF7 grid.
No base-station correction could be applied, therefore the data may still be affected by
diurnal variations in the geomagnetic ﬁeld. To compensate for the lacking base-station
correction we analysed the long-wavelength domain (250 - 300 km), referenced it to the
Magnetic Field Model MF7 (ibid.) in the region and applied a DC shift of -30 nT to the entire
grid. Applying the same routine to the agasea data set onshore resulted in a DC shift of
+15 nT, followed by several leveling iterations, where we ﬁrst combined the entire onshore
grids and then leveled the AWI grid onto the onshore data sets (agasea, BBAS, TORUS).
We had planned to increase the number if crossing points in the coastal areas between the
different on- and offshore ﬂight campaigns, but did not succeed due to weather conditions,
therefore we could use only 4 cross-point calculations, which however did not exhibit a
large offset (<50 nT).
DBMS The depth-to-bottom of the magnetic source (DBMS) is considered a robust proxy
for GHF because of the temperature dependence of magnetization in crustal rocks. We
calculated the DBMS with the centroid method, as described in Dziadek et al., 2017,
for window sizes of 200 km and 300 km, respectively. The windows were extracted
equidistantly (spacing 100 km) from the newly compiled magnetic anomaly grid presented
in this study (Figure 5.1). The window centers are marked by black crosses in Figure 5.4.
We did not use the fractal approach (power-law scaling) to calculate thee DBMS, which
has been previously discussed (e.g. Bansal et al., 2013; Chen et al., 2016), as high B fractal
scaling values likely introduce apparent random magnetization. The absolute values of
DBMS can be expected to contain signiﬁcant error due to interpretational subjectivity in
the method and inhomogeneous data distribution.
Effective elastic thickness We investigated the rheologic properties of the lithosphere
and estimated the effective, elastic thickness Te. The lithosphere is ﬂexed by a loading
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with, for instance, superﬁcial masses such as ice caps. A variations of the load, i.e. the
observed ice mass loss in West Antarctica, produces vertical movements of the lithosphere
until equilibrium is achieved. The amount of the ﬂexural deformation depends on the
rigidity of the lithosphere, the time evolution from the mantle viscosity. Therefore, by the
study of the loads and the ﬂexural response, the rheologic properties of the lithosphere
and underlying mantle can be studied.
The response of the visco-elastic solid-Earth can be inferred to the rock-equivalent
topography (RET), which combines ocean, water and ice into layers equivalent to the
density of the topographic rock, while keeping the water and ice masses constant and a
given reference surface (e.g. Moho). We use the Earth2014 RET (Hirt et al., 2015), shown
in Figure 5.3. As a reference surface we use the An et al., 2015 Moho AN1-crust. The
software LITHOFLEX allows an estimate of the effective, elastic thickness distribution
corresponding to a given horizon (Braitenberg et al., 2007). Thereby various ﬂexure surfaces
can be calculated for a range of elastic thickness values. For each window exactly one
elastic thickness value is iteratively estimated by the criteria of minimum root mean square
value.
We calculate the elastic thickness distribution with a higher spatial resolution for a
smaller window size (100 km x 100 km) and 50 km overlap. The crustal density is assumed
to be ρcrust = 2.65 gcm-3, mantle density ρmantle = 3.2 gcm-3, average water and ice density
ρwater,ice = 1000 gcm-3, Poissons ratio = 0.25, and Youngs Modulus E = 1*1011 Pa. For
comparison we use Generic Mapping Tools (GMT) (Wessel et al., 1991) grdﬂexure as well
with the above mentioned parameters to calculate Te.
Figure 5.3: The Rock-equivalent topog-
raphy (RET) (Hirt et al., 2015), which
is shown in this Figure was utilized to
estimate the effective elastic thickness
Te. The RET combines ocean, water and
ice into layers equivalent to the density
of the topographic rock, while keeping
the water and ice masses constant and
a given reference surface. Please note,
that Hirt et al., 2015 did not account
for the total sedimentary thickness es-
timated by Wobbe et al., 2014 by that
time, which leads to edge-effects on the
continental shelf region in the working
area.
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The Te was calculated for subsections, which are squares with a side length of L =
1000 m and incremental steps of 250 m. We modeled the effective elastic thickness for
a series of values for Te from Temax = 30 km to Temin = 5 km to ﬁnd the best ﬁt in this
window, albeit results may exceed the values. The methods displays limitations at ocean-
continent boundaries, and furthermore, the AN1-crust model has a large resolution, which
potentially leads to biased Te estimates. Hirt et al., 2015 did not account for the sedimentary
thickness estimated by Wobbe et al., 2014, which leads to edge-effects on the continental
shelf region in the working area (see App. A.4).
5.4 Results
DBMS The results of the depth-to-the-bottom of the magnetic source for the new pro-
cessed magnetic anomaly grid range between -22 km and -6 km depth. For both window
sizes shallow DBMS are found in the inner Amundsen Sea Embayment stretching along
the coast from Thurston Island towards Pine Island Glacier and towards the Thwaites
Glacier grounding line into the hinterland. Furthermore the DBMS results are shallow
towards Marie Byrd hotspots.
Figure 5.4: A) DBMS results for magnetic anomaly windows of 200x200km size ranging from -20
to -5 km depth. The occurrence of volcanoes (red triangles) correlate with shallow DBSM estimates.
Please note, that only volcanoes locations with a conﬁdence level of >4 are displayed (see van Wyk
de Vries et al., 2017). The line marks the cross-section shown in Figure 5.6. B) DBMS results for
magnetic anomaly windows of 300x300km size, respectively. With larger magnetic windows, the
anomalies de-focus and absolute DBMS estimates are shallower. Black crosses indicate the centers
of the analyzed magnetic windows.
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The effect of averaging geological regimes is visible, when comparing the DBMS
calculated for 200 km and 300 km window size. Overall, for 200 km window sizes shallower
DBMS are found and the anomalies appear more focused. Edge effects and the variations in
resolution of the ADMAP2.0 grid can lead to over- and underestimation of the DBMS. The
absolute values of DBMS can be expected to contain signiﬁcant error due to interpretational
subjectivity in the method and inhomogeneous data distribution (Gohl et al., 2013a).
Despite this, we can have conﬁdence in the relative values and their trends because they
reliably reproduce the spatial variability in magnetization of the crust that can be expected
to result from known details of the crustal structure (Damiani et al., 2014; Gohl et al., 2013a;
Kalberg et al., 2015).
For example shallow DBMS values are underline the Pine Island Rift. These intersect
with a SW-NE trending shallow DBMS feature, which stretches from beneath Thwaites
Glacier towards the north of Thurston Island. To the west it ceases with the recently
postulated Mt. Murphy Rift (MMR) (Spiegel et al., 2016).
Figure 5.5: Results of ﬂexural rigid-
ity estimates combined with DBMS es-
timates for 300 x 300km window size
and geothermal heat ﬂow estimates pre-
sented in Chapter 4 (Dziadek et al.,
2017). The parameters show good cor-
relations for the Pine Island region. Ex-
tremely low to 0 values for effective elas-
tic thickness estimates could result from
thinning of the crust due to periods
of extensive stretching, under-plating
and~or mechanical decoupling of crust
and mantle.
Flexural rigidity of the crust We investigated the ﬂexural rigidity, expressed by the
elastic thickness assuming a constant Youngs modulus of E = 1*1011 Pa and a Poisson ratio
v = 0.25 (Burov et al., 1995). Figure 5.5 shows the elastic thickness distribution calculated
with GMT, the location and values of the GHF measurements presented in Chapter 4 and
the DBMS estimates of this study. The GMT solutions for Te range between 0 and 40 km,
although 40 km is probably an over-estimation of the effective elastic thickness. The West
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Antarctic Rift System in this sector is characterized by low rigidity values, which indicates
a weak crust (or weak mantle, respectively).
Figure 5.6: Upper panel shows a thermal model of the crust along cross-section D-D’, which
includes the DBMS as a boundary condition. Red triangles show location of volcanoes (van Wyk de
Vries et al., 2017). Lower panel shows resulting GHF estimates along the proﬁle. The location of the
cross-section is shown in Figure 5.4.
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5.5 Discussion and Conclusion
We presented a new compilation of magnetic anomaly data in the Amundsen Sea Sector,
which includes new survey lines that increase the resolution of the magnetic anomaly
grid in the Amundsen Sea Sector. The presented ﬂight lines from survey PS104, as well
as ﬂight lines in the coastal area between Pine Island Glacier and Thwaites Glacier have
not been published in the ADMAP2.0 compilation by Golynsky et al., 2018. The line
data were carefully processed and will help future studies to, for instance, investigate the
magnetic architecture of the crust, with 2D and 3D magnetic modeling. The data reveals
short-wavelength, high-frequency anomalies in the onshore region of the Amundsen
Sea Sector, which could be attributed to (cenozoic) intrusions and volcanism. Longer-
wavelength anomalies, which proceed from Pine Island Rift region southward towards the
Ellsworth-Withmore Mountains, are truncated to the east by a magnetically quite zone.
This region is one of the strongest transition zones in magnetic anomalies observed
in all of Antarctica. This transition zone is truncated to the north by the Thurston Island
Region, but the poor data coverage in this region complicates the interpretation of magnetic
features in this region. We use this data set to estimate the depth-to-the-bottom of the
magnetic source. The shallowest bottom depths are found in the coastal region towards
Thurston Island and Hudson Mountains/Pine Island Rift, as well as Byrd Subglacial basin,
which is in good correlation with the tectonic evolution and linked thermal signature of the
crust. In rifted basins or deep basins underline by a thinned crust, thermal perturbations
would likely cause a shallow DBMS.
In these regions (see Figure 5.6) geothermal heat ﬂow is likely to be elevated (Dziadek
et al., 2017). The caveats of the method, however, can include large errors (several kms) for
the DBMS depth calculation. The accuracy of the DBMS estimates depends on the data
quality, resolution, i.e. ﬂight line spacing, and the critically discussed subjective part of
the spectral slope analysis. Overall however, we are conﬁdent, that lateral variations in
the DBMS yields hints to the crusts thermal architecture, which are of crucial importance
in this undersampled area of the West Antarctic Rift System. We visually synthesize the
DBMS in Figure 5.5 (contour lines), the effective elastic thickness (red-white color code)
and geothermal heat ﬂow measurements (ibid.).
The three parameter show a moderate correlation for the crust in the vicinity of Pine
Island Glacier: Elevated geothermal heat ﬂow (~70 mWm-2 does show similar distribution
compared to the DBMS and overall, we ﬁnd extremely low values to 0 for Te. This tendency
towards extremely low Te values might explain the high ﬂexural uplift rates observed
in the coastal regions. Another explanation for low Te values might be the signiﬁcant
stretching of the crust in this sector, potential under-plating of the crust and/or decoupling
of crust and mantle. Overall, we reveal a thinned, warm crust beneath Pine Island and
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Thwaites Glacier, that potentially yields elevated geothermal heat ﬂow.
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Chapter 6
Conclusions
The main objective of this thesis was to determine the geothermal heat ﬂow in the Amund-
sen Sea Sector of West Antarctica and provide new insights in the crustal architecture of
the region from primarily a thermal perspective. In this chapter, I summarize my main
results and address the research questions from Section 1.4.
Ground-truthing - in-situ temperature measurements
Due to a complex tectonic and magmatic history of West Antarctica, the region is suspected
to exhibit strong heterogeneous geothermal heat ﬂow variations. Although the maximum
ice extent has retreated from the shelf since the last glacial maximum, the trends of offshore
GHF patterns and the overall order of magnitude are hypothetically related to those areas
onshore, where the West Antarctic Ice Sheet rests on geologically related structures. High-
resolution GHF aids the understanding of the paleo-retreat of the ice sheet in the Amundsen
Sea Sector. The problem with testing these possibilities is that direct observations of GHF
in Antarctica are so sparse that it is accounted for the greatest source of uncertainty in ice
sheet studies for the continent (Larour et al., 2012).
I found, that the shallow (3 m) in-situ temperature measurements, collected during PS75
in 2010, were likely inﬂuenced by inter-annual bottom-water temperature variability,
leading to GHF estimates biased towards lower values (mean = 33 mWm-2). During RV
Polarstern expedition PS104 in early 2017 I collected additional 28 in-situ temperature
measurements in marine sediments (up to 11 m) for deriving geothermal heat ﬂow in the
ASE. I adapted the measuring technique by sampling at greater depths in the sediment
and monitored the vertical temperature proﬁle of the water column at these stations.
Directly from geothermal gradients I inferred moderate (~65 mWm2) geothermal heat ﬂow
distributions, which is lower than expected from this part of the West Antarctic Rift System.
By numerical simulations over a time span of 100 years, I demonstrate how the onset on
CDW inﬂow overprints the temperature gradients in the sediments, leading to transient
thermal conditions, rather than steady-state conditions. This suggests, that the temperature
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distribution is likely not at equilibrium and the temperature gradient measurements could
be biased towards lower apparent values. Another explanation could be the heterogeneous
GHF distribution in a rift system and the sampling strategy, which is limited to small
basins, ﬁlled with sediments. These could either represent areas of generally lower GHF,
or the deposition of sediments in the basins could lead to a thermal blanking effect, which
could lead to a reduction in GHF values by up to 20% (Hasterok et al., 2011b). And thirdly,
the thermal state of the West Antarctic Rift System in the Amundsen Sea sector could be
thermally insulated by under-plating, or the rifting activity might have ceased earlier than
suggested.
Curie depth estimates - Investigations of the crustal architecture
I processed airborne, high-resolution magnetic anomaly data from the Amundsen Sea
Sector, to provide additional insight into deeper crustal structures related to the West
Antarctic Rift System in the Amundsen/Bellingshausen sector. With the depth-to-the-
bottom of the magnetic source estimates spatial changes at the bottom of the igneous crust
and the thickness of the magnetic layer were revealed, which can be further incorporated
into tectonic interpretations. The DBMS estimates range 6 km and 21 km, and uncertainties
in the depth determination is ±4km. Particularly the shallow DBMS geometry (~10 km)
beneath Pine Island Glacier correlates well with the Pine Island Rift. These shallow DBMS
estimates are in good agreement with the thinned crust (17 - 25 km), correlate with the
occurrence of volcanoes in this sector of the WARS (e.g. Damiani et al., 2014; van Wyk de
Vries et al., 2017) and indicate an elevated to high GHF in this sector. The DBMS also marks
an important temperature transition zone of approximately 580◦C and therefore serves as
a boundary condition for our numerical thermal models in 2D and 3D.
Data synthesis with numerical models - the thermal architecture
of the crust
In regions with very low data coverage, numerical models help to understand the geody-
namic processes and reveal spatial variations in the crustal architecture by synthesizing
available geological, petrological and geophysical datasets. I presented the ﬁrst approach
for Antarctica to numerically model the thermal state of the crust in 3D (Dziadek et al.,
2017). Whereas stand-alone geophysical methods yield limitations such as the quality
of data acquisition and coverage due to e.g. extreme environmental weather conditions,
a combination of various parameters integrated in a model study potentially provide a
stronger robustness against the individual methods. Such studies are urgently required for
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Antarctica on all scales. By building a model, which integrates petrological information,
e.g. measured radiogenic heat production, magnetic anomaly models, i.e. intrusions in
the crust and depth-to-the-bottom of the magnetic source, I presented geothermal heat
ﬂow scenarios at the crustal surface. Compared to the mean of the in-situ measurements I
conducted (~65 mWm-2), the median modeled GHF results in higher values (~80 mWm-2).
Thermal blanketing caused by sediment accumulation, however, could likely causes a
decrease in geothermal surface heat ﬂow. If corrected for the maximum amount of thermal
blanketing (20%) in-situ and modeled data point towards 80 mWm-2.
In certain cases, e.g. extremely shallow DBMS, the GHF results from 2D modeled cross-
section can be even 2x higher, than the median value. These extremely shallow DBMS
values might however be overestimates, due to the limitations of the spectral method, the
varying data coverage and the suspected strong magnetization of shallow intrusions in the
crust. The possibility of locally high ≥100 mWm-2 however should not be ruled out, due
to e.g. the volcanic activity in the region.
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Chapter 7
Outlook and further research
I could answer several research questions in my thesis. Here, I would like to address a
range several new questions, which arose and call for further investigations.
In-situ methods, which aim to estimate the geothermal gradient and subsequently the
geothermal heat ﬂow, require stable temperature conditions. If the temperature varies
strongly, for instance at the sea ﬂoor, accurate determination of the gradient becomes more
challenging. Hence, depending on the magnitude of the variations, deeper temperature
measurements are required, because the thermal signal is dampened with depth. To obtain
robust temperature measurements, drilling operations are of highest priority to assess the
geothermal heat ﬂow in Antarctica. We attempted to measure in a ~35m deep MeBo drill
hole, but the operation failed due to technical issues with the temperature probe. Such an
operation could, however, be repeated.
These (upcoming) expeditions include temperature measurements in their scientiﬁc pro-
gram: The IODP expedition 374 was successfully conducted in early 2018 (Ross Sea) and
the data will be available by fall 2019, IOPD expedition 379 is scheduled for early 2019
(Amundsen Sea Sector), RV Polarstern expedition PS119 for early 2019 (Weddell Sea), and
expedition BELLWAIS (expected in 2021) will provide an opportunity to conduct further
measurements in the Bellingshausen Sea Sector. After a successful data acquisition, these
measurements would provide further ground-truthing for indirect GHF estimates.Future,
land-based drilling strategies would ideally focus on drilling campaigns through the ice
into the bedrock and the installation of a thermistor chain, which monitors the temperature
over longer time scales.
Furthermore, proposals such as RAPTER (Massimo Vedova) focus on the measurement
of radiogenic heat production and analyzing terrestrial heat ﬂow patterns in Victoria
Land, or ELGeoPoweR (Manuel Catalan, Yasmina Martos) aim to study the lithospheric and
geodynamic structure of Powell-Drake-Bransﬁeld Rift, and estimate the GHF.
A study on the limitations and uncertainties of spectral methods to determine the DBMS,
with particular application to Antarctica, would be desirable. Such a study would ideally
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focus on the effects of false long-wavelength anomalies on the spectrum. These long
wave-length leakages are thought to root in the varying ﬂight line spacing and different
data treatment of individual surveys, strong magnetized layering of the crust caused by
shallow intrusions with large lateral expansion, different survey base station corrections,
the gridding method of the line data or magnetic storms for instance. Furthermore, it
should be investigated, if the assumed curie temperature could vary on continental scales,
to improve the accuracy of DBMS estimates.
Modeling studies would ideally focus on synthesizing the (potential ﬁeld) datasets (e.g.
gravimetry, crustal thickness, depth-to-the-bottom of the magnetic source estimates) to
infer the geothermal heat ﬂow. Particularly, enhanced crustal thickness estimations, based
on seismic models, would be desirable (e.g. Shen et al., 2018). To obtain more robust
estimates, the number of seismometer stations could be increased, as well as proﬁle lengths
across areas, which are representative for GHF (e.g. Pine Island Rift or Thwaites Glacier).
This, however, is logistically challenging and cost-intensive.
A continental-wide estimation of the effective elastic thickness would further be desirable.
And ﬁnally, a review paper on Antarctic geothermal heat ﬂow, which addresses the different
methods to obtain GHF, as well as their uncertainties and limitations, would be of great
advantage for the polar scientiﬁc community, the ice sheet and GIA modeling community
in particular. The ﬁrst Antarctic geothermal heat ﬂow workshop was held in Hobart,
Tasmania (TACTical) in March 21 - 23, 2018. Regular workshops solemnly dedicated to this
topic or a SCAR action group would provide constant exchange and a discussion basis, on
which future GHF studies will greatly beneﬁt from.
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Figure A.1: Geothermal gradients obtained during expedition PS104 (2017) on the Amundsen Sea
Embayment shelf. Measurement sites are shown in Figure 4.2D.
A.2. Supplement Manuscript 2 v
Figure A.2: Thermal conductivity measurements on cores recovered during expedition PS104.
Marked in grey are samples on drilled cores, and coloured symbols are gravity cores.
Water Column Data
Listed in Supplement A.2 are the sites where we monitored the temperature of the water
column. Miniaturized temperature loggers (MTL) have the advantage that they can be
mounted on different instruments. In addition to the GHF sites, we installed MTLs on
sediment multicorers with video option (TV MUC). Individual downcast ﬁles (depth (m),
temperature (◦C)) can be downloaded via the PANGAEA databank (link, once manuscript
is accepted). The ﬁle names correspond to the expedition station IDs.
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Figure A.3: Water column down casts. Winch speeds were converted to depths. Uncertainties in
absolute depths are ∼100 m for deep deployments (>1000 m) and ∼50 m for shallow deployments
(350 - 1000 m).
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Figure A.4: Rock-equivalent topography difference between the RET2014 grid (Hirt et al., 2015)
without the total sediment thickness grid published by Wobbe et al., 2014, which leads to large
offsets in the continental shelf region of West Antarctica.
