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Abstract
In the past two decades carbon nanotubes and graphene have attracted a lot of research attention 
due to their exceptional electronic properties. The research focus on improving the synthesising 
techniques will eventually lead to their applications in terahertz wave, millimetre wave and 
microwave frequencies.
In this thesis, a modelling technique based on the transmission line theory is proposed to calculate 
the 2-port S-parameters of vertically aligned CNT arrays with finite sizes and arbitrary cross 
sections. The process takes into account all the coupling in the array and gives the analytical 
solution of S-parameters. The simulation results from the proposed technique are compared with 
results obtained by effective single conductor model and shows a good matching for small arrays 
and an increasing difference with the increase of array sizes. 
From the S-parameters, the fundamental properties of CNT arrays such as input impedance and 
absorption are obtained and compared with measurement results in microwave frequencies. The 
dependence of these properties on ambient temperature and host medium are also presented to 
explore the tunability of CNT arrays. From the Fabry-Perot the wave propagating velocity is also 
calculated for arrays with different sizes and fitted with a power function. The S-parameters allows 
the extraction of the complex permittivity, permeability and conductivity of the CNT array. The 
extracted permittivity and absorption are compared with measurement results.
The graphene nanoribbons are simulated in the same manner. The graphene sheet on top of a 
microstrip gap is simulated using transmission line model at microwave frequencies to show the 
impact of parasitics and contact resistances.
Finally, a graphene based microwave absorber is proposed and modelled under both electric and 
magnetic bias. The absorber shows good broadband absorption rate and a potential for turning 
transparent and opaque to microwaves under both electric and magnetic bias.
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Chapter 1 Introduction
Carbon materials have a long history of application. The isomers of carbon, such as fullerenes, 
carbon nanotubes (CNTs) and graphene have various atomic or molecular structures [1-3]. In the 
past two decades carbon nanostructures have attracted a lot of research attention due to their 
exceptional mechanical [4, 5] and electronic properties. For example, they have been reported to 
show high electron mobility [6], large current carrying capability [7] and thermal conductivity [8]. 
CNT and graphene, in particular, has emerged as a new material believed to have many potential 
applications, such as next-generation integrated circuits [9], gas sensors [10], batteries [11], 
hydrogen-powered vehicles [12] and high efficiency solar cells [13]. In particular, microwave and 
terahertz applications of both CNT and graphene, including nano-sized antennas [14], absorbers 
[15, 16] and interconnects [17] have been proposed and studied.   
A graphene is a two dimensional material comprised of a single layer of adjacent honeycomb cells 
made of carbon atoms. The zero band-gap [18] of graphene is the key to its many unusual 
properties. This will be elaborated in the following chapters. A CNT can be viewed as a seamless 
hollow cylinder rolled up from one or several layers of graphene and can be classified as single-
wall or multi-wall (SWCNT or MWCNT) accordingly. The diameter of a CNT plays an important 
role in its conductivity. A SWCNT can be metallic or semiconducting while a MWCNT is usually 
metallic.
The CNT was first synthesized in 1991 by Iijima [2], who also presented an experimental 
observation of carbon nanotubes using Transmission Electron Microscopy (TEM). Since then the 
fabrication techniques has been constantly improved and the lengths of CNTs have been increased 
from several micrometers to several centimeters [19]. This has further increased the possibility of 
CNTs for antenna and microwave applications. 
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The CNTs can be synthesised together to form vertical or horizontal arrays. Unlike the individual 
CNT, the first CNT array was first reported much earlier in 1966 by Thess [20] and since then, 
many different techniques have been studied to synthesise CNT arrays with larger aspect ratio, 
more regular alignment and higher quality [21-25]. The vertically aligned arrays can be 
synthesised on different substrates such as quartz and silicon using the chemical vaporization 
deposition (CVD) method, which realizes the growth by placing a nano-particle of catalyst (usually 
Fe , Ni or Co) on the substrate and pump gases with carbon atoms into a chamber with high 
temperature [26]. The aligned CNT arrays have similar potential applications as the individual 
CNT, but due to their large surface area, are also applicable as sensors of detecting DNA, glucose, 
pH and NO2 gases [27-30]. 
The graphene was first experimentally discovered in 2004 [3] by mechanical exfoliation of 
graphite. In recent years, both synthesizing techniques and terahertz applications have been the 
focus of research. Current synthesizing techniques includes dry exfoliation [31], wet exfoliation 
[32], growth on silicon carbide [33] and CVD [34]. The current research focus in the 
electromagnetic applications for graphene includes plasmonics in terahertz and higher frequencies 
[35-38], microwaves transistors, absorbers [39, 40], and MEMS switches [40], etc.
Supported by the aforementioned studies, the commercialization of these materials have been 
steadily going on for more than a decade. For example, CNT composite was used in the winning 
Tour de France bicycle in 2005 [222] for enhanced strength and reduced weight, the antifouling 
paint with CNTs were used on ship hull coatings in 2008, and CNT electrostatic discharge 
shielding (ESD) shield was used in Juno spacecraft in 2011 [222]. For graphene, the first 
commercialized product is the security smart packaging by Siren Tech in 2012, which uses 
graphene based ink. In the following two years, graphene was reported to be used in tennis rackets 
and skis. Also in 2013, graphene based thermal paste was produced to provide better CPU cooling. 
And finally, in 2014, graphene was also used in composite materials for bicycles and helmets [223].
However, most CNT and graphene production today is used in bulk composite materials and thin 
films, which rely on unorganized architectures having limited properties [222]. The 
commercialized electronic devices based on CNT or graphene, is still not available, mainly due to 
the difficulty in both the modeling and the fabrication of such materials.
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To explore the electromagnetic properties and applications for CNTs, it is necessary to characterize 
the CNTs and extract their material properties, namely permittivity, permeability and conductivity. 
As the material properties of the CNT depends on the intrinsic structure and dimensions of the 
CNT itself, it is natural to think of the possibilities of finding the relationship between the CNT 
dimensions and the material properties and thus we can have a general idea of the electromagnetic 
capabilities of the material and explore the potential applications even before the actual synthesis 
process is done, due to the fact that the cost of synthesizing CNTs is still high. Similar situation 
apply to graphene, except that the graphene is a 2-D surface thus cannot be described by 3-D 
material properties such as permittivity and permeability. Instead, the graphene is characterized by 
surface conductivity and resistivity.
However, since the dimensions of both CNTs and the graphene are small compared to the 
wavelength of microwaves, it is difficult to simulate them directly in the commercial software such 
as HFSS or CST, especially under microwave frequencies. Therefore, it is urgently needed to 
develop an efficient modelling tool for the characterization of CNTs and graphene at microwaves. 
From the 1990s, the pioneering work of characterizing CNTs has been done by P.J Burke by 
modeling them using effective transmission line (TL) models [41]. In his paper two new 
components were added to the conventional transmission line theory, namely the quantum 
capacitance and the kinetic inductance, to simulate the band structure and the movement of 
electrons in CNTs. Further studies by G. Miano, et, al. [42] and Y. Xu [43] have proven that the 
TL model can be derived from a 2D fluid model of electrons, making it physically consistent. 
Using the TL model, it is possible to effectively simulate not only an individual CNT but also CNT 
arrays. 
In this thesis, the fundamental properties of carbon nanotube array and graphene are studied. A 
multi-conductor transmission line (MTL) based modelling technique to obtain the S-parameter and 
material properties such as permittivity and permeability is proposed for the vertically aligned 
multiwall carbon nanotube arrays. The applications of carbon nanotube arrays such as absorbers 
are discussed. The same transmission line model is also used employed to study the electric 
properties of graphene strips and patches. Finally, the applications of graphene-based 
electromagnetic wave absorbers is studied to show the excellent absorption capabilities and a good 
tunability under both electric and magnetic biases.
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The major contributions of this work are as follows:
Based on the MTL theory, a technique to extract the S-parameter of a vertically aligned CNT array 
with arbitrary cross section is proposed. The advantage of this technique is that it takes into account 
all the mutual coupling between different CNTs as well as different shells in the same CNT, while 
previous results neglect at least some of the mutual coupling and consider a multi-conductor 
transmission line as an effective single-conductor one. Also, this technique gives the analytical 
form of the 2 port S-parameter from the multi-port network without the need of numerical methods. 
From the S-parameter, the absorption and input impedance characteristics can be extracted. The 
influence of temperature and permittivity of the host media on these characteristics are also studied 
to explore the potential applications of CNT arrays.
The Fabry-Pérot resonance in the CNT array is studied and used to obtain the wave propagating 
velocity for different array sizes is presented for the first time. The result clearly shows a power 
law relationship between the propagating velocity and array sizes.
The CVD synthesized vertically aligned CNT samples are measured in X-band and the permittivity 
and permeability of these samples are extracted from the measured complex S-parameters. Based 
on the mixing rules of the effective medium [43], the permittivity of an individual CNT is obtained 
from Maxwell-Garnett formula [43] and matched with the permittivity obtained by optimizing in 
CST. From the S-parameters obtained from TL model, the permittivity of an individual CNT is 
also extracted and compared with measurement results.
Various graphene nanoribbon (GNR) arrays are simulated with the same MTL technique and the 
results is compared with the CNT array. From the TL model for GNRs and the Kubo Formula for 
graphene sheets, an equation to determine the mean free path (MFP) is derived so that the TL 
model can be extended to macroscopic graphene patches. A graphene patch placed on top of 
microstrip lines with gap in middle is simulated using the TL model. The parasitic capacitance and 
contact resistance between graphene and microstrip is fitted with measurement results.
Finally, a single- and multi-layer graphene based absorber is simulated in microwave frequencies. 
The tunability of the conductivity of graphene under both electric and magnetic bias are considered. 
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The wide bandwidth absorbing capabilities and the on-off behavior under magnetic bias are 
presented.
The organization of this thesis is as follows:
Chapter 2 is an overview of fundamental properties, including the molecular structure, bandgap 
and conductivity, of both carbon nanotube and graphene. The number of conductive channels, 
which closely relates to the conductivity of the CNT and the graphene, is also reviewed. 
Chapter 3 focus on the modeling techniques of CNT arrays. Starting from the basic transmission 
line and multi-conductor transmission line theory, both an individual CNT and a CNT array are 
modeled with an equivalent circuit model based on the Luttinger liquid theory. Then, the circuit 
components are given in the matrix form and from the 2n-port transfer matrix, the 2-port S-
parameter of the vertically aligned CNT (VACNT) array is calculated analytically from microwave 
to terahertz. The results obtained from both the equivalent single conductor model and the multi-
conductor model are compared to show the limitations of the former at high frequencies.
Chapter 4 presents the characterization of VACNT arrays using the techniques developed in 
chapter 3. From the S-parameters, the absorption and input impedance can be obtained. The 
influence of array size, shape of cross section, permittivity of host media and temperature is studied 
and potential applications are discussed. The concept of normalized absorption is presented to 
cancel out the effect of reflection. The normalized absorption obtained from simulation is 
compared with measurement data obtained at X-band (8~12GHz) and shows a good matching. 
Also, the relationship between the absorption and CNT length is presented and the normalization 
process eliminates the previously unexplained ‘absorption peak’ which occur at certain length of 
CNT. The Fabry-Pérot resonance of the CNT array is presented and the wave propagation velocity 
is calculated from the periodicity of the resonance. The relationship between the array size and the 
wave propagating velocity is studied and a power law function is obtained from the curve fitting 
which matches very well with all simulation results. The CVD synthesized vertically aligned CNT 
samples are measured in X-band and the permittivity and permeability of the effective samples are 
extracted from the measured complex S-parameters based on the Nicolson-Ross-Weir approach. 
The permittivity of an individual CNT is then extracted from mixing rules of effective medium 
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and from the TL model directly. The two obtained permittivity are compared, and the relationship 
between permittivity and the CNT array size is discussed. 
Chapter 5 studies the transmission and absorption properties of both GNR and graphene patches. 
The impact of parasitics and contact resistance in the characterization process is investigated. From 
the TL model for GNRs and the Kubo Formula for graphene sheets, an equation to determine the 
mean free path (MFP) is derived so that the TL model can be extended to macroscopic graphene 
patches. A graphene patch placed on top of a microstrip line with a gap is then simulated with the 
TL model in microwave frequencies. The parasitic capacitance and contact resistances of the 
graphene patch is quantified and verified with the measurement data. 
Chapter 6 presents a tunable multi-layer graphene absorber under both electric and magnetic bias 
field. The design demonstrates wide band absorbing capabilities under electric bias and an 
additional magnetic bias can change the surface conductivity of the graphene layers dramatically, 
turning the graphene absorber into a reflector.
Finally, a summary of conclusions and discussions for future research topics are presented in 
chapter 7.
6
Chapter 2 Fundamental Properties of 
CNT and Graphene  
2.1 Introduction
The forms of existence of carbon element are many and varied. The allotropes of carbon range 
from graphite, diamond to the less-commonly seen buckyballs, carbon nanotubes and graphene. 
In these allotropes the structure of carbon atoms and chemical bonds differ greatly, giving them 
various mechanical, electrical and chemical properties. For example, the graphite is a soft, black 
solid with good conductivity while diamond is a hard and transparent solid with very little 
conductivity. Fig 2.1(a) and (b) depicts the atomic structure of carbon nanotube and graphene. 
Although they have similar atomic bonds, the two still differ in stiffness, conductivity and form of 
existence.
        
Figure 2.1 Atomic structure of (a) a single-wall carbon nanotube [45] (b) a single-layer graphene 
[46]
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The rapid development in the resolution of microscopes from 1950s made it possible to observe 
and control structures in nanometers. This led to the discovery of C60 buckyball in 1985 [1], of 
carbon nanotubes in 1991 [2] and of graphene in 2004 [3]. These less-common allotropes of carbon 
have a lower dimensionality compared to graphite and diamond and embodies a series of unique 
electric properties. The zero dimensional buckyball is an n-type semiconductor with non-linear 
optical absorption properties [47], while one dimensional carbon nanotubes can be either 
semiconducting or metallic [48], and two dimensional graphene is a zero bandgap semi-metal [49]. 
These newly discovered allotropes soon attracted a lot of research interest and are found of having 
many extraordinary mechanical, electrical and chemical properties. Thus they are believed to be 
the materials crucial to build the nano devices of next generation, such as nano-scale antennas 
[50,51], interconnectors for next generation VLSI circuit [52-54], nano-scale field effect 
transistors [55, 56], THz filters [57, 58], nano-scale gas detector [59] and high efficiency solar 
cells [60,61]. To better understand the electric properties of carbon nanotubes and graphene, 
several models have been proposed to model their conductivity and permittivity from microwave 
to terahertz frequencies.
2.2 History of Carbon nanotubes and graphene
The history of carbon nanotubes is closely related to the history of carbon fibers, which can be 
regarded as the macroscopic analogue of carbon nanotubes. Although the first use of carbon fiber 
can be dated back to the 19th century when Thomas A Edison prepared them to provide a filament 
for an early model of an electric light bulb, further research on carbon filaments proceed slowly. 
It was until 1950s when the second stimulus to carbon fiber research came. The boost in space and 
aircraft industry in the 1950s placed an urgent requirement in material with extraordinary 
mechanical properties and carbon fibers became the ideal candidate for its strength, stiffness and 
lightweight. In the following 10 years, this material became very popular and was studied by many 
laboratories worldwide, such as Union Carbide Corporation, the Aerospace Corporation, etc., 
resulting in some other important structures such as carbon whiskers. [62, 63]. In 1952, 
Radushkevich and Lukyanovich published the first paper showing hollow graphitic carbon fibers 
that are 50nm in diameter [64].
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From the early 60s, researchers began to realize that to reduce fiber defects and enhance structures 
resistive to crack propagation, a new synthesis process must be developed. In the next few decades, 
the catalytic chemical vapor deposition (CVD) technology intended to gain more control of the 
synthesis process and improve the strength and modulus of the carbon fiber grew rapidly, and as a 
result, researchers were able to grow carbon fibers on the micrometer scale. Some very thin 
filaments with diameters less than 10nm have been occasionally reported [65, 66], and such reports 
inspired researchers to ask whether there was a minimum dimension for such filaments. The direct 
stimulus to the study of this question appeared in December 1990, when Smalley gave an update 
status for his research on fullerenes [67] at a carbon-carbon composite workshop, with two other 
important papers presented in the same workshop. One was about a new efficient method for 
fullerene production, presented by Huffman [68] and the other, by M. S. Dresselhaus [69], was a 
review on carbon fiber research. At this workshop, Smalley started thinking about the existence of 
carbon nanotubes of dimensions comparable to C-60. In August 1991, at a fullerene workshop in 
Philadelphia, M. S. Dresselhaus [70] gave an oral presentation on the symmetry proposed for 
carbon nanotubes capped at either end by fullerene hemispheres. However, the real breakthrough 
on carbon nanotube research came with Iijima's report [71]. An experimental observation of carbon 
nanotubes using Transmission Electron Microscopy (TEM) was given at that report. This work 
from Iijima was the one that verified all the previous theoretical works by others. Only one year 
later, a new method for producing gram quantities of carbon nanotubes were reported [72]. A new 
era for the Carbon Nanotube research started.
The history of graphene was even older and closely related to graphite oxide. In 1859, Brodie, 
using methods described by Schafhaeutl [73], discovered the highly lamellar structure of thermally 
reduced graphite oxide [74]. It was until a century later in 1962, did Boehm et al. found that the 
chemical reduction of dispersion of graphite oxide in dilute alkaline media produced thin, lamellar 
carbon that contained only small amounts of hydrogen and oxygen [75-77]. Several other 
researchers including Blakely and Bommel proposed various methods of prepare monolayer 
graphite oxide [78-83] however the free standing monolayer graphene was unable to be found.  
Meanwhile, the theoretical study of graphene as a 2-dimensional (2D) graphite has also started 
from the 1930s [84-86]. With the 2D nature of the graphene, it was considered to be building 
blocks for graphitic materials of all other dimensions—it can be wrapped up into 0D fullerenes, 
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rolled into 1D nanotubes and stacked into 3D graphite, thus these early studies laid down the 
foundations of describing properties of various carbon-based materials. However, graphene was 
considered to be thermodynamically unstable and could not exist [87, 88], unless grown epitaxially 
on top of a 3D base [89, 90]. Until 2004, the free-standing graphene was experimentally discovered 
by mechanical exfoliation [3]. 
2.3 Structures of graphene and carbon nanotubes
The structure of graphene is a single layer of carbon atoms and are building blocks of other carbon 
allotropes, such as CNTs, which can be categorized as single-walled (SWNTs) and multi-walled 
(MWNTs).The atomic structure of SWCNTs are simple to understand, it can be viewed as a single 
layer of graphene sheet rolled up into a seamless cylinder, as depicted in Figure 2.2, with two 
hemispherical fullerene ‘caps’ at each end. 
Figure 2.2: Single-Walled Carbon Nanotubes (SWCNTs) can be viewed as a single sheet of 
graphene rolled up into a seamless cylinder [94].
According to different directions along which the graphene sheet is rolled up, there can be 3 
different SWCNT structures. This is called the chirality, which will be discussed in the following 
sections. The wall of the SWCNT is only one atom thick and the diameter is usually 0.7nm – 10nm 
[91]. Calculations have shown that collapsing the single wall tube into a flattened two-layer ribbon 
is energetically more favorable than maintaining morphology beyond a diameter value of about 
2.5nm [92].
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Compared to the diameter, the length of a CNT is extremely large so that the aspect ratio 
(length/diameter) of the cylinder is between 104 - 107 and can reach up to 108 , as in the 
observation of the longest carbon nanotubes (18.5cm long) reported in 2009 [93]. These nanotubes 
were grown on Si substrates using an improved chemical vapor deposition (CVD) method and 
represent electrically uniform arrays of single-walled carbon nanotubes. Therefore, if we neglect 
the two ends of a carbon nanotube and focus on the large aspect ratio of the cylinder, a SWCNT 
can be considered as a one-dimensional nanowire.
The structure of the Multi-Walled Carbon Nanotubes (MWCNTs) is similar to that of SWCNTs, 
which can be described either with the Russian doll model, in which SWCNTs of different 
diameters are arranged in concentric cylinders, or the Parchment model, in which a single graphene 
is rolled in around itself, resembling a scroll of parchment or a rolled newspaper. The diameter of 
MWCNTs can range from a few nanometers to more than 50 nanometers, with the distance 
between neighboring graphene layers of 0.34nm—a distance determined by the Van de Waals 
force and confirmed experimentally [2, 95]. With their big difference in diameter, it is easy to 
distinguish a MWCNT from a SWCNT using Transmission Electron Microscope (TEM), as shown 
in Figure 2.3. However, as MWCNTs are comprised of several SWCNTs, it’s important to start 
from SWCNTs to study their structure and properties, as shown in the following sections.
Figure 2.3: Transmission electron microscopy (TEM) image of different nanotubes, left is a 
SWCNT, middle is a MWCNT with fullerene caps, and right is a MWCNT without cap. Each 
black line corresponds to one graphene sheet viewed edge-on [96]
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It is worth noting that the aforementioned ‘rolled-up graphene’ is only an analogy to help 
understand the structure of SWCNT. In reality, the SWCNT is not made from graphene sheet, but 
instead, synthesized using CVD, during which a substrate is prepared with a layer of metal particles. 
Then gas containing carbon atoms fills into a high temperature chamber in which the substrate is 
located. CNTs will grow along their vertical axis under such environment. Different number of 
walls on the CNTs is achieved by controlling the temperature in this process.
2.4 Orbital Hybridization and Chirality
A crystal lattice can be considered as an array of small ‘boxes’ infinitely repeating itself in all three 
spatial directions. Figure 2.4 shows an unrolled honeycomb lattice of a graphene sheet with a 
coordinate system. The small dots denote the position of carbon atoms and the line between two 
carbon atoms represents the carbon-carbon bonds, which are formed through orbital hybridization 
[97]. Clearly, the solid dots and hollow dots forms two triangular sublattices, thus the unit cell is 
comprised of adjacent two neighboring atoms from each of the sublattice. 
Figure 2.4: A graphene sheet with lattice based vectors and position vectors. Perpendicular to c is 
the tube axis. The zigzag and armchair chiral vectors, respectively, were highlighted. The dark dots 
denote carbon atoms [42].
The ground state of a carbon atom is [98]
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1 2 2 2 2x y z
C
s s p p p
↑↓ ↑↓ ↑ ↑
In carbon nanotubes and graphene, the hybridization is 2sp , in which the 2s orbital and two 2p 
orbitals are hybridized.
*
2 2 2          1 2
C
s sp sp sp p
↑↓ ↑ ↑ ↑ ↑
The result is each carbon atom in graphene has valence bonds with only three neighboring atoms, 
despite there are four free electrons in a carbon atom. The three 2sp orbitals that are hybridized 
make the so called σ bond. As all 3 3sp orbitals are identical, the angle between any 2 neighboring 
carbon-carbon bonds is 120 degrees on a same plane. The fourth electron forms the so called π
bond, which is perpendicular to the σ bond plane. The π bond is the one which help several layers 
of graphene to adhere and finally forming graphite. Note that the π bond is weak compared with 
σ bond, which means different layers of graphene can easily ‘glide’ within their own plane. This 
is the key to the lubricant characteristics of graphite. 
The chiral vector c

in Figure 2.4 defines the direction along which the graphene is ‘rolled up’, so 
the vector perpendicular to c

is the tube axis. The chiral vector can be expressed by the lattice 
basis vectors (real space unit vectors) 1a

and 2a

of the hexagonal lattice defined as [99]:
( )1 2 ,c na ma n m= + ≡
  
 (2.1)
where m and n are integers. With different (n, m), a carbon nanotube can have different characters. 
The property of a SWCNT largely depends on the orientation of the six-membered carbon ring in 
the honeycomb lattice relative to the axis of the nanotube, i.e. chirality. If the tube axis 
(perpendicular to the chiral vector) is along the horizontal direction in figure 3, the CNT is called 
zigzag CNT, for which the chiral vector is (m, 0). If the tube axis is along the vertical direction, 
the CNT is called armchair, for which the chiral vector is (m, m). CNTs other than zigzag and 
armchair are called chiral CNTs, for which the chiral vector is (m, n), and 0 n m< ≠ . Figure 2.5 
shows an example of 3 CNTs with different chiral vectors. 
13
(a)
Figure 2.5: Three CNTs with different Chirality, from top to bottom: armchair, zigzag and chiral 
[100].
The cross sectional radius r for a CNT is given by [14], [99]:
2 20
2c
ar m mn n
π
= + +  (2.2)
where 0 1 2 03a a a b= = =
 
is the length of lattice basis vectors, 0 0.142b nm= is the interatomic 
distance. 
2.5 Electrical Properties
In the previous section, from the orbital hybridization theory we have seen that in a graphene sheet, 
three of the four electrons in the valence band of a carbon atom form three hybridized σ bond after 
hybridization. These are tight bonds with the neighboring atoms in the plane and do not play a part 
in the conduction phenomenon. The fourth electron, theπ electron which is perpendicular to the 
graphene sheet plane is left unconnected and may move freely between the positive ions of the 
lattice. As a result, this π orbital is responsible for the electronic properties of a CNT because that 
forms a delocalized π network across the nanotube.
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2.5.1 Band structure of graphene
The tight-binding model is an approach to the calculation of electronic band structure using an 
approximate set of wave functions based upon superposition of wave functions for isolated atoms 
located at each atomic site. In the tight-binding representation, the interaction between orbitals on 
different atoms only exists between two nearest neighbors. If we go back to figure 2.4, there are 
two carbon atoms in the graphene unit cell, which means for each unit cell, the tight-binding model 
can be applied.
Let’s call the two atoms in a unit cell atom A and atom B with position sr and an unsaturated p 
orbital described by the wave function ( )
sr
X r . The tight-binding model can be described 
mathematically as [99]
0
A A B Br r r r
H Hχ χ χ χ= =  (2.3)
A B B Ar r r r a
H Hχ χ χ χ γδ= =   (2.4)
where a
 is a vector connecting nearest neighbors between A and B sub lattices.
The Bloch wave function for each of the sub lattices can be written as [102]
( ) ( )s
s
s
ik r
sk r
r
r e rϕ χ⋅= ⋅∑  (2.5)
where s=A or B refers to each sub lattice and sr refers to the set of points belonging to sub lattices 
s. The total wave function is a linear combination of these two functions [99]
( ) ( ) ( )1
2k Ak k Bk
r r rψ ϕ λ ϕ= + ⋅    (2.6)
The Hamiltonian matrix elements are [99]
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*0Ak Ak Bk Bk
ik a
Ak Bk Bk Ak AB
a
H H
H H H e
ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ γ ⋅
= =
= = = ⋅∑
 (2.7)
which leads to the Schrodinger equation in matrix form [99]:
*
1AB
kAB
E H
H E λ
−   
  −  
 (2.8)
The solution to (2.8) can be acquired by diagonalization [99]
23 3 31 4cos cos 4 cos
2 2 2AB y x x
E H k a k a k aγ
    = ± = ± + ⋅ + ⋅             
(2.9)
Figure 2.6: Electronic band structure of graphene, calculated within tight-binding model, figure 
generated by Mathematica.
The graph for the band structure of graphene as a function of xk and yk is plotted in Figure 2.6, 
from which we can see that the valence band and conductance band of graphene only touches each 
other in six points, as a result, graphene is described as semi-metal. These six points locates at the 
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corner of Brillouin zone 4 2 2,0 ; ,
33 3 3 3 aa a
π π π    
± ± ±    
    
, and are on a same surface known as the 
Fermi surface, which is an abstract interface that defines the allowable energies of electrons in a 
solid. 
2.5.2 Band structure of single-walled CNT
From the band structure of graphene we could easily get the band structure of single wall carbon 
nanotubes. If we quantize the wave vector in the circumferential direction, of the graphene, we can 
now obtain the band structure of CNTs. This gives  [99]
Figure 2.7: Illustration of allowed wave vector lines leading to semiconducting and metallic CNTs 
and examples of band structures for semiconducting and metallic CNTs [103].
2x x y yk C k C k C pπ⋅ = + = ⋅  (2.10)
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where C is the circumference and p is an integer. This equation defines lines in the ( ),x yk k plane. 
Each line gives a one-dimensional energy band by slicing the two-dimensional band structure of 
graphene shown in Figure 2.7.
The way these lines intersect with the graphene band structure affects the electronic properties of 
the CNT. Figure 2.7 shows how a CNT can be characterized as semiconducting or metallic. In the 
left part of the figure, the lines of quantized wave vectors do not intersect with the graphene Fermi 
points and thus the CNT is semiconducting. In the right one, the lines pass through the Fermi points, 
leading to crossing bands at the CNT Fermi level and the CNT is metallic. Figure 2.8 summarizes 
the conditions for CNTs with different chirality to be metallic or semiconducting.
Figure 2.8 Conditions for CNTs with different chirality to be metallic or semiconducting [104].
Tight-binding model is also useful to understand the Density of States (DOS) of CNTs. The DOS 
can be expressed as:
( ) ( )
123
2 ii
aD E dk k k
R k
εδ
π
−
∂
= ⋅ −
∂∑∫  (2.11)
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where ( )ik Eε = . Figure 2.9 shows the DOS for a (11, 0) and (12, 0) nanotube. If we expand the 
dispersion relation in equation (2.9) around Fermi point, gives:
( ) 2 2 2
1
3 N
m m
EaD E
R Eπ γ ε=
=
−
∑  (2.12)
where 3 1
2m
am
R
γ
ε
⋅ = +  
 
for semiconducting tubes and 3
2m
am
R
γ
ε
⋅ =  
 
for metallic tubes.
Figure 2.9: Density of states for (11, 0) and (12, 0) CNTs computed from tight binding model, 
showing van Hove singularities [103].
The expression above shows van Hove singularities when mE ε= ± . The existence of these 
singularities in the DOS makes the DOS of CNTs very unusual and unique and has been verified 
by scanning-tunneling microscopy of individual nanotubes [104].
Finally, it is important to note, that there are some deviations in the electronic properties of CNTs 
from the simple π - orbital graphene described so far, due to the curvature. As a result of this 
curvature, the hybridization between σ π− orbitals becomes important and thus affects the 
electronic properties of CNTs. This hybridization in the graphene was negligible. The curvature 
becomes larger as the diameter of CNT decreases, so large diameter nanotubes are not affected by 
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the phenomenon above, whereas small diameter nanotubes are significantly affected. Cabria et al. 
[105] found that small diameter zigzag nanotubes, such as (4, 0) and (5, 0) are semi-metallic 
instead of semiconducting, which has been predicted by the tight-binding theory. For example, a 
semiconducting nanotube with a diameter of 1nm has a band gap of 1eV, a semi-metallic nanotube 
with similar diameter has a band gap of 40 meV. In [106, 107], it is shown that the band gap for 
semi-metallic CNTs also decreases inversely with an increase in diameter so the large diameter 
zigzag CNTs become metallic. 
2.6 Conductivity of Graphene and Carbon Nanotubes
The conductivity is fundamental in determining the applications of graphene and CNT and thus 
one of the center of study of these two materials. Due to their similarity in atomic structure and 
2sp hybridized carbon-carbon bond, the conductivity of the two can be analyzed with the same 
model, only with different boundary conditions.
2.6.1 Conductivity of graphene sheet
The conductivity of a bulk graphene is defined as finite frequency ω as the tensorial ratio between 
the applied electric field and the resulting electronic current: ( ) ( ) ( )ω ω ω=J σ E . The Kubo approach 
is a technique to calculate linear response in materials. It is based on the fluctuation–dissipation 
theorem that establishes a correspondence between the dissipative out-of-equilibrium response and 
the fluctuations at the equilibrium [108]. 
          
(a)                                                                     (b)
Figure 2.10 (a) Depiction of graphene (top view) and (b) an anisotropic graphene sheet 
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characterized by tensor conductivity under bias field. Assume the host medium at two sides of the 
graphene are the same [109].
An infinitesimally large graphene sheet depicted by Figure 2.10 is located at z=0. It has a tensor 
conductivity [109]
xx xy
yx yy
σ σ
σ
σ σ
 
=  
 
 (2.13)
From Kubo formalism, 2.13 can be simplified as [109]
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and 
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where 
2 22n F biasM nv eB= ∆ +   (2.17)
and where –e is the electron charge, Γ is the electron scattering rate [109], / 2h π= is the 
reduced Planck’s constant, ( ) ( )( ) 1/ 1c Bk Tdf e ε µε
−−= + is the Fermi-Dirac distribution, 610 m/sFv ≈
is the electron’s energy-independent Fermi velocity, and ∆ is an excitonic energy gap [109]. biasE
and biasB are bias electric and magnetic fields that are applied perpendicularly on the graphene 
sheet. cµ is the chemical potential, which can be related with biasE by [109]
( ) ( )
2 2
0
2r F bias d d c
e
v E f f d
q
ε π
ε ε ε µ ε
∞
= − +  ∫
  (2.18)
where rε is the permittivity of the host medium. Obviously, 2.16 must be solved numerically, and 
the relationship between a bias E field and chemical potential is shown in Figure 2.11. 
It is worth noting that both 2.14 and 2.15 are consists of two parts, which shows the combined 
effect of intraband conductivity intraσ and interband conductivity interσ , respectively. The former is 
the electron transport within the conduction bands and the latter is the electron transport from 
valence bands to conduction bands. From (2.16), if 0biasE = or 0biasB = , it also results 0oσ = and 
the graphene is characterized by an isotropic conductivity dσ σ= .  
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Figure 2.11 Relationship between the chemical potential cµ and the bias electric field biasE  
The energy gap ∆ is opened due to the electron interactions under a magnetic field [110], [111]. 
However, it is diminished at higher temperature (such as room temperature) due to the increased 
carrier density [110]. Therefore, the conductivity of graphene under room temperature can be 
approximated by setting 0∆ = . Therefore, under low magnetic bias field conditions, 2.14 and 2.15 
can be simplified as [109]
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In the absence of electric and magnetic bias, i.e. isotropic case, the frequency dependent intraband 
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conductivity dσ of a graphene sheet is shown in Figure 2.12. 
The conductivity curve clearly follows the Drude model, which is proposed to explain the transport 
properties of electron in materials (especially metals). According to the Drude model, the 
frequency dependent conductivity dσ can be written as 
( ) 0 0 02 2 2 21 1 1jj
σ σ σ
σ ω ωτ
ωτ ω τ ω τ
= = −
+ + +
 (2.21)
where 0σ is the DC conductivity, τ is the relaxation time [112]. At frequencies lower than 
200GHz, the real part of the conductivity plays a main part in the total conductivity of graphene 
sheet and at frequencies above 200GHz the imaginary part of the impedance is dominant, until 
both becomes negligible at optical frequencies.
Figure 2.12 Frequency dependent complex intraband conductivity of the graphene sheet.
Alternatively, the Drude model can be applied to Maxwell equations and the permittivity and be 
related to the permittivity as [195]
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2
0 0
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pj j
j
ωσσε ω
ωε ωε ωτ ω
 
= − = − ≈ − + 
 (2.22)
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where pω is called the plasma frequency.
It is worth noting that the relaxation time τ of graphene (also CNT) is in the order of 1310− [196] 
[159], while for normal metals such as copper and silver, τ is in the order of 14 1510 ~ 10  [197].− −   
As a result, the plasma frequencies in graphene and CNT are in THz range, much lower than that 
in metals, which almost reaches ultra-violet frequency. So graphene and CNT demonstrate metal-
like characteristics, such as plasma excitation and propagation at a much lower frequency 
compared to metals. This difference in plasma frequency also accounts for the fact that graphene
are optically transparent, as the frequency of visible light are much higher than plasma frequency 
of graphene [198]. 
Figure 2.13 shows the graphene conductivity under an electric bias and a magnetic bias. As it can 
be seen, the isotropic conductivity is an even function of biasE and .biasB
It can clearly be seen that the applied electrostatic bias increases the conductivity, while magneto-
static bias dramatically decreases the conductivity (because of the Hall effect) and makes 
transparent the graphene sheet. 
(a) (b)
Figure 2.13 Graphene conductivity under (a) electric bias and (b) magnetic bias. DRσ  is the real 
part and DJσ   is the imaginary part. The minimum conductivity in (a) when 0biasE =   is 
2 5
0 / 2 6.085 10 (S)e hσ π
−= = ×  [113]
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2.6.2 Conductivity of graphene nanoribbons (GNRs)
The GNR is a thin nanowire structure comprised of graphene. Usually only several nanometers in 
width but several micrometers in length, they have a very high aspect ratio and thus are promising 
in the application of interconnects. The conductivity of GNR is different from the graphene sheet 
because of the existence of edge scattering [114]. Also the different chirality determines the band 
structure of GNR, hence must be considered in the calculation of conductivity.
Like CNTs, GNRs can also be calorized into armchair and zigzag. Contrary to CNTs, the zigzag 
GNRs are always metallic and armchair GNRs have a 1/3 possibility on average to be metallic and 
a 2/3 possibility to be semi-conducting. 
The conductivity of GNRs can be modeled using the tight binding model, in which all particles 
are assumed to interact with their nearest neighbors.
Under simple tight binding formalism, i.e. the effect of edge scattering and alignment of carbon 
atoms are neglected, the graphene band structure can be written as [114]:
( )
( )( )
/ 2                       armchair GNR
/ 2 1/ 2  n 0
     zigzag GNR
0                                n=0
n F
F
n
E hv W n
hv W n
E
β= +
 + ≠= 

 (2.23)
where n is an integer, 0β = for metallic armchair GNR and 1/ 3β = for semi-conducting armchair 
GNR. 
With the band structure in (2.23), the conductance of the GNR can be calculated by adding the 
contribution of each subband according to their electron or hole populations as follows [114]
( ) ( )0 / /
1 11
1 1n F B n F BE E k T E E k Tn n
G G
e e
∞ ∞
   − − −   =−∞ =−∞
 
= + − 
+ + 
∑ ∑  (2.24)
where 20 2 / 1/12.9kΩG e h= ≈ is the quantum conductance, FE is the Fermi energy and the first 
and second sums represent the contributions of the conduction and valence band. It is worth noting 
that (2.24) is derived under the simple tight binding models using zone folding approximations, 
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and the scattering effect of rough edges are also neglected. This approximation is known to be 
accurate for wide GNRs, but for narrow GNRs, it may not be accurate. However, it has been proven 
that when the GNR is wider than a few nanometers, the modified tight binding model that takes 
into account the rough edges does not differ greatly from the simple one.
Figure 2.14 shows the conductance of both armchair and zigzag graphene, normalized to 0G . As 
0G is the quantum conductance of a single conductive channel, this normalized conductance is the 
number of conductive channels. As shown, the armchair GNR can be either semi-conducting or 
metallic with a constant number of conductive channels, i.e. 1. This is different from that of CNTs, 
when the number of conductive channels for small-diameter CNTs are 2. When the width is small 
and for large width, the semi-conducting armchair GNRs also become metallic and the zigzag 
GNRs are always metallic. 
(a) (b)
Figure 2.14 The conductance versus GNR width for (a) armchair GNR and (b) zigzag GNR [114].
Figure 2.14 (a) and the inset of Figure 14(b) shows a comparison of the GNR conductance 
compared with a CNT with same circumference. It can be seen that in the small width or
circumference case, metallic CNTs have double the conductivity than GNRs, while in the case of 
large width, the conductivity of the two materials are similar.
27
2.6.3 Conductivity of carbon nanotubes
The conductivity of carbon nanotubes can be derived in the same fashion of the GNR. The equation 
of (2.24) is still valid for CNTs, only the form of the CNT’s band structure nE needs to be modified.
For a zigzag CNT with chirality (m, 0), nE can be written as [115]
03 2
3n
ta mE n
D
= ± −  (2.25)
where 0a is the length of CNT bonds, t is the Hamiltonian matrix element between neighboring 
carbon atoms, D is the shell diameter and n is an integer less than m. Although (2.25) is derived 
for an isolated zigzag CNT, it is also valid for shells of random chirality within a MWCNT or CNT 
bundles [116], [117].
Substituting (2.25) into (2.24) gives the total number of conductive channel in CNT, as shown in 
Figure 2.15.
It appears that the number of conductive channels for CNT is a constant number in the case of 
small CNT diameter, and increases linearly in the case of large CNT diameter. By comparing 
Figure 2.15 with Figure 2.14, it can be seen that when the number of conductive channels is within 
the constant region, a CNT has two conductive channels while a GNR has only one. Therefore, in 
the case of small width or diameter, CNTs have a better conductivity than the corresponding GNRs. 
Meanwhile, the fact that edge roughness is present in GNRs but absent in CNTs further increases 
the difference in their conductivities.
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Figure 2.15 Number of conduction channels per graphene shell versus shell diameter for metallic 
and semiconductor shells. The inset shows the magnified plot for small shell diameters [115].
2.6.4 Comparison of conductivity of CNT, graphene and other metals.
The DC conductivity of metals are usually dependent on temperature. The exact relationship 
between the two is complex and for a narrow temperature range, a linear approximation is usually 
used [199]
( ) ( )0 0/ 1T T Tσ σ α= + −    (2.26)
where α is the temperature coefficient, 0σ is the resistivity at temperature 0T , which is the 
reference temperature. In practice, 0T is normally the room temperature.  
The graphene and CNT’s conductivity is reported to have a better conductivity than copper. Table 
2.1 shows the resistivity of graphene, silver and copper at room temperature and their temperature 
coefficient.
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Table 2.1 Conductivity and temperature coefficient of graphene, copper and silver
Material DC conductivity 0σ (S/m) Temperature coefficient α
Graphene 81.00 10× -0.0002 [218]
Carbon nanotube 6 710 ~ 10 -0.000387 [219]
Silver 76.30 10× 0.0038 [220]
Copper 75.96 10× 0.003862 [221]
This shows that first of all, graphene’s conductivity is the highest compared to that of silver and 
copper, while CNT’s conductivity is one order smaller, merely comparable to that of copper. 
Secondly, the negative temperature coefficient shows that the conductivity of graphene and CNT 
will increase instead of decrease, compared to silver and copper. This means that the resistivity 
and the heat produced from it will both decrease, which is particularly useful in the application of 
interconnects and vias that normally operates at a temperature much higher than the room 
temperature (80~100℃). In these applications, a self-regulating cooling functions are desirable as 
it can aid in the reliability of their operation.
With the level of integration in VLSI increasing, the dimensions of interconnects are decreasing. 
However, in recent years, simple scaling of copper wires will encounter problems that degrade the 
performance. The resistivity of copper wires starts to increase with scaling due to the extra 
scatterings electrons experience at the wire surfaces once the cross-sectional dimensions become 
comparable or smaller than the mean-free-path (MFP), which is the mean distance electrons travel 
between collisions. The comparison of the resistivity of CNT, GNR and copper wires are shown 
in Fig. 2.16. 
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       (a)                                                                                    (b)
Figure 2.16 (a) Resistivity of MWCNT with various diameters and bundles of SWCNTs compared 
to copper wires [133] and (b) per-unit-length resistance of GNR compared to copper wires. W and 
T are the width and thickness of the Cu wire, respectively [200].
In Figure 2.16(a), one can see that the resistivity of MWCNT and SWCNT bundles are lower than 
that of copper wires only when the wire reaches certain length. Furthermore, with the scaling of 
wire cross section, copper wires’ effective resistivity will increase even more, due to the extra 
scattering. In Figure 2.16(b), the per-unit-length resistance of graphene are shown to be smaller 
than copper wires for small wire dimensions only.  
The AC conductivity, as discussed in Figure 2.12, follows the Drude model. However, with the 
increasing of frequency, the electric current will be distributed within a thin layer close to the 
surface of the conductor, known as the skin effect. With skin effect, the AC conductivity of metals 
will be lower than the DC conductivity, as the current is more confined, reducing the effective 
cross section of the conductor. For example, at 10GHz, the skin depth of copper and silver are only 
0.65 µm and 0.64µm, respectively. But for CNT and graphene, the skin depth are always higher 
than the thickness of one carbon atom, thus the skin effect has no effect on the AC conductivity of 
them.
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2.7 Summary
In this chapter the fundamental physical and electrical properties of both graphene and CNTs are 
investigated and reviewed. Due to the special band structure of graphene, the graphene is 
considered as a semi-metal and the carbon nanotube can be either metallic or semi-conducting. 
The conductivity of the GNT, the 2-D graphene and the carbon nanotube has been discussed and 
compared based on the tight-binding model and first principal analysis. It has been shown that, the 
DC conductivity of semi-conducting and metallic GNRs converge when the ribbon width becomes 
wide, and essentially, it will reach the same value of a graphene sheet. The AC conductivity of the 
graphene sheet follows the Drude model, and because of graphene’s special band structure, the 
conductivity can also be tuned with a static electric or magnetic bias field. Such properties can be 
very useful in applications such as tunable absorbers and filters. For carbon nanotube, the 
conductivity in the case of small radius is 2 times of that of the GNR, and the edge roughness in 
the GNR made it even less conductive than CNTs with the same circumference.
The conductivity of CNT and GNR are compared with other metals such as copper and silver. The 
conductivity of CNT and GNR outperform metals in the large length and small width scenario. 
The negative temperature coefficient provides self-regulating heat control, which is also not found 
in metals. Furthermore, due to their extremely small thickness of only one-atom, they are not 
affected by skin effects. All these features makes CNT and GNR promising materials in future 
VLSI applications.
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Chapter 3 Modelling Techniques of 
Vertically Aligned CNT arrays
3.1 Introduction
The problem of interconnects are considered one of the greatest challenges in VLSI because of the 
added delay on critical paths, the power dissipation, the noise and jitter induced on one another, 
and the vulnerability to electron migration. As the integration enters nanoscale, additional factors 
exacerbate the problems associated with interconnects have to be faced with. For example, the 
problem of increased resistivity as the interconnect dimensions approach the mean free path of 
electrons in bulk copper, which is 40nm at room temperature. Under this background, the quantum 
wires have been proposed as a replacement option since extraordinarily large MFPs have been 
observed in them already [118]. CNTs are the best example of quantum wires for which electron 
MFPs on the micrometre scale have been reported, compared to that of 40nm in copper [118].
To accurately model the electrical properties of both SWCNT and MWCNT numerically has been 
proven difficult. Given their nano-scale dimensions, one has to consider not only the Maxwell 
equations, but also the Schrödinger equations, which describes the quantum state of electrons. 
However, given the very high aspect ratio of CNTs, the electron transportation is mainly restricted 
in the axial direction. Therefore, a CNT can be effectively approximated as a one-dimensional 
system of interaction electrons.
To understand the interaction of electrons (or other fermions), the most successful theory by far is 
Landau’s theory of Fermi liquids, which pointed out that the low-lying excitations of a Fermi liquid 
are not electrons, but in fact quasi-particles which, like Fermi gas, are non-interacting [118]. 
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However, Landau’s Fermi liquid theory breaks down in one-dimensional systems [119], such as 
nanowires and carbon nanotubes [121]. To deal with this problem, Tomonaga [122] and Luttinger 
[123] described a simplified model for interacting electrons in one dimension, which later became 
known as the Tomonaga-Luttinger liquid model, or simply the Luttinger liquid model. 
The Luttinger liquid model and the Fermi liquid model have several differences. One is that spin 
density waves, together with particle waves, are the elementary excitations of the Luttinger liquid. 
Another difference is the particles’ momentum distribution function does not ‘jump’, in contrast 
to the Fermi liquid where this jump indicates the Fermi surface. Thirdly, there is no quasi-particle 
peak in the momentum-dependent spectral function in the Luttinger liquid. The Luttinger liquid 
model is thought to describe the universal low-frequency/long-wavelength behaviour of any one-
dimensional system of interacting fermions, its applications include artificial quantum wires, 
electrons in carbon nanotubes, and fermion atoms in quasi-1D atomic traps, etc. In 2002, P. J. 
Burke applied Luttinger liquid theory to model a single wall SWCNT [124]. Since then, the 
transmission line model has been widely used in the modelling of CNTs. In rom one dimensional
electron fluid model, a similar TL model was derived [125]. To reduce the high DC resistance of 
an isolated CNT, bundles of parallel CNTs have also been studied and an effective single conductor 
(ESC) TL model of both a stand-alone multi-wall CNT (MWCNT) and a single-wall CNT 
(SWCNT) array was derived in [126] and [127]. Finally, a diameter dependent circuit model was 
proposed in [128].
In the aforementioned ESC models however the magnetic inductance between CNTs are usually 
neglected, resulting in a simplification of the mutual coupling in the array. There have been studies 
that suggests when the CNT bundle becomes large, such simplification may not be valid and drew 
the conclusion that inductances should not be neglected [129]. 
In this chapter, the transfer (ABCD) matrix of the CNT array are calculated by the full MTL 
approach and a novel technique is proposed to analytically solve the 2-port input impedance, S-
parameters and absorption with all the mutual coupling taken into calculation.
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3.2 Transmission line theory
The transmission line model was first developed by Oliver Heaviside in the 1880s. In the model, 
the telegrapher’s equations, which are a pair of coupled, linear differential equations to describe 
the voltage and current on an electrical transmission line with distance and time, were proposed. 
Later, the original transmission line theory was expanded to the multi-conductor case and the 
matrix-formed telegrapher’s equations were proposed. 
3.2.1 Single-conductor transmission line (STL)
Figure 3.1 A unit cell in (a) an infinitely long transmission line and (b) its effective circuit model 
[130]. 
The general depiction of a homogeneous single-conductor transmission line (STL) is shown in 
Figure 3.1(a). The STL is comprised of two lines, one carries the current and the other that serves 
as the reference conductor, i.e. ground. The effective circuit model of such a STL is shown in 
Figure 3.1(b), in which R represents the per-unit-length series resistance, L represents the per-unit-
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length series inductance, C represents the per-unit-length parallel capacitance and G represents the 
per-unit-length parallel conductance.
By applying Kirchhoff’s voltage and current law in Figure 3.1(b), one have [130]
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Dividing (3.1) by z∆ and taking the limit as 0z∆ → gives the set of differential equations:
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These equations are the time-domain form of the transmission line, or telegrapher equations.
For the sinusoidal steady-state condition, with cosine-based phasors, (3.2) simplify to 
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Equation 3.3 can be solved simultaneously to give wave equations for V(z) and I(z):
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where ( )( )j R j L G j Cγ α β ω ω= + = + +  (3.5)
is the complex propagation constant, which is a function of frequency. Traveling wave solutions 
to 3.4 can be found as 
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where ( )( )j R j L G j Cγ α β ω ω= + = + + is the complex propagation constant, which is a function 
of frequency. Traveling wave solution of (3.6) can be found as 
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where ze γ− term represents wave propagation in the +z direction and the zeγ term represents wave 
propagation in the –z direction. Applying (3.3) to (3.6) gives the current as
( ) 0 0z zI z V e V eR j L
γ γγ
ω
+ − − = + +
 (3.8)
Comparing with (3.7) a characteristic impedance, 0Z can be defined as 
0
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G j C
ω
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=
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 (3.9)
Converting back to the time domain, the wavelength and the phase velocity on the line can be 
obtained as 
2
pv f
πλ
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ω λ
β
=
= =
 (3.10)
3.2.2 Multi-conductor transmission line (MTL)
The geometric configuration of a general n+1 multi-conductor transmission line is depicted in 
Figure 3.2(a) and its effective circuit model is depicted in Figure 3.2(b). It consists of n conductor 
and a reference conductor. By expanding the TEM transmission line theory from single-conductor 
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to multi-conductor [131], the MTL equations can be written in a similar form with STL equations 
as
( ) ( ) ( )
( ) ( ) ( )
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z t z t z t
z t
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∂ ∂
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where L, G, C, and R are symmetric matrixes, V(z,t) and I(z,t) are column vectors.
   
(a)                                                                 (b)
Figure 3.2 (a) The geometric configuration of a general n+1 multi-conductor transmission line and 
(b) its effective circuit model [131].
Using the similar process as (3.4), the uncoupled, second-order ordinary differential equations can 
be obtained from (3.11) as [131]
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Notice that (3.12) are coupled together because ZY and YZ are full matrices. To get the frequency 
domain solution of (3.11), the modal analysis technique is employed, which transform the original 
voltage and current quantities to mode quantities, in order to decouple (3.12) by similarity 
transformations. The mode quantities can be written as [131]
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z z
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V MV
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 (3.13)
Substituting (3.13) to (3.12), we get [131]
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where 2γ is the diagonal matrix of the eigenvalue of the matrix ZY . And (3.14) are decoupled 
because 2γ is diagonal.
The vertically aligned CNT array can be modelled by either STL or MTL model described above, 
depending on the number of shells in a single CNT and the number of CNTs in the array.
3.3 The Circuit model for a SWCNT
This section presents an equivalent-circuit model for a rolled graphene cylinder that can be either 
a SWCNT or a shell in a MWCNT. The model, which is based on the Luttinger liquid theory, 
considers a SWCNT as a 1-D nanowire. An SWCNT, because of its band structure, has two 
propagating channels [121], and the electrons can spin up and down. Hence, an SWCNT can be 
considered as 4 ‘spinless’ channels connected in parallel [124].
The geometry of a spinless one-channel is shown in Figure 3.3. The CNT is placed above a ground 
plane, with the distance from the centre of the CNT to the ground plane h and the CNT diameter 
d.
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3.3.1 Impedance components
The impedance of a SWCNT is comprised of 5 parts [124]: distributive resistance, kinetic 
inductance, quantum capacitance, magnetic inductance and electrostatic capacitance. On the 
contact of metal electrodes and SWCNT there will also be contact resistances.
Figure 3.3 Geometry of CNT above a ground plane [124]
Like conventional transmission line, the equation describing the energy stored in the magnetic 
inductance can be written as [124]
( )
22 31 1
2 2M
L I B x d x
µ
= ∫  (3.15)
Using the relationship between I and B in the geometry of interest, the ML can be solved as [124]
1 2cosh
2M
hL
d
µ
π
−  =  
 
(3.16)
The equation describing energy stored in the electrostatic capacitance can be written as [124]
( )
2 2 3
2 2
Q E x d x
C
ε
= ∫ (3.17)
and the electrostatic capacitance can thus be solved as [124]
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( )1
2
2cosh
EC h
d
πε
−
= (3.18)
The difference of a quantum wire is that apart from the magnetic inductance and electrostatic 
capacitance, it also has kinetic inductance and quantum capacitance. 
The physical origin of the kinetic inductance is the charge-carrier inertia: electrons do not 
instantaneously respond to an applied electric ﬁeld and there is some delay. For periodic electric 
ﬁelds, the electron velocity lags the electric ﬁeld in phase, i.e., the current lags the voltage in phase. 
This can be modelled with an inductance.
In order to calculate the kinetic inductance per unit length, method in [124] is used. First we 
calculated the kinetic energy per unit length, which, for a 1-D wire, is described as the sum of the 
kinetic energy of the left moving electrons and right moving ones. If the Fermi level of the left 
moving electrons is raised by / 2e µ∆ and the Fermi level of the right moving ones is decreased 
by the same amount, the net current flowing through the wire is 2 /I e h µ= ∆ [124]. The net 
increase in energy of the system / 2N e µ δ= ∆ is the excess number of electrons in one side against 
the other, multiplied by the energy added per electron, which equals / 2e µ∆ . The single particle 
energy level spacing δ is related to the Fermi velocity 2 /F CNTv Lδ π=  [124] where CNTL is the 
CNT’s length. By equating the total excess kinetic energy 
2
24 F
hI
v e
to the energy of the kinetic 
inductance 2 / 2LI , the kinetic inductance can be expressed as
22k F
hL
e v
= (3.19)
where Fv is the Fermi velocity which is 58 10 /m s⋅ [124].
The quantum capacitance comes from the ﬁnite density of states at the Fermi energy. In a quantum 
particle in a box, the spacing between allowed energy levels is ﬁnite. Because of this, to add an 
extra electron to the system takes a ﬁnite amount of energy above the Fermi energy. In 1-D systems, 
this can be equated with energy per unit length. 
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The distance between quantum states is described as 2 /FE v Lδ π=  and by equating this to an 
effective quantum capacitance [124], [132] with energy given by 2 / qe C Eδ= ,  the per unit length 
capacitance can be expressed as [124]
22
q
F
eC
hv
= (3.20)
Now consider the spin of electrons and band structure of a real metallic carbon nanotube described 
in Chapter 2. Each metallic SWCNT has two propagating channels and at the same time each 
electron can be spin up or spin down. Hence there are four conductive channels in a metallic CNT. 
For the final interactive circuit diagram for a metallic SWCNT, the effective values of the 
inductance and capacitance equal the value of four quantum wires in parallel [124]:
'
'
/ 4
4
k k
q q
L L
C C
=
=
(3.21)
where 'kL and 'qC are the total kinetic inductance and quantum capacitance of a metallic SWCNT, 
respectively. Note that for typical nanowires, 4/ ~ 10M kL L
− and / ~ 1ES qC C , thus the magnetic 
inductance can be neglected while the electrostatic capacitance cannot. So the wave velocity on 
the nanowire can be calculated as
' '
1 1
p F
total total k q
v v
L C L C
= ≈ = (3.22)
Note that the wave velocity in (3.22) and in all following chapters of this thesis are phase velocity. 
The Fermi velocity for a SWCNT is approximately 58 10 /m s× , while the wave velocity for 
conventional transmission line is 1 1free
M ES r r
cv
L C µε µ ε
= = = . It can be seen that the wave 
velocity on the nanowire is about 0.01c only. 
The resistance of a SWCNT is more complex. The general equation for the resistance of the 
SWCNT is [133]
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0 0/ 2 / 2Q s eff CNTR R R R R l L= + = + ⋅  (3.23)
where 20 / 2 12.9 k /μmR h e= = Ω is the intrinsic quantum resistance, effl is the effective MFP and 
L is the length of the SWCNT. From (3.23) one can see that the resistance is comprised of 2 parts, 
the lumped quantum contact resistance QR and the distributed scattering-induced resistance SR . 
As 0R and CNTL are constants, clearly the effl is the factor that most influences the resistance of a 
SWCNT and is discussed in the next section. The effective SWCNT circuit model per channel can 
thus be demonstrated as Figure 3.4.
Figure 3.4 Effective Circuit model of a SWCNT channel, with distributed components and 
terminal resistances 
3.3.2 The effective mean free paths of a SWCNT
There are several scattering mechanisms for electrons in nanotubes, including acoustic and optical 
phonon scattering as well as impurity and defect scattering. The effective MFP is the effects of 
these scattering lengths combined and is dependent on diameter, bias voltage and temperature. 
In [134] the electrical-thermal transport in SWCNT was studied and a resistivity model that 
comprised of both elastic scattering of acoustic phonons and absorption/emission of optical 
phonons was proposed. 
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The general effective MFP as a function of temperature, SWCNT length and bias voltage is 
represented as [134]
( ) 1' 1 1 1, , .eff AC OP ems OP absl l l l
−− − −= + +  (3.24)
The ACl , ,OP emsl and the ,OP absl is the temperature dependent acoustic phonon scattering length , 
the OP emission length and the temperature dependent optical phonon absorption length, 
respectively. However, here the physical meanings of the three parts are not of focus point of this 
chapter, which only focus on the mathematical terms and the temperature-length-dependence of 
the MFP itself. 
In (3.24), ACl is the is written as [134], [139]
,300
300 ,AC ACl l T
= ⋅  (3.25)
where ,300 1600ACl mµ≈ [134] and T is the temperature.
The second part of (3.24) ,OP emsl is comprised of 2 parts [134]
( )
( )
( )
( )
11 1
, ,300 , ,300
300 1 300 1
1 1
OP OPOP
OP ems OP OP abs OP
OP OP
N N
l L l l l
eV N T N T
ω
−− −    + +
 = + + +      + +     
  (3.26)
where ,300 15OPl nm≈ is the spontaneous optical phonon emission length at 300K and 
( ) ( )1/ exp / 1OP OP BN T k Tω= −   is the optical phonon occupation. 0.18 eVOPω ≈ is the 
optical phonon emission threshold energy. Note that (3.26) takes into account not only the 
temperature, but also the bias voltage and the length of the SWCNT.
The last part of (3.24), ,OP absl can be written as [134]
( )
( ), ,300
300 1
.OPOP abs OP
OP
N
l l
N T
+
= ⋅  (3.27)
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By substituting (3.25)-(3.27) into (3.24), the temperature and bias voltage dependent effective 
MFP can be calculated and thus the per unit length resistance is 0 / 2 ,effR l where
2
0 / 2 12.9kR h e= = Ω is the quantum resistance per conductive channel.
In ideal ballistic transport there’s no scattering at the contacts or along the SWCNT length, and 
only quantum conductance is present. In the presence of contact scattering there’ll be contact 
resistance ranging from several mega-ohms to only a few hundred ohms [135-137]. Additional 
resistance also occurs in the presence of defects or when the path length becomes comparable to 
or larger than the MFP. 
In [138], an approximation of the above MFP result was proposed under the low bias (<0.45V) 
and normal temperature (<600K) conditions, neglecting the voltage dependent factors and the 
spontaneous scattering. And the resistance induced by the elastic scattering of acoustic phonons is 
defined as the quantum resistance per conductive channel divided by the MFP and then multiply 
the temperature amendment factor, shown as (3.23)
0 1/ (1000 ),eR R T D T= ⋅  (3.28)
where 1 400T K= [140] and D is the diameter of the CNT. 
The resistance due to absorption of optical phonon is represented as
( )0 exp / / ,abs op B opR R k T lω= −  (3.29)
where 0.18 eVopω ≈ and ~ 20opl D [134, 140].
The overall per unit length resistance is 2 .abs eR R R= + A linear approximation is also proposed 
in [141] that for 270K<T<420K, the error is less than 10%
0
0
0
2 ,         100
1000
R TR T K
D T
 
≈ − = 
 
 (3.30)
So the effective MFP is
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01000
/ 2eff
Dl
T T
=
−
 (3.31)
In [142] and many that followed, the resistance was expressed using the extracted data from 
experimental results under room temperature and it simplifies the resistance as only a function of 
the CNT diameter. 
0 0/ /1000 ,effR R l R D= ≈  (3.32)
The effl is proportional to the diameter reported in [142] and the average MFP in both theoretical 
predictions [143-145] and measurement [146] is in the order of 1 μm for a SWCNT with the 
diameter of about 1nm so effl is approximated as 1000D.
Figure 3.5 Simulated temperature dependent MFPs at low-bias conditions.
To validate the aforementioned two approximations in (3.31) and (3.32), The MFP of a SWCNT 
with different diameters, lengths and bias voltage is calculated. First of all, the temperature 
dependent MFPs of a 3 μm SWCNT with the diameter of 2.4nm under low bias excitation (50mV) 
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is shown in Figure 3.5. This result is identical with that in [134]. It is also shown in Figure 3.5 that 
the total MFP is dominated by acoustic scattering at lower temperatures but when the temperature 
grows higher the two optical phonon induced parts become more and more non-negligible, as 
shown in (3.24).
Now the total MFP under the temperature range of 270K<T<420K can be simulated using the 
aforementioned different approximation equations, respectively. The simulated temperature 
dependence of the total MFP is shown in Figure 3.6.
Figure 3.6 Comparison of the approximation equations with the original full MFP equation, insert 
graph shows the error between MFP without OP emission and its approximation.
Figure 3.6 shows that the full MFP in [134] is about half the value compared to that of [138], the 
reason for this is the equation used for calculating ACl i.e. the dominate factor that affects MFP is 
different. The equation used in [134] was 1600 300 / T⋅ and that used in [138] was a diameter 
dependent value of 51000 400 / 4 10D T D⋅ = × . Although [134] didn’t give a diameter dependent 
equation, one can still assume it increases linearly with diameter. So for the SWCNT of the same 
quality with a different diameter, ACl would be 51600 / 2.4 300 / 2 10 .D T D⋅ ⋅ = × Comparing these 
two equations, one can easily find that the ACl in [134] is exactly half of that in [138]. This explains 
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well why the black line is only about a half of the red line yet the two keeps almost parallel across 
the entire simulated temperature. The cause for this difference may well be the different quality 
SWCNTs used in the measurement from which the MFP equations were extracted. 
Although different ACl values were reported for different SWCNTs, it’s important to notice that 
[134] was published in 2005 and [138] in 2008, so considering the improvement of synthesis 
methods over time, equation in [138] that gives larger MFP values will be used in all the following 
simulations of this thesis.
Finally, the most simplified MFP value is represented by the green line in Figure 3.6. The equation 
(3.32) was extracted from measurement results, so it already takes into account the material defects 
and the imperfect contacts’ effects. This equation derived from small radius SWCNTs, however 
as it’s energetically more efficient to collapse a SWCNT into a graphene sheet when the radius is 
larger than 2.5nm, in practice one can consider the conditions for this equation to be accurate will 
always hold. 
The other thing worth pointing out is that the blue line is the approximated value of red line and is 
reported to be less than 10% error [138]. However in the simulation it’s quite inaccurate as the 
insert graph shows as high as 60% error. The reason for this should be the vague value of opl used 
(~20D) in (3.29). However, taking the relationship of opl and D in [134] and replace the ~20D term, 
a modified version of (3.29) can be acquired as ( )0 exp / / 6.25D.abs op BR R k Tω= − Figure 3.7
shows the modified curve and its approximation.
Using the modified opl value, the approximation error can be reduced to less than 20%. Thus, the 
,300opl in (3.26) and (3.27) can be replaced by 6.25D to make it diameter dependent. 
( )
( )
( )
( )
11 1
'
, ,
300 1 300 1
6.25 6.25
1 1
OP OPOP
OP ems OP abs
OP OP
N N
l L D l D
eV N T N T
ω
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Figure 3.7 MFP without OP ems, original and approximation, after modification.
Figure 3.8 MFP as a function of diameter, with different SWCNT length grouped and the 
comparison with the length independent approximation.
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Figure 3.9 High bias MFP as a function of diameter, with different SWCNT length and the 
comparison with the length independent approximation
Using the modified equation (3.33) and (3.34) the MFP at 300K with different SWCNT diameters 
is simulated. The MFP for different SWCNT length was grouped and compared with the length-
independent model ( 1000effl D≈ ). Figure 3.8 shows simulated results. One can clearly see that at 
room temperature, the MFP increases with the increase of the diameter, but for small length 
SWCNTs, the increase becomes non-linear at larger diameters. In other words, the longer the 
SWCNT is, the more it can hold the linear increment of the MFP. Also it’s shown that the longer 
the SWCNT is, the length-dependent MFP grows closer to the length-independent result, this is 
important because it shows that for short interconnects the approximation (3.32) will introduce 
large errors and for long interconnects the approximation error is less than 10%. Figure 3.8 also 
shows that the increase speed of the MFP cannot ‘catch up’ with that of the SWCNT length, so 
only SWCNTs with very small length (L<5um) can have ballistic electron transmission. The 
electron transmission in longer SWCNTs will be diffusive.
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And finally, the reliability of (3.32) is tested under high-bias conditions. The bias voltage is 
increased from 50mV to 5V and the result is shown in Figure 3.8. It shows that under high-bias, 
the MFP curve loses linearity much faster than low-bias case, so (3.32) is totally invalid even for 
very long length SWCNTs with very small radius. This conclusion is consistent with [142], which 
mentions that (3.32) works for low-bias conditions and the high-bias case was not supported.
Figure 3.9 also shows that for high-bias, the MFP curves for SWCNTs with different length are 
‘condensed’. From the inserted graph in Figure 3.9 it can be seen that even for small radius 
SWCNTs the electron transmission will still be diffusive. In other words, the self-heating caused 
by high-bias breaks the ballistic transport in SWCNTs.
3.3.3 Summary of SWCNT MFP
In this section, the fundamental modeling techniques for a graphene shell i.e. a SWCNT are 
reviewed. Besides the electrostatic inductance and capacitance, the kinetic inductance and 
quantum capacitance resulting from the band-structure of graphene and the quantum interaction of 
electrons at nano scale is introduced and their value analytically expressed. The focus is on the 
MFP calculation which is the key factor that influences the resistance and with the above 
discussion, the conclusion can be drawn that 
1. The acoustic phonon induced resistance is dominant in the overall resistance. 
However, when the temperature is high the optical phonon induced resistance is non-
negligible. 
2. By comparing the three different MFP equations, the constant value of ,300acl and 
,300opl in [134] is replaced with the function of diameter. This modified model is compared 
with its approximated model and has reduced the error from precious results by 40%.
3. With this modified equation, the MFP with the now generally used approximation 
is calculated and compared and it is found that when the SWCNT is short (<10um), the 
error from this approximation would be too large to be accurate. 
4. The (3.32) approximation will hold only for low-bias, long length SWCNTs. For 
low-bias, the electron transport is ballistic with SWCNT length L<5um, and diffusive for 
L>5um. For high-bias, serious self-heating will destroy the ballistic transport and all 
electrons will be transported diffusively.
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Thus, in the following section and chapters of this thesis the modified full MFP expression (3.33) 
will be used instead of the simplified expressions.
3.4 Simulation of a single SWCNT
Assume the SWCNT over ground geometry with 2 terminals added to each end of the SWCNT, 
as depicted in Figure 3.10.
The two terminal contacts are symmetric, so the metallic contact resistance Rc at each terminal is 
the same. The total contact resistance is Rc+R0/2. The voltage excitation is set at port 1 as 01V and 
the reference impedance at each port is 0Z . This becomes the classical transmission line (TL) 
problem and by using the techniques in [130]. The total S-parameter can be solved as
01
11
01 0
2 1 ,in
in
Z ZVS
V Z Z
−
= ⋅ − =
+
 (3.35)
Figure 3.10 Terminal configuration for a SWCNT
where inZ is the input impedance seen from port 1
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2
21
01
2 .VS
V
=  (3.36)
The characteristic impedance of the CNT is given by 
,totc
tot
R j LZ
j C
ω
ω
+
= (3.37)
where R is the resistance per unit length, 'tot k ML L L= + and 
1 ' 1 1
tot q EC C C
− − −= + .
The S-parameter of a single SWCNT with radius of 2nm, length of 10um and the distance between 
itself and the ground set to be 1um is simulated using both ADS and MATLAB. First of all the 
MFP needs to be checked to ensure the transport is diffusive otherwise the distributed circuit model 
degenerates into a lumped one. According to chapter 2, for such a SWCNT, 3.72 μmeffl = . This 
is smaller than the length of SWCNT, so the condition holds.
The ADS simulation configuration is shown in Figure 3.11 and the result is shown in Figure 3.12.
In Figure 3.11, each box is one per unit length and its detailed circuit is shown at the upper right 
corner. The green circle at the left side shows the reference impedance used in the simulation is 
50Ohms. 
From Figure 3.12 we can see that up to 750GHz, the two simulations have identical results. From 
800GHz upwards, the S11 shows some error but is within 0.5%. This should be caused by the 
additional parameters in ADS’s build-in library that affects the high frequency behaviour. But the 
frequency of interest of this thesis is in microwave, at which the two results are identical. 
Note that the simulated S11 is very high and S21 very low, which means almost all the energy is 
reflected. This is because the reference impedance is still set to be 50 Ohms, while the intrinsic
impedance of the SWCNT is ~12.9KOhm, creating a serious mismatch at the interface. If the 
SWCNT can be loaded to high reference impedance, a better transmission will be achieved.
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Figure 3.11 ADS configuration of a single SWCNT S-parameter simulation, each box represents 
one unit length and upper right shows its circuit.
Figure 3.12 S-parameter simulation result from ADS (dashed line) and MATLAB (solid line), 
across the frequency simulated the error is within 5%.
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3.5 Simulation of a SWCNT bundle under common-mode excitation
For a SWCNT bundle, Burke has proved that there’re three spin modes (neutral) and one charged 
mode i.e. common mode. In this thesis we only consider the common mode, in which all channels 
in the SWCNT bundle are excited with same voltage. 
The signal propagation in a SWCNT bundle have been studied in many papers [147-149], and an 
effective single conductor model was proposed in [126]. These studies were all based on the 
assumption that in inter-CNT electrostatic coupling is weak [150, 151].  However, these papers 
are mainly for interconnection purposes and the S-parameter which is important to microwave 
applications and characterizations is not the major concern. Furthermore, it is suggested in [152] 
that when the CNT bundle becomes large, the electrostatic coupling will eventually increase to the 
same order of kinetic inductance or even higher and cannot be neglected. So it’s important to do a 
comparison of the S-parameter of a SWCNT bundle with electrostatic coupling taking into account 
and that of an effective single-conductor that neglects the coupling. 
The difficulty to do so is that the calculations is essentially solving a multi-conductor transmission 
line (MTL) equation with 2n-port i.e. 2n unknowns, while the 2-port configuration gives only 2 
terminal conditions. Thus it forms an under-determined set of equations from which S-parameter 
is impossible to be calculated using conventional techniques. Thus, it is very necessary to develop 
a new technique to calculate the 2-port S-parameter of a 2n-port bundle with all electrostatic 
coupling taking into account.
3.5.1 Configuration and MTL equation
Figure 3.13 shows the cross section of a SWCNT bundle over ground. The distance from the 
bottom line of SWCNT to the ground is H and the distance between neighbouring SWCNTs is d. 
There’re n layers of SWCNT and each layer has m SWCNTs, so the total number of SWCNT in
the bundle is m*n. To locate an arbitrary SWCNT in the bundle, simply multiply the layer number 
with the number in the layer, for example, the SWCNT in the red circle is number (n-2)*2, and the 
SWCNT in the blue circle is number (n-1)*m. Thus, any SWCNT in the bundle can be uniquely 
identified.
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The MTL propagation equation for the MWCNT can be written as [131]
( ) ( )
( ) ( ) ,
d V x I x
dx
d I x V x
dx
= −
=
Z
Y
 
  (3.38)
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j
ω
ω
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= + +
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Z R L L
Y C C
 (3.39)
Figure 3.13 Cross sectional view of a SWCNT bundle above ground.
The distributed circuit elements are calculated using equations in chapter 2, although the average 
number of metallic SWCNTs in the bundle is 1/3 of the total SWCNTs so an effective number of 
conductive channels of 2/3 is generally used, considering the distribution of the metallic SWCNT 
is random, the effect is only that the effective distance between neighboring SWCNTs increases. 
So it’s considered that all SWCNTs in the simulation is metallic and the number of conductive 
channels is still 2. The bold term in (3.38) and (3.39) means matrix, so sR is a diagonal matrix of 
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per unit length diffusion resistance, kL is the diagonal matrix of per unit length kinetic inductance, 
qC is the diagonal matrix of the per unit length quantum capacitance, eL is the full symmetric 
matrix of the per unit length electrostatic inductances, and finally, eC is the full symmetric matrix 
of the per unit length electrostatic capacitances.
The diagonal elements of eL can be expressed analytically as [124]
, a cosh ,
2
i i i
e
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 
=  
 
 (3.40)
where ir is the diameter of the i-th SWCNT and ih is the distance from the center of i-th SWCNT 
to the ground. 
The off diagonal elements of eL is [131]
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where ,i js is the distance between i-th SWCNT and j-th SWCNT.
Considering the identification rule shown in Figure 3.13, (3.40) and (3.41) can be further 
developed into
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 (3.43)
The matrix eC can be calculated using the equation
1
e eµε
−= ⋅C L  (3.44)
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where µ and ε is the permeability and the permittivity of the host medium that fills the space 
between SWCNTs.
3.5.2 Modal analysis and ABCD matrix
The transmission line model (3.38) can be solved applying the modal analysis method in [131], 
which gives an ABCD matrix expression as
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0( ) ( )
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Matrix M , N is the eigenvector matrix of ⋅Z Y and ⋅Y Z , respectively and ⋅λ λ is the diagonal 
eigenvalue matrix of ⋅Z Y . As Z and Y are symmetric, it can be proven that ( )T⋅ = ⋅Z Y Y Z and
1 T− =M N . cZ is the characteristic impedance of the MTL network [131]:
1 1,c
− −= ⋅ ⋅ ⋅Z Y M λ M  (3.47)
and the characteristic admittance 1.−=c cY Z
If we take the lumped contact resistance into consideration, the ABCD matrix Γ of the entire 
MTL becomes
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where E is the diagonal unity matrix and cR is the diagonal matrix of the contact resistance at 
each terminal.
3.5.3 A Novel technique of solving 2-port S-parameters of an arbitrary 2n-
port network
First, incorporate the transfer matrix with common mode port excitations and calculate the S-
parameters from the overall current at the two terminals without solving the currents on each of 
the CNT. 
Figure 3.14 shows the configuration of the terminal excitations. Assume the array is excited by a 
common mode terminal voltage [ ]... Ts s s sV V V V=

, and there’s no mutual coupling between 
each two terminals. The port impedances are set to 0z at both ends. To calculate the S-parameter 
of the array, the following equations need to be solved:
( ) ( ) ( )0 01 1m mz z× ×− ⋅ = ⋅ ⋅ + ⋅∑ ∑s 11 12V I 0 Γ I l Γ I l
 
 (3.49)
( ) ( ) ( )0 1  mz ×= ⋅ ⋅ + ⋅∑21 22I 0 Γ I l Γ I l

 (3.50)
where 
( ) ( ) ( ) ( )0 0 , 0 ,..., 0
T
mn
I I I I
 
 =
  
∑ ∑ ∑ ∑
   

and ( ) ( ) ( ) ( ), ,..., .
T
mn
I l I l I l I l
 
 =
  
∑ ∑ ∑ ∑
   

From (3.50) one can get 
( ) ( ) ( )1 1 112 0 12 0 12 110 .sI l V z I z I l− − −= ⋅ − ⋅ ⋅ − ⋅ ⋅ ⋅∑ ∑Γ Γ Γ Γ
    
 (3.51)
Note that sV

, ( )0I∑

and ( )I l∑

are three vectors whose every element is identical, so by 
summing up the elements at both sides of (3.51) and get
( ) ( ) ( ) ( )1 1 112 11 12 0 120 0 .sI l z I l V z I− − −+ ⋅ ⋅ ⋅ = ⋅ − ⋅ ⋅∑ ∑∑ ∑ ∑∑ ∑∑ ∑Γ Γ Γ Γ
   
  (3.52)
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In this way, the original matrix equation (3.50) of 2 mn⋅ unknowns becomes a scalar equation 
(3.52) of only 2 unknowns, namely ( )I l∑

and ( )0I∑

.
Figure 3.14 Configuration of terminal excitations [131]
Similarly, from (3.49) one can get
( ) ( ) ( ) ( )
( ) ( )
1
0 21 22 12 0
1
0 22 12 11
0 0
               .
sI z I l V z I
z I l
−
−
 = ⋅ ⋅ + ⋅ ⋅ − ⋅ 
− ⋅ ⋅ ⋅ ⋅
∑ ∑∑ ∑ ∑∑ ∑
∑∑ ∑
Γ Γ Γ
Γ Γ Γ
   
  (3.53)
Finally, (3.52) and (3.53) forms a set of 2 equations with 2 unknowns. And the total current at 2 
ports (x=0 and x=l) can be solved as
( )
( )
( )
1
22 12
1
0 22 12 0
0 ,
1 s
P
I V
z z P
−
−
⋅ +
= ⋅
+ ⋅ + ⋅
∑∑∑ ∑∑
Γ Γ
Γ Γ

 (3.54)
where 
( )
( )
1 1
0 21 22 12 11 12
1
0 12 11
,
1
z
P
z
− −
−
 − ⋅ ⋅ =
+ ⋅
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∑∑
Γ Γ Γ Γ Γ
Γ Γ
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and 
( )
( )
( )
1
12 0
1
0 12 11
0
,
1
sV z I
I l
z
−
−
 ⋅ − =
+ ⋅
∑∑ ∑
∑ ∑∑
Γ
Γ Γ

 (3.55)
Once the 2 total port currents are solved, the input impedance can be easily solved as
( ) ( )0 0 / 0 ,in sZ V z I I = − ∑ ∑  (3.56)
and finally, the 2-port S-parameters can be solved using (3.35) and (3.36).
3.6 Comparison of effective single conductor model and full model
In this section, a detailed comparison of ESC and MTL models for different CNTs is presented. 
As the ESC model is significantly time efficient compared to the MTL model, it is beneficial to 
show the validity range of the ESC model where accuracy is not affected. 
Figure 3.15 Schematic configuration of a MWCNT above ground plane [153].
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The configuration of a single MWCNT above an infinitely large ground plane is shown in Figure 
3.15. 
First of all, the distance between each 2 neighboring shells in a MWCNT is 0.34nmδ = so given 
the outer radius and inner radius, the structure of a MWCNT is fixed and the total number of shells 
can be calculated as
( ) 1out inr rN
δ
− 
= + 
 
 (3.57)
the number of conducting channels is no larger than 2 for each shell of the MWCNT. Instead, they 
can be expressed by the following equation [133].
7.74 4 0.2  r>650/T
2 / 3                               other
c
c
N e T r
N
= − ⋅ ⋅ +
 =
 (3.58)
3.6.1 A single MWCNT
For small radius shells, (3.58) calculate the number of conductive channels using the average 
number of conductive channels of a SWCNT, and for larger radius shells, (3.58) is radius 
dependent (assume same temperature), which means that even the chirality of the CNT does not 
satisfy the metallic conditions, as long as the diameter is large enough, the MWCNT is always 
conductive. Like the SWCNT bundle, the per unit length parameters of the MWCNT are matrices. 
The electrostatic couplings are different from the SWCNT bundle cases. The mutual capacitance 
eC is a band diagonal matrix because the capacitive interactions between non-neighboring shells. 
The non-zero elements of eC is [153]
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(3.59)
As mutual capacitance array is largely comprised of zero elements, it is expected that the results 
from ESC and MTL models does not vary too much. 
To compare the ESC model of a single MWCNT with full MTL model, four individual MWCNTs 
with different outer radii are simulated with both ESC and full MTL models. The inner and outer 
radii are 2:4, 5:10, 10:20 and 8:24 respectively. Generally the ratio of inner and outer radius ranges 
from 0.3~0.7, and the average value 0.5 is often used.The 8:24 MWCNT is used to make the 
simulation more general. The result is shown in Figure 3.16. Note that in order to make S11 more 
visible, reference impedance 0z is set to be 12.9KOhm, i.e. good matching between the port and 
the MWCNT.
So the conclusion is that for a single MWCNT, the accuracy of the ESC model is well within the 
acceptance range, so in order to simplify the simulation process, a single MWCNT can be 
simulated as an effective SWCNT.
3.6.2 An array of CNTs
A CNT array depicted in Figure 3.13 can be reduced into the effective single conductor model, as 
shown in Figure 3.17.
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(a)                                                                                (b)
Figure 3.16 Comparison of S-parameters of a single MWCNT with 4 sets of inner: outer radius. 
(a) is the S11 and (b) is the S21. The inset in (b) is the error between two models.
Figure 3.17 Circuit representation of Effective single conductor model of a SWCNT bundle.
By neglecting the mutual coupling, only the electrostatic inductance and capacitance between the 
SWCNT and ground is taken into account, which gives:
/ 2escs s cR R N= ∑  (3.60)
' / 2esck k cL L N= ∑  (3.61)
' 2ecsq q cC C N= ⋅ ∑  (3.62)
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The case when m=n is simulated. In this case, effective conductor radius is half the length of the 
bundle and the height above ground is from the center of the bundle to the ground.
We compare the S-parameters of three 100um long MWCNT arrays calculated by the MTL 
technique depicted above and the ESC model [5], which uses a single effective conductor to 
represent the multi-conductor array of MWCNTs. The first array has a total number of 20×20 
MWCNTs with innermost radius r1=3nm and 9 shells, the second array has a same number of 
MWCNTs with innermost radius r1=10nm and 30 shells, while the third array has a total number 
of 2×2 MWCNTs with the same innermost radius and number of shells as the first array. The 
distance above ground is 1um for all three cases. The simulation frequency is from 1GHz to 2 THz. 
The spacing between every neighboring MWCNTs (edge to edge) are set as 100nm. Such a spacing 
makes the MWCNT array sparse enough so that the mutual coupling in (3.41) is valid. At the same 
time, the wavelength at 2THz, which is 150µm, is much larger than the spacing of neighboring 
MWCNTs so that a TEM transmission is guaranteed. Thus the transmission line model is valid 
across the entire frequency of interest. Like in 3.6.1, to make the resonant peak of S11 deep enough 
for comparison, the reference impedance z0 is set as the characteristic impedance of a metallic 
SWCNT instead of 50Ω.
The simulated S-parameter are shown in Figure 3.18. Clearly the results from two models are 
identical up to around 200GHz, while at higher frequencies, a small shift in periodicity appears in 
MTL, as it considers the coupling between every two CNTs. This difference is due to the fact that 
with the increase of frequency, the impedance introduced by the magnetic inductance becomes 
dominant. This inductance part is taken into account in the MTL model but completely neglected 
in the ESC model. Due to the same additional impedance, the MTL results shows multiple spikes 
between two resonant peaks and it seems the maximum difference between the results of the two 
models appears at these spikes. This difference between the results given by MTL and ESC models 
in the third array is smaller than that in the first array, and the difference between the two models 
are largest in the second array. So the conclusion is that for arrays with the same geometry, the 
difference between MTL and ESC model increases with the increase of an array’s total size, i.e. 
the number of CNTs in the array, as well as the diameter of each CNT. 
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From the above comparison, the conclusion can be drawn that for a large CNT array and 
frequencies above 100GHz, the ESC model is no longer valid and the MTL model should be used 
instead.
(a)
(b)
Figure 3.18 Simulated S11 (a) and S21 (b) of three MWCNT arrays with different CNT radii and 
array sizes using MTL (solid) and ESC (dashed) models.
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3.7 Summary
In this chapter, the transmission line model in both single- and multi-conductor configurations are 
investigated and the equivalent circuit model for a SWCNT is studied. From the equivalent circuit 
model, a general technique to analyze an arbitrary CNT arrays is proposed to calculate the S-matrix 
from the multi-conductor transmission line (MTL) model. The proposed technique takes into 
account all the effect of mutual coupling and presents the analytical solution of the 2-port S-matrix 
of complex CNT arrays directly from the 2n-port network equations. The simulated S-parameters 
from low GHz to THz are compared with previous ESC models and the results that due to the 
neglecting of mutual coupling components , the ESC model is no longer accurate for large arrays 
or small arrays from sub-THz. can be used as guidelines for future analysis of CNT based 
interconnects, antennas and absorbers.
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Chapter 4 Characterization of the 
Vertically Aligned Multi-Wall CNT 
arrays
In chapter 3, an analytical technique to extract the 2 port S-parameters from an arbitrary VACNT 
array is proposed. This chapter focuses on the characterization of both SWCNT and MWCNT 
arrays under different temperature, host medium, and cross section.
4.1 Input impedance
The input impedance is one of the important characteristics of CNT arrays. Although it has been 
studied using the ESC modelling [126], we focus on the comparison of input impedance with MTL 
modelling. Furthermore, the published results assume air as host medium and room temperature, 
here we also compare the results under different host medium and temperature.
With the conclusion in chapter 3, it is straight forward to model an MWCNT array. First replace 
the MWCNT’s MTL model to the effective SWCNT model, and the MWCNT array is the same 
as a SWCNT array, the S-parameters of which can be calculated using the same techniques 
described in chapter 3.
First of all, the proposed model is applied to the simulation of the propagation characteristics of a 
horizontal MWCNT. The external shell of the nanotube is located at the distance d=100nm from 
the perfect conducting ground plane, with radius of the inner-most shell r1=0.5nm and that of the 
outer-most radius depending on the number of shells n. The calculation is performed assuming 
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that the MWCNT is excited in common mode by an ideal sinusoidal voltage source with an RMS 
value 0.01V from 100MHz to 100GHz. The CNT transmission line is terminated with the load 
impedance LZ in common mode configuration.
(a)                                                                            (b)
Figure 4.1 amplitude of input impedance of a single MWCNT of 50, 75, 100 and 150 shells above 
ground plane, (a) is our simulation and (b) is from published paper [153].
Figure 4.1(a) and (b) show the frequency spectra of the input impedance inZ of the MWCNT, 
computed in short-circuit terminal configurations ( LZ 0= ) with permittivity of host medium set 
as 1. The length of the line is 50µm, and the number of shells are 50, 75, 100 and 150, respectively. 
From the result one can see that firstly, the magnitude of the input impedance increases with 
frequency and decreases as the number of shells n increases. The result matches very well with
previously published results [153].
With the validation of the extraction technique in Figure 4.1, one can simulate an array of 
MWCNTs at a wider frequency range. Figure 4.2 shows the real and imaginary part of the input 
impedance of a 20µm long 2×2 MWCNT array under different temperature and host permittivity. 
The array is comprised of MWCNTs with 1 3r nm= and 9 shells. The reference impedance z0 is 
set as 50Ω.
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(a)
(b)
Figure 4.2. Real (a) and imaginary (b) part of the input impedance of MWCNT arrays in host 
medium with different permittivity and temperature.
Clearly, both the real and imaginary part of the input impedance changes periodically with 
frequency. Within each period, the Im[Zin] has two zero points, where the real part reaches the 
minimum and maximum values , respectively. This result suggests multiple applications. At the 
frequency points where Re[Zin] is the minimum, the CNT array can be used for antenna 
applications for low loss and easy of matching, while at frequency points where Re[Zin] is 
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maximum, the CNT array is suitable for the application of nano-cables connecting devices such as 
THz photomixers, which typically have a high output impedance. 
The change of permittivity changes the periodicity of the array, and the peak magnitude as well. 
The number of resonant peaks increases with the increase of the permittivity. This can be used to 
pull down the working frequency of CNT devices. From the case of 1,  5 and 10rε = it is evident 
that increasing the host medium’s permittivity reduces the peak magnitude of the input impedance 
of the MWCNT array significantly.  In comparison, the temperature change has the similar effects. 
From 250K to 350K, the temperature increase causes the peak magnitude of the input impedance 
to decrease. But the scale is much smaller, especially the change in periodicity. This shows that by 
embedding the CNT in appropriate host medium, the input impedance can have large tunable 
ranges and the heat generated will further reduce the impedance, increasing the overall efficiency.
Figure 4.3. Different tenability curve of input impedance. The upper shows its relationship with 
permittivity and the lower shows that with temperature.
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(a)
(b)
Figure 4.4. Real (solid) and imaginary (dashed) part of an MWCNT array’s input impedance with 
array size.
Furthermore, Figure 4.3 shows the relationship between inZ and different permittivity and 
temperature. One can see that the inZ - rε relationship can be well fitted by a square root function, 
as the wave impedance  1
r
η
ε
∝ . This indicates that the area with largest tunability is the one 
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closest to 1rε = and with the increase of permittivity the tunable range will decrease rapidly. On 
the other hand, the inZ ~T relationship is linear, which suggests that the tuning through 
temperature is more controllable. However, the working temperature for electronic devices are 
mostly above 250K and below 400K, the tunable range through temperature is limited.
Figure 4.5 Input impedance for a 5x5 MWCNT array in 3 different lossy medium, (a) is the real 
part and (b) is the imaginary part. 
In the above analysis the input impedance for a fixed MWCNT array in different host medium and 
temperature is present. Similarly, the input impedance of different MWCNT arrays with various 
sizes are also compared. We simulated four MWCNT arrays comprising 2x2 5x5, 10x10 and 
15x15 CNTs, respectively. The CNT radius and array lengths are the same with the previous case. 
The real and imaginary part of the input impedance in Figure 4.4 shows that increasing the number 
of CNTs has a similar effect on the input impedance with increasing permittivity and temperature. 
This is understandable as increasing the number of CNTs connected in parallel leads to the 
increasing of total number of conductive channels, thus decreasing the total input impedance. 
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In previous analysis the host medium are set as lossless, which is not so in reality. So a general 
case where MWCNT arrays are fixed in lossy medium is also discussed. We simulate an array 
with 5x5 CNTs and host them in the medium with permittivity 4.4 0.088r iε = + (FR4 epoxy), 
4.4 0.02r iε = + and 3.2 0.01r iε = + (polyester), respectively. 
First of all, for the medium with the same real part, the resonant periodicities are exactly the same, 
which means the resonant frequency is independent on the imaginary part of the permittivity. 
Second, with the presence of the imaginary part, the peak magnitude of both the real and the 
imaginary part of the input impedance increase over the frequency. The larger the loss tangent, the 
larger this increase of the impedance is. 
4.2 Network parameters and absorption
4.2.1 ABCD and impedance matrix
(a)
(b)
Figure 4.6 (a) The CNT network as a black box, only 2-port characteristics need to be considered, 
(b) the effective T-shaped effective network
S-parameterZ0 Z0
CNT Network
Z0Z0
Z11-Z12 Z22-Z12
Z12
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In Chapter 3, the technique to extract the 2-port S-parameters from the MWCNT array is presented. 
This technique enables us to regard the entire MWCNT network as a black box and only consider 
its 2-port characteristics, as shown in Figure 4.6(a). In this section, we are going to further explore 
all other network parameters, which are convertible from each other, and finally, discuss the 
absorption properties of the array.
The ABCD matrix can be obtained from the S-parameter as 
( )
11 22 12 21 0 11 22 12 21
11 22 12 21 11 22 12 2121
0
(1 )(1 ) (1 )(1 )
1
1 (1 )(1 ) (1 )(1 )2
S S S S Z S S S S
A B
S S S S S S S SC D S
Z
+ − + + + − 
   =   − − − − + +    
 (4.1)
and the impedance matrix Z can be obtained from ABCD matrix as
11 12
21 22
1 .
1
Z Z A AD BC
Z Z DC
−   
= =   
  
Z  (4.2)
Figure 4.7 Impedance components of the effective T-shaped network. 
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Since the network is reciprocal, (4.1) and (4.2) can be further simplified by substitute 12S with 21S
and 22S with 11.S
Figure 4.6(b) shows the effective T-shaped network of the CNT network with the same geometry 
as before and the host medium of air. The corresponding impedance components are plotted in 
Figure 4.7.
It appears that all the real part of the impedance are very low up to 500GHz. The imaginary part 
for the impedance components of 11 12Z Z− changes simultaneously with the real part and follows 
a similar trend with the total input impedance, while the imaginary part for 12Z shows very strong 
capacitive behaviour at low frequencies.
4.2.2 Absorption 
It has been widely reported that CNTs are lossy, and due to the ‘slow wave’ effect one of their 
most promising applications is probably the wide band ultra-thin absorbers. So it’s good to use the 
MTL model to do an estimation of their absorbing capabilities.
With the S-parameters calculated, the absorption of the CNT can be calculated using
2 2
111 21absoption S S= − −  (4.3)
As the absorption in (4.3) is a function of both S11 and S21, it will change according to different 
reference impedances 0z . Different CNT arrays will also have different reflections so it is difficult 
to compare directly the absorption of different CNT arrays. In order to get the relationship between 
total power that flows into the CNT and the proportion of the power absorbed during this process, 
the absorption is normalized to the total transmission and the reflection, i.e. S11 is calibrated out.
2
11
 .
1
absorptionnormalized absorption
S
=
−
 (4.4)
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In this way, the Next sections will discuss the influence on different parameters of the CNT array, 
e.g. number of shells, size of the array, length, etc. 
a) The influence of number of shells on absorption
Two groups of a single MWCNT is simulated in this case. The first group has a fixed outer radius 
of 6nm and the inner radius changes from 1nm to 3nm. The second group has a fixed outer radius 
of 20nm and the inner radius changes from 2nm to 10nm.
The absorption and normalized absorption are shown in Figure 4.8, from which one can find that 
due to the resonances of S-parameters as shown in Chapter 3, the absorption itself also resonates 
periodically across the wide frequency range and there is no comparable relationship between any 
of the two CNTs. However, the normalized absorption clearly shows that first of all, the CNTs 
with a larger outer radius have much lower absorption than the ones with a smaller outer radius, 
also, for CNTs with a same outer radius, the one with a smaller inner radius has lower absorption.
Figure 4.8. Absorption and normalized absorption for two different groups of CNTs. One group 
has a fixed outer radius of 6nm and the other has a fixed outer radius of 20nm, while the inner radii 
change. 
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This result is understandable. The absorption, i.e. loss is achieved by the per unit length resistance 
in a CNT. The shells in the MWCNT are connect in parallel in the common mode excitation and 
the more shells there are, the less the total per unit length resistance, thus less absorption.
b) The influence of number of CNTs on absorption
Four SWCNT arrays with the number of CNTs inside them being 2x2, 4x4, 8x8, and 16x16 are 
simulated. The radius of the SWCNT is 5nm and the length of the array is 10µm. Other parameters 
remain the same as before. 
Figure 4.9 . Absorption and normalized absorption for two different groups of CNTs. One group 
has a fixed outer radius of 6nm and the other has a fixed outer radius of 20nm, while the inner radii 
change.
The result in Figure 4.9 shows that the larger the array is, the smaller the absorption, for the same 
reason as explained in section a). This also means that the efficiency of CNT devices such as 
interconnect or antenna can be improved by replacing stand-alone CNT with arrays. As the number 
of CNTs in the array can be increased much easier than increasing the number of shells in the CNT 
since the process of CVD synthesis is largely uncontrollable. In this case, it is much more 
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applicable to use CNT bundles to increase the efficiency and decrease absorption than to synthesize 
large-diameter CNTs.
c) Influence of length on absorption
Three arrays comprised of 8x8 CNTs and lengths of 10µm, 20µm and 30µm, respectively are 
simulated. The result is shown in Figure 4.10.
It appears that the peak magnitude of the absorption increases with the increase of the lengths and 
the 30µm array has the highest peak absorption. However, due to the difference in resonant 
frequencies, the normalized absorption of a 30µm array is not always higher than that of a 10µm 
array.  Nevertheless, in lower frequencies (up to 300GHz), the normalized absorption of a longer 
array is always higher than a shorter array. 
Figure 4.10. Absorption and normalized absorption of three 8x8 MWCNT arrays with different 
length.
d) Influence of CNT concentration on absorption
Finally, three arrays comprised of 8x8 CNTs length of 20µm with different concentration, i.e. 
distance between neighbouring CNTs are simulated. In Chapter3, it has been mentioned that a 
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typical distance between neighbouring CNTs are 100nm and in this part, the distance are 50nm, 
100nm, 200nm, respectively.  From the result in Figure 4.11, one can find that in microwave 
frequencies, the absorption for different concentration are almost identical. At higher frequencies 
such as THz, the peak magnitude of the absorption remains the same, but shifts in frequency. The 
normalized absorption for a densely packed CNT array is lower than a loosely packed CNT array. 
Figure 4.11. Absorption and normalized absorption of three 8x8 MWCNT arrays with different 
concentration
With the influence of all parameters of a CNT array on its absorption discussed, the general case 
where the CNT array is fixed in a lossy medium with different temperature is studied. The CNT 
array being simulated is comprised of 2x2 CNTs. The inner radius is 3nm and number of shells is 
9. The host medium is FR4 epoxy with 4.4 0.088r iε = +  and the length of the array is 10µm. 
The simulation results in Figure 4.12 shows that compared to the S-parameters in Chapter 3, one 
can see that lossy materials will increase the magnitude of each resonant peak of the S21 and 
decrease that of S11. As a result, the absorption also increases in magnitude as the frequency goes 
higher. However, the normalized absorption shows that the absorption capability of the array 
actually decreases with the increase of frequency. This suggests that for arrays in lossy medium, 
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the better working frequency band for the CNT array is in higher frequencies.
Figure 4.12 S-parameters and absorption for a MWCNT array in lossy medium
4.3 MWCNT arrays with arbitrary cross section
In previously analysis, a square cross section of the MWCNT array is always assumed, which is 
not the case in reality. Especially, different applications usually require MWCNT arrays with a 
different aspect ratio. In order to influence of different cross sections on the network parameters 
and absorption, a total of 1225 MWCNTs with aspect ratio of 1 (square cross section), 25 
(rectangular cross section with 7 layers and 175 CNTs each layer), 49 (rectangular cross section 
with 5 layers and 245 CNTs each layer) and 12250 (rectangular cross section with 1 layer and 
1225 CNTs each layer) are simulated, respectively. For comparison, a CNT array with a triangular 
cross section and a same number of CNTs (49 layers in total) are also simulated.
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(a) (b)
(c)   (d)
(e)                                                                             (f)                                                                  
Figure 4.13. Simulated (a) S11, (b) S21, (c) absorption, (d) normalized absorption, (e) real part of 
the input impedance and (f) imaginary part of the input impedance of a total number of 1225 CNTs 
with a rectangular cross section of different aspect ratio.
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4.3.1 Rectangular cross section
The S-parameter, input impedance, absorption and normalized absorption of the CNT arrays with 
the aspect ratio of 1, 25, and 49 are shown in Figure 4.13. For a large array like this, the S-
parameters are no longer periodic in the simulated frequency, instead, it shows a series of small 
resonances at high frequencies with no clear periodicity, due to the increasingly large total 
coupling in the array. 
However, the absorption and normalized absorption are almost identical for all three arrays up to 
200GHz, which means at microwave and millimetre wave frequencies, changing the aspect ratio 
of very large arrays does not have a significant impact on the absorption. 
The real part of the input impedance shows that by employing large arrays, the high intrinsic 
impedance of CNT of h/2e2=12.9kΩ can be reduced to several hundred Ohms and at low 
frequencies very close to 50Ω, which is the characteristic impedance of the coaxial transmission 
line. However, the imaginary part of the input impedance does not have any zeroes at microwave 
and millimetre wave frequencies, which limits its application as antennas in such frequencies. On 
the other hand, the first zero point in Im[Zin] appears at 1.3THz, with the corresponding aspect 
ratio being 25, where the corresponding Re[Zin] is still very close to 50 Ω. Note that the first zero 
point appears at 1.8THz for the square cross section and 1.4THz for the aspect ratio of 49, 
suggesting that first, a large array can be very promising in THz antenna applications and second, 
the smaller aspect ratio is, the lower frequency the first zero point in the imaginary part of the input 
impedance is.
4.3.2 Triangular cross section
The S-parameter, input impedance, absorption and normalized absorption of the CNT arrays with 
a triangular cross section are shown in Figure 4.14, in comparison of the array with rectangular 
cross section. The result are similar to the case of cross section, especially the aspect ratio of 25. 
Similar to the rectangular cross section case, the absorption and normalized absorption are almost 
identical up to 200GHz, but from 200GHz to 700GHz the absorption of the triangular cross section 
are always higher than that of the square cross section. 
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(a)                                                                        (b)
     
(c)                                                                        (d)
Figure 4.14. Simulated (a) S-parameters, (b) absorption and normalized absorption, (c) input 
impedance and (d) geometry of the cross section of a total number of 1225 CNTs with a triangular 
cross section in comparison to the square cross section array.
4.3.3 Rectangular cross section with aspect ratio of 1225:1
Finally, the special case where there is only 1 layer of 1225 CNTs is simulated and compared to 
the square cross section case in Figure 4.15. Previously results in Figure 4.13 shows that the larger 
the aspect ratio, the lower the S11, however the single layer case shows the largest S11 in all cross 
sections simulated. As a result, the normalized absorption start to deviant from the absorption at 
400GHz, which is the lowest of all cases. The normalized absorption increases linearly with 
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frequency from 400GHz to 1200GHz and does not have multiple absorption peaks in this 
frequency, which is different from all other cases. Similarly, the S-parameter and input impedance 
also shows the smoothest curves from 1GHz to 1200GHz, without any resonant peaks. 
(a)                                                                        (b)
     
(c)                                                                          (d)
Figure 4.15. Simulated (a) S-parameters, (b) absorption and normalized absorption, (c) input 
impedance and (d) geometry of the cross section of a single layer of 1225 CNTs with the aspect 
ratio of 1225, in comparison to the square cross section array.
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4.4 Wave propagating velocity inside the CNT array.
It has been reported that due to the large kinetic inductance, the wave propagating velocity in a 
CNT is 58.0 10  m/sk qv L C= ≈ × , as mentioned in Chapter 3. To further study this conclusion, 
the wave velocities is calculated from the Fabry-Perot resonance (F-P resonance) for a series of 
CNT arrays with different sizes.
Figure 4.16. Illustration of the Fabry-Perot resonance caused by inserting a different media into 
another, creating a cavity in which wave can reflect multiple times.
The periodical change of both input impedance and absorption is the result of typical Fabry-Perot 
resonance. The Fabry-Perot resonance is caused by the insertion of a media into another with a 
different wave number, as shown in Figure 4.16. The transmission line theory has stated that the 
wave propagates inside such a structure will have multiple reflections at the boundary of the two 
different medium, forming standing waves, as observed in the simulation results in Figure 4.3 and 
Figure 4.
The Fabry-Perot resonance is controlled by the length of the MWCNT array and for a fixed length 
array, the wave propagation velocity can be obtained from the Fabry-Perot resonance condition.
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2 / ,               1, 2,...L n nλ = ⋅ = (4.5)
where l is the length of CNTs and λ is the wavelength. As λ =v/f the wave velocity can be calculated 
as
2v f L= ∆ ⋅ (4.6)
where Δf is the frequency gap between each 2 neighboring peaks in  Zin.
Four different MWCNTs with r1 of 2.5nm, 3nm, 4nm and 5nm and 8, 27, 48 and 16 shells are 
simulated respectively with different array sizes and the result is shown in Table 1, in which the 
last column is the total number of conducting channels in a single MWCNT.
Table 4.1 Wave propagating velocity for MWCNT arrays
Inner radius
v/c for different array sizes
N∑
1x1 2x2 5x5 10x10
2.5 0.036 0.066 0.152 0.274 8.455
5 0.062 0.115 0.247 0.425 31.250
3 0.082 0.151 0.322 0.527 51.919
4 0.128 0.233 0.477 0.702 143.236
From Table 1, one can see that the wave velocity for a single MWCNT is in the same order of that 
in a metallic SWCNT, which is Fermi velocity. For the same MWCNT, the larger the array size, 
the larger the wave velocity. Clearly, increasing the total number of conducting channels causes 
an increase in wave velocities. Figure 4.17 shows the wave velocities for 6 MWCNT arrays with 
a square cross section and different number of CNTs, respectively. Clearly, the wave velocity does 
not increase linearly with the increase of the array size. Instead, it follows a power function and 
slowly converges to 1, when the array size becomes infinite. In this way, the data can be fitted with 
a power function y(m)=a+b·(m+c)d where y(m) is the ratio of the wave velocity and the speed of 
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light in free space, m is the number of CNTs in the array and a, b, c and d are constants. Consider 
the boundary conditions ( )
0
lim 0
m
v m
→
= and ( )lim
m
v m c
→∞
= the constants can be simplified as 
( )(m) 1 a bby m a−= − ⋅ +  (4.7)
For example, for arrays with  r1 of 2.5nm, a=5.65 and b=-0.10.The fitted curves (solid line) fit very 
well with simulated velocities, which are represented by discrete dots.
Figure 4.17. Wave propagation velocity versus the number of CNTs for six CNT arrays comprised 
of MWCNT with different radius and number of shells. Discrete dots are the simulated data and 
solid lines are fitted curve from a power function.
4.5 Measurement of CVD synthesized VACNT samples
4.5.1 Fabrication process
Plasma Enhanced Chemical Vapor Deposition (PECVD) is an excellent alternative for depositing 
a variety of thin films at lower temperatures compared to those of CVD reactors. For example, 
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high quality silicon dioxide films can be deposited at 300oC to 350oC compared to CVD which 
requires temperatures in the range of 650 to 850 degrees centigrade to produce similar quality 
films. 
All the samples of the vertically aligned multi-walled carbon nanotube films were fabricated at the 
Center for Advance Photonics and Electronics at Cambridge University (CAPE). They are based 
on an n-type doped single crystal silicon wafer, with dimensions of 42mm x 50mm. Fe catalyst 
and Al diffusion barrier thin films were deposited onto silicon substrates by sputter coating, to 
prevent the formation of FeSix. The thickness of the silicon wafer is 510μm and the resistivity is 
expected to be 0.015-0.025 cmΩ⋅ . Upon annealing with H2 for 3mins, the Fe thin film breaks 
up into nanoparticles which seed the further growth of the nanotubes. 
Figure 4.18. SEM image of the vertically aligned vertically aligned MWCNT film [154]
PECVD uses electrical energy to generate plasma to which the energy is transferred into a gas 
mixture. This transforms the gas mixture into reactive radicals, ions, neutral atoms and molecules, 
and other highly excited species. These atomic and molecular fragments interact with the silicon 
substrate and depending on the nature of these interactions, two processes, either etching or 
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deposition processes, occur at the substrate. Since the formation of the reactive and energetic 
species in the gas phase occurs by collision, the substrate can be maintained at a low temperature. 
Hence, film formation can occur on substrates at a lower temperature than that possible in the 
conventional CVD process. This is a major advantage of PECVD. 
The nanotubes were grown in a bell jar vacuµm chamber with a residual pressure of 10 mbar. 
Growth was initiated immediately by introducing C2H2 into the chamber and applying direct 
current (DC) glow discharge. By applying different growth times 20s, 40s, 60s, 90s, 2mins and 
5mins, six different nanotube samples with lengths of 21μm, 30μm, 35μm, 70μm, 121μm and 
252μm respectively, were obtained. Figure 4.18 shows the scanning electron microscope image of 
the vertically aligned MWCNT film.
4.5.2 X-band measurement
Figure 4.19. Measurement setup using transmission/reflection method with a waveguide [155].
To characterize the aforementioned vertically aligned MWCNT samples, the 
transmission/reflection line technique employed, which will be further elaborated later. The 
90
sample was placed inside a rectangular waveguide and measured at X-band (8~12GHz). This 
method enables the accurate extraction of the effective material parameters from the measured S-
parameters. As the measurement was done using a vector network analyser (VNA), both the 
magnitude and the phase information were obtained, thus both the permittivity and permeability 
can be extracted from a single measurement. 
The measurement setup was shown in Figure 4.19. The MWCNT films were viewed as an effective 
medium with a known thickness and placed between two sections of rectangular waveguides of 
the same aperture. The VNA was connected to each end of the waveguide and used to measure 
both magnitude and phase of the S-parameters. 
Three samples with the length of 30µm, 95µm, and 252µm, respectively, were measured for 
several times to achieve good consistency, as shown in Figure 4.20(a). From the measured S-
parameters, the absorption information can be obtained using (4.3) and (4.4), as shown in Figure 
4.20(b). 
For the absorption obtained from (4.3), it appears that the absorption does not increase as the 
thickness increases and has a maximum absorption at 95µm. However, by normalizing the 
absorption to the total power that transmits through the CNT, it is clear that the absorption actually 
increases with the thickness of the sample. This complies with the conclusion in 4.4.2 (c) that in 
microwave frequencies, the absorption increases with the increase of the length. 
The absorption is one of the CNT’s intrinsic properties and is only dependent on the geometric 
properties, i.e. radius, length and concentration, etc. and after calibration, the normalized 
absorption should be independent from the input impedance and S-parameters of the array. In this 
way, the normalized absorption from the transmission line simulation can be compared with that 
obtained from measurement. An array of 16x16 CNTs are simulated with different inner and out 
radius and distance between neighboring CNTs, and the normalized absorption from measurement 
are used as target. Figure 4.21 shows that the fitting of the normalized absorption matches well for 
both the 95µm and 252µm case, for the 30µm case, the simulated result shows less absorption due 
to the fact the CNT growth cannot yet be accurately controlled in the CND process, and thus the 
fabricated CNTs may have a different radius scale than the assumed values in simulation. 
91
(a)
(b)
Figure 4.20 (a) measured S11 (left) and S21 (right) results, (b) absorption (left) and normalized 
absorption (right) of the three samples.
Several other measurement on MWCNT based absorbers with various thickness and construction 
have also been reported, including a Co- and Fe-filled MWCNT forest, which shows a changing 
absorption of 50% to 90% in X-band [201], [202], a CNT-fused silica composite which shows an 
absorption of 90% at 2.5% volume and almost 100% absorption at 10% volume in X-band [203], 
and a vertically-aligned CNT array which shows near perfect absorption in visible range [204]. 
The measured and simulated data shows that the vertically aligned CNT sample in this thesis has 
an absorption slightly lower than the horizontal aligned arrays with metal filling or CNT 
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composites, but by increasing length, the absorption quickly becomes comparable with previously 
reported one. Furthermore, the vertically-aligned CNT arrays have a flatter absorption curve in X-
band.
Figure 4.21 Comparison of normalized absorptions between measurement (solid) and simulation 
(dashed). The CNT’s size parameters are optimized to fit the measurement result. The optimized 
inner radius and number of shells are 2nm and 6, respectively. The array size is 16x16.
4.5.3 Parameter extraction
With the complex S-parameters obtained, the Nicolson-Ross-Weir (NRW) approach was 
employed to extract the permittivity and permeability of the CNT sample. The detail procedure are 
described below.
When the wave propagates through the CNT array, it will attenuate and shift in phase according to 
the complex propagation constant jγ α β= + . The propagation factor τ  of the CNT array with a 
physical length l is 
.le γτ −=  (4.8)
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The two-port scattering parameters can be determined by using the signal flow graph [156]
( )21
11 2 2
1
1
1
bS
a
τ
τ
Γ −
= =
−Γ
 (4.9)
( )22
21 2 2
2
1
1
bS
a
τ
τ
−Γ
= =
−Γ
 (4.10)
Solving (4.8) and (4.9) by the NRW approach [157], [158], Γ  can be obtained as
2 1k kΓ = ± −  (4.11)
where the sign of ± is determined by 1Γ < and 
2 2
11 21
11
1
2
S Sk
S
− +
=  (4.12)
With Γ obtained, we can relate the permeability µ with it as
0
0
µγ γ
µγ γ
−
Γ =
+
 (4.13)
where 2 20 0ck kγ = −   and 2 20ck kγ µε= −   are the propagation constants in the air filled 
waveguides and the CNT sample, respectively, 0 / ck ω=  is the wave number in free space, 
/ck aπ=  is the cutoff wave number with a=22.86mm being the width of the rectangular waveguide 
in X-band.
To solve (4.13), there is an ambiguity that needs to be clarified once the propagation constant is 
solved in terms of the transmission coefficient, caused by the function ( )ln 1/τ  which as in finite 
number of solutions when τ  is complex. The propagation constant can be written as
( ) ( )ln 1/ arg 1/ 2j m
l
τ τ π
γ
+ +  =  (4.14)
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where m is any integer. Equation (4.14) is a continuous function, this a different value of the branch 
index m may be required. Once γ is determined, (4.13) gives the permeability of the CNT sample 
as
( )
( )0
1
1
γ
µ
γ
+ Γ
=
−Γ
 (4.15)
Substituting (4.15) into the propagation constant, the permittivity of the sample is calculated as
2 2
2
0
ck
k
γ
ε
µ
−
=  (4.16)
The extracted permittivity and permeability for the three samples are shown in Figure 4.22 [159]. 
Although it is expected that the permittivity and permeability does not change with the thickness, 
the extracted values are different. The reason is that the three samples were grown by the same 
procedure but the condition in which the CNTs in each sample were grown was impossible to 
accurately control. The unpredictable effects such as entanglement and air gaps with neighbouring 
CNTs, different concentrations of CNTs, etc. caused the permittivity and permeability to exhibit 
large differences with each other.
The permeability of the carbon nanotube is expected to be 1 0jµ = + as carbon nanotube under 
the aforementioned experimental setup should not have magnetic properties. However the 
extracted permeability has the real part close to 1 but the imaginary part as high as 38. This is due 
to the fact that in the synthesize process, metal catalyst such Ni was used for the continuous growth 
of nanotubes. In the entire process, there was not an effective cleaning to the CNT array and the 
catalyst, which was ferromagnetic, remained in the CNT array as impurities. As a result, the S-
parameters were influenced by these impurities and hence the extracted permeability.
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(a)
(b)
Figure 4.22.  Effective medium extracted relative (a) permittivity and (b) permeability of the three 
VACNT samples [159].
Moreover, the real part of the permeability is smaller than zero in all three samples. This is due to 
the very small thickness of the samples that were measured. As a result, the phase measurement of 
the scattering parameters becomes very sensitive and only the amplitude is considered to be 
accurate. That appears to affect the real part of the permeability to take negative values. 
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To remove the permittivity brought in by impurity while maintaining the propagation constant in 
the CNT array, we can set 1 0jµ = + and calculate the effective permittivity in this assµmption. 
The modified effective permittivity of the 95µm sample is shown in Figure 4.23.
It can be seen that after setting permeability to be 1+0i, the both the real and imaginary part of the 
effective permittivity changed signs, but they clearly follows the Drude model [159] and can be 
fitted with the model
( )
2
2
0
p
m CNT
i
i
ω σε ω ε
ω ω ωε
∞= − +
+ Γ
 (4.17)
where CNTε
∞ is the permittivity at infinite frequency, pω is the plasma frequency, σ is the 
conductivity and Γ is the electron relaxation rate. 
Figure 4.23. Effective medium permittivity extracted from the VACNT film [160].
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Figure 4.24. The CNT sample is represented by a homogeneous effective medium slab and 
simulated in CST with plane wave incidence and periodic boundaries
(a) (b)
Figure 4.25. Simulated and measured reflection and transmission coefficients of the 95µm VACNT 
sample, (a) magnitude and (b) phase
To validate the effective permittivity, the extracted values as shown in Figure 4.21 are imported to 
CST microwave studio as a homogeneous material. A slab of this material with the same thickness 
of 95nm and surrounded by a periodic boundary is then simulated assuming plane wave incidence, 
as shown in Figure 4.24. The S-parameter result of the measurement and simulation are shown in 
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Figure 4.25. It appear that in the entire X-band, the S-parameter obtained from the effective 
medium with modified permittivity matches very well with the measurement results.
Figure 4.26. A single CNT is represented as a dielectric rod and simulated in CST with periodic 
boundary conditions. The radius of the CNT is r, the spacing between neighbouring CNTs are a-
2r, and the length of the CNT L=95µm. 
From the effective medium of the slab, the permittivity of a single CNT can be further extracted, 
from the Maxwell-Garnett formula for effective medium. The simulation setup in CST is shown 
in Figure 4.26, the radius of the CNT rod is r=40nm, L=95µm and a=90nm. Then, an optimization 
is done every 0.5GHz in CST with the measured S-parameter as the target. 
The permittivity obtained by optimization is shown as dots in Figure 4.27. The relative permittivity 
of an individual array has much larger absolute value than the effective one, due to the fact that 
the effective medium is a mixture of air and CNT itself. The loose dots of the optimized value can 
be fitted very well by the Maxwell –Garnett formula
( ) ( )
1eff
m
ε ω η
ε ω
η
− +
=  (4.18)
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Figure 4.27. Optimized permittivity of a single CNT (loose dots), which can be fitted very well 
with the Maxwell-Garnett formula and the Drude model.   
where mε is the permittivity of a single CNT, effε is the permittivity of the effective medium and 
η is the volume fraction. Moreover, the optimized permittivity can also be fitted with Drude 
model, which appears to dominate the electric behaviour of a single CNT.
4.6 Material extraction from the transmission line model
In the last section, the technique to extract the permittivity and permeability (mainly permittivity, 
due to the influence of sensitive phase and ferromagnetic impurities on the permeability) of both 
the CNT array and an individual CNT is presented. However, in the transmission line model 
discussed in Chapter 3, the wave are assumed to propagate in quasi-TEM mode in the CNT array, 
thus is equivalent to the plane wave incident on an dielectric material. Moreover, the distribution 
of the CNTs are assumed to be uniform, so the permittivity of the CNT array is homogeneous. In 
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this case, from the S-parameters obtained from the transmission line model, it is also possible to 
extract the permittivity and permeability of the CNT array.
4.6.1 Extraction of permittivity and permeability from transmission line
The extraction procedure is no different from the NRW approach in (4.8)-(4.12), but in the plane 
wave incidence (TEM mode), the reflection coefficient Γ for a wave passing from a reference 
line into the effective medium is 
c ref
c ref
Z Z
Z Z
−
Γ =
+
 (4.19)
where Zc and Zref are the characteristic impedance of the effective medium and the reference line, 
respectively. 
On the other hand, the relationship between Zc and the reference impedance Z0 of a standard air 
filled transmission line is
0 /c eff effZ Z µ ε=  (4.20)
Hence, /eff eff effz µ ε=  can be obtained by combining (4.19) and (4.20) as
0
1
1
eff ref
eff
eff
Z
z
Z
µ
ε
+ Γ = =  −Γ 
 (4.21)
where Γ  is expressed by scattering parameters in (4.9) and (4.10). Furthermore, the propagation 
constant can be determined by 
2 2
1 11 21
21
11 cos
2 eff eff
S S j
L S c
ωγ µ ε−
 − +
= ± = ± 
 
 (4.22)
The effective refractive index is then
2 2
1 11 21
21
11 cos
2
S Scn
jl Sω
−  − += ±  
 
 (4.23)
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For passive material, the imaginary part of n must be smaller than zero. This fixes the sign in (4.22). 
And from (4.23) and (4.21), the effective permittivity and permeability can finally be obtained as
eff effn zµ = ⋅  (4.24)
/eff effn zε =  (4.25)
4.6.2 Extraction examples
In this section several MWCNT arrays with different geometric parameters are extracted. Like in 
section 4.5, the permeability is fixed as 1 0iµ = + and only the permittivity are studied.
Figure 4.28 The extracted relative permittivity of a single CNT with inner radius=3nm and 9 shells 
(outer radius≈6nm)
Figure 4.28 shows the extracted permittivity of a single CNT with inner radius of 3nm and 9 shells. 
It appears that the extraction result matches very closely with the optimization done in CST for the 
measurement result, only that the real part of the permittivity is positive. However, the imaginary 
part has the same sign and the absolute value of the loss tangent are similar in both cases.
102
Figure 4.29(a) shows the extracted permittivity for 3 different CNTs with the inner radius of 3nm, 
5nm and 10nm, respectively and all outer radius is the closest value to make the : 2out inr r ≈ . From 
the result we can see that for a single CNT with larger outer radius, i.e. more conductive channels, 
the smaller the permittivity. The loss tangent in Figure 4.29(b) shows that the CNT with more 
conductive channels also are less lossy, which matches well with the absorption simulation shown 
in Figure 4.8.
(a)                                                                     (b)                                    
Figure 4.29 (a) Extracted permittivity for 3 MWCNTs with different radius and (b) loss tangent.
Similarly, the permittivity for a CNT array can also be extracted for different array sizes, as shown 
in Figure 4.30. Again the permittivity, as well as the loss tangent, decreases with the increase of 
the number of CNTs inside the array. This result matches the absorption simulation shown in 
Figure 4.9. 
Furthermore, the conductivity can be calculated from the imaginary part of the permittivity as 
( ) ''0σ ω ε ε ω= ⋅ and the result for both CNT array and a single CNT is shown in Figure 4.31. It 
appears that in X-band, for a CNT array comprised of a fixed tube radius, the larger array shows a 
lower conductivity and for a single CNT, the one with larger radius shows smaller conductivity. 
This result matches with previously theoretical analysis [133].
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(a)                                                                       (b)
Figure 4.30 (a) Extracted permittivity for 3 CNT arrays with different size and (b) loss tangent.
(a)                                                                          (b)
Figure 4.31 Conductivity of (a) CNT arrays with different number of CNTs and (b) a single CNT with 
different radius.
We calculate the permittivity and loss tangent versus the number of shells at a fixed frequency, 
and the result is concluded in Table 2.
The permittivity and loss tangent in Table 2 is plotted versus the number of CNTs in the array, as 
shown in Figure 4.32. It appears that the permittivity change can be fitted with a power function 
similar to the one in Figure 4.17. The fitting equation can be summarized as
( ) ( ) 0.688GHzr rm mε ε −= ⋅  (4.26)
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For imaginary part, (4.25) can be written as 0.68
98 10r
mσε −= ⋅
×
. 
Table 4.2 Change of permittivity and loss tangent with different size of the CNT array.
Freq
Permittivity Loss Tangent
1x1 3x3 5x5 10x10 1x1 3x3 5x5 10x10
8 618.6+j1352.6 141.6+j308.4 65.9+j142.7 24.0+j50.3 2.19 2.18 2.16 2.10
9 618.6+j1202.3 141.7+j274.2 65.9+j126.9 24.0+j44.7 1.94 1.94 1.73 1.68
10 618.6+1082.0 141.7+j246.8 65.9+j114.3 24.0+j40.3 1.75 1.74 1.73 1.68
11 618.6+j983.7 141.7+j224.4 66.0+j105.8 24.0+j36.6 1.59 1.58 1.57 1.53
12 618.6+901.7 141.7+j205.8 66.0+j95.3 24.0+j33.6 1.46 1.45 1.44 1.40
(a)                                 (b)
Figure 4.32 Permittivity and loss tangent for different number of CNTs in the array.
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On the other hand, the loss tangent can be fitted with a linear function by dividing the imaginary 
part in (4.25) with the real part. Equation (4.25) and (4.7) provides useful insight on the wave 
propagating velocity, permittivity and loss tangent with respect to the size of the CNT array, which 
can be helpful in designing the proper dimensions of the CNT array in the future when accurate 
control of the CNT growth is achieved.
4.7 Summary
In this chapter, both the single MWCNT and MWCNT arrays are characterized. From the extracted 
S-parameters, the electric properties of the CNT, such as input impedance, absorption, wave 
propagation velocity have been simulated and discussed. It has been shown that due to Fabry-Perot 
resonance, the VACNT array has two frequency point where the imaginary part of the input 
impedance is zero, where the real part of the input impedance are minimum and maximum, 
respectively. This could lead to applications in antenna design as wells as interconnection with 
devices with high output impedance, such as THz photomixers.  Although CNT bundles or a single 
CNT with larger radius have lower input impedance and lower input impedance, the higher 
resonant frequency prevents them from being applicable as antennas in microwave frequencies 
and in this frequency, a better application would be absorbers, since the CNT arrays have shown 
a very good absorbing capabilities across a very wide band in both simulation and measurement.
The Nicolson-Ross-Weir method have been implemented to extract the material properties, such 
as permittivity and conductivity. The absorption and extracted permittivity are then compared with 
the X-band measurement results of three VACNT samples with different lengths grown by charged 
enhanced CVD. The simulation and measurement have shown a good matching. Furthermore, the 
absorption and permittivity as a function of the size of the CNT array have been studied and a 
power function has been proposed to accurately fit the simulated data. The fitting provides useful 
insight on the wave propagating velocity, permittivity and loss tangent with respect to the size of 
the CNT array, which can be helpful in designing the proper dimensions of the CNT array in the 
future when accurate control of the CNT growth is achieved.
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Chapter 5 RF Characterization of 
Graphene transmission lines 
5.1 Transmission line model of GNR
The GNR, like CNT, can be regarded as a 1 dimensional nano-wire. Recent studies have suggested 
that they are promising candidates in applications such as interconnects in future VLSI circuits 
[161], wide band optical amplifiers [162], and the creation of quantum dots to achieve quantum 
confinement [163].
The simulation of GNR as 1-D nano-wire is similar to that of CNTs, and the same multi-conductor 
transmission line model can be used, only with modifications to per unit length circuit parameters 
and the expression of mutual coupling, due to GNR’s flat nature.
The per unit length R, kL , qC   can be expressed as
22
q
mfp c mfp
R hR
l e N l
= =
⋅ ⋅
 (5.1)
2
1
4k F c
hL
e v N
= ⋅  (5.2)
24
q c
F
eC N
hv
= ⋅  (5.3)
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where e is the charge of electron, h is the Plank constant, Fv is the Fermi velocity, the number of 
conductive channels cN is the conductivity normalized to the quantum conductance
2
0 2 / 1/12.9kΩG e h= ≈ and mfpl is the mean free path (MFP). For a GNR with either zigzag or 
armchair edge, the expression for cN has been presented as (2.23) in Chapter 2. 
The MFP for a narrow GNR in graphene is large yet finite [164], and similar to the case of CNTs, 
electrons in a GNR can get scattered by phonons, defects, and rough edges and thus the MFP is 
comprised of three parts. According to Matthiessen’s rule, the total MFP can be expressed as
1 1 1 1
mfp s D El l l l
− − − −= + +  (5.4)
where Dl is the MFP of the carriers in the presence of impurities and can be expressed as
2
2 2
4
2 83D
Wl
ε γ
γ
σ σ
≈ ⋅
+
 (5.5)
where εσ and γσ are variances [165], [166], W is the width of the GNR and 3eVγ = is the 
overlap integral between nearest neighbor π orbits [167].
Like in the case of CNT, Dl of graphene can be approximated as a function of width
450Dl W≈  (5.6)
Note that (5.6) is for a single layer GNR. For multilayer GNR, Dl will decrease due to the existence 
of interlayer electron hopping [168].
The sl is the electron-phonon scattering and it has been reported that for a 10nm wide GNR in 
room temperature, 70 μmsl ≈ [169]. This results shows that the acoustic phonon scattering is 
negligible as compared to the long-range defect scattering.
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One significant difference of the GNR compared to CNT is the presence of edge scattering, which 
is the result of the roughness of the GNR’s edges, especially for narrow GNRs. The impact of edge 
roughness on the scattering of carriers can be significant [170]. The corresponding MFP El is 
given by
2
2 / 1F FE
WE hvl W
n β
 
= − + 
 (5.7)
where FE is the Fermi energy, n is the mode number, and β is 0 for metallic GNR and 1/3 for 
semiconductor GNR. According to [171], (5.7) can be approximated as
1.5
2.5 21.5 FE
F
El W
hv
 
=  
 
 (5.8)
For the case of very narrow GNR (1-D system), the dominant mode is the first propagating mode,
which travels along the edges. Therefore, the impact of the edge scattering is negligible [171].
The self and mutual capacitance and inductance of the GNR is different from that of CNTs. Due 
to the existence of fringing effect, the capacitance of the GNR can be quite complex and need to 
be discussed separately. Once the capacitance is obtained, the inductance can be calculated either 
by /eL Cµε= , where eε is the effective permittivity, or by the analytical equations described 
below.
5.1.1 Capacitance of stacked GNR
The geometry of a stacked GNR is shown in Figure 5.1, where the total height of the stacked 
graphene is H, the width of each GNR is w, the distance between each two neighboring layers is 
δ , the material permittivity is rε and the thickness of the dielectric is d. In reality, the stacked 
GNR are usually synthesized on copper substrate by thermal CVD [205], or by exfoliating 
multilayer graphene flakes [206]. In both cases, similar to CNTs, δ is 0.34nm, known as the Van 
de Waals gap. For δ>0.34nm, the Van de Waals force is too weak to hold layers of graphene 
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together and it is unrealistic to make one layer ‘hover’ above layers below it, so the gap between 
every two neighboring layers must be filled with dielectrics, normally PMMA or quartz, and thus 
the stacked graphene becomes sandwiched graphene. 
Figure 5.1 Geometry of a stacked GNR above ground, the dielectric medium with permittivity rε  
fills the space between the bottom layer and ground.
The per-unit-length capacitance of the bottom layer GNR was given by Palmer [172]
0
21 lne r
w h h wC
d w w d
πε ε
π π
  = + +     
 (5.9)
Recently, Ashkan, et al. has derived a new model for the GNR fabricated on the silicon substrate 
with a layer of silicon dioxide between the substrate and GNR [173].
( )0 ln 6 / 1e r
wC
dd w
π
ε ε
  = + 
+    
 (5.10)
Figure 5.2 shows the comparison of (5.8) and (5.9) for a GNR above ground with air filling the 
gap. The distance d from ground is 50nm and 10nm, respectively, and the width of GNR w changes 
from 1nm to 100nm. 
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(a)
                                               
(b)
Figure 5.2 Comparison of Palmer’s model and Ashkan’s model for the capacitance of GNR for (a) 
d=50nm, (b) d=10nm. The inset is the relative error.
It appears in Figure 5.2(a) that for a large d, both function follows the same curve, only differs in 
the value of eC . The inset shows the relative difference between the two. For small width, the 
difference are very large and it decreases exponentially with the increase of the width. Figure 5.2(b) 
shows that for a small d, the two methods gives almost identical results. It can also be found that 
the capacitance in (5.9) is small than zero for w d<< , which cannot be valid, which indicates that 
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(5.9) is derived on the premise that w is comparable with d. Considering that GNR’s are usually 
several nanometers wide and several hundred nanometers above ground, (5.10) is preferred and 
used in the rest part of this thesis.
Apparently, for the mutual capacitance between vertically neighboring GNRs, (5.10) is also 
applicable. Note that the self-capacitance between GNR and ground only exists for the bottom 
layer, all upper layers were shielded and only have a mutual capacitance.
5.1.2 Capacitance for parallel GNRs on a same layer
The geometry setting of two parallel GNRs on a same layer is shown in Figure 5.3. The width of 
each GNR is w, the edge to edge and center to center distance between two neighboring GNRs is 
s and a, respectively. The substrate thickness d is the same with 5.1.1. The per unit length mutual 
inductance mL between the two GNRs is given as [174].
Figure 5.3 Geometry setting of two parallel GNRs on a same layer
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 (5.11)
While the per unit length mutual capacitance mC is calculated by [174]
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where [ ]BCPC and [ ]CPC are given in [175] as
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The capacitance and inductance formulae of (5.11) ~ (5.17) are exact analytical results and can be 
used for GNRs with arbitrary width and number of stacking.
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The per unit length self-inductance is given by simplified Ruehli’s formula with the assumption 
of zero thickness [176]. 
3/22/3
2 2 4/3
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L u u u u u
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where lu
w
= . The per unit length self-capacitance can be calculated by s s eL C µε⋅ = . 
The mutual coupling between three or more GNRs are more complex, and in the case of very small 
s, because the shielding effect by the GNR in the middle, the coupling between the two GNRs at 
the edge are weak and thus neglected. In this way, only the coupling between neighboring GNRs 
are considered. In the case of wide separation (s>>w), all the coupling were considered.
5.2 Comparison of GNR and CNT arrays
From the transmission line model described in 5.1, the performance of GNR and CNT in terms of 
input impedance, absorption and S-parameters can be compared. Unlike CNT which has a height 
equal to its diameter, graphene is considered as a 2-D surface. Even with stacking, the gap between 
each layer is in the order of several nanometers. Moreover, the stacking of graphene will cause 
each layer to interact with each other and eventually become graphite. So the stacked graphene 
can still be considered as a 2-D sheet with zero thickness. In this way, when comparing the CNT 
and GNR arrays, the low-profile setup of the CNT array discussed in chapter 4 is always 
considered.
5.2.1 A single GNR
First of all, the S-parameters of a single GNR is simulated in terms of different width, length, 
substrate permittivity and thickness. It is expected that GNR also has a high intrinsic characteristic 
impedance thus the reflection will be high for a common 50Ω environment. As a result, like in 
Chapter 3, to make the changes in S11 the more significant, the reference impedance are set as the 
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quantum resistance 2
1
2q c
hR
q N n
= ⋅ , where n is the number of stacked GNRs and 1 in this case. 
The substrate is assumed to be air and the 
The solid lines in Figure 5.4 shows both the S11 and S21 of four different GNRs with the length 
of 5nm 10nm, 15nm and 50nm, respectively. For comparison, the S-parameters of 4 CNTs with 
the same circumferences are also shown as the dash-dot lines.
(a)                                                                     (b)                                                                                   
Figure 5.4 S-parameter of three GNRs with different width and that of the corresponding CNTs 
with a same diameter, (a) is S11 and (b) is S21.
It appears that similar to the CNT, the increase in the width of the GNR results in less reflection 
and more transmission, due to the decrease of the characteristic impedance. Overall, the GNR’s S-
parameters are less sensitive to the change of width. The periodic occurring peaks shows the same 
Fabry-Perot resonance as in CNTs but the smaller change in f∆ between two neighboring peaks 
suggests that the wave velocity in GNRs does not increase as fast as in the CNTs.
Figure 5.5 shows the real and imaginary part of the input impedance of a single GNR and a single 
CNT with the same circumference. Note that from this part, all reference impedances are set as 
50Ω. First of all, the peak magnitude of the input impedance of a GNR is in the same order of that 
of a CNT and again all simulated results shows a periodic resonanting behavior. Interestingly, it 
appears that the peak impedance for a single GNR decreases with the width while that of a single 
CNT increases. The reason is that the radius of the CNT simulated here are very small and the 
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number of conduction channels has not reached the area where it grows with radius, except for the 
c=50nm case (which corresponds to r=7.95nm). And the fact that the radius changes with a 
constant number of conduction channels results in the increase in the input impedance. With 
further increase in the radius, the input impedance will decrease again, as shown before in Chapter 
4. Furthermore, the GNRs show a much closer resonant points for different width, which again 
proves that GNR’s transmission properties are less sensitive to the change of width. 
(a)                                                                     (b)
(c)                                                                   (d)
Figure 5.5 Input impedance of a single GNR and CNT. (a) Re[Zin] of a single GNR, (b) Re[Zin] 
of a single CNT with the same circumference, (c) Im[Zin] of a single GNR and (d) Im[Zin] of a 
single CNT with the same circumference. 
The absorption and normalized absorption are shown in Figure 5.6. It can be seen that while the 
absorption of GNRs are within the range of only 0%~2%, the absorption of CNTs are within the 
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range of 20%~40%, both the GNR’s and CNT’s peak absorption increases with the increase of 
width or circumference. On the other hand, the normalized absorption shows the true absorption 
capability and both the GNR and CNT shows increased absorption with the decrease of width or 
circumference. It can be seen that for the same width (circumference), the normalized absorption 
of the GNR is higher than that of the CNT. This is even more significant for large width GNRs.
Finally, a single 100nm wide GNR’s input impedance and absorption under different substrate 
permittivity and temperature is shown in Figure 5.7. From Figure 5.7(a) and (b), it can be found 
that higher substrate permittivity dramatically decreases both the real and imaginary part of the 
input impedance and at the same time increases the resonant peaks across the simulated frequency. 
The higher the real part of the permittivity, the more resonant peaks appear. Also, at the presence 
of dielectric losses, the impedance increases with frequency and higher loss tangent results in a 
faster increase. 
(a)                                                                     (b)
Figure 5.6 Absorption and normalized absorption of (a) three GNRs with different width and (b) 
that of the corresponding CNTs with a same diameter.
Figure 5.7(c) and (d) shows that changing the temperature does not change the magnitude of the 
input impedance much, but the number of resonant peaks increase with the decrease of temperature. 
This phenomenon becomes more significant in higher frequencies which means that the heat 
generated by the working environment may have a big impact on the impedance matching and 
efficiency of the GNR based interconnects and devices.
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(a)                                                                    (b)
(c)                                                                   (d)
(e)                                                                   (f)
Figure 5.7 The influence of substrate permittivity and temperature on the input impedance and 
absorption of a single GNR with width w=50nm.
The absorption and normalized absorption in Figure 5.7 (e) and (f) shows that changing the real 
part of the substrate permittivity does not change the peak magnitude of the absorption, but only 
the number of resonant peaks. At the presence of a loss tangent, the absorption also increases with 
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the increase of the frequency. However, changing the temperature changes the peak magnitude of 
the absorption and normalized absorption. This is different from the absorption of a single CNT, 
whose peak magnitude decreases at the presence of a lossy substrate, as shown in Figure 4.12.
5.2.2 Stacked GNR arrays
(a)                                                                 (b)
(c)                                                                     (d)
Figure 5.8 Input impedance and absorption of GNR and CNT arrays with a total number of m 
stacks of GNRs or m CNTs. Each stacks of GNR is comprised of 10 layers and each layer has a 
width of 50nm. The CNT array for comparison is comprised of a CNTs with the same 
circumference. The real and imaginary part of the input impedance is shown in (a) and (b), 
respectively, the absorption of the GNR array is shown in (c) and that of a CNT array is shown in 
(d). The inset in (c) shows the difference in the geometry of CNT and GNR arrays.
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With the basic transmission and absorption properties of a single GNR discussed, such properties 
of a stacked GNR array can be further discussed. As mentioned before, due to the 2-D nature of 
graphene, the stacked GNR array can still be considered as a 2-D array and the comparison is made 
between such GNR arrays and a 1 layer CNT array. 
Figure 5.8 shows the input impedance and absorption of three stacked GNR arrays with a total 
number of m stack in parallel, as shown in Figure 5.3. The substrate permittivity is 1, the width of 
each stacking is 50nm and the length of each stack is 10um. For comparison, three CNT arrays 
comprised of CNTs with the same length, circumference and number of CNTs are also simulated.
First of all, Figure 5.8(a) and (b) shows that the GNR and CNT arrays have a similar input 
impedance when the array size is small, but the input impedance of the GNR decreases 
dramatically with the increase of the array size. By comparing the resonant frequencies it can be 
found that changing the size of the GNR array has far less impact on the resonant frequencies than 
changing the size of the CNT array, this is very similar to a single GNR with different width case.
The absorption simulation in Figure 5.8(c) and (d) shows that both the CNT and GNR arrays show 
a good absorption capabilities in microwave frequencies. It is worth noticing that the normalized 
absorption of the GNR array decreases much faster than the CNT array. For example, when m=100, 
the normalized absorption of a GNR quickly decreases from 80% to less than 10%, while that of 
CNT remains at 40%. What’s more, the absorption of the GNR array appear to have a much lower 
periodicity than that of the CNT array. 
Combing the simulation results in Figure 5.8 the conclusion can be draw that the GNR array’s 
input impedance and absorption changes much faster with the change of the array size, thus it can 
be more suitable in the nanoscale applications that requires a small input impedance and low loss, 
such as antennas.
Finally, the input impedance and absorption of stacked GNR arrays on top of a lossy substrate with 
permittivity of 4.4 0.088r iε = + is shown in Figure 5.9. It appears that with the presence of a 
dielectric constant larger than 1, the impedance of the GNR array is lower than the case when the 
dielectric constant is 1. At the same time the absorption slightly increases. Another apparent 
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different to the case of 1rε = is that the real part of the permittivity decreases the periodicity and 
thus there are more resonant peaks in the simulated frequency band. The presence of the loss 
tangent causes the peak magnitude of the input impedance to increase with frequency while the 
absorption decreases with frequency.
(a)                                                                (b)
(c)
Figure 5.9 Real (a) and imaginary (b) part of the input impedance and absorption (c) of GNR arrays 
with 4.4 0.088r iε = + .
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5.2.3 Summary of GNR impedance/absorption simulation.
We have compared the performance of both a single GNR and GNR arrays to the corresponding 
CNT arrays with the same circumference. Several conclusions can be summarized as follows:
1. The GNR array and CNT arrays have a similar transmission and absorption properties. The 
intrinsic impedance are both high and a single GNR or CNT connected directly to a 50Ω testing 
environment will result in almost total reflection and zero transmission. Using arrays can 
effectively reduce the input impedance and lower absorption.
2. Unlike the case of CNTs, increasing only the width of a GNR does not change the input 
impedance or absorption much, the reason is that due to the curvature structure of the CNT, its 
number of conductive channels goes out of the constant area and increase linearly when the radius 
is larger than only 2nm (room temperature), while for GNT, the number of conductive channels 
remains constant for all the width smaller than ~50 nm. Thus, increasing the width of the GNR 
cannot effectively increase the number of conductive channels. However, the magnitude of the 
GNR’s input impedance and absorption decreases significantly with stacking and arrays, the speed 
of decrease is much faster than that of CNTs. 
3. For a single GNT, increasing the substrate permittivity can effectively reduce the input 
impedance but the absorption almost the same. It is still much more effective to reduce the 
absorption by stacking and using arrays. So GNR arrays are better candidates than CNT arrays for 
nanoscale applications that requires low loss, especially in microwave frequencies. 
4. The heating of the working environment may change the input impedance for both GNR and 
CNT arrays, this is a potential problem that needs to be solved to really make use of these carbon 
based materials in VLSI circuits. Unlike the case of CNT, increasing the temperature slightly 
reduces the normalized absorption of GNR arrays, which makes the GNR to perform better than 
CNT in low frequencies, where the changing of temperature does not significantly shift the input 
impedance. 
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5.3 Impact of port impedance and parasitics on GNR and CNT 
measurement.
In Chapter 4 and the first half of this chapter, various simulations of CNTs and GNRs have been 
presented. However, for microwave applications, the size of the GNR is set to be several 
centimeters and even higher. On the other hand, due to the high sheet resistance of graphene and 
typical 50 Ω microwave testing systems, in real measurements, the high reflection poses a 
significant impact on the microwave characterization of graphene and CNT based devices, because 
the influence of parasitics are overshadowed.  Furthermore, the existence of high contact 
resistances have made it even harder to properly match the graphene patch to the testing facilities. 
As mentioned in Chapter 3 when comparing the S-parameters, the reference impedance was set to 
the intrinsic properties of the CNT, instead of 50 Ω, to make the differences in S-parameters visible 
enough. Here a simple S-parameter example is presented, to demonstrate the influence of the 
impedance mismatching and the parasitics, an example is shown below. 
Figure 5.10 (a) shows the schematic of a graphene strip of 1 unit length and a parasitics of 50fF 
between the input and output ports. The reflection and transmission coefficients are plotted in 
Figure 5.10(b) and (c) for the graphene per unit length 1.2ksR = Ω and 4ksR = Ω , respectively. It 
can be seen from Figure 5.11(b) that if the port impedance in Term1 and Term is set as 50Ω, due 
to significant mismatch, transmission is very low at lower frequencies. As frequency increases, the 
coupling of parasitic capacitance becomes stronger and the transmission slowly increases while 
reflection decreases at the same time. 
However, the small parasitics is overshadowed by the high impedance of GNR and the results for 
1.2ksR = Ω and 4ksR = Ω are indistinguishable from each other. Furthermore, the S11 results are 
very small, thus are very sensitive to ambient noises, adding large uncertainties to the measurement, 
especially at low GHz.  On the other hand, suppose a matching network is added to the input and 
output sections of the circuit and make the port impedance increase to 6.5kΩ, and the parasitic 
capacitance is reduced to 0.05fF, the simulated S-parameters in Figure 5.10(c) shows that the 
reflection is greatly reduced for low GHz by about 4dB, and the transmission is increased for about 
20dB, making a distinguishable from the noise floor. Furthermore, the change in the per unit length 
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resistance sR now have an obvious impact on the S-parameters for the entire frequency band 
simulated. This example shows that proper impedance matching and parasitic reduction is essential 
in the experimental characterization of an individual GNR or CNT.
(a)
(b)                                                                                     (c)
Figure 5.10 Demonstration of the impedance mismatch and parasitic effect on high-impedance 
device characterization. (a) Without matching network, Cparasitic=50fF, (b) Reference impedance in 
Term1 and Term2 set as 6.5kΩ instead of 50Ω, Cparasitic=0.05fF. 
In 5.3 and 5.4, the conductivity of a GNR patch and the impact of impedance mismatching and To 
further study the impact from the port impedance, parasitics and contact resistance, the parasitics 
from a typical microstrip gap are first determined. First of all, the configuration of a 50 Ω 
microstrip line with gap in the middle and its equivalent circuit model is shown in Figure 5.12(a)
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and (b), respectively. The dimensions can be realized by the parameters shown in Table 5.1, where 
w is the width of the microstrip line, s is the length of the gap, h is the height of the substrate rε
is the permittivity of the substrate, and a is the width of the GNR.
(a)                                                                              (b)
Figure 5.11 Configuration of a microstrip line with a gap in the middle (a) and its effective circuit 
model (b). 
Table 5.1 Design parameters for a 50Ω microstrip line with a gap in the middle.
rε h (mm) w (mm) gap (mm) a (nm)
2.2 0.157 0.478 0.05 30
The equivalent circuit model in Figure 5.11 is frequency independent, and the accuracy has been 
validated in [177] by comparing the simulation results using the circuit to the result of the full 
wave analysis.
The values of each parameter in Figure 5.12(b) is also given in [177] as follows:
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where 0Z is the characteristic impedance of the microstrip line. The values of these parameters are 
summarized in Table 5.2.
Table 5.2 Calculated parasitics for a microstrip line with gap in the middle
C11 C12 L11 L12 R1 C2 L2 R2
1.26fF 5.23fF 0.77nH 1.06nH 25.41Ω 11.23fF 49.22pH 12.64Ω
With the parasitics value obtained, the S11 and S21 coefficients with and without a GNR or CNT 
array can be simulated. The simulated S-parameters of the GNR or CNT are imported into Agilent 
Advanced Design Systems (ADS) as an effective component, and added to the circuit model of 
the microstrip gap, as shown in Figure 5.12.
First, the case in which the structure under test is connected directly to the ports with reference 
impedance of 50 Ω without any impedance matching network is considered. The GNR array is 
comprised of 5 stacked GNRs and each stack contains 5 layers of graphene. Each GNR has a width 
of 30nm, a length equal to the gap length s, a distance of 1um above ground, and a distance of 1um 
between neighboring GNR stacks. The simulated S11 and S21 with and without the GNR array is 
shown in Figure 5.13.
It can be seen that the simulated magnitude of S11 is close to 0dB for both a bare gap, which means 
that most of the energy is reflected. The presence of a GNR array does not affect the S11 much, 
because the array is small and has a high intrinsic impedance, thus the impact of parasitics 
dominates. At the same time the magnitude of S21 is very low, especially at low frequencies. This 
shows that connecting a GNR array directly to a microstrip gap will cause high uncertainties in the 
measured data obtained from the Vector Network Analyzer (VNA). The phase of the S11 of the 
gap only and the gap with GNR array are also almost identical and the only simulated data that 
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shows a good separation is the S21 phase. From the above discussion, it is clear that for a GNR 
array directly connected to a microstrip gap, most of the S-parameters will not be measureable. 
(a)
(b)
Figure 5.12 Circuit schematic for S-parameter simulation (a) without and (b) with a GNR or CNT 
array across the gap.
GNR/CNT 
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(a)                                                                                          (b)
Figure 5.13 Simulated S11 and S21 in (a) magnitude and (b) phase of only the microstrip gap and 
the microstrip gap connected by a GNR array. No matching network is present and the reference 
impedance is 50Ω.
Next, the same structure is simulated with the reference impedance changed from 50Ω to 6.5kΩ. 
As shown in Figure 5.14, for low frequencies less than 8GHz the S11 is greatly reduced, from 0dB 
to -10 dB in low frequencies and the S21 is increased from -40dB to -5dB. At this signal level the 
uncertainties from the VNA can be greatly reduced. At the same time a good separation is also 
achieved for both magnitude and phase. The worst case is the phase of S11, which provides only 
~5º but this can be improved by changing the reference impedance to other values, which can be 
easily done in simulations. 
However, the impedance matching does not completely solve the problem. It can be seen that from 
8GHz up, the magnitude of S11 increased to close to 0dB and at the separation is again very poor, 
as the two curved are almost identical. At the same time, the magnitude of S21 decreases to -20dB, 
and the separation between the phase of both S11 and S21 becomes very close. Under this 
circumstances, reducing the parasitics is necessary to the characterization of GNR or CNT arrays.
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(a)                                                                 (b)
Figure 5.14 Simulated S11 and S21 in (a) magnitude and (b) phase of only the microstrip gap and 
the microstrip gap connected by a GNR array. A matching network is present and the reference 
impedance is 6.5kΩ.
5.4 Equivalent circuit model of very wide GNR
In chapter 2, the conductivity of GNR is calculated from the tight-binding model. It has been shown 
that when the width of a GNR is as small as several nano-meters, the number of conductive channel, 
i.e. conductivity normalized to quantum conductance, is equal to 1 if the GNR is metallic and close 
to 0 if the GNR is semi-conducting. When the width of a GNR is large, the number of conductive 
channels increases with the width of the GNR, no matter it is metallic or semi-conducting. 
However, these analysis only shows the number of conductive channels of a GNR up to 100nm 
and in reality, the RF applications of graphene require macroscopic graphene stripes and patches. 
In these applications, it is desirable that the number of conductive channels be calculated 
efficiently without going through the complex equations of the tight binding model. Figure 2.14 
shows that when the width of a GNR is sufficiently large, the number of conductive channels starts 
to converge into a uniform curve, no matter metallic or semi-conducting GNRs. To show more 
clearly this uniform curve, the relationship between width and conductivity from 100nm to 1um is 
calculated by the same equation of (2.22) and (2.23), as shown in Figure 5.15. It can be seen that 
specifically, when the width of a GNR is larger than 100nm, the number of conductive channels 
increases linearly for both types of GNR.
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Figure 5.15 Number of conductivity vs width for GNRs. Dots are results of discrete widths 
obtained by tight binding model, the curve is the linear fitting.
Clearly, the conductivity of both armchair and zigzag GNRs with width larger than 100nm 
converges to a uniform linear function. Using linear fitting a simple equation can be obtained to 
calculate the number of conductive channels as
0.040 0.0346cN W= + ⋅  (5.27)
As discussed in 5.1, the MFP in GNRs are normally several hundred micrometers and can be 
expressed as a function of width, as shown in (5.6) and (5.8). However, for very large GNR, or a 
graphene patch, the mfpl cannot grow infinitely and therefore must be derived in another way.
The conductivity of a 2-D graphene patch is given by the well-known Kubo Formula [177]
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where  is the reduced Plank constant, Bk is the Boltzmann constant, ω is the angular 
frequency, T is the temperature and Γ is the electron scattering rate.
In the absence of a bias field, the chemical potential 0cµ = and (5.21) becomes 
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On the other hand, for the limit of w→∞ the conductivity of a GNR is expressed as [167]
22 2 ln 2mfpD B
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By combining (5.29) and (5.30), the MFP can be derived as
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 (5.31)
Equation (5.31) gives the MFP of a 2-D graphene patch in the absence of bias field. So the total 
per unit length sheet resistance of the macroscopic graphene strip or patch can be determined by 
(5.1).
5.5 The impact of contact resistance
In the previous sections, the contact resistance are all neglected and perfect metallic contact are 
assumed. However, in reality, the contact resistance between GNR or CNT arrays with metal can 
range from several hundred ohms to several hundred kilo-ohms [178], [179] and thus can greatly 
affect the design and measurement of graphene or CNT based nano devices. To demonstrate the 
impact of the contact resistance, a macroscopic graphene patch is simulated using the number of 
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conductive channels cN and the MFP mfpl described in (5.19) and (5.24). The dimensions of the 
graphene patch and the corresponding microstrip line is summarized in Table 5.3.
Table 5.3 Calculated parasitics for a microstrip line with gap in the middle
rε h (mm) w (mm) gap (mm) a (mm)
2.2 1.58 4.89 10 10
From 5.2, it is clear that the increase of a GNR’s width will reduce its resistivity. So it is expected 
that for such a wide graphene patch, the resistivity will be greatly reduced and even a direct 
connection to the 50Ω reference impedance without any matching network will not give nearly 
0dB reflection. So first of all, we check the influence of parasitics for the 10mm x 10mm graphene 
patch.
(a)                                                               (b)
Figure 5.16 Simulated S11 and S21 in (a) magnitude and (b) phase of only the microstrip gap and 
the microstrip gap connected by a 10mm x 10mm graphene patch. No matching network is present 
and the reference impedance is 50Ω.
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Figure 5.16 shows the Simulated S11 and S21 in (a) magnitude and (b) phase of only the microstrip 
gap and the microstrip gap connected by a 10mm x 10mm graphene patch. No matching network 
is present and the reference impedance is 50Ω. Clearly, as the gap is very wide, the parasitics that 
connects across the gap is very weak and thus the S21 is very low and can be considered as non-
existent. When the GNR patch is connected, the S-21 increases greatly from -100dB to -20dB, and 
gradually decreases to noise floor. 
Nevertheless, both the magnitude and phase of the S-parameters show a good separation between 
the gap with and without graphene.  It means that for a graphene patch, the impact of parasitics are 
no longer significant and it is much easier to characterize graphene patch as a 2-D surface.
(a)                                                                     (b)
(c)                                                                  (d)
Figure 5.17 Simulated S11 and S21 in magnitude and phase of only the microstrip gap and the 
microstrip gap connected by a 10mm x 10mm graphene patch. No matching network is present 
and the reference impedance is 50Ω. The contact resistance is 50 Ω in (a) and (b), and 50kΩ in (c) 
and (d), respectively.
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The impact of contact resistance is shown in Figure 5.17. The parasitics is set as 0.1fF. In Figure 
5.17(a) and (b) the magnitude and phase with and without the patch with contact resistance of 50Ω 
is shown. It can be seen that with a small contact resistance, the results with and without the patch 
have a clear separation. The signal level is close to 0dB for S11 and is low but still measurable in 
low frequencies for S21. However, for the contact resistance of 50kΩ, Figure 5.17 (c) and (d) 
shows that the magnitude of S11 becomes identical without any separation, and the magnitude of 
S21 are too low to be measurable. The same applies to the phase result.
In this way, the conclusion can be drawn that compared to the GNR, it is possible to characterize 
the graphene patch without the need to build the matching network, as long as the contact 
resistance can be kept low. This requires high quality metal contact in the interface of graphene 
and the testing fixture. Otherwise, a matching network is still needed.
Finally, a fitting result of the parasitics and the contact resistance is presented. A 10mm x 10mm 
graphene patch as described above are measured with the microstrip gap, and by optimization of 
the contact resistance and parasitic capacitance, the simulation and measurement result can be 
matched. 
The graphene sample was synthesized by thermal CVD in a cold–walled, commercially available 
reactor (Aixtron Ltd., Black Magic). 500 nm–thick copper was magnetron sputtered onto 200 nm 
thermally oxidized Si h100i subsequently annealed at 850 8C for 30 min in a 20:1500 standard 
cubic centimeters per minute H2:Ar atmosphere at 4 mbar.20 Graphene growth was initiated by 
introducing 7 sccm CH4 (99.9%) under maintained H2 (99.98%) and Ar (99.998%) dilution. All 
samples were cooled to room temperature under ultra–high purity N2 (99.999%). Temperatures 
were monitored using two type K bimetallic thermocouples and a surface infrared interferometer. 
Pressures and temperatures were accurate to within ± 1 mbar and ± 1°C, respectively. Standard 
FeCl wet–etching and poly (methyl methacrylate)–mediated graphene transfer were used [207]. 
The sample is then immersed in an aqueous ammonium persulfate 4 2 2 8((NH ) S O ) for 12 hours to 
etch the Cu catalyst. The floating PMMA-graphene films were transferred to water baths using a 
microscope glass slide and rinsed several times to remove the etchant and residual contaminants 
[208]. The sample is then transferred on to optically fused quartz substrate and placed upside down 
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to cover the gap of the microstrip, so that the graphene and copper has contact. The detailed setup 
is shown in Figure 5.18.
Figure 5.18 Experimental setup of the contact resistance characterization of the graphene-copper 
contact.
First of all, considering the parasitics introduced by the graphene sheet, as shown in Figure 5.19. 
The parasitics are first optimized in ADS to match the result in full-wave simulation software 
HFSS, as shown in Figure 5.20.
Figure 5.19 Schematic view of a graphene sheet with contact resistance and parasitic capacitance.
parasitics
contact 
resistance
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Figure 5.20 Matching of the parasitics between ADS and HFSS.
From Figure 5.20, it can be seen that with the optimization of parasitics, the simulation S-parameter 
simulation from ADS result matches with the full wave simulation in HFSS. Next, the contact 
resistance is optimized to match the result of the measurement, as shown in Figure 5.21.
Figure 5.21 Simulated and measured S21 by the optimization of contact resistance.
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By the optimization of parasitics and the contact resistance, the simulated and measured 
transmission are matched. The two curves does not match each other perfectly because the sample 
being measured was a 5 layer graphene patch with a quartz substrate. The difference between the 
fitted and measured data can be explained by the existence of the quartz substrate, as well as liquid 
residuals in between layers of graphene. The final value of parasitic capacitance and contact 
resistance are 2.39pF and 3.23kΩ, respectively. The width of the microstrip line is 5mm and the 
contact lengths at each side is about 2mm. Assuming the thickness of a single layer graphene is 
0.34nm, this gives the contact resistivity of 9 25.5 10  m ,cρ
−= × Ω⋅ which is well within the 
previously reported values [209]-[212]. In addition, it appears that the parasitic capacitance are 
very large (in the pF scale) compared to the parasitics of the microstrip gap.
5.6 Summary
In this chapter, the transmission line model is applied to GNR. The mutual couplings between 
vertically and horizontally neighboring GNRs are first briefly reviewed, and the simulated S-
parameters, input impedance and absorption are compared to the CNTs with a same circumference. 
The GNR array and CNT arrays have a similar transmission and absorption properties with high 
intrinsic impedances. Unlike CNTs, increasing only the width of a GNR does not change the input 
impedance or absorption much, due to the GNRs’ flat nature. Thus, increasing the width of the 
GNR cannot effectively increase the number of conductive channels. However, the magnitude of 
the GNR’s input impedance and absorption decreases significantly faster with stacking and arrays 
than that of CNTs. So GNR arrays are better candidates than CNT arrays for nanoscale applications 
that requires low loss, especially in microwave frequencies. Unlike the case of CNT, increasing 
the temperature slightly reduces the normalized absorption of GNR arrays, which makes the GNR 
to perform better than CNT in low frequencies, where the changing of temperature does not 
significantly shift the input impedance. 
The impact of parasitics and contact resistance for the characterization of a small GNR or CNT 
arrays are discussed. It has been shown that due to the high intrinsic impedance, the parasitics will 
dominate if the array is connected directly to the normal 50Ω testing environment. An example of 
a GNR array placed in between a mircostrip line with gap clearly demonstrates that as a result, the 
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S11 will be close to 0 dB and S21 close to the noise floor, furthermore, the measured results with 
and without the array under test will be indistinguishable from each other. However, a matching 
network from 50Ω to several kΩ can effectively solve such problems. A quarter wavelength 
stepped impedance transformer can be used to build the matching network, as it is natural to 
connect the different width between microstrip line and the GNR array without further introducing 
discontinuities. 
Finally, a gapped microstrip line covered with a thermal CVD synthesized graphene sheet is 
analyzed using TL model for very wide GNRs. The contact resistance between copper and 
graphene is characterized and compared with published records. It shows that the contact 
conductivity is well within the range of previous measurements.
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Chapter 6 Applications of Tunable 
Graphene Devices in Microwave 
Frequencies
6.1 Introduction
Currently research has shown that graphene’s applications are mainly in THz and optics. The low 
real part of the impedance and high imaginary part of the impedance at these frequencies have 
been shown to be very promising in applications of surface plasmons. Several work has been 
presented ranging from THz waveguides [180], filters [57, 58] to mixers [181]. Also an effective 
circuit model for THz plasmon transmission has been proposed [182, 183]
On the other hand, the application of graphene in microwaves have not been attracting too many 
attention, due to the high loss and difficulty of matching, the application related to transmission is 
limited to a few areas such as graphene based RF transistors [39], [184], FET mixers [185-187] 
and tunable resistive devices such as metasurfaces [188] and absorbers [15], [16]. Moreover, 
current tunable designs mainly focuses on the tuning of chemical potential by applying an electric 
bias to the graphene, and overlooks the tenability of the magnetic field.
In this chapter, the tensor conductivity of the graphene are first studied to show the influence of 
both the electric and magnetic field on the conductivity of graphene. Second, a tunable stacked 
graphene absorber is proposed and its absorbing performances for TE and TM wave under both 
biases are presented.
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6.2 Resonant absorbers
        
(a)                                                               (b)
Figure 6.1 Basic structure of a (a) Salisbury screen and (b) Jaumann screen.
Electromagnetic absorbers are specifically chosen or designed materials that can inhibit the 
reflection or transmission of electromagnetic radiation. In microwave frequencies, absorbers are 
useful for many applications such as electromagnetic shielding of electronic circuits and computers 
[189], cavity resonation reduction [190] and the walls of anechoic chambers. Many absorbing 
materials and structures [191] have already been used in these fields and graphene for its good 
absorbing performance in microwave frequencies and very small thickness, has become a new 
candidate for microwave absorbers. The three main advantages of graphene over other materials 
are that it is optical transparent and can be seamlessly integrated on other transparent substrates 
such as glass, that it is flexible, thus can be placed on conformal surfaces, and that it is tunable 
with both electrostatic and magnetostatic bias field.
The simplest type of resonant absorber is the Salisbury screen [192], which is comprised of a thin 
conductive sheet placed in front of a conductive backplane. The distance between the two layers 
is / 4gλ , where gλ is the wavelength in the material between two sheets. As can be expected, a 
Salisbury screen is narrow band, and can only cope with the normal incidence case. To increase 
the bandwidth, the Jaumann screen [193] extends the Salisbury screen to multiple layers. It is 
comprised of the several parallel layers of resistive sheet placed in front of the backplane, with the 
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distance between each layer being a quarter wavelength in the material that fills the space between 
them. A demonstration of the structure of these two absorbers are shown in Figure 6.1.
6.3 2-D sheet conductivity of graphene 
The 2-D graphene sheet can be characterized by a conductive layer without thickness. The surface 
conductivity of the graphene is described by the Kubo-Formula. Here, we consider the tensor 
conductivity of the graphene to include the magnetic bias into consideration, as discussed in 
Chapter 2.
Under room temperature and low magnetic bias conditions, the original equation of (2.13)-(2.17) 
can be simplified as [109]
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where ω is radian frequency, cµ is chemical potential, Γ is a phenomenological scattering rate, 
T is temperature, q is the charge of an electron,  is the reduced Plank’s constant and Bk is the 
Boltzmann’s constant. Clearly, (6.1) and (6.2) are independent of biasB and (6.3) is a linear function 
of biasB .
In room temperature and for frequencies below the THz regime, the intraband contribution of the 
tensor conductivity ,interoσ is very small compared to the intraband term and thus can be neglected 
[109].
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It is worth pointing out that (6.1) and (6.3) are only valid for small magnetic limit. To demonstrate 
the impact of increasing the of magnetic bias on the accuracy of the simplified equation, the 
conductivity of a 2-D graphene is calculated using (2.13)~(2.17) and (6.1)~(6.3) from 1GHz to 
50GHz, respectively. The chemical potential is set to 0.1c eVµ = , the scattering rate is 
0.11meVΓ = and different values of biasB were simulated to show the applicable range of the 
simplified equations.
(a)                                                                      (b)
(c)                                                                         (d)
Figure 6.2 Simulated anisotropic conductivity of a 2D graphene sheet under both electric and 
magnetic bias. (a) and (b) are the real and imaginary part of Dσ  , (c) and (d) are the real and 
imaginary part of Oσ . 
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Figure 6.2 shows that in the absence of the magnetic bias, the simplified equation gives exactly 
the same results with the original formula, but with the increase of the magnetic bias, the 
conductivity obtained from the simplified equations are no long accurate, especially for the Hall 
conductivity Oσ . Figure 6.2 (c) and (d) shows that the simplified equation gives the conductivity 
3 orders higher than the Kubo Formula, even for 0.02biasB T= , which is the smallest bias field 
simulated. It is now clear that the simplified model is only valid for very small biasB , specifically, 
in the case of 0.01biasB  . Figure 6.3 also shows that the anisotropic conductivity component dσ
and Oσ does not change linearly with the change of the magnetic bias. For example, the imaginary 
part of dσ is higher when 0.2TbiasB = than 2TbiasB = , and the imaginary part of Oσ takes minimum 
when 0biasB = and maximum when 0.02TbiasB = . These facts suggests that for each cµ and Γ
there is a specific biasB where the dσ or Oσ takes maximum or minimum values, which is useful in 
the tuning of graphene resonant absorbers.
6.4 Modeling of the stacked graphene absorber 
The graphene has a rich potential as absorbers. An almost total absorption at near infrared 
frequencies has been proposed in [213] and experimentally verified in [214]. The absorber was 
realized by coupling the graphene absorption to a guided resonance of a photonic crystal slab. The 
utilization of photonic crystal guided resonances provide a particularly effective mechanism for 
critical coupling into graphene, as the graphene has a high transmittance and a low single-pass 
absorption relatively independent of the frequency at infrared frequency, minimizing perturb to 
the photonic crystal below. So the design and tuning of the absorber can be focused on the design 
of photonic crystals itself.  Another different design of total absorber at optical frequencies was 
proposed in [215] by utilizing periodic arrays of graphene disks. Apart from the normal incidence 
case, the design also discussed the absorption of incident angle ranging from 0 to 90 ℃. A multi-
layer wide band absorber from microwave to THz has been proposed in [216].
The aforementioned designs, however, either focuses on optical frequencies, and required 
patterning of graphene or complex preparation of photonic crystals, or lacking the discussion of 
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the tunability of the graphene absorber under external bias. In this section, a single and multi-
layered graphene absorber with simple structure is proposed and their tunability under electric and 
magnetic bias is discussed. Furthermore, the influence of different incident angle on absorption of 
both single and multi-layered graphene is also discussed.
6.4.1 Single layer, single stack of graphene
The geometry configuration and effective circuit model of a single-layered graphene absorber is 
shown in Figure 6.2. In this structure, the resistive sheet is comprised of only 1 stack of graphene.
(a)                               
                                   
(b)
 Figure 6.3 A single layer of graphene on top of a dielectric substrate (a) geometric configuration 
and (b) equivalent circuit model.
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The graphene layer is placed on top of a dielectric substrate, which has a perfect conducting plane 
as ground at the bottom. The dielectric substrate has the relative permittivity of rε , the height of 
h. 
The effective circuit model in Figure 6.2(b) shows that the graphene sheet suspended on top of the 
ground layer can be represented by a resistive sheet with a characteristic impedance 
1/s s s sZ R jXσ= = + , where sR is the sheet resistance and sX is the sheet reactance. The substrate 
can be represented by a transmission line segment with propagation constant of dβ and 
characteristic impedance of dZ . Finally the characteristic impedance and propagation of free space 
is 0Z and 0β . 
The analytical expression for TE and TM polarized wave with incident angle θ can be expressed 
as [194]
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where c is the speed of light in vacuum, ω is the angular frequency, and 0 0 0/ 377η µ ε= = Ω
is the intrinsic wave space of the free space.
With the presence of a magnetic bias,  sZ is given as [113]
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With the value of sZ , 0Z and dZ known, the total input impedance of the effective circuit in Figure 
6.3(b) is given by
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The wave will be totally reflected by the ground plane, so the transmission (S21) is 0. The 
absorption and reflection of the graphene absorber is
0
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From (6.8) and (6.9) it is clear that the highest absorption is achieved when 0inZ Z= , aka, the case 
of impedance matching.
As an example, we consider a graphene sheet with a chemical potential cµ of 0eV, 0.1eV, 0.2eV 
and 1eV respectively. The scattering rate Γ is 5meV and the 0biasB = , i.e. only the electric bias 
is present. The substrate is quartz with a relative permittivity of 3.8rε = and a thickness h of =3 
mm. The absorber is simulated from 1GHz to 100GHz. Figure 6.4 shows the simulated S11 and 
absorption.
Across the entire simulated frequency range, several absorption peaks occur, and while the 
magnitude of the maximum absorption changes with the chemical potential, the frequencies where 
the absorption reaches maximum remains the same. From (6.10) it is obvious that each absorption 
147
peak appears at the frequency where S11 is minimum. For 0cµ = , the maximum absorption is only 
30%, but for  0.2eVcµ = , the maximum absorption is more than 90%. However, continue to 
increase the chemical potential will lead to the decrease in the maximum absorption, because the 
characteristic impedance of the graphene sheet no longer matches that of the free space. However, 
the bandwidth of the absorber appears to increase with the increase of the chemical potential. 
(a)                                                                            (b)
Figure 6.4 Simulated (a) S11 and (b) absorption for a graphene microwave absorber with different 
chemical potential, i.e. electric bias.
The absorption for different substrate thickness is also simulated, as shown in Figure 6.5. It appear 
the the first absorption peak appears at the fundamental resonant frequency 0 / 4 rf c h ε= and the 
periodic absorption peak appear at ( ) 02 1if i f= − (where i=1, 2,…). As the thickness h increases, 
both the resonant frequency and the bandwidth for each absorption peak is decreased accordingly.
For the wave incidence not normal to the graphene sheet, the case with a thickness of quartz h
=1.3mm is simulated with all other parameters the same with previous cases. The absorption 
spectra of the proposed absorber with different incident angles are shown in Figure 6.6. First of 
all, the result indicates that the proposed graphene-based absorber keeps good absorption ability 
for most incident wave cases, for the worst case scenario, the absorption decreases from 95% to 
148
70%, which is still good for such a large incident angle. As the incident angle increases from 0o to 
60o, the absorption peaks and the resonant frequencies slowly increases for the TE polarization, 
while for the TM polarization, the absorption peaks decreases relatively quickly, compared to the 
speed of the increase of the TE polarization. 
Figure 6.5 Absorption spectra of the graphene-based microwave absorber with different thickness 
of transparent quartz slab. The chemical potential is fixed, 0.2eVcµ =
(a)                                                                             (b)
Figure 6.6 Absorption spectra of the graphene-based microwave absorber with different incident 
angles. (a) TE polarization. (b) TM polarization.
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Next, the magnetic bias is added to the graphene absorber with a chemical potential of 0.1eVcµ = . 
The bias biasB is 0.02T, 0.2T, and 2T respectively. It needs to be point out that the infinite series 
of the Kubo formula converges very slowly, especially for small magnetic bias. Therefore the 
simulation frequency is reduced to up to 50GHz, and meanwhile the substrate thickness h is set as 
3mm. From Figure 6.5 it is clear that the first absorption peak appears at 12GHz, so 50GHz is 
enough to observe at least 1 absorption peak. The simulated absorption spectra is shown in Figure 
6.7. 
(a)                                                                               (b)
Figure 6.7 Absorption spectra of the graphene-based microwave absorber with 0.1eVcµ =  and 
different magnetic bias. The electron scattering rate Γ is 5 meV in (a) and 0.11 meV in (b).
It appears that for the case of 5meVΓ = , the absorption of 0.02biasB T= and 0.2biasB T= are very 
close to the case with only electric bias, which is shown in Figure 6.4 (b). On the other hand, the 
absorption of 2biasB T= is reduced by almost 50%. The same happens to the case of 0.11meVΓ =
and 0.02biasB T= .
This shows that a weak magnetic field does not tune the absorption of a single layer graphene 
absorber. Interestingly, the absorption for 0.11meVΓ = shows a flatter curve and has more 
bandwidth in the case of small magnetic bias. For 0.2biasB T= , the absorption is not reduced, but 
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enhanced from 30% to 70% and 2biasB T= , the absorption is again reduced by about 50%, 
compared to no magnetic bias case.
(a)                                                                       (b)
Figure 6.8 Absorption spectra of the graphene-based microwave absorber with 0cµ = and different 
magnetic bias. The electron scattering rate Γ is 5 meV in (a) and 0.11 meV in (b).
Figure 6.8 shows the absorption spectrum of the graphene absorber with magnetic bias but without 
electric bias, i.e. 0eVcµ = . The added biasB are the same as the case of Figure 6.7. Compared to 
Figure 6.7, the absorption is much less for the case of B=0 in both Γ, but the tuning effect is more 
significant. For Γ=5 meV, the absorption is slightly increased for B=0.02T and B=0.2T, and 
significantly decreased from 34% to 13% for B=0.02T. This is similar to the case shown in Figure 
6.7 (a). However, the Γ=0.11 meV in Figure 5.8 (b) shows a much stronger tuning effect. For 
B=0.02T, the absorption is significantly increased and further increasing the magnetic bias field 
decreases the absorption. For B=2T, the absorption is 0, and the graphene absorber turns 
transparent to microwaves.
Finally, the absorption for differnet incident angles and different magnetic bias are simulated. 
Figure 6.9 shows the result for the case of 5meVΓ = . It appears that for the incident wave not 
normal to the graphene plane, the absorption can still be tuned by magnetic bias, and the peak 
absorption decreses with the increase of the magnetic bias. By comparing to the normal incidence 
case shown in Figure 6.7, it can be seen that the applied magnetic bias does not affect the 
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conclusion that the absorption for TE wave increases with the increase of the incident angle, while 
the corresponding absorption for TM wave decreases. 
(a)                                                                           (b)
(c)                                                                           (d)
Figure 6.9 Absorption spectra for of the graphene absorber with different incident angles and 
magnetic bias. 5meVΓ = . (a) and (c) are TE polarization. (b) and (d) are TM polarization.
Figure 6.10 shows the same simulation for the case of 0.11meVΓ = . Similar to the normal 
insidance case, the magnetic field keeps a good tunability on the maximum absorption. Contrary 
to the results in Figure 6.8, in the case of 0.11meVΓ = , the peak TE absorption decreses with the 
increase of the incident angle while the corresponding peak TM absorption increases. It can also 
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be observed that the bandwidth of the absorption spectra for both TE and TM polarization increases 
slightly.
(a)                                                                      (b)
(c)                                                                       (d)
Figure 6.10 Absorption spectra for of the graphene absorber with different incident angles and 
magnetic bias. 0.11meVΓ = . (a) and (c) are TE polarization. (b) and (d) are TM polarization.
6.4.2 Single layer, multiple stacks of graphene 
If the inter-graphene electron hopping is neglected, for a resistive sheet comprised of several 
graphene sheet stacked together, the total surface conductivity sσ can be calculated as 
1
p
s i
i
σ σ
=
=∑
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where p is the total number of stacks. For simplification, assume all graphene in the stack has a 
same surface conductivity 'sσ , so the total conductivity is 
'
s spσ σ= ⋅ . 
(a)                                                                       (b)
Figure 6.11 Absorption spectra for of the graphene absorber with different number of graphene 
stacks. 5meVΓ = , 3.8,rε = and h=3mm. (a) 0eVcµ = and (b) 0.2eVcµ = .
The absorption spectra for the graphene absorber with different number of stacking is shown in 
Figure 6.11. With no electric or magnetic bias, the single layer graphene’s peak absorption is only 
40%, but with multiple layers of graphene stacked together, the peak absorption is increased to 80% 
for 3 layers and 95% for 5 layers. The amount of increase from 3 layer to 5 layers is less than that 
from 1 layer to 3 layers, which suggests that to graphene’s absorption through stacking several 
layers has a marginal effect, and the absorption will slowly cease to increase with the number of 
layers. When the electric bias is present and the chemical potential is increased to 0.1eV, the single 
layer of graphene has the maximum absorption of 93%, while with multiple layer, the maximum 
absorption decreases to 75%.  This complies with the results shown in Figure 6.4, that increasing 
the chemical potential does not linearly increase the peak absorption, and once it reaches a turning 
point, the absorption will decrease with further increase of the chemical potential. 
Then the magnetic bias is added to a 5 layer stacked graphene, with the corresponding 0eVcµ =
and 0.1eVcµ = , respectively. The magnetic bias is 0.02T, 0.2T and 2T, respectively.
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(a)                                                                         (b)
Figure 6.12 Absorption spectra of a 5 layer stacked graphene absorber with normal incidence, (a) 
0cµ = and (b) 0.1eV.cµ =
Figure 6.13 Relationship between applied field and chemical potential.
Similar to the single layer case, Figure 6.12 shows that the applied magnetic bias first increase the 
absorption and with the further increase of the bias field, reduces the absorption. It appears that in 
the absense of electric bias, the tuning range effect is much significant than the case when both 
electric and magnetic bias are applied. 
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From the analysis on the single and multi-stacked graphene absorber, the conclusion can be drawn 
that both electric and magnetic bias tunes the absorption of the graphene based microwave 
absorber. It appear that tuning through electric bias is more effective than the magnetic bias, 
because the magnetic bias of 2T is extremely large and difficult to realize in real-life applications. 
However, the change of chemical potental is realized by the change of electric field, which is 
described by (2.18). From Figure 6.13, it is clear that the unit for electric bias is V/nm, which is 
also extreme large in macroscopic sizes. 
However, it has also been shown that the change of scattering rate also tunes the absorption of the 
graphene absorber. For example, Figure 6.8 shows that in the absence of all bias field, the low bias 
field results in higher absorption. This indicates that the increase of the graphene sheet’s own 
quality can also significantly increase the absorption. Furthermore, graphene sheets with lower 
scattering rate are also much more effective in the tuning through the magnetic field than the 
graphene sheet with higher scattering rate. So it is more important to develop synthesizing 
techniques that produces higher quality graphene for the microwave absorbing applications.
6.4.3 Multilayers of graphene and substrate.
        
(a)                                                                (b)
Figure 6.14 A multilayer graphene on top of a dielectric substrate (a) geometric configuration and 
(b) equivalent circuit model.
Similar to the Jaumann screen, which extends the Salisbury screen to multilayer, the single layer 
graphene resonant absorber can also be extended to multilayer, in order to improve the bandwidth. 
The schematic configuration and equivalent circuit model is shown in Figure 6.14.
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The total input impedance of the multilayer graphene can be calculated by the following iterative 
equation:
( )
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where i=1,2,…,N is the i-th layer.  
The S11 of the corresponding TE and TM wave incidence and can be calculated as
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The calculated absorption responses (N=1, 2, 3) achieved by circuit model calculation is shown in 
Figure 6.15. The graphene films are assumed to have a scattering rate of 5 meV and a chemical 
potential of 0.2 eV, which corresponds to a sheet resistance of 645 Ω/sq at room temperature. The 
substrate has a relative permittivity of 1.1 and a height of 1mm, which can be realized by 
transparent plastic films separated with a large air gap. If N=1, the absorber has an absorption peak 
of 90% around 70 GHz, while N=2, 3 the graphene absorbers have 2 or 3 absorption peaks and a 
wide absorption band from 20 GHz to 120 GHz. If the number of units keeps increase from N=3 
to N=8, the increased number of absorption peaks not only improves the absorption level but also 
widens the bandwidth. The periodic absorption bands can be extended to low THz region, but each
bandwidth is limited to 02 f due to the periodic absorption zeroes at 02iff zi = ( 2,1=i ). Moreover, 
the desired sheet resistance of graphene films increases from 645 to 1274 Ω/sq, which can be easily 
achieved by most CVD procedure.
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(a)                                                                         (b)
Figure 6.15 Absorption spectra of N=1,2,3 graphene-based plane wave absorber (a) 1 to 3 layers 
and (b) further increasing N to 8 layers. Marks are results obtained from HFSS and lines are results 
obtained from MATLAB.
Next, the magnetic bias is applied to the multi-layer graphene absorber in the case of N=2 and 3. 
The results is shown in Figure 6.16.
Clearly, for multi-layer absorber, the applied magnetic bias makes the sheet transparent to 
microwaves with the increase of the bias field. It appears that the multi-layer absorber has a more 
significant tuning effect than that of single-layer. It can be found that in the case of single layer, 
the only same strong reduction in absorption can only be seen in Figure 6.8(b), where the chemical 
potential is only 0.11meV. This first confirm the previous conclusion that better quality grahpene 
can increase the tuning effect of the magnetic bias field, second, it suggests that to achieve the 
same tuning effect, the multi-layer graphene is more tolerant in graphene quality than single layer, 
as the result is Figrure 6.16 is simulated with Γ=5meV. 
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(a)                                                                       (b)
Figure 6.16 Absorption spectra of N=2,3 graphene-based plane wave absorber with magnetic bias
(a) 3 layers and (b) 2 layers.
6.5 Summary
In chis chapter, a graphene based microwave absorber is presented. Compared to normal Salisbury 
screen and Jaumann screen absorbers, it features optical transparency and flexibility. The cases of 
single layer of graphene, multiple layers of graphene and multiple layers of graphene plus substrate 
are discussed. It can be observed that the single or multi-layer graphene absorber is narrow band 
while the multilayer graphene with substrate demonstrates wide bandwidth. The bandwidth 
increases with the increase of the total number of layers. Also, the absorber keeps a good 
performance for large incident angles, especially for the TE polarized wave. In the worst case 
scenario, the absorption can still get 70% of the absorption in the normal incident case.
The tuning of the absorption is possible by applying electric or magnetic bias. For a graphene sheet 
without any bias, the absorption is weak and by applying an electric bias, the absorption can get 
close to 95%. If the magnetic bias is also added, the absorption will decrease gradually and the 
absorber eventually becomes transparent to microwaves. However, the required magnetic bias is 
very strong and hard to obtain in normal lab conditions. On the other hand, tuning the scattering 
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rate can reduce the magnetic bias required to achieve microwave transparency, which means better 
quality graphene is required.
The multi-layer graphene absorber has shown to have better absorption and wider bandwidth than 
the single –layer graphene absorber. In addition, the multi-layer absorber can achieve that same 
tuning effect with magnetic bias for poorer quality graphene. Therefore the multi-layer absorber is 
preferred, except for narrow band applications.
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