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Abstract
Fix some p ∈ [0, 1] and a positive integer n. The discrete Bak-Sneppen model is a Markov
chain on the space of zero-one sequences of length n with periodic boundary conditions. At
each moment of time a minimum element (typically, zero) is chosen with equal probability,
and is then replaced together with both its neighbours by independent Bernoulli(p) random
variables. Let ν(n)(p) be the probability that an element of this sequence equals one under
the stationary distribution of this Markov chain. It was shown in [4] that ν(n)(p) → 1 as
n → ∞ when p > 0.54 . . . ; the proof there is, alas, not rigorous. The complimentary fact
that lim sup
n→∞
ν(n)(p) < 1 for p ∈ (0, p′) for some p′ > 0 is much harder; this was eventually
shown in [8].
The purpose of this note is to provide a rigorous proof of the result from [4], as well as
to improve it, by showing that ν(n)(p)→ 1 when p > 0.45. (In fact, our method with some
finer tuning allows to show this fact even for all p > 0.419533.)
Keywords: Bak-Sneppen model, self-organized criticality, renewal theory.
Subject classification: 60J05; 60J10, 60K35, 82B26, 92D15
1 Introduction
The classical Bak-Sneppen model [1, 2] is defined as a collection of n individual species located
equidistantly on a circumference, each possessing a fitness, which is a number in (0, 1). The
process evolves in discrete time as follows. First, one finds the node(s) with the minimal fitness (if
there are more than one, each of them is chosen with equal probability), and then this individual
is replaced by a new one, with a fitness drawn from a uniform U(0, 1) distribution. In such
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formulation, there are no interactions in the model, and it is easy to see that the second highest
fitness is always non-decreasing. Consequently, with a little extra work one can show that all but
at most one fitnesses converge to 1 a.s. To make the model interesting, it is also assumed that the
“worst” species is replaced together with both of its immediate neighbours on the circumference,
and each of the three new fitnesses is drawn independently from the same uniform distribution;
as a result, the model becomes highly non-trivial. In particular, simulations indicate that as the
time goes to infinity, for very large N the distribution of each fitness converges to a uniform
distribution with parameters [fc, 1] where fc ≈ 0.66. To the best of my knowledge, this has not
been shown rigorously yet.
The discrete version of the Bak-Sneppen model, proposed in [4], is defined as follows. Fix
a positive integer n ≥ 3 and p ∈ [0, 1] and consider a Markov chain ξ(t), t = 0, 1, 2, . . . , on
the state space {0, 1}n with the following transition probabilities. Let ξ(t) = (x0, x1, . . . , xn−1),
xi ∈ {0, 1}, and assume that xi are the values assigned to n vertices placed equidistantly on some
circumference. Pick uniformly at random a vertex with index i = i(t) such that xi = 0, and
replace it1 and both of its neighbours (i.e., each of ξi−1(t), ξi(t), and ξi+1(t)) by an independent
Bernoulli(p) random variable, keeping all the remaining ξj intact. Throughout the paper we
assume periodic boundary conditions, that is, n − 1 and 1 are the neighbours of 0, and n − 2
and 0 are the neighbours of n− 1, this is equivalent to addition/subtraction modulus n.
Since the Markov chain ξ(t) is irreducible, aperiodic and on a finite state space, it converges
to the unique stationary distribution pi(n). Let
ν(n)(p) =
∑
ξ∈{0,1}n
pi(n)(ξ) 1ξi=1
be the probability that vertex i has value 1 in this stationary distribution; by symmetry, this
quantity does not depend on i and equals the expected number of ones under the stationary
distribution, divided by n.
Now let n→∞. It is not hard to guess intuitively that limn→∞ ν
(n)(p) = 1 if p > 2/3, since
every time we replace at least 1 zero with on average 3(1 − p) zeros. The following conjecture
partially follows from [4]).
Conjecture 1. (a) There exists ν(p) = limn→∞ ν
(n)(p) ∈ [0, 1].
(b) The function ν(p) is monotone increasing in p ∈ [0, 1].
(c) There exists pc ∈ [0, 1] such that ν(p) = 1 for p > pc and ν(p) < 1 for p < pc.
1if all xi = 1, then pick i uniformly amongst {0, 1, . . . , n− 1}
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(c) pc lies strictly between 0 and 1.
The statement of [4, Theorem 2.1] claims that ν(p) = 1 for p > p∗ = 0.54 . . . , hence implying
that pc < p∗ (should pc really exist), or at least that lim infn→∞ ν
(n)(p) = 1 for p > p∗. On the
other hand, it turned to be much harder to show that pc > 0, or at least that lim supn→∞ ν
(n)(p) <
1 for small enough p. The latter statement was eventually proven in [8], using the combinatorial
avalanche method.
While the statement of [4, Theorem 2.1] is correct, its proof is, unfortunately, not rigorous,
as it effectively treats the quantity Dt (defined below) as a Markov chain, which it is not; there
are a few other inaccuracies in the proofs. Effectively, the authors of [4] implicitly use the result
of the statement which we prove in the current paper (Lemma (5)).
For some more recent results on Bak-Sneppen model please see [3, 5, 6, 7, 9] and references
therein.
The purpose of this short note is to provide a rigorous proof of the fact that ν(p) = 1 for all
p > p⋄ where p⋄ = 0.45 · · · < p∗. This is done in the next section. The final section contains the
required statements for stochastic processes with drift, which are crucial in order to make the
proof mathematically rigorous.
2 Main result
This is the main result of our paper.
Theorem 1. Let p⋄ = 0.45 . . . be the only real solution of the equation
p5 + 4p4 + 2p3 + 3p2 = 1. (1)
Then for all p ∈ (p⋄, 1] there exists ν(p) = limn→∞ ν
(n)(p) = 1. Hence, if pc exists, pc ≤ p⋄.
Remark 1. Note that the simulations suggest that pc ≈ 0.36.
Similarly to [4], we will define Xt = |{i : ξi(t) = 0}| as the total number of zeros at time t,
and the diameter Dt of the zeroes-containing configuration, as the length of the shortest interval,
containing all the zeros. Formally, for a given configuration ξ(t) = (x0, . . . , xn−1) let
Zt = (i, i+ 1, . . . , j − 1, j)
be a sequential subset of indices of (0, 1, 2, . . . , n−1) with periodic boundary conditions, satisfying
the following two properties
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(a) ξk(t) = 1 for all k 6∈ Zt;
(b) Zt has the smallest number of elements amongst all such subsets.
If there is more than one such subset at time 0, choose any of them arbitrarily2. Now we can
define
Dt = card(Zt).
Also let (l, r) = (l(t), r(t)) be the pair with the first and the last index of Zt, and set l = r = 0
if Xt = n ⇐⇒ Zt = ∅, i.e. there are no ones amongst ξi(t). Note that if ξt = (x0, . . . , xn−1) and
1 ≤ Xt ≤ n− 1 then
xl−1 = 1, xl = 0, xr = 0, xr+1 = 1.
When t ≥ 1, in case of ties for the choice of Z, choose l and r such that at least one of the
following equalities hold:
l(t) = l(t− 1) or r(t) = r(t− 1). (2)
Suppose that D(t) ≥ 6, and for some positive constant
β ∈ (0, 1/2)
define
Mt = M(ξ(t)) = Dt − β
(
1xl(t)+1=0 + 1xr(t)−1=0
)
≥ 0 (3)
that is, Mt coincides with Dt unless the configuration containing all zeros starts with “00” or ends
with “00” . For definiteness, letM(t) = 0 whenever D(t) < 6, and also setMt = Dt−2β = n−2β
in case Zt = ∅.
Definition 1. We say that the indices l and r flip when the configuration changes from ξ(t) to
ξ(t+ 1), and neither of equalities (2) holds.3.
Note that if l and r do not flip, then
Zt+1 ⊆ Zt or Zt+1 = Zt ∪ {l(t)− 1} or Zt+1 = Zt ∪ {r(t) + 1}.
2Example: ξ(t) = (1, 0, 0, 1, 0, 0), then Zt is either (1, 2, 3, 4, 5) or (4, 5, 0, 1, 2).
3Example: n = 7, ξ = (1, 0, 0, 0, 0, 0, 1), (l, r) = (1, 5), D = 4. Now suppose the middle zero is chosen,
and, together with its both neighbours, replaced by ones. The new configuration shall be ξ = (1, 0, 1, 1, 1, 0, 1),
(l, r) = (5, 1), D = 3.
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Lemma 1. Suppose that Dt ≥ 6, and suppose that the indices l and r flip between times t and
t+ 1. Then
Dt+1 ≤ Dt − 1, =⇒ Mt+1 ≤Mt − (1− 2β) < Mt.
Proof. The first statement follows from the definition of the indices and the condition just
above (2); the second from the fact that 2β < 1.
Let l = l(t), r = r(t). When D(t) ≥ 6 define
Et = {l, l + 1, l + 2} ∪ {r, r − 1, r − 2} ⊆ Zt
as the set indices of the three+three points at the both ends of the zero area.
Definition 2. By it we will denote the index of the zero chosen to be replaced with its both
neighbours. Hence
ξ(t+ 1) = (ξ0(t), . . . , ξit−2(t), ηL(t), η(t), ηR(t), ξit+2(t), . . . , ξn−1(t))
where ηL(t), η(t), ηR(t), t = 1, 2, . . . is a collection of i.i.d. Bernouilli(p) random variables.
Lemma 2. Suppose that Dt ≥ 6. Then Mt+1 ≤Mt on it 6∈ Et.
Proof. On the event described in the statement, either Dt+1 = Dt (and there were no changes
of the configuration near its endpoints, hence Mt+1 = Mt), or the indices l and r flipped, and in
this case the result follows from Lemma 1.
Lemma 3. If p > p⋄ and β is given by (4), then Mt is a supermartingale once Mt ≥ 8, Moreover,
for some ε = ε(p) > 0 depending on p only
∆t+1 := E(Mt+1 −Mt |Ft) ≤ −ε
on Mt ≥ 8 and it ∈ Et.
Proof of Lemma 3. Throughout the proof we write ξ(t) = x = (x0, x1, . . . , xn−1), l = l(t) and
r = r(t). Also, because of Lemma 1 in the rest of the proof we may assume that the flip of
the indices l and r does not happen (should that occur, Mt decreases by at least 1 − 2β > 0).
Observe also that Mt ≥ 8 ensures that Dt ≥ 6, and hence (3) holds.
For the moment, assume that Dt ≤ n− 2, the remaining two cases will be investigated later.
Due to the symmetry, it is sufficient to study only the left end of the zero configuration; the drift
at the right is identical. Also w.l.o.g. assume l = 2 (and hence x0 = x1 = 1, x2 = 0).
There are four possibilities for the beginning of the configuration x = ξ(t):
5
(a) x = (1, 1, 0, 0, 0, . . . );
(b) x = (1, 1, 0, 0, 1, . . . );
(c) x = (1, 1, 0, 1, 0, . . . );
(d) x = (1, 1, 0, 1, 1, . . . ).
The following calculations are done by thoroughly examining the 8 possible cases when “*0*”
is replaced by “000”,“001”, . . . , “111” respectively, and the probability of choosing “1” is p.
Conditioned on choosing one of the three zeros shown in case (a), each with equal probability,
the drift ∆t+1 is bounded above by
T00 = −
1
3
[
p3 + p2 + p− 1 + β(1− p)
]
−
1
3
[
p(p2 + p+ 1) + β(p+ 1)(1− p)2
]
−
β(1− p)
3
+ β.
In case (d), conditioned on choosing the shown zero, ∆t+1 is bounded above by
T11 = −(2p− 1)(p
2 + p+ 1)− β(1− p)2(1 + p).
In case (b), conditioned on choosing one of the two zeros, ∆t+1 is bounded above by
T01 =
T11
2
−
1
2
[
p(p2 + p+ 1) + β(1 + p)(1− p)2
]
+ β.
Finally, in case (c), conditioned on choosing one of the two zeros, ∆t+1 is bounded above by
T10 = −
1
2
[
p3 + p2 + p− 1 + β(1− p)
]
−
β(1− p)
2
.
The reason we have inequalities for the drift, rather than equalities, is that sometimes we do not
know whether the new configuration Zt+1 starts with “00” or “01”, and we take the worst case
scenario (i.e.. “01”).
Next, we need to ensure that T (p, β) := maxi,j∈{0,1} Tij is strictly negative. It can be shown
using elementary algebra that
∂Tij
∂p
< 0 for all i, j = 0, 1, p ∈ (0, 1), β ∈ (0, 1/2).
Hence, if T (p˜, β) = 0 for some p˜, then T (p, β) < 0 for all p > p˜.
By examining all the cases, we find that the largest value of p for which T (p, β) can be made
non-positive, is the real solution of the equation (1); in this case
β = β⋄ = −
4p3⋄ + p
2
⋄ + p⋄ − 2
2p3⋄ − 2p
2
⋄ + 3
= 0.34656 . . . , (4)
T00 = T11 = 0, T01 = −0.0669 . . . , T10 = −0.106 . . . .
Hence, for every p > p⋄ we have T (p, β⋄) < −ε(p) < 0.
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Finally, the cases where Dt = n or Dt = n − 1 are trivial, since E(Mt+1 − Mt |Ft) =
E(Dt+1 −Dt |Ft) < −[1 − (1− p)
3] < 0 on Et in the first case x = (0, 0, . . . , 0), and
E(Mt+1 −Mt |Ft) =
1
2
[
(+1)p+ (−1)2p2(1− p) + (−2)p2
]
+
1
2
[
(−1)p(1− p)2 + (−2)p(1− p) + (−3)p
]
= −
p(5− p2)
2
< 0
on Et in the second case where e.g. x = (0, 0, 1, 0, 0, . . . , 0).
Now we are ready to present the proof of the main result.
Proof of Theorem 1. Let Mt be defined by (3), and let the sequence of stopping times τk be
defined by τ0 = 0 and
τk+1 = inf{t > τk : it ∈ Et, or l(t) and r(t) flip}.
Then Mt and τk satisfy the conditions of Lemma 5 with C = 8, b = 2, r = 1 and ε given by
Lemma 3. Indeed, the value of Mt+1 6= Mt if and only if either there is a flip of l and r (in which
case Mt+1 < Mt by Lemma 1), or if it ∈ Et. Since each zero in the configuration ξ(t) is chosen
with equal probability, the probability of the latter event is bounded below as follows:
P(it ∈ Et |Ft) =
card{j ∈ Et : ξj(t) = 0}
Xt
≥
1
Dt
≥
1
Mt + 1
from (3) since β < 1/2. Hence τk+1 − τk is bounded above by a geometric random variable with
expectation Mτk + 1.
Now, Lemma 5 implies that
lim sup
T→∞
∑T
t=1 EMt
T
≤ R˜ (5)
for some R˜ not dependent on n. At the same time Mt is a function of a positive recurrent
finite-state Markov chain, hence as t→∞
EMt →
∑
ξ∈{0,1}n
pi(n)(ξ)M(ξ) = E˜M(ξ) =: µ(n)
where E˜ denotes the expectation under the stationary measure pi(n) for the chain ξ, and µ(n) is
the expectation of M under this measure. Therefore, by Cesa`ro summation from (5) we obtain
that µ(n) ≤ R˜. Since Xt ≤ Dt ≤Mt + 1, the expected fraction of zeros in the limit is given by
1− ν(n)(p) =
E˜Xt
n
≤
E˜Dt
n
≤
E˜(Mt + 1)
n
≤
R˜ + 1
n
, (6)
The RHS of (6) converges to zero as n→∞, yielding the statement of the theorem.
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Remark 2. By analyzing a larger (but still a finite) set of cases, one can even get a better upper
estimate for pc, namely pc ≤ 0.419533, which is closer to the estimated value of 0.36. In order
to do this, one can introduce the following more subtle supermartingale (on Dt ≥ 8)
M˜t = Dt − α
(
1(xl+1,xl+2)=(0,0) + 1(xr−1,xr−2)=(0,0)
)
− β
(
1(xl+1,xl+2)=(1,0) + 1(xr−1,xr−2)=(0,1)
)
− γ
(
1(xl+1,xl+2)=(0,1) + 1(xr−1,xr−2)=(1,0)
)
where α = 0.3764287, β = 0.078811, and γ = 0.423494. For these particular values, we get that
ε(p) used in Lemma 3 is at least 3.6× 10−8.
3 Appendix
Lemma 4. Consider a real-valued non-negative process Yt, t = 0, 1, 2, . . . adapted to the filtra-
tion Ft for which there exist C, b, ε > 0 such that the differences ∆t+1 = Yt+1 − Yt satisfy
(a) ∆t+1 ≤ b for all t;
(b) E
(
∆t+1 · 1∆t+1≥−b |Ft
)
≤ −ε on Yt ≥ C.
Then there exists an Rp = Rp(C, b, ε) <∞ such that for every p = 1, 2, . . .
lim sup
t→∞
E (Y pt ) ≤ Rp.
Proof. The idea is borrowed from the proof of [10, Theorem 2.1.7]. Let 0 < h < 1/b. Since
ex ≤ 1 + x+ x2 for |x| ≤ 1, we have
eh∆t ≤


1 + h∆t + h
2∆2t , if ∆t ≥ −b;
e−hb, otherwise
≤
(
1− e−hb + h2b2 + h∆t
)
1∆t≥−b + e
−hb (7)
since ∆2t ≤ b
2 on {∆t ≥ −b}. Then, taking the expectation of (7), we have on {Yt−1 ≥ C}
E
(
eh∆t |Ft−1
)
≤
(
1− e−hb + h2b2
)
P(∆t ≥ −b) + e
−hb − hε
≤ 1− e−hb + h2b2 + e−hb − hε = 1 + h(hb2 − ε) ≤ 1− hε/2 =: γ < 1
by taking h so small that hb2 < ε/2. Consequently,
E
(
ehYt
)
= E
(
ehYt−1E
(
eh∆t |Ft−1
))
≤ E
(
ehYt−1
[
γ1Yt−1≥C + e
hb1Yt−1<C
])
≤ γE
(
ehYt−1
)
+ eh(C+b). (8)
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Now, by re-iterating (8), we obtain that
E
(
ehYt
)
≤ eh(C+b)(1 + γ + · · ·+ γt−1) + γtE
(
ehY0
)
<
eh(C+b)
1− γ
+ γtE
(
ehY0
)
.
Hence, since ehy ≥ (hy)p/p! for all y, h ≥ 0,
lim sup
t→∞
E (Y pt ) ≤ lim sup
t→∞
p!E
(
ehYt
)
hp
≤
p! eh(C+b)
hp(1− γ)
=
2 p! eh(C+b)
ε hp+1
<∞.
The proof of the next statement uses some ideas from the renewal theory.
Lemma 5. Consider a real-valued non-negative process Mt, t = 0, 1, 2, . . . adapted to the filtra-
tion Ft for which there exist C, b, r, ε > 0 such that
(a) Mt+1 −Mt ≤ b for all t;
(b) E
[
(Mτk+1 −Mτk) · 1Mτk+1−Mτk≥−b |Fτk
]
≤ −ε on Mτk ≥ C;
(c) Mt+1 = Mt on t 6∈ ∪kτk;
(d) E(τk+1 − τk |Fτk) ≤ r(1 +Mτk)
for some strictly increasing positive integer sequence of stopping times τk, k = 0, 1, 2 . . . . Then
lim sup
T→∞
∑T
t=1 EMt
T
≤ R˜
where R˜ depends on C, b, r, ε only.
Proof. First, let Yk = Mτk . Because of (a), (b) and (c), Yk satisfies the conditions of Lemma 4.
Let N(t) = max{k : τk ≤ t} be the counting process. Then, from (c),
T∑
t=1
Mt ≤
N(T )+1∑
t=1
Mt =
N(T )+1∑
k=0
Mτk(τk+1 − τk) ≤
T+1∑
k=1
Mτk(τk+1 − τk) (9)
since N(t) ≤ t. On the other hand, from (d),
E (Mτk(τk+1 − τk)) = E [MτkE(τk+1 − τk |Fτk)] ≤ E [rMτk(1 +Mτk)] = rE
[
Yk + Y
2
k
]
so that
lim sup
k→∞
E (Mτk(τk+1 − τk)) ≤ r(R1 +R2)
where R1, R2 <∞ depend only on C, b, ε by Lemma 4. This, together with (9), implies that
lim sup
T→∞
T∑
t=1
EMt
T
≤ lim sup
T→∞
T+1∑
k=0
E (Mτk(τk+1 − τk))
T + 2
·
T + 2
T
≤ r(R1 +R2)
as the Cesa`ro mean.
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