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Abstract 
We describe a machine that inputs a normal space X and outputs a normal superspace T such 
that T becomes nonnormal after adding one Cohen real if and only if X is a Dowker space. A 
similar construction applied to Rudin’s box product Dowker space yields a collectionwise normal 
space that becomes nonnormal after the addition of one Cohen real. 
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1. Introduction 
If X is a space with topology 7 and V[G] is a forcing extension of the universe V, 
then T may no longer be closed under arbitrary unions in V[G]. However, T is still a 
base for some topology on X, and it is natural to ask what this topology has in common 
with the ground model space. 
Let us consider an example where a normal space becomes not normal. Let X be a 
normal space with a discrete, not separated, family {Yol: QI E K} of closed subsets. For 
example, X could be a version of Bing’s G, or a subspace of the Cantor tree (assuming 
MA + +ZH). After adding &-many Cohen reals (i.e., forcing with Fn(K, 2)), X is not 
normal in V[G] because 
&=u{Y,: (uG)(a)=O} 
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and 
I& = u{Ya: (uG)(a) = l} 
cannot be separated (for details, see [3]). Note that both fin and KG are new (i.e., not 
in V). 
In his problem list [ 131, Watson presents the above example, and then poses Prob- 
lem 75: “Can one Cohen real kill normality?” Let us discuss this question. Applying the 
idea used in the example above to a countable discrete family in a normal space, one 
Cohen real splits the family into two new pieces, but by normality in V, the entire family 
is already separated in V, hence in V[G]. A second reason why a new idea is needed 
is given by (the contrapositive of) the Reduction Lemma 2.1: if X answers Watson’s 
question positively, then there are two closed sets, one of which is in V, which witness 
that X is not normal. 
This paper establishes part (4) of the following theorem, solving Watson’s Problem 75. 
Theorem 1.1. Let X be a normal space. The following are equivalent: 
(1) X is countably paracompact. 
(2) X x (w + 1) is normal. 
(3) X is normal and countably paracompact after adding a Cohen real. 
(4) Whenever X is a closed subset of a normal space T, X is separated from every 
closed subset of T disjoint from it after adding a Cohen real. 
Dowker showed that (1) and (2) are equivalent. While pursuing Watson’s question, 
Grunberg, Junqueira, and Tall [7] proved that (1) and (3) are equivalent. One way to 
view (1) implies (3) is that a space X answering Watson’s question positively must be a 
Dowker space. Recalling the Reduction Lemma in this context, we pose the question: if 
X is not normal in V[G], must there be witnesses H and k~ with H a Dowker space 
in V? We answer “yes” by proving that (1) implies (4) (Proposition 2.3). The positive 
answer to Watson’s question is given by (the contrapositive of) (4) implies (1). While 
most, if not all, of the published Dowker spaces remain normal after adding a Cohen 
real (see Corollary 2.2) every Dowker space X embeds in a normal superspace T such 
that X and a “new” closed set witness that T is not normal after adding a Cohen real 
(Theorem 3.1). 
We conclude the introduction with a review of notation and terminology. We say that a 
family y of subsets of a space X is discrete if every z E X has a neighborhood meeting 
at most one member of Y. We say that a discrete family Y is separated if there is a 
discrete family U = {Uy: Y E y} of open sets satisfying Y c Uy for all Y E Y; we 
say that U separates y. A space X is collectionwise normal if every discrete family of 
closed sets is separated. A space X is normal if every discrete doubleton (equivalently, 
countable family) is separated. The following is often useful when showing that a space 
is normal (see, e.g., [5, 15.151). 
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Shoelace Lemma 1.2. Suppose H and K are disjoint subsets of a space X. If there are 
countable open covers M of H and V of K such that for each U E U, clx U n K = 0 
and for each V E V, clx V n H = 0, then H and K are separated. 
A space X is countably paracompact if every countable open cover of X has a 
locally finite open refinement. We will use the following theorems proved by Dowker 
and KatEtov when they independently introduced countably paracompact spaces in the 
early 1950s (see [4], [5, Section 5.21, and [SJ). (Th eorem l-4(3) is not in these references, 
but it is routine to see that it is equivalent to Theorem 1.4(2).) 
Theorem 1.3. A Tl space is normal and countably paracompact if and only iffor every 
countable open cover (0,: n E w} there is a closed cover {F,: n E w} such that 
F, c 0, for all n E w. 
Theorem 1.4. A normal Tl space X is not countably paracompact iff there is a se- 
quence {Dn}nEw of closed sets X = Do > D1 > ’ . . > D, > Dn+l > . . . such that 
nnEw D, = 0 and any of the equivalent conditions 
(1) X x (4 and Ungw D, x {n} witness that X x (w + 1) is not normal. 
(2) rf -W&&J is an open family such that D, C U, for all n f w, then 
l&w un z 0. 
(3) {F c X: F is closed and 3n E w(F n D, = 0)) generates a proper a-ideal, 2. 
We say that X is a P-space if the intersection of a countable family of open subsets 
is open. 
Although introduced for forcing, the following notation is convenient for describing 
bases of product spaces. Let Fn(A, B) denote the family of finite functions p such that 
the domain of p, denoted dam(p), is a subset of A and the range of p, denoted ran(p), is 
a subset of B. For A-systems and the A-system lemma, see [9]. We generally follow [93 
for forcing with two notational differences: we use V in place of the countable transitive 
model M, and we denote P-names by a superior dot rather than a Greek letter. 
2. Preserving normality 
The following assumptions and definitions will be operative throughout this section, 
Let P = Fn(w,w), let G be a P-generic filter, and let V[G] be the extension of the 
ground model V by G. Let X be a normal space with topology 7. Let I$ and .& be 
P-names such that 
1 11 “fi and I? are disjoint closed subsets of x7’. 
For each p E P, define 
HP = {x E X: p It “x E I?‘}, KP = {x E X: p II- “x E I?‘}, 
W, = U{W C T: p It W f-l I? = 0”). 
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The following are immediate from the definitions: 
(1) HP, Kp, and W, are in V; 
(2) as subsets of X, HP and Kp are closed, while W, is open; and 
(3) fin = UpEG HP, KG = lJpEG Kn, and X \ KG = UpEG W,. 
For L E V, we will write L in place of LG. 
Reduction Lemma 2.1. If every pair of disjoint closed subsets of X is separated when- 
ever at least one of them is in V, then X is normal in V[G]. 
Proof. In V[G], let fit and l?~ be disjoint closed subsets of X. Fix p E G. Because 
HP E V, we may apply our hypothesis to HP and RG to obtain an open UP such that 
HP c U, and clx U,nf?, = 8. Define V, mutatis mutandis. Apply the Shoelace Lemma 
with U = {U,: p E P} and V = {V,: p E G}. I7 
Corollary 2.2. X is normal in V[G] ifeither (a) X is a P-space or(b) X is hereditarily 
normal. 
Proof. By the Reduction Lemma, it suffices to separate H and k~, a pair of disjoint 
closed subsets of X with H E V. 
(a) For each p E IP, let U, and V, separate H and Kp. Then nPEP U, (open because 
X is a P-space) and UnEP V, separate H and k~. 
(b) For each p E G, H n W, and X \ W, are disjoint and closed relative to the open 
subspace (X\H)UW, = X\(H\W,). Applying normality in this subspace, we obtain an 
open set U, satisfying HnW, c U, and clx U, c W,UH - a fortiori, clx U,n& = 0. 
By the normality of X, there is an open set VP containing Kp such that clx V, n H = 0. 
Apply the Shoelace Lemma with U = {U,: p E G} and V = {V’: p E G}. 0 
Corollary 2.2 shows that some familiar Dowker spaces remain normal after adding a 
Cohen real. For example, part (a) applies to Rudin’s ZFC “box product” Dowker space 
[ 1 l] and to LaBerge’s “almost Lindelof” Dowker space [lo]; part (b) applies to Balogh’s 
a-discrete Dowker space [l] and to Rudin’s construction of a de Caux-type Dowker space 
from 4 [12]. 
In the next proposition, note that we assume that X is normal, but we do not assume 
that X is countably paracompact. 
Proposition 2.3. If H is a closed subset of X, H is countably paracompact (with the 
subspace topology), and I? is a name for a closed subset of X disjoint from H, then H 
and k~ can be separated in V[G]. 
Proof. From [7], we know that H is normal and countably paracompact in V[G]. Hence 
by Theorem 1.3 the countable open cover {W, n H: p E G} of H can be shrunk to a 
precise closed cover {Jr,: p E G} of H. Fix p E G, and let q vary over {p’ E P: p’ 6 p}. 
Let & be a name for Jp. Define Jp4 = {x E X: q It “x E j,“}. Now Jpq and W, 
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are both in V, where X is normal, so there is an open UP, such that JPq c UP, and 
clx u,, c W,. Similarly, KP and H are both in V, so there is an open VP such that 
KP c VP and clx VP n H = 8. Apply the Shoelace Lemma with U = {UP,: q < p E B} 
and I, = {VP: p E G}. 0 
3. Destroying normality 
Returning to the discussion of Theorem 1.1, we sketch the proof of not (1) implies not 
(2). Let X be a Dowker space with decreasing sequence {Dn}nEw as in Theorem 1.4. Set 
H = X x {w}. For each f : w + w set Kf = UnEw D, x {f(n)}. If f is unbounded, then 
H and Kf are not separated. Our plan for proving not (1) implies not (4) is to separate 
(in V) H from each Kf (f E V) in such a way that H and Kg are not separated in 
V[G], where g = UG is the generic function (of course, g $ V). 
Theorem 3.1. If X is normal and not countably paracompact, then there are a normal 
space T, a closed subset g of T homeomorphic to X, and a P-name k for a closed 
subset of T disjoint from fi such that g and I?, are not separated in V[G]. 
Proof. Set S = X x (w + 1) with the usual topology. Define rl(~,rn) = Z. Let H = 
Xx{w}cS.Let@=C(X,I)={cp: cp is a continuous function from X to I}; and 
let N be the family of open neighborhoods of H in 5’. Set T = 2N x I’. We consider 
a point t of T to be a function from N U @ to I. For each s = (z:, n) E S, we define 
2 E T as follows. For N E N, 
Z(N) = 
1 ifsEN, 
0 ifs$N. 
For cp E @, Z(P) = CP(~I(S)) = V(Z). 
For Y c S, let p = (2 s E Y} C T. For A C T, set Ax = {x E X: (XT) E A}. 
We topologize T analogously to Bing’s G [2] or Fleissner’s George [6]: points 3 have 
the usual product topology and all other points are isolated. Let us establish notation 
for basic open sets of T. Let M be a countable base for I. For all q E Fn(N, 2) and 
T E Fn(@, M), let B(q, r) be the set of all t E T satisfying t(N) = q(N) for all N E N 
and t(cp) E T((P) for all cp E @. 
With this notation, an open base for the topology on T is 
{ B(q, r): q E Fn(N, 2) and T E Fn(@, M)} U {{I!}: t E T \ s^}. 
Informally, we idefttify X with both H (a subset of S) and fi (a subset of T); similarly 
we identify S with S (a subset of T). Formally, we keep them distinct because of the 
different topologies. The next lemma and the following corollaries describe some useful 
relationships among these topologies. 
Lemma 3.2. Zf U is open in T, then UX is open in X and UX x {w} is contained in 
the S-interior of {s E S: 6 E U}. 
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Proof. It suffices to consider the case where U is basic open. 0 
Corollary 3.3. If K C T is closed, then Kx is a closed subset of X. 
Corollary 3.4. If K C T is closed and disjoint from g, then {s E S: 8 @ K} is an 
open neighborhood of H. 
Proposition 3.5. T is normal. 
Proof. Because T \ s^ is open discrete, it suffices to separate disjoint closed sets of the 
form 2 and J? where L and J are subsets of S. From Corollary 3.3, we see that 2, and 
& are disjoint closed subsets of X, so let 8 E @ satisfy 0[2~] = (0) and e[yx] = { 1). 
Define 
NL = s \ {s E L: l/2 < +r,(s))} and NJ = S\ {s E J: B(T,(s)) < l/2}. 
Observe that NL, NJ E N by Corollary 3.4. Next, define 
u = {t E T: t(e) < l/2 and t(NJ) = 1} U {t E T: I = 0 and t(NJ) = 1}, 
IJ’ = {t E T: t(e) > l/2 and I = I} U {t E T: t(NJ) = 0 and t(NL) = l}. 
Then U and V are open sets separating 2 and J? 0 
To show that X is not normal in V[G], we must use that X is not countably paracom- 
pact. Let {&}n~w be as in Theorem 1.4, and let Z be as in (3) of Theorem 1.4. Note 
that if A $2, then clx A fl D, # 8 for all n E w. Hse if U is open in T and UX $1, 
then for all n E w there is an z E D, such that (z, w) E cl~ U. We are preparing for 
Lemma 3.6, where in this situation we obtain an 1 E w such that (2) E cl~ U. 
Given T E Fn(@, M), set d = dam(r) and for each e E 2d, define 
A(r, e) = { 2 E X: VP E d ([P(X) E r(~)] - [e(p) = l],}. 
Set I(T) = U({A(r, e): e E zd} n Z). Note that 1(r) E 2. Informally, an T E Fn(@, M) 
of cardinality n splits X into 2n (possibly empty) pieces, and I(r) is the union of the 
pieces in Z. 
Lemma 3.6. If U is open in T, UX # Z, and m E w, then there are x = x(U,m) E 
clx UX f~ D, and 1 = Z(U, m) E w such that (z) E cl~ U. 
Proof. By induction on (Y < WI, choose x, E UX \ Up<, I(rp). Choose qa and r, 
such that (xz) E B(q,, T-,) c U. By applying the A-system lemma to the qa’s 
and T~‘s, refining to agree on the roots, and reindexing, we obtain q* E Fn(N, 2) and 
T* E Fn(@,M) such that 
(1) {dom(q,): Q E ~1) IS a A-system with root dom(q*); 
(2) qa(N) = 1 for all N E dom(q,); 
(3) {dom(ra): cr E wt} is a A-system with root dom(r*); and 
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(4) T,(P) = r-*((p) for all cp E dom(r*). 
Set A* = B(~*,T*)x. We claim that A* $ 2. Notice that zt E B(ql, T~)X c A*. 
Also note that A* is a finite union of A(Q, e)‘s. Suppose A* were in 1. Then each of 
the aforementioned A(n), e)‘s would be in 2, whence A* would be a subset of I(Q). 
We chose zt E Ux \ I(re), so then zt $ A*. Contradiction! 
Choose z = z(U, m) E clx A* rl D,. Then (p(x) E clnr*(cp) for all ‘p E dam(r). 
Notice that B(q*, 0) = ndom(q*) 1s an open neighborhood of (x, w) in S, so choose 
I = Z(U,m) E w such that 2 E B(q*,@, where z = (x,1). 
Let B(q, r) be an arbitrary basic open neighborhood of 2 with dom(q*) c dam(q) 
and dom(r*) c dam(r). Aiming towards finding a point in B(q, r) n U, we make the 
following observations. 
(5) If N E dam(q) ndom(q*), then q(N) = 1 = q*(N). 
(6) If ‘p E dam(r) n dom(r*), then there is a real alp E r-((p) n r*(p) (because 
P(X) E cln r*(p)). 
(7){aEwt: qnq,#q*}isfinite. 
(8) {o E WI: dam(r) r? dom(r,) $Z dom(r*)} is finite. 
Define t E T as follows. For N E N, t(N) = Z(N); for cp E @, 
t(cp) = UP 
if cp E dom(r*), 
~((cP) if cp E @ \ dom(r*). 
Then t E B(q, r) and t E B(q,, r,) f or all but finitely many (Y E wt. Because B(q, r) 
was arbitrary, and B(q,, T,) c U, we conclude that 2 = (2) E cl~ U. 0 
Proposition 3.7. T is not normal in V[G]. 
Proof. Let G be Fn(w, w)-generic over V. Then g = lJ G is a function from w to w. Set 
K, = UnEw D, x {g(n)}. We claim that g = X aw} and zg cannot be separated. 
In more detail: we show that whenever some condition p forces some name fi to be 
an open neighborhood of ii, there is a stronger condition which forces the closure of 0 
to meet Kg. Let fi be the canonical name for H and let l? be the canonical name for 
I;r,. 
Suppose that p It “k C 0 is open in p’. Because Fn(w, w) is countable and Z is a 
proper a-ideal on X, there is p’ 6 p such that (Wn/)x is not in 1, where, 
W,, = U{W c T: W is open and p’ It YV c Lb}. 
Choose m E w \ dom(p’). Apply Lemma 3.4 with lV,j and m to obtain z = (x, I). 
Set t = 2, and note that t E c1~ W,). Since {(m, I)} It- “t E J?” and p’ IF “ci/,, c o”, 
we conclude that 
(p’ u {(m, z)}) It 9 E (~1~ V n ri) # yl". q 
This concludes the proof of Theorem 3.1. 0 
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4. Destroying collectionwise normality 
Recall the example in the introduction, where adding sufficiently many Cohen reals 
makes a normal not collectionwise normal space not normal. Also in Watson’s problem 
list is Problem 74: “Can Cohen forcing make a collectionwise normal space not collection- 
wise normal? not normal?” Observe that the space T of the previous section does not 
answer this question, because the discrete collection {{(z)}: 5 E X} is not separated. 
However, the same ideas can be implemented to construct a collectionwise normal space. 
Theorem 4.1. There is a collectionwise normal space T which is not normal in V[G]. 
Proof. We start with X being Rudin’s ZFC box product Dowker space, which is a P- 
space and enjoys the property that every discrete family is separated by a clopen partition. 
As in Theorem 3.1, set S = X x (w + l), define ~1 (x:, m) = 2, let H = X x {w} c S, 
and let n/ be the family of open neighborhoods of H in S. 
Let IE be the family of clopen partitions of X. For each E E IE, let z& : & + X be a 
choice function-i.e., ZE(E) E E for all E E E. Let D(S U (1)) be the discrete space 
with point set S U { 1) and let D(X) be the discrete space with point set X. Set 
T = D(S u {l})hi x D(X)“. 
For s E S, define FE T as follows. For N E N, 
2(N) = 
1 ifsEN, 
s ifs$N. 
For & E IE, let E E & be such that ~1 (s) E E, and set ?(&) = ZE(E). 
Again, T is topologized by giving points in s^ = (2 s E S} their usual product 
neighborhoods and isolating all other points. 
Proposition 4.2. T is collectionwise normal. 
Proof. Let Y be a discrete collection of closed subsets of T. Because T \ s^ is an open 
discrete subspace, we may assume that UY C s^. Set Y’ = {Y E Y: Yx # 8). Let 
I* = {Ey: Y E Y’} be a clopen partition of X such that YX c Ey for all Y E Y’. Set 
Y, = {{t E Y: t(E*) E Ey}: Y E Y’} 
and 
YK={Y\EY: YEY’}U(Y\Y’). 
It will suffice to separate the family Y, U YK. Note that N* = {s E S: 2 $! lJ YK} is an 
open neighborhood of H (in S). For Y E Y H, set Vy = {t E T: t(E*) E Y and t(N*) = 
1). For Y E YK, set Vy = {t E T: t(N”) E Y}. Then {Vy: Y E YH U YK} separates 
YHuyK. q 
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Proposition 4.3. T is not normal in V[G]. 
Proof. Proceed as in Proposition 3.7 up to “Choose m E w \ dom(p’).” This time we 
can simply choose z’ E clx IV,, n D,. - 
Towards a contradiction, assume (z’, I) $ clx I%‘,, for all 1 E w. Choose basic open sets 
B(ql, ~1) so that (z) E B(ql, ~1) c (T\ Wpl) for all 1 E W. NOW E’ = nlEw B(Q), T~)~ 
is a clopen neighborhood of z’, so there is a point z E E’ fl (Wp,)x. Choose a basic 
- 
open set B(q, T) such that (x, w) E B(q, r) c IV,/. Because ndom(q) is an open 
neighborhood of H, there is an 1 E w satisfying (z’, I) E n dam(q). Define t E T via 
t(N) = (XT)(N) for all N EN and t(E) = (z)(E) for all & E lE. 
Then t E B(ql, r-1) n IV,!. Contradiction! 
Choose z = (x’, 1) such that 2 E clr W,,. Set t = 2. As in Proposition 3.7, we 
conclude 
(p’ U {(m, 1))) IF “i E (cl~ ri n I?) # 0”. q 
This concludes the proof of Theorem 4.1. 0 
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