Introduction {#Sec1}
============

The breast cancer resistance protein (BCRP/ABCG2) is the second member of the G subfamily of the ATP-binding cassette (ABC) transporter superfamily. It is widely distributed and expressed in many normal tissues, especially the small intestine, liver, brain endothelium, and placenta \[[@CR1]\]. BCRP functions as a xenobiotic efflux pump by exporting antineoplastic drugs out of cells, such as topotecan and mitoxantrone, and its overexpression or activation results in multi-drug resistance (MDR) to many chemotherapeutic agents \[[@CR2]--[@CR4]\]. It is also a vital constituent part of blood--tissue barriers and is closely involved in absorption blocking and excretion enhancing. Therefore, BCRP has been recognized as an important player in drug absorption, distribution, metabolism, excretion, and toxicity (ADMET) \[[@CR5], [@CR6]\], and has also been regarded by the Food and Drug Administration (FDA) as one of the key drug transporters in clinical drug disposition \[[@CR4], [@CR7]\].

Many drugs, such as mitoxantrone and topotecan, have been identified as BCRP substrates \[[@CR3], [@CR8]\], and BCRP inhibitors can enhance the bioavailability of these drugs \[[@CR9], [@CR10]\]. For instance, the co-administration of topotecan (an anti-cancer drug) and GF120918 (a BCRP inhibitor) resulted in a significant increase of the systemic exposure of topotecan \[[@CR9]\]. Gefitinib, a potent BCRP inhibitor, could considerably improve the bioavailability of irinotecan in mice \[[@CR10]\]. Therefore, the discovery of novel BCRP inhibitors can contribute to the design of better therapeutic strategies for cancer treatment and identification of potential drug--drug interactions \[[@CR11]\]. Many experimental techniques have been employed to measure the BCRP inhibition of drugs or drug candidates, but these assays are expensive, resource-intensive, and time-consuming. Thus, it is of critical importance to develop in silico models to predict BCRP inhibition in the process of drug design and discovery in order to reduce the failure rates and avoid adverse drug--drug interactions.

Quantitative structure--activity relationship (QSAR) analysis is one of the most classical techniques in the realm of computer-aided drug design (CADD) to correlate the chemical structures of molecules with their bioactivities. To date, numerous computational QSAR models based on various machine learning (ML) approaches and pharmacophore modeling have been proposed to predict BCRP inhibition \[[@CR12]--[@CR22]\] For example, in 2005, based on a dataset of 25 flavonoids, Zhang et al. \[[@CR15]\] built a multiple linear regression model to quantitatively predict the BCRP inhibition of flavonoids. In 2007, Matsson and co-workers used the orthogonal partial least-squares projection to latent structures discriminant analysis (OPLS-DA) to construct a classification model to differentiate BCRP inhibitors from non-inhibitors with predictive accuracies of 93% and 79% for the training and test sets, respectively \[[@CR16]\]. It is surprising that an easily interpretable model could be established based on only two descriptors: octanol--water partition coefficient at pH 7.4 and molecular polarizability. In 2013, Pan et al. generated the Bayesian classification and pharmacophore models based on a training set of 124 BCRP inhibitors and non-inhibitors, and the best Bayesian classification model achieved a Matthews correlation coefficient (MCC) of 0.69 for the test set with 79 compounds and the best pharmacophore model yielded a MCC of 0.29 for the same test set \[[@CR11]\]. In 2014, based on a large dataset containing 780 diverse compounds, Montanari et al. also used the naïve Bayesian approach to establish a model with an encouraging global accuracy of 0.92 but a relatively low AUC (the area under the receiver operating characteristic curve) value of 0.854 for the training set under tenfold cross-validation. In addition, this model was not validated by a test set \[[@CR20]\]. In 2015, based on a training set of 197 compounds, Belekar et al. developed a number of models to distinguish BCRP inhibitors from non-inhibitors by using support vector machine (SVM), k-nearest neighbor (k-NN), and artificial neural networks (ANN), and the models achieved global accuracies of 0.828--0.878 for the test set with 99 compounds and 0.745--0.775 for the validation set with 99 compounds \[[@CR21]\]. Recently, Montanari et al. developed a computational model to qualitatively predict BCRP inhibition by using logistic regression (LR) based on a relatively large dataset with 978 compounds \[[@CR22]\], and the tenfold cross-validation of the LR model for the training set yielded a MCC of 0.65 and an AUC of 0.90. Apparently, most reported computational models for differentiating BCRP inhibitors from non-inhibitors were developed based on relatively small datasets (less than 1000 compounds) or congeneric compounds and suffered from relatively low accuracy. As a result, the reliability and general applicability of the developed models may be limited. Therefore, it is an urgent need to develop computational models with high reliability and robustness to predict BCRP inhibition based on an extensive dataset.

Recently, new artificial intelligence (AI) methods, such as ensemble learning represented by extreme gradient boosting (XGBoost) and deep learning (DL) represented by deep neural networks (DNN), have been widely employed in CADD, such as drug-target interactions prediction \[[@CR23]\], cancer diagnosis \[[@CR24]\], ADMET predictions and QSAR modeling \[[@CR25]--[@CR33]\]. DL is a categorization of artificial neural networks-based (ANN-based) ML methods that gradually extract features from the raw input using multiple layers. The application of DL in drug discovery was hindered by computability, but it can be well alleviated by using graphics processing units (GPUs) acceleration \[[@CR34]\]. Ensemble learning represented by XGBoost attracted the attention of researchers in drug discovery due to its accurate predictions and low computational cost, and some studies reported that XGBoost could achieve comparative or even better performance than other widely-used ML methods such as RF and DNN \[[@CR31]\]. Thus, it is a recognized need to explore how well those state-of-the-art methods perform in the prediction of BCRP inhibition. In this study, we reported a large and structurally diverse dataset with 1098 BCRP inhibitors and 1701 non-inhibitors. Then, based on the extensive dataset, the classification models to discriminate between BCRP inhibitors and non-inhibitors were developed by using seven ML approaches, including a representative DL method: DNN, two representative ensemble learning methods: stochastic gradient boosting (SGB) and XGBoost, and four traditional ML methods: naive Bayes (NB), k-NN, regularized logistic regression (RLR), and SVM. The optimal feature subset used in model development was determined by a wrapper feature selection method that couples simulated annealing (SA) algorithm and random forest (RF) and the hyper-parameters were determined by the Bayesian optimization technique. To our knowledge, there are relatively few studies devoted to using new AI methods, such as ensemble learning and deep learning, to the prediction of BCRP inhibition. The robustness and reliability of the models were validated internally and externally, and the statistical results demonstrated that one traditional ML method (SVM) and two new ML methods (DNN and XGBoost) could generate reliable classification models for the prediction of BCRP inhibition, and the SVM model achieved the best predictions. The identification and analyses of representative features for different models were accomplished through a perturbation-based method. Furthermore, the important structural fragments related to BCRP inhibition were recognized by the information gain method along with the frequency analysis, which may provide valuable clues for the design of potent BCRP inhibitors and avoiding undesirable drug--drug interactions.

Materials and methods {#Sec2}
=====================

Dataset preparation {#Sec3}
-------------------

In this study, three data sources were integrated to build up an extensive BCRP inhibition dataset. The first data source is the dataset of 978 compounds reported by Montanari et al. \[[@CR20]\], and it contains 433 inhibitors and 545 non-inhibitors. The second data source that has 765 BCRP inhibitors and 220 non-inhibitors were manually collected from 51 literatures \[[@CR22], [@CR35]--[@CR84]\]. However, considering the fact that BCRP non-inhibitors should be much more than inhibitors, the third data source containing 1000 non-inhibitors was also integrated into the final dataset. The 1000 non-inhibitors were extracted from the PubChem database (PubChem AID: 1325), and they have the lowest efflux pump activity, which was defined as "% inhibition of efflux pump activity". According to the authors' statement, compounds with percentage inhibition lower than 80% were decisively inactive. The molecules from the above three data sources were integrated into a single dataset and the duplicated molecules with incoherent labels were removed. Then, the salts, mixtures, and metal--organic compounds were eliminated using the wash tool in the Molecular Operating Environment (MOE) software package (version 2015), and then all the compounds were minimized with the MMFF94 force field \[[@CR85]\]. The final dataset contains 1098 BCRP inhibitors and 1701 BCRP non-inhibitors. The whole dataset can be accessed from Additional file [1](#MOESM1){ref-type="media"}: Table S1 or the supporting website: <http://cadd.zju.edu.cn/pkkb/>. As far as we know, the dataset reported in this study is the largest one of its kind available to the public. The BCRP inhibitors were labeled as 1 and non-inhibitors were labeled as 0.

Generation of molecular descriptors and fingerprints {#Sec4}
----------------------------------------------------

A total of 379 molecular descriptors, which characterize the physicochemical, structural and drug-like properties of the studied compounds, were calculated using the MOE 2015 as the molecular features. According to many previous studies, the addition of molecular fingerprints can improve the performance of QSAR modeling \[[@CR86]--[@CR88]\]. Therefore, the PubChem fingerprints (PubchemFP) with 881 substructures generated by PaDEL-Descriptor \[[@CR89]\], which characterize 2-dimensional substructures in a binary format, were also used as molecular features. The molecular features with missing values were removed. Then, the features that have one unique value (i.e., zero-variance features) or features have very few unique values relative to the number of compounds or features have a large frequency gap between the most common value and the second most common value were removed by the *nearZeroVar* function in the *caret* package of R (version 3.5.3 ×64). In addition, the correlation between any two features was calculated and the feature that has high correlation (*r* \> 0.90) with another feature was removed. After this step, 382 molecular features were retained and the whole dataset was randomly divided into the training and test sets with a ratio of 4:1 using a stratified sampling method. As a result, the training set contains 2240 compounds (879 inhibitors and 1361 non-inhibitors), and the test set contains 559 compounds (219 inhibitors and 340 non-inhibitors).

Feature selection by rfSA {#Sec5}
-------------------------

All the calculated molecular features cannot be used for the QSAR modeling due to the curse of dimension for high-dimensional data and the phenomenon of over-fitting. Therefore, a wrapper feature selection method named rfSA (SA algorithm coupled with RF) was used to remove redundant or irrelevant features without sacrificing too much information based on the training set. The SA algorithm is used to search the feature subset from the origin feature space and the performance of the RF model developed from the selected feature subset is used to guide the search. As a common method for combinatorial optimization problems, SA has good capability to avoid being trapped into local minima \[[@CR90]\]. In the feature subset search process, the RF model developed from a new feature subset selected by the SA algorithm is compared with that developed from the previous feature subset identified in the previous step according to the RF model performance (e.g. accuracy of RF model). If the new feature subset performs better, it would be accepted, otherwise acceptance probability is calculated based on the accuracy difference between the two RF models developed from the two feature subsets and the current iteration of the search. This process is repeated until the stopping criteria are satisfied. The rfSA was implemented using a built-in *safs* function in the *caret* package of R (version 3.5.3 ×64). Here, the resample method was set as fivefold cross-validation with five repetitions to guarantee the statistical significance, where four-fifth of the training set (internal set) was used in the feature subset search conducted by SA and the remaining one-fifth (external set) was used to estimate the external accuracy. The best iteration of SA was determined by maximizing the external accuracy. The maximum iterations of the SA optimization were set to 1000. More descriptions about the feature selection process can be found in the documentations \[[@CR91], [@CR92]\].

QSAR model construction and hyper-parameters optimization {#Sec6}
---------------------------------------------------------

Here, seven ML methods were employed to develop the classification models to discriminate BCRP inhibitors and non-inhibitors, including a representative DL method (DNN), two representative ensemble learning methods (SGB and XGBoost), and four traditional ML methods (NB, k-NN, RLR and SVM). The DNN method was implemented in the *h2o* package of R (version 3.5.3 ×64), and the other six ML methods were implemented in the *caret* package of R (version 3.5.3 ×64). The *caret* package provides miscellaneous functions for building classification and regression models and focuses on simplifying model training at the same time. The whole QSAR modeling pipeline is presented in Fig. [1](#Fig1){ref-type="fig"}. The source code that implements the workflow is available in the supplementary information (Additional file [2](#MOESM2){ref-type="media"}).Fig. 1The workflow of QSAR modeling

### Naive Bayes (NB) {#Sec7}

The NB algorithm is a simple and interpretable probabilistic classification method, and it estimates the corresponding class probability for an instance represented by conditionally independent feature variables based on the Bayes' theorem. Despite the simple theorem and oversimplified assumptions, NB has been extensively used in classification and achieved outstanding performance in many intricate real-world situations, such as text classification. In addition, NB is fast and efficient for large datasets, and it is less affected by "curse of dimensionality" when a large number of descriptors are used \[[@CR93]\]. The detailed descriptions of the NB algorithm were documented previously \[[@CR88]\].

### k-Nearest neighbors (k-NN) {#Sec8}

The k-NN algorithm is a commonly used non-parametric supervised learning approach for classification and regression \[[@CR94]\]. The principle of this algorithm is to find the *k* closest training instances when a test instance is given and this test instance is predicted based on the information of the closest training instances. In our study, the "weighted voting method" was employed, which weights the contributions of the *k* closest instances using a distance weighting function, where the closest instance contributes most to the voting and the furthest instance contributes least.

### Regularized logistic regression (RLR) {#Sec9}

As an efficient and simple classification methods, the logistic regression (LR) algorithm uses the logistic function as the link function of generalized linear model \[[@CR22], [@CR95]\]. It is suited for conducting regression analysis where the response variable is binary. Different from conventional linear regression which fits a straight line or hyperplane, LR converts the output of a linear regression model to values between 0 and 1 using a logistic function. In this study, a regularization term by penalizing high values of the optimized parameters was introduced into the cost function of the LR algorithm to prevent over-fitting, which is the so-called regularized logistic regression (RLR).

### Support vector machine (SVM) {#Sec10}

Support vector machine is one of the most popular ML approaches in QSAR modeling. It is appropriate to develop the classification models for complex but small- or medium-sized datasets. The fundamental principle of SVM is to find a separating hyper-plane with maximum margin in the feature space for classifying instances of different categories, and the classification results produced by this hyper-plane should be insusceptible to local perturbations of training instances. In this study, the radial basis function (RBF) was used as the kernel.

### Ensemble learning {#Sec11}

Ensemble learning is a group of popular algorithms that can produce a strong learner in the form of an ensemble of weak learners. Gradient boosting is one of the most representative ensemble learning methods and it improves the strong learner gradually through fitting the new weak learner to residuals: an approximation of the negative gradient of the loss function being minimized. Here two gradient boosting-based methods, SGB and XGBoost, were employed to build the classification models. In SGB, a subsample of the training data is selected randomly to fit the new weak learner and update the strong learner for the current iteration, and this randomized approach increases both the approximation accuracy and execution speed of gradient boosting \[[@CR96]\]. In XGBoost, some optimization algorithms are introduced based on the gradient boosting framework, such as minor improvements in the loss function by penalizing the complexity of the model, introduction of shrinkage and column subsampling for further preventing over-fitting, and employment of sparsity-aware split finding technique for efficient training on sparse data, etc. The significant predictive power of XGBoost on QSAR modeling has been illustrated in previous studies \[[@CR29], [@CR31]\].

### Deep neural networks (DNN) {#Sec12}

Deep learning has revolutionized many applications such as natural language processing, computer vision, and speech recognition due to its capability to learn complicated and rapidly-varying non-linear functions and extract a hierarchy of useful features from input \[[@CR97]\]. DNN is one of the typical DL models which have an input layer, an output layer, and many hidden layers (typically more than three hidden layers). It is inspired from biological neurons networks and the basic component in DNN is the neuron model. In 2012, Merck sponsored a molecular activity challenge at the Kaggle data mining platform, and the competition was won by a group that utilized DNN as the main ML technique \[[@CR25]\]. In addition, the Tox21 data challenge 2014 for toxicity assessment was won by a group that also utilized DNN as the main ML technique \[[@CR26]\]. In DNN, each neuron receives the input signals from its connected neurons, and those input signals are multiplied by their respective weights and then summed up. The weighted sum plus the bias in each neuron to feed into the activation function and produce an output. Here the weights and biases in each neuron are the parameters in DNN and they are typically learned by error back-propagation algorithm in combination with optimization method such as stochastic gradient descent. It is commonly known that DNN learns to pick up important features from the original feature space by down-weighing irrelevant features. However, for the sake of fairness, DNN was trained based on the selected features from the training set although it seems redundant or not necessary.

### Model hyper-parameters optimization {#Sec13}

The performance of the models developed by ML approaches are closely related to important hyper-parameters. In this study, the hyper-parameters were optimized by the Bayesian optimization (aka model-based optimization) algorithm based on the MCC value of the fivefold cross-validation to the training set \[[@CR98]\]. As a compelling global optimization method for black-box functions, the Bayesian optimization framework can obtain an ideal solution only after a few objective function evaluations by designing appropriate surrogate model and acquisition function. Before Bayesian optimization, a coarse hyper-parameter tuning based on grid search within relatively wide ranges was performed to determine a smaller region of hyper-parameters where the models work well. The Bayesian optimization was then used to zoom into these smaller regions and find more optimal settings of hyper-parameters. The Bayesian optimization algorithm was implemented by the *mlrMBO* package in R (version 3.5.3 ×64). The search space of the Bayesian optimization and the optimal hyper-parameters for all the studied models are summarized in Additional file [1](#MOESM1){ref-type="media"}: Table S2. It should be noted that some other important hyper-parameters of the DNN model were fixed in our study. Here, the optimizer of the DNN modeling was set to an adaptive learning rate algorithm: *ADADELTA*, and the activation function was set to *ReLU* which is highly recommended for DNN according to the previous studies \[[@CR25], [@CR99]\]. All the tested DNN configurations were trained for 300 epochs.

Statistical validation of the QSAR models {#Sec14}
-----------------------------------------

According to the Organization for Economic Co-operation and Development (OECD) Validation Principle \[[@CR4], [@CR100]\], a QSAR model should be associated with appropriate measures of goodness-of-fit, robustness, and predictivity. Here, the random fivefold cross-validation of the training set was used to evaluate the robustness of each model, and the external validation given by the predictions to the test set was used to measure the actual predictivity of each model. In addition to the random fivefold cross-validation, the performance of the seven studied ML algorithms was also evaluated by the cluster cross-validation method proposed by Mayr et al. \[[@CR101], [@CR102]\]. The agglomerative hierarchical clustering using complete linkage was used to identify different compound clusters. The distance between any two compounds was measured by the Tanimoto similarity based on the PubChem fingerprints. The maximum distance between any identified clusters was set to 0.7 and the generated smaller compound clusters were distributed across the fivefolds randomly. The following statistical parameters based on the confusion matrix were used to assess the performance of each model: confusion matrix \[true positives (TP), true negatives (TN), false positives (FP), false negatives (FN)\], global accuracy (GA), balanced accuracy (BA), Matthews correlation coefficient (MCC), and the area under the receiver operating characteristic (ROC) curve (AUC). The GA, BA and MCC are defined as following:$$\documentclass[12pt]{minimal}
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Moreover, the residual (the binary cross entropy was used as the residual function in this study) distribution plots for the fivefold cross-validated training set and the test set were used to further diagnose the quality of the classification models. Different from the confusion matrix based statistical parameters which only supports the predicted class of a compound, it is capable of providing information about the predicted class probability distribution of a compound. For example, for an inhibitor: I \[the class probability distribution is (0,1)\] and a non-inhibitor: NI \[the class probability distribution is (1,0)\], the predictions (class probability) for I and NI given by model A are (0.4, 0.6) and (0.65, 0.35), respectively and those given by model B are (0.1, 0.9) and (0.95, 0.05), respectively. Both models give the same confusion matrix and the statistical parameters would be identical \[for the majority of ML approaches, the class of a certain compound was derived from its class probability distribution. If the probability for a certain class is larger than or equal to a certain threshold (generally 0.5), this compound would be predicted as the corresponding class\], which model should be used in this case? Actually, we still believe that model B is better than model A because the residual to the referenced class probability distribution of model B is smaller than that of model A. In this study, the binary cross entropy was used as the residual function, which was defined as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$CE_{binary} = - \left[ {y \times \log \left( p \right) + \left( {1 - y} \right) \times \log \left( {1 - p} \right)} \right]$$\end{document}$$where *y* is the true class label of compound (1 for inhibitor and 0 for non-inhibitor); *p* is the probability of being inhibitor for a compound and the greater the binary cross entropy is, the larger the residual is, and vice versa.

Definition of application domain (AD) {#Sec15}
-------------------------------------

Defining AD is an important step for QSAR modeling in the OECD guidelines because a developed model can only be expected to give reliable predictions for query chemicals that fall within the AD \[[@CR100]\]. In this study, the non-parametric probability density distribution-based method was applied to identify the AD of a QSAR model. This method estimates the probability density function for the given data and it can be mainly classified into two categories: parametric and non-parametric approaches. Parametric approaches assume the data distribution follows a standard distribution, such as Gaussian or Poisson distribution. Non-parametric approaches do not make any assumptions about the data distribution and they can estimate the probability density solely from data \[[@CR103], [@CR104]\]. An advantage of non-parametric approaches is that they can identify internal empty spaces, and it has been argued that they are more accurate and appropriate than other common approaches, such as the range, distance and leverage approaches \[[@CR103]\]. More details of the probability density distribution-based method have been documented in literature \[[@CR103], [@CR104]\]. The AD analysis was conducted by the AMBIT Discovery software (version 0.04) \[[@CR105]\].

Interpretation of QSAR models {#Sec16}
-----------------------------

Identification and analysis of important features may contribute to a better understanding of QSAR models and provide new domain knowledge. Here the agnostic feature importance assessment algorithm, a perturbation-based method, was employed to identify the most important features for different well-performing QSAR models. This algorithm is model agnostic and not relevant to the specific structure of a model. A couple of previous studies only identified and analyzed the important features given by feature selection procedure for QSAR models \[[@CR21], [@CR29], [@CR106]\] but did not explore the relationships between features and different QSAR models. It is quite possible that a set of important descriptors/fingerprints for a well-performing QSAR model may be not important to another QSAR model. In view of that, this perturbation-based model-agnostic method was used to recognize important features for different well-performing QSAR models and further compare the important features between models for interpreting how different QSAR models handle particular features. The basic principle of this method is to evaluate how much the model performance is gone from the performance of the original model after the selected feature is perturbed or resampled. The more the model performance is gone, the more important the feature is, and vice versa. In a more specific way, $\documentclass[12pt]{minimal}
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                \begin{document}$$L^{*, - i}$$\end{document}$ \[[@CR107], [@CR108]\]. Here, the binary cross entropy was used as the loss function, and the identification and analysis procedure was implemented in the *DALEX* package of R (version 3.5.3 ×64). In addition, the analysis for each single feature was repeated 10 times to guarantee the repeatability of results due to the perturbation randomness and the importance score was obtained by averaging the results of the 10 times repetitions.

Analysis of important fragments to characterize BCRP inhibitors and non-inhibitors {#Sec17}
----------------------------------------------------------------------------------

In order to better understand important chemical features related to BCRP inhibition, each compound was decomposed into three structural fragments and analyzed. The generated structural fragments include contiguous ring systems (Ring Assemblies), contiguous ring systems that share two or more bonds (Bridge Assemblies), and contiguous ring systems plus chains that link two or more rings (BemisMurcko Assemblies). The details of these three structural fragments can be found in previous studies \[[@CR109]\]. The structural fragments for all the compounds were generated using the *Generate Fragments* component in Pipeline Pilot 2017, and the *Merge Molecules* component was then used to merge records containing identical fragments into a single record for the next statistical analysis.

The important fragments that have large contributions to BCRP inhibitors or non-inhibitors were identified by the information gain (IG) method coupled with frequency analysis \[[@CR110], [@CR111]\]. The IG value of a fragment was used to measure its importance to the classification system, and the fragments with low IG values are less effective in a classification system and vice versa. In this study, the IG value of a fragment was calculated as followings:$$\documentclass[12pt]{minimal}
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Results and discussion {#Sec18}
======================

Dataset collection {#Sec19}
------------------

Except 978 BCRP inhibitors and non-inhibitors reported by Montanari et al. \[[@CR20]\] and 1000 non-inhibitors extracted from the PubChem database (PubChem AID: 1325), 985 BCRP inhibitors and non-inhibitors collected manually from 51 publications were integrated into the whole BCRP inhibition dataset. The basic information of the compounds in these 51 publications, including compound name, compound structure, activity source, activity index, and reported value, were collected manually and stored into a Molecular Operating Environment (MOE) database. The reported inhibition activity index is represented by IC~50~, EC~50~, %inhibition at a given concentration, or substrate fold-increase, etc. The experimental assays to determine the BCRP inhibition activity can be roughly categorized into two types: (1) fluorescent or radioactivity substrate intracellular accumulation assay and (2) membrane vesicular transport assay. In the fluorescent or radioactivity substrate intracellular accumulation assay, cells overexpressing BCRP are incubated with both fluorescent or radiolabeled substrate (pheophorbide A, mitoxantrone, BODIPY-prazosin, or Hoechst 33342) and the tested compound \[[@CR52]\], and the quantity of fluorescence or radioactivity accumulation was measured and it is related to the inhibitory effect of the tested compound. The membrane vesicular transport assay employs inside-out-oriented membrane vesicles, prepared from cells expressing BCRP, to measure the influx of radioactive substrate such as ^3^H-methotrexate \[[@CR19]\], and it can be used as an indirect (inhibition-type) way to determine the inhibitory effect of a tested compound \[[@CR112]\].

Because the inhomogeneity of the experimental data, we used the following rules to convert the reported values into the inhibitor and non-inhibitor classes. First, the suggestions recommended by the authors were used to assign the possible classification threshold or the compound category. It should be noted that the suggestions recommended by the authors may be arbitrary, but it is the situation we are facing now. For example, Gros et al. \[[@CR40]\] checked if some compounds could inhibit the transport activity of BCRP, and the authors found that a portion of the studied compounds had no any effect on the mitoxantrone efflux and therefore they were not inhibitors of BCRP. Naturally, those compounds were considered to be non-inhibitors in our study. Elsby et al. \[[@CR36]\] suggested a rheumatoid arthritis candidate drug (AZD9056) was an inhibitor of BCRP based on biological activity assay. Similarly, AZD9056 was considered as an inhibitor. The study reported by Sjostedt et al. \[[@CR73]\] defined compounds that result in normalized transport values below 50% as BCRP inhibitors. Second, the IC~50~ or EC~50~ value was used to categorize a compound. More specifically, a compound with IC~50~ or EC~50~ \< 10 μM was classified as an inhibitor, and a compound with IC~50~ or EC~50~ \> 50 μM was classified as a non-inhibitor, and those compounds with IC~50~ or EC~50~ between 10 and 50 μM were excluded because the testing results are susceptible to experimental conditions. In addition, for compounds that have multiple reported IC~50~ or EC~50~ values, the average values were used to assign inhibitors or non-inhibitors. But if the discrepancy between multiple values was significant for a compound, such compound was excluded. Third, for the activity index: %inhibition at a given concentration, only the concentration at l0 μM was taken into consideration. A compound with %inhibition at 10 μM \> 50% was classified as an inhibitor, and the compound with %inhibition at 10 μM \< 25% was classified as a non-inhibitor. Similarly, the compounds with %inhibition at 10 μM ranging from 25 to 50% were removed from the dataset owing to their susceptibilities to experimental conditions.

Unfortunately, some compounds still could not be categorized after this step. For those compounds, the "outcome" column of the PubChem database was employed to define the compound category. The "outcome" column can be one of the following four values, including "Active", "Inactive", "Inconclusive", and "Unspecified", and it is in some ways equivalent to the author's subjective definition of what the compound is. In the light of the "outcome" column, the compounds with the "Active" label were considered as inhibitors in our study, and those "Inactive" labeled compounds were considered as non-inhibitors. Certainly, "Inconclusive" or "Unspecified" labeled compounds were removed.

It should be noted that the inhibitory mechanisms of different compounds towards BCRP may vary from one to another and the BCRP inhibitors can be approximately classified into the following three categories: \[[@CR4]\] (a) compounds are regarded as "general" inhibitors to BCRP if they are able to inhibit ATPase activity of BCRP, such as the compounds No. 87 (fumitremorgin C) and No. 25 (Ko143) in the final dataset; (b) compounds were considered as competitive inhibitors if they are the substrates of BCRP and capable of competitively binding to the substrate site to block the transport of substrates, such as the compounds No. 1539 (dipyridamole), No. 440 (2-(2-methoxyphenyl)-*N*-(3-nitrophenyl)quinazolin-4-amine), and No. 259 (2-(3,4-dimethoxyphenyl)-*N*-(4-nitrophenyl)quinazolin-4-amine) in the final dataset; (c) compounds are not the substrates of BCRP, but they can bind to BCRP and induce conformational changes to affect the transport function of BCRP, for example, the compound No. 1633 (nelfinavir) in the final dataset. To better understand the complicated molecular mechanisms of BCRP inhibition, it is highly valuable to develop computational classification model for "general" inhibitors and "non-general" inhibitors, respectively. However, considering the fact that the inhibitory mechanisms for most inhibitors in the final dataset are still not clear, in this study, "global" classification models were developed to discriminate BCRP inhibitors and BCRP non-inhibitors with no consideration of their specific inhibitory mechanisms.

The Tanimoto similarity index based on the 881 PubChem fingerprints was used to evaluate the chemical diversity of the final dataset. As shown in Fig. [2](#Fig2){ref-type="fig"}, for the overwhelming majority of the compounds, the Tanimoto similarities between any two of compounds are relatively low and the average Tanimoto similarity for the whole dataset is 0.464, highlighting the structural diversity of the final dataset.Fig. 2The chemical diversity of the final dataset evaluated by the Tanimoto similarities between any two of the compounds. The Tanimoto index was calculated based on the 881 PubChem fingerprints

The impact of simple molecular descriptors on BCRP inhibition {#Sec20}
-------------------------------------------------------------

Various simple molecular descriptors have been used extensively in ADMET prediction and proven to be helpful \[[@CR86]\], and they can characterize molecular properties from different aspects, such as hydrophobicity, flexibility, H-bonding ability, etc. It is interesting to analyze whether BCRP inhibitors and non-inhibitors can be distinguished by any of those molecular descriptors. Thus, we systematically explored the discrimination capability of eight molecular descriptors on BCRP inhibition. The examined descriptors include octanol--water partition coefficient (SlogP), aqueous solubility (logS), H-bond acceptor count (a_acc), H-bond donor count (a_don), flexible rotatable bond count (b_rotN), molecular flexibility index (KierFlex), aromatic atom count (a_aro), and aromatic bond count (b_aro). A non-parametric test method, known as Mann--Whitney U-test, was used to assess the significance of the difference between the means for inhibitors and non-inhibitors. Compared with Student's t-test, Mann--Whitney U-test gains a competitive advantage because it does not require the assumption of normal distributions for the dataset. The distributions of these eight descriptors for the BCRP inhibitors and non-inhibitors are shown in Fig. [3](#Fig3){ref-type="fig"}. Besides, the means and associated *p*-values of the eight descriptors between the inhibitors and non-inhibitors are listed in Table [1](#Tab1){ref-type="table"}.Fig. 3Distributions of the eight simple molecular descriptors, including SlogP, logS, a_acc, a_don, b_rotN, KierFlex, a_aro, and b_aro for the BCRP inhibitors and non-inhibitorsTable 1The mean values of eight simple descriptors for inhibitors and non-inhibitors and the associated *p*-values determined by Mann--Whitney U-test for each descriptorClassSlogPlogSa_acca_donb_rotNKierFlexa_arob_arInhibitors4.26− 6.074.101.196.094.3617.5118.01Non-inhibitors3.29− 5.253.701.415.884.5313.4613.73*p*-value2.16 × 10^−50^4.63 × 10^−27^1.32 × 10^−09^1.12 × 10^−08^6.38 × 10^−01^3.14 × 10^−04^6.90 × 10^−75^5.90 × 10^−80^

In the eight studied descriptors, both SlogP and logS are related to the hydrophobicity and solubility of a molecule. As shown in Table [1](#Tab1){ref-type="table"}, the mean values of SlogP for the inhibitors versus non-inhibitors are 4.26 and 3.29, respectively, and those of logS for the inhibitors versus non-inhibitors are − 6.07 and − 5.25, respectively. In other words, BCRP inhibitors are more hydrophobic and less soluble than non-inhibitors, which is consistent with the finding that the pharmacophore models for BCRP inhibitors contain hydrophobic features reported in the previous studies \[[@CR11], [@CR113]\]. By investigating the molecular descriptors that determine the interaction between BCRP and its inhibitors, Matsson et al. found that octanol--water partition coefficient at pH 7.4 (logD~7.4~) is an influential descriptor for the binding of inhibitors to BCRP \[[@CR16]\]. The *p*-value for SlogP is 2.16 × 10^−50^ at the 95% confidence level, suggesting that the SlogP distributions for the inhibitors and non-inhibitors are remarkably different. Compared with the *p*-value for SlogP, that for logS is relatively higher (4.63 × 10^−27^ ).

As shown in Fig. [3](#Fig3){ref-type="fig"} and Table [1](#Tab1){ref-type="table"}, we can observe that the two H-bond features, a_acc and a_don, demonstrate relatively high impact on BCRP inhibition. The mean values of a_acc for the inhibitors and non-inhibitors are 4.10 and 3.70, respectively, and the associated *p*-value is 1.32 × 10^−9^. The mean values of a_don for the inhibitors and non-inhibitors are 1.19 and 1.41, respectively, and the associated *p*-value is 1.12 × 10^−8^. That is to say, BCRP inhibitors tend to contain more H-bond acceptors and less H-bond donors than BCRP non-inhibitors. This finding was supported by the previous studies that H-bond acceptors are quite important for BCRP inhibition \[[@CR11], [@CR16], [@CR114]\].

The descriptors b_rotN and KierFlex are mainly used to describe the flexibility of a molecule. As can be seen from Table [1](#Tab1){ref-type="table"}, the mean values of b_rotN for the two classes are very close and the associated *p*-value is 6.38 × 10^−1^ at the 95% confidence level, showing that the distribution of b_rotN for inhibitors and non-inhibitors is not statistically significant, and it is the same situation for KierFlex but its associated *p*-value is 3.14 × 10^−4^ at the 95% confidence level, demonstrating that the difference between the two distributions of KierFlex is statistically significant. However, as can be seen from Fig. [3](#Fig3){ref-type="fig"} and Table [1](#Tab1){ref-type="table"}, the distribution differences of these two properties between the two classes are not as significant as some other properties, such as hydrophobicity-related descriptors. The other two descriptors, a_aro and b_aro, are related to the aromaticity of a molecule. The mean values of a_aro for the inhibitors and non-inhibitors are 17.51 and 13.46, respectively, and the mean values of b_aro for the inhibitors and non-inhibitors are 18.01 and 13.73, respectively, which indicates that BCRP inhibitors exhibit stronger aromaticity than non-inhibitors. Our finding is in good agreement with the previous observations that aromaticity is an important molecular feature for BCRP inhibitors revealed by the computational model developed by Matsson and co-workers \[[@CR115]\]. As can be seen from Fig. [3](#Fig3){ref-type="fig"}, the distributions of these two aromaticity-related descriptors differ notably between the two classes, and the associated *p*-values are 6.90 × 10^−75^ and 5.90 × 10^−80^, respectively, indicating that aromaticity is the best indicator to discriminate inhibitors from non-inhibitors. In summary, our findings imply that BCRP inhibitors are generally more hydrophobic and aromatic than non-inhibitors, which are consistent with the results reported by the previous studies \[[@CR16], [@CR73], [@CR115], [@CR116]\]. However, as shown in Fig. [3](#Fig3){ref-type="fig"}, for any descriptor, the distributions for the BCRP inhibitors and non-inhibitors still overlap largely, suggesting that any single molecular property cannot discriminate between BCRP inhibitors and non-inhibitors effectively.

Feature selection based on rfSA {#Sec21}
-------------------------------

At first, a total of 1260 molecular features, including 379 molecular descriptors and 881 PubChem fingerprints, were calculated for each molecule in the final dataset. After eliminating the features with missing values and the redundant features, a smaller feature subset containing 382 molecular features was obtained and normalized. Then, a wrapper feature selection method known as rfSA was employed to identify the most representative features for QSAR modeling based on the training set. As shown in Fig. [4](#Fig4){ref-type="fig"}, the mean predictive accuracy of the external set in the fivefold cross-validation with five repetitions has reached the maximum at the 873th iteration (0.896). Therefore, the best iteration for the SA optimization was set to 873, and the SA algorithm at this iteration selected 144 features. As mentioned earlier, the selected 144 features were regarded as the optimal feature subset, where includes 65 molecular descriptors and 79 fingerprints. The detailed descriptions of these representative descriptors and fingerprints are listed in Additional file [1](#MOESM1){ref-type="media"}: Tables S3 and S4.Fig. 4The feature selection process of molecular features through the rfSA method. Internal: four fifth of the training set in the fivefold cross-validation with five repetitions; External: one-fifth of the training set in the fivefold cross-validation with five repetitions

The chemical space distributions of the training and test sets were characterized by the scatter plots of the first three principal components derived from the principal component analysis (PCA) based on the 144 molecular features. Furthermore, the scattered distributions of molecular weight and SlogP \[[@CR117]\] were also used to determine the chemical space distributions. As shown in Fig. [5](#Fig5){ref-type="fig"}a--d, the chemical space of the test set roughly falls within that of the training set, implying that it is feasible and reliable to use the test set to validate the prediction performance and generalization capability of the QSAR models developed from the training set.Fig. 5The chemical space distributions based on the principal components analysis (PCA): **a** The distributions of PC1 and PC2; **b** The distributions of PC1 and PC3; **c** The distributions of PC2 and PC3. **d** The chemical space defined by molecular weight as X-axis and SlogP as Y-axis

Comparison of various classification models for BCRP inhibition {#Sec22}
---------------------------------------------------------------

Base on the 144 molecular features selected from the training set, seven ML methods, including one DL method (DNN), two ensemble learning methods (XGBoost and SGB) and four traditional ML methods (NB, k-NN, RLR, and SVM), were used to develop the QSAR models to distinguish BCRP inhibitors from non-inhibitors. In model development, the Bayesian optimization technique was employed to determine the optimal settings of hyper-parameter for all the methods. The statistical results for the random fivefold cross-validated training and test sets given by the optimized QSAR models are summarized in Table [2](#Tab2){ref-type="table"}.Table 2Statistical results of the seven classification models based on 144 molecular features for the training (random fivefold cross-validation) and test setsTraining set (random fivefold cross-validation)Test setGABAMCCAUCGABAMCCAUCSVM0.9020.8930.7930.9470.9110.9050.8120.958DNN0.8940.8920.7800.9500.9070.9040.8060.960XGBoost0.9020.8940.7930.9560.8910.8830.7700.957SGB0.9010.8940.7920.9520.8860.8790.7590.958RLR0.8750.8720.7400.9320.8730.8670.7340.936k-NN0.8630.8620.7170.9130.8570.8560.7050.917NB0.8260.8340.6540.8980.7800.7930.5720.888Consensus10.9020.8930.793NA0.9030.8970.797NAConsensus20.9010.8950.7930.9560.9090.9030.8080.963*NA* not available

As shown in Table [2](#Tab2){ref-type="table"}, it can be observed that four models (i.e., SVM, DNN, XGBoost, and SGB) give satisfactory statistical parameters for both the fivefold cross-validated training set and the test set. It is obvious that they have potential advantage over the other three traditional models (i.e., NB, RLR, k-NN) on the BCRP inhibition prediction in general. Here, SVM, a classical ML method, yields the best predictions for the test set when MCC and GA were used as the main criteria for the classification ability of models (MCC = 0.812 and GA = 0.911). Compared with GA, BA may give a more comprehensive consideration on sensitivity and specificity and it is capable of avoiding exaggerated assessment of model performance on an unbalanced data set. According to BA, the SVM model also gives the best prediction (BA = 0.905) on the test set. However, we found that the other three methods, including DNN, XGBoost, and SGB, showed similar performance to SVM (Table [2](#Tab2){ref-type="table"}). Therefore, it is difficult to determine which model is the best only according to the confusion matrix based statistical parameters. In view of that, the residual distribution plot was used to further diagnose the quality of those four well-performing models (i.e., SVM, DNN, XGBoost, and SGB). As shown in Fig. [6](#Fig6){ref-type="fig"}, the residuals derived from the DNN model are larger than those derived from the other three models for both the fivefold cross-validated training set and test set, implying that the DNN model gives the worst class probability estimation for some compounds although it may still give correct classification for them. As shown in Fig. [6](#Fig6){ref-type="fig"}, the residual distribution of the XGBoost model is similar to that of the SVM model. However, it should be noted that, for those compounds with smaller residuals (smaller than 0.7), the DNN model gives the best class probability estimation and the other three models show similar performance. In conclusion, based on the statistical parameters and residual distributions, SVM, DNN and XGBoost were recommended to develop the classification models for BCRP inhibition, and among them, SVM is the best choice.Fig. 6The residual (binary cross entropy) distribution plots of the **a** fivefold cross-validated training set and **b** test set (**b**) for the four well-performing QSAR models (DNN, SGB, XGBoost, and SVM). X axis represents the value of binary cross entropy, and Y axis represents the ratio of number of compounds with the residuals higher than a value to the total number of compounds in the training or test set

Notably, considerable efforts have been dedicated to explore the performance of DNN on QSAR modeling and many previous studies demonstrated that DNN is the best classifier compared with other conventional methods such as NB, RF, and SVM \[[@CR32], [@CR99], [@CR118]\]. In this study, the DNN model is an outstanding but not the best classifier for BCRP inhibition prediction. As all we know, the DNN method can benefit from big data and is able to perform automatic representation learning from original feature space without the requirement of feature selection. In this study, it is possible that the performance of DNN was limited by the size of the dataset, the number of features used, and even the DNN implementation or hardware used. Finally, two consensus models (Consensus1 and Consensus2) were developed by combining the outputs from multiple models. Consensus1 is a class label consensus model based on the predictions given by the SVM, DNN, and XGBoost models, and Consensus2 is a class probability consensus model based on the predictions given by the SVM, DNN, and XGBoost models. All the contributions from the individual models were equal, and we could avoid overemphasizing any ML approach. As shown in Table [2](#Tab2){ref-type="table"}, the two consensus models did not improve the predictivity obviously. However, the class probability consensus model gives the best AUC values for both the fivefold cross-validated training set (AUC = 0.956) and test set (AUC = 0.963). It could be found that the class probability consensus model is slightly better than the class label consensus model.

As described earlier, in addition to the evaluation for the random fivefold cross-validated training set, we also performed a cluster fivefold cross-validation for the training set to check the predictive capacity of the well-established model for the unseen compounds. A threshold value of 0.7 for complete linkage clustering identified 213 different compound clusters and the random distribution of them across fivefolds results in the numbers of compounds for different folds are 445, 447, 452, 442, and 454, respectively. Based on the cluster fivefold cross-validated training set, the seven ML methods were employed to developed the classification models with the same hyper-parameters determined in the random fivefold cross-validation and the optimal feature subsets determined by rfSA. As shown in Table [3](#Tab3){ref-type="table"}, the four ML approaches (i.e., SVM, DNN, XGBoost, and SGB) that have better performance for the random fivefold cross-validated training set also give satisfactory predictions to the clustered fivefold cross-validated training set. Moreover, the SVM model gives the best MCC value of 0.810 to the cluster fivefold cross-validated training set, illustrating that the models developed in this study can also be used to predict the compounds with new scaffolds. Briefly, the SVM model gives the best predictions to both the training and test set. The AD statistical results defined by the non-parametric probability density distribution-based method shown in Table [4](#Tab4){ref-type="table"} illustrate that only 11 compounds are outside the AD. The AD coverages for the training and test sets are 100% and 98%, respectively, indicating that the predictions of the test set are reliable.Table 3Statistical results of the seven classification models for the cluster fivefold cross-validated training setTraining set (cluster fivefold cross-validation)GABAMCCAUCSVM0.9100.9010.8100.954DNN0.9050.8970.7940.949XGBoost0.9050.8970.8000.959SGB0.9010.8920.7910.956RLR0.8790.8760.7480.935k-NN0.8670.8630.7220.918NB0.8190.8230.6340.896Table 4The number of compounds that are inside and outside the AD determined by the non-parametric probability density distribution-based method in the training and test setsDatasetInside ADOutside ADAD coverage (%)N1^a^N2^b^N1^a^N2^b^Training set879136100100Test set21934011098^a^N1: the number of inhibitors^b^N2: the number of non-inhibitors

Comparison with published models and interpretation of models {#Sec23}
-------------------------------------------------------------

In order to further estimate the prediction capacities of the built models, the performance of our models was compared with those of some models reported in the previous studies. As shown in Table [5](#Tab5){ref-type="table"}, a majority of the reported classification models for differentiating BCRP inhibitors and non-inhibitors were developed using conventional ML methods such as NB, k-NN, SVM and RF based on relatively small datasets less than 1000 compounds. The GA values of the published models for the test or external set varied from 0.66 to 0.878 and the MCC values varied from 0.29 to 0.73. In the reported classification models, it seems that the classifier reported by Montanari et al. gives the best performance, indicated by a GA value of 0.919 for the tenfold cross-validated training set. Unfortunately, this classifier gives an unsatisfactory AUC value of 0.854 for the tenfold cross-validated training set and it was not validated by any test set. Compared with the published classification models, the models developed in this study show better prediction capability. The GA and MCC values given by the SVM model for the test set are 0.911 and 0.812, respectively, and the AUC value given by the Consensus2 model is 0.963.Table 5The reported classification models for BCRP inhibitors and non-inhibitorsYearData sizeData setMethodDescriptorsModel validationStatistical resultsRefs.TrainingTest20071238043OPLS-DADescriptors from SELMA software packageY-randGA~TE~ = 0.79Matsson et al. \[[@CR16]\]20091228339PLS-DADescriptors from DragonX version 3.0Y-rand^a^NAMatsson et al. \[[@CR115]\]20131093079Pharmacophore modelingNANAMCC~TE~ = 0.29, GA~TE~ = 0.66Pan et al. \[[@CR11]\]201320312479NBECFP_6, FCFP_6 fingerprintsLOO CVAUC~TR(LOO\ CV)~ = 0.795, MCC~TE~ = 0.69Pan et al. \[[@CR11]\]2013382382NASVM, k-NN, RF, and consensus modelingDragon, MOE descriptorsFivefold CV, Y-randBA~TR(fivefold\ cv)~ = 0.83 ± 0.04 (Consensus)Sedykh et al. \[[@CR121]\]201427596Test: 32, external set: 147ensembles of ANN, ensembles of SVMDescriptors from ADMET ModelerNAGA~TE~ = 0.87, GA~External~ = 0.67 (ensembles of ANN)Eric et al. \[[@CR122]\]2014780780NANBECFP_6 fingerprintsTenfold CVGA~TR(tenfold\ CV)~ = 0.919, AUC~TR(tenfold\ cv)~ = 0.854Montanari et al. \[[@CR20]\]2015394197Test: 99, external set: 98SVM, k-NN, ANN, and Consensus ModelingDragon descriptorsNAGA~TE~ = 0.878, MCC~TE~ = 0.73; GA~External~ = 0.745, MCC~External~ = 0.46 (ANN)Belekar et al. \[[@CR21]\]2016^a^NANANAGTM-kNNd, GTM-Bayes, RF, SVM, and k-NNMOE descriptorsFivefold CV with five repetitionsNAGimadiev et al. \[[@CR123]\]2017978978NANB, LR, SVM, and RFMACCS, Morgan, ECFP8 fingerprints, VolSurf descriptorsTenfold CV, leave-sources-out validationMCC~TR(tenfold\ CV)~ = 0.65, AUC~TR(tenfold\ CV)~ = 0.90 (LR)Montanari et al. \[[@CR22]\]201927992240559NB, LR, SVM, k-NN, XGBoost, SGB, DNN and consensus modelingMOE descriptors and Pubchem fingerprintsFivefold CVMCC~TE~ = 0.812, AUC~TE~ = 0.958, GA~TE~ = 0.911, BA~TE~ = 0.905 (SVM)This studyMean ± st.dev across fivefold CV*TR* training set, *TE* test set, *OPLS-DA* orthogonal partial least-squares projection to latent structures discriminant analysis, *NA* not available, *GA* global accuracy, *Y-Rand* Y-Randomization test, *PLS-DA* partial least-squares projection to latent structures discriminant analysis, *NB* Naive Bayes, *LOO CV* leave-one-out cross-validation, *AUC* the area under the receiver operating characteristic curve, *MCC* Matthews correlation coefficient, *SVM* support vector machine, *k-NN* k-nearest neighbors, *RF* random forest, *CV* cross-validation, *BA* balanced accuracy, *ANN* artificial neural networks, *GTM* generative topographic mapping, *LR* logistic regressionThere are many models developed based on different methods or descriptors, and we only extracted the best statistical results for the test set or cross-validation^a^The exact values are not available in the publication

Model interpretation is a recommended procedure during QSAR modeling in the OECD principles \[[@CR100]\]. Here a perturbation-based model-agnostic method was employed to identify and analyze the important features for the SVM, DNN, XGBoost and SGB models. The top ten descriptors for each model are shown in Fig. [7](#Fig7){ref-type="fig"}. It can be observed that the DNN model has the highest average binary cross entropy for the test set (0.476), and the SVM model has the lowest value (0.249). Those results are in good agreement with the observed residual distributions shown in Fig. [6](#Fig6){ref-type="fig"} that the residual distribution curve of the DNN model is the highest, to some extent, among the four curves and that of the SVM model is the lowest. Another interesting finding is that different important features were identified for different models, indicating that different methods handle the features in a very varying ways and it potentially depends on the basic principle of approach. Besides, it is quite possible that a set of important descriptors/fingerprints for a well-performing model may be not suitable for another model.Fig. 7The top ten descriptors/fingerprints for the **a** DNN, **b** XGBoost, **c** SGB and **d** SVM models identified by the perturbation-based model-agnostic method with 10 repetitions. The term "full_model\_" denotes the estimation of a model performance on the test set based on the cross entropy loss function

However, we found that some descriptors/fingerprints related to molecular lipophilicity (BCUT_SLOGP_2, GCUT_SLOGP_0, and SlogP_VSA5), molecular surface area, volume and shape (std_dim2, glob, and vsurf_descriptors) and electronic properties (PEOE_VSA\_ descriptors and Q_VSA_POS) were captured by most well-performing models. The importance of molecular lipophilicity descriptors in the development of QSAR models to distinguish BCRP inhibitors from non-inhibitors has been highlighted by the previous studies \[[@CR8], [@CR15], [@CR21]\]. Moreover, according to the two-step mechanism for the inhibition of BCRP proposed by Matsson et al., high lipophilicity is a prerequisite for an inhibitor to reach the binding site of BCRP in the first step, and then geometrical complementary, H-bonding and π--π interactions, which can be described by the shape, H-bond and electronic descriptors (such as std_dim2, PEOE_VSA_FPNEG and PEOE_VSA+4) \[[@CR115]\], determine the binding of inhibitors to BCRP in the second step.

It has been reported that the addition of fingerprints can significantly improve the prediction accuracy for many QSAR models \[[@CR86], [@CR88]\]. As shown in Fig. [7](#Fig7){ref-type="fig"}, some important features are fingerprints. The fingerprint PubchemFP758 (Cc1c(N)cccc1) was identified by three well-performing models (XGBoost, SGB and SVM) and PubchemFP293 (C-S) was identified by two well-performing models (XGBoost and SGB). We then analyzed the frequencies of these two important fingerprints, and found that their distributions for the inhibitors and non-inhibitors are quite different: 48.4% inhibitors (531 out of 1098) and 20.1% non-inhibitors (342 out of 1701) contain PubChem758, respectively, and 47.2% non-inhibitors (803 out of 1701) and 6.2% inhibitors (68 out of 1098) contain PubChem293, respectively. The frequency analysis of PubchemFP758 that is a *o*-Toluidine fragment implies that BCRP inhibitors are more aromatic than non-inhibitors, which is in line with the results reported by Sjöstedt et al. and Matsson et al. that aromaticity is an important feature of BCRP inhibitors \[[@CR73], [@CR115]\]. PubChem293 contains a sulfur atom, which is supported by the results reported by Montanari and Ecker that the presence of a sulfur atom is unfavorable to BCRP inhibition due to its steric hindrance in the binding site \[[@CR20]\].

The important fragments identified by the IG method {#Sec24}
---------------------------------------------------

As described in "[Materials and methods](#Sec2){ref-type="sec"}", three kinds of fragments were generated for all the compounds and the frequency values of generated fragments in the inhibitor class and non-inhibitor class were calculated. If the occurrence of a fragment is more frequent in the inhibitor class than in non-inhibitor class, this fragment was considered as an important fragment for the inhibitor class, and it has positive contribution to BCRP inhibition and vice versa. The IG value was also calculated for all the generated fragments to identify the important structural fragments to BCRP inhibition.

As shown in Fig. [8](#Fig8){ref-type="fig"}, the IG values of the fragments range from 0 to 0.067, and most fragments have relatively low IG values. Analyses of the IG values and frequencies of the fragments show that 12 positive fragments are responsible for BCRP inhibition (Table [6](#Tab6){ref-type="table"}). All of them have high IG values and their frequencies for the inhibitor and non-inhibitor classes are obviously different. Similarly, 11 negative fragments were identified to be responsible for BCRP non-inhibition (Table [7](#Tab7){ref-type="table"}).Fig. 8The information gain (IG) value distributions of the generated fragmentsTable 6The identified fragments by the information gain (IG) method couple with frequency analysis for BCRP inhibitorsFragmentNameCount1^a^Count2^b^F1^c^F2^d^IG![](13321_2020_421_Stra_HTML.gif){#d29e3341}Quinazoline175142.36040.12190.0665![](13321_2020_421_Strb_HTML.gif){#d29e3364}*N*,2-diphenylquinazolin-4-amine9202.54920.00000.0456![](13321_2020_421_Strc_HTML.gif){#d29e3389}Pyrazolo\[1,5-a\]pyrimidine8582.32990.14150.0299![](13321_2020_421_Strd_HTML.gif){#d29e3412}4H-chromene104232.08750.29800.0263![](13321_2020_421_Stre_HTML.gif){#d29e3435}2-phenyl-4H-chromene5532.41730.08510.0216![](13321_2020_421_Strf_HTML.gif){#d29e3458}2H-tetrazole65122.15190.25640.0177![](13321_2020_421_Strg_HTML.gif){#d29e3481}Piperazine90301.91190.41140.0171![](13321_2020_421_Strh_HTML.gif){#d29e3504}*N*,2-diphenylpyrido\[2,3-d\]pyrimidin-4-amine3102.54920.00000.0151![](13321_2020_421_Stri_HTML.gif){#d29e3529}2,3,4,9-tetrahydro-1H-pyrido\[3,4-b\]indole2902.54920.00000.0141![](13321_2020_421_Strj_HTML.gif){#d29e3552}(R)-2-benzyl-1-phenyl-2,3,4,9-tetrahydro-1H-pyrido\[3,4-b\]indole2702.54920.00000.0131![](13321_2020_421_Strk_HTML.gif){#d29e3575}*N*-benzyl-2-(2-phenyl-2H-tetrazol-5-yl)aniline4152.27210.17890.0131![](13321_2020_421_Strl_HTML.gif){#d29e3601}Pyrido\[2,3-d\]pyrimidine3222.39920.09680.0122^a^Count1 denotes the number of inhibitors containing the fragment^b^Count2 denotes the number of non-inhibitors containing the fragment^c^F1 denotes the fragment frequency in the inhibitor class^d^F2 denotes the fragment frequency in the non-inhibitor classTable 7The identified fragments by the information gain (IG) method couple with frequency analysis for BCRP non-inhibitorsFragmentNameCount1^a^Count2^b^F1^c^F2^d^IG![](13321_2020_421_Strm_HTML.gif){#d29e3688}1H-pyrazole1670.03751.62130.0153![](13321_2020_421_Strn_HTML.gif){#d29e3711}Thiazolidine0560.00001.64550.0146![](13321_2020_421_Stro_HTML.gif){#d29e3734}Thiophene161180.30441.44900.0133![](13321_2020_421_Strp_HTML.gif){#d29e3757}Morpholine0510.00001.64550.0132![](13321_2020_421_Strq_HTML.gif){#d29e3780}4H-1,2,4-triazole0480.00001.64550.0125![](13321_2020_421_Strr_HTML.gif){#d29e3803}Thiazole3620.11771.56960.0113![](13321_2020_421_Strs_HTML.gif){#d29e3826}Benzo\[d\]thiazole1500.05001.61320.0109![](13321_2020_421_Strt_HTML.gif){#d29e3849}1,3,4-thiadiazole0360.00001.64550.0093![](13321_2020_421_Stru_HTML.gif){#d29e3872}Hexahydropyrimidine2440.11081.57400.0081![](13321_2020_421_Strv_HTML.gif){#d29e3895}Piperidine3460.15611.54480.0075![](13321_2020_421_Strw_HTML.gif){#d29e3918}Pyrrolidine1360.06891.60100.0074^a^Count1 denotes the number of inhibitors containing the fragment^b^Count2 denotes the number of non-inhibitors containing the fragment^c^F1 denotes the fragment frequency in the inhibitor class^d^F2 denotes the fragment frequency in the non-inhibitor class

As shown in Tables [6](#Tab6){ref-type="table"} and [7](#Tab7){ref-type="table"}, it can be observed that those positive fragments contain more abundant nitrogen atoms, and 6 of them contain at least three nitrogen atoms (No. 2, 3, 6, 8, 11, and 12). However, most negative fragments have only one or two nitrogen atoms or even do not contain any nitrogen atom. In addition, it is obvious that the positive fragments are more planar. According to the previous studies, it is suggested that the abundance of nitrogen atoms and molecular planarity have a high impact on BCRP inhibition \[[@CR16], [@CR20]\]. Among the 12 positive fragments, No. 2 fragment (*N*,2-diphenylquinazolin-4-amine) has been reported to be favorable to BCRP inhibition \[[@CR119]\]. In addition, It is obvious that almost all the negative fragments, with the exception of No. 19, contain only one individual ring in their structures, but most positive fragments contain at least two individual rings. This is in good agreement with the results that BCRP inhibitors tend to have more rings than non-inhibitors \[[@CR73]\]. The 11 fragments shown in Table [7](#Tab7){ref-type="table"} have negative contributions to BCRP inhibition. It is obvious that many fragments do not contain planar components, and they have unfavorable effects on BCRP inhibition because molecular planarity is critical to BCRP inhibition as mentioned above. Many negative fragments contain a sulfate group, including No. 14, 15, 18, 19, and 20. According to the previous study, it is noted that the presence of sulfate is unfavorable to BCRP inhibition because sulfate is bulky, which may lead to some kinds of steric hindrance in the binding site \[[@CR20]\].

Generally speaking, the positive fragments are larger than negative fragments, and contain more rings and nitrogen atoms. The negative fragments are less planar and contain more sulfate groups.

Analysis of the misclassified compounds {#Sec25}
---------------------------------------

As discussed above, the SVM model developed based on the selected features from the training set yields the best predictions for the test set, but it still misclassified 50 compounds in the test set. These misclassified compounds include 27 false negatives and 23 false positives. The detailed descriptions of the misclassified molecules are listed in Additional file [1](#MOESM1){ref-type="media"}: Table S5.

First, we analyzed the scaffolds of the 50 misclassified compounds. Each compound was decomposed into three kinds of structural scaffolds including Ring Assemblies, Bridge Assemblies, and BemisMurcko Assemblies. For the generated fragments whose counts in the misclassified compounds are equal or larger than 2 were kept and their occurrence ratios were calculated. In the same way, their counts and occurrence ratios were also calculated for the training and test sets (Table [8](#Tab8){ref-type="table"}). Most of those representative fragments contain hetero-cycles with nitrogen, oxygen or sulfur atom. These fragments are not abundant in the whole dataset (average occurrence ratio in the dataset is 3.65%) and some fragments in the test set are not enriched in the training set (fragments No. 26 and 36). It is quite possible that the SVM model could not give accurate predictions to those infrequent fragments.Table 8The representative fragments whose counts are equal or larger than 2 in the 50 misclassified compoundsFragmentNameCount1^a^Count2^a^Count3^a^OR1^a^ (%)OR2^a^ (%)OR3^a^ (%)![](13321_2020_421_Strx_HTML.gif){#d29e4061}Pyridine1254355.587.6910.00![](13321_2020_421_Stry_HTML.gif){#d29e4087}Tetrahydro-2H-pyran37631.651.076.00![](13321_2020_421_Strz_HTML.gif){#d29e4113}Adamantane6320.270.544.00![](13321_2020_421_Straa_HTML.gif){#d29e4139}(E)-prop-1-ene-1,3-diyldibenzene581632.592.866.00![](13321_2020_421_Strab_HTML.gif){#d29e4165}1H-indole822533.664.476.00![](13321_2020_421_Strac_HTML.gif){#d29e4191}4H-chromene1101744.913.048.00![](13321_2020_421_Strad_HTML.gif){#d29e4217}Furan1753727.816.624.00![](13321_2020_421_Strae_HTML.gif){#d29e4243}Piperazine982234.383.946.00![](13321_2020_421_Straf_HTML.gif){#d29e4269}Quinazoline1503926.706.984.00![](13321_2020_421_Strag_HTML.gif){#d29e4295}Quinoline581632.592.866.00![](13321_2020_421_Strah_HTML.gif){#d29e4321}Thiophene1092534.874.476.00![](13321_2020_421_Strai_HTML.gif){#d29e4348}1,2,3,4-tetrahydroi561432.502.506.00![](13321_2020_421_Straj_HTML.gif){#d29e4374}2-(4-((quinolin-3-ylmethyl)amino)phenethyl)-1,2,3,4-tetrahydroi0220.000.364.00^a^Count1, 2, and 3 represent the number of the training compounds, testing compounds and misclassified compounds containing the fragment, respectively, and OR1, 2 and 3 represent the occurrence ratio of the fragment in the training compounds, testing compounds and misclassified compounds, respectively

Among the 50 misclassified compounds, except compound No. 221 that only contains a single ring, most of them have complicated structures. It is quite possible that some specific groups in those complex compounds need specific spatial arrangements to form favorable interaction with BCRP, which may not be well characterized by traditional descriptors or fingerprints \[[@CR29]\]. Furthermore, in this study, the reported experimental data were binarized according to a predefined threshold, and therefore the compounds with experimental data close to the threshold may be more likely to be misclassified than those with experimental data far from the threshold, which has been well explained by Wu et al. \[[@CR120]\]. In addition, existence of a few activity cliffs (similar structures but different activities) that distort the models may lead to misclassifications \[[@CR29]\]. For example, in the 48 misclassified compounds, a pair of compounds (compounds No. 90 and 1360) may be a pair of activity cliffs (Tanimoto similarities based on the 881 PubChem fingerprints are 0.923).

Here, five of the 27 misclassified inhibitors (compounds No. 3, No. 472, No. 1606, No. 1657, and No. 1806) contain a sulfate group, which is unfavorable to BCRP inhibition as mentioned above \[[@CR20]\]. Thus, this is one of the potential reasons why they were easily predicted as non-inhibitors. Two misclassified non-inhibitors (compounds No. 237 and No. 239) have abundant methoxyl (--OCH~3~) groups. The methoxyl groups observed in most QSAR studies could be interpreted as favorable H-bond acceptors \[[@CR8]\], which may have positive contributions to BCRP inhibition \[[@CR11], [@CR16], [@CR114]\].

Conclusion {#Sec26}
==========

As an important efflux transporter, BCRP plays a crucial role in drug metabolism, multi-drug resistance to chemotherapeutic agents, and drug--drug interactions. It is an increasingly important area to develop computational models with high reliability and robustness to predict BCRP inhibition. In this study, we reported an extensive and structurally diverse BCRP inhibition dataset, where includes 1098 BCRP inhibitors and 1701 non-inhibitors. The relationships between the eight simple molecular descriptors and BCRP inhibition were examined. It is observed that BCRP inhibitors were characterized by higher hydrophobicity and aromaticity. The optimal feature subset of 144 molecular features was determined based on a wrapper feature selection named rfSA. Then, based on the extensive BCRP inhibition dataset and the optimal subset, seven ML approaches, including one DL method: DNN, two ensemble learning methods: SGB and XGBoost, and four classical methods: NB, weighted k-NN, RLR, and SVM, were used to develop a number of accurate classification models. Bayesian optimization technique was used to select the optimal hyper-parameters for all the models. This is the first attempt that the new AI methods (i.e., XGBoost and DNN) were used to predict BCRP inhibition. The statistical results indicated that one conventional ML method (SVM) and two new ML methods (XGBoost and DNN) outperformed the other three traditional ML methods, and among them SVM yielded the best prediction capability. Then, a perturbation-based method was used to interpret our models and analyze the representative features for different models. In addition, the favorable and unfavorable fragments to BCRP inhibition identified by information gain (IG) method along with frequency analysis were then analyzed. The results may provide some valuable information for the design and discovery of BCRP inhibitors.
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**Additional file 1: Table S1**. The detailed descriptions of the final dataset containing 1098 BCRP inhibitors and 1701 BCRP non-inhibitors. **Table S2**. The searching space of the Bayesian optimization and the optimal hyper-parameters determined by the Bayesian optimization for all the studied models; **Table S3.** The detailed descriptions of the 65 representative descriptors chosen by rfSA; **Table S4.** The detailed descriptions of the 79 representative fingerprints chosen by rfSA; **Table S5**. The detailed descriptions of the misclassified molecules given by the SVM mode1. **Additional file 2.** The R source code that implements the workflow.
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