The concept of a model-based analysis of key comparisons is proposed and illustrated by applying it to data from a regional key comparison of accelerometer calibrations on a scale of frequencies. A physical model of the frequency dependence of the accelerometers' sensitivities is used to calculate reference values. The parameters of the physical model are determined by weighted least squares, and the resulting model is shown to conform with the data.
Introduction
Key comparisons are carried out in regional metrology organizations (referred to as RMO key comparisons) and on the international level (CIPM key comparisons) to quantitatively determine the degree of equivalence of national measurement standards maintained by national metrology institutes (NMIs) [1] . By considering the guidelines (available from the BIPM) on specifying a protocol for key comparisons, the results are made transparent. According to [1] a reference value is calculated from the key comparison data, and then the degree of equivalence of a measurement standard is quantitatively expressed by its deviation from this key comparison reference value and the uncertainty of this deviation at a 95% level of confidence. The degree of equivalence between pairs of measurement standards is expressed by their deviation and the uncertainty associated with this deviation at a 95% level of confidence. As treatment of the uncertainties in compliance with the GU M [2] has been generally agreed, the results of key comparisons are objective and transparent. Note, however, that there are different methods for determining a key comparison reference value, and the choice of a method is a current topic of interest (cf, e.g., [3] ). Note also that the use of reference values in the analysis of comparison measurements is not without controversy (cf, e.g., [4] ).
In detail, let s 1 , . . . , s n and u(s 1 ), . . . , u(s n ) denote the measurement values provided by n laboratories participating in a key comparison together with their associated standard uncertainties, and let s ref , u(s ref ) denote the calculated reference value together with its associated standard uncertainty. Throughout this paper the degree of equivalence of the measurement value of the ith laboratory is expressed by the E n -number 
must be met when the coverage factor k in (1) is chosen to be k = 2 [5] . Note, however, that this rule is quite arbitrary. For example, the two E n -numbers E n = 0.99 and E n = 1.01 would be judged contrary, although a very similar consistency or inconsistency is reached. Moreover, when many E n -numbers are considered there will probably be a few that exceed unity. This can be considered by a corresponding choice of the coverage factor (cf section 3). Measurement standards often depend on a scale such as the temperature or frequency scale. When the dependence of the standard on the scale can be expected to be smooth, modelling techniques can support uncertainty calculations. The propagation of the uncertainty by polynomial modelling has been applied to temperature scales [6, 7] . In regional and international comparisons in the area of vibration and shock acceleration, accelerometers are used as transfer standards, which are calibrated by the participating laboratories (NMIs) over a specified frequency range, e.g. 10 Hz to 10 kHz, in which the sensitivity of the accelerometer (with or without associated charge amplifier) varies with frequency. A survey of international and regional comparisons using accelerometers as transfer standards has been given and discussed in [8] . None of the final reports of these comparisons has so far made use of the modelling of the frequency response of the accelerometers to determine the degree of equivalence. Only Clark suggested curve fitting as a way of identifying calibration artifacts, and he analysed the data of one of the RMO key comparisons of accelerometer calibrations [9] . By fitting polynomials to the data, he identified large deviations from the fitted curve of some calibration results to be considerable systematic measurement errors made in some laboratories.
This study assumes that a physical model is known which describes the dependence of the standard on the scale. This model can be taken into account when the data from a corresponding key comparison are analysed. ) are given. The procedure is outlined by analysing the data from the regional key comparison of accelerometer calibrations already considered by Clark. In contrast to Clark, the authors propose a quantitative analysis of the degree of equivalence based on E n -numbers. Furthermore, only some of the data are considered, because two of the participating laboratories withdrew their results at a later date.
Data from a regional key comparison of accelerometer calibrations
As part of the Asia-Pacific Metrology Programme (APMP), a regional key comparison of calibrations of a vibration accelerometer (Brüel & Kjaer 8305) equipped with a charge amplifier (Brüel & Kjaer 2626) was carried out between February 1996 and September 1997 [10] . Seven laboratories from the APMP region as well as one European laboratory, namely the Physikalisch-Technische Bundesanstalt (PTB), Germany, participated. Two of the APMP laboratories which used the comparison method withdrew their results. The results of the remaining laboratories were obtained by primary calibration methods using laser interferometry, and the frequency range was from 10 Hz to 10 kHz. Figure 1 shows a plot of the measurement values used for the analyses of the six remaining laboratories; these data cover the range from 0.1 kHz to 10 kHz in which all six laboratories performed measurements at the same frequencies. At the higher frequencies, the measurement values of laboratories 2 and 5 appear to be systematically too small, the corresponding uncertainties being underrated; hence, and in agreement with [10] , the measurement values for 7 kHz, 8 kHz, 9 kHz and 10 kHz of laboratories 2 and 5 were not taken into account in the subsequent analyses. Furthermore, the measurement values obtained by different laboratories and at different frequencies were assumed to be independent.
Standard analysis
This section gives the results of a standard analysis of the data obtained in the APMP regional key comparison of vibration accelerometer calibrations. In this analysis the measurement values were treated separately for each frequency. At each frequency at which measurements were performed, the weighted mean
was calculated as the corresponding reference value; s 1 , . . . , s n , u(s 1 ), . . . , u(s n ) denote the measurement values including the associated standard uncertainties of the n laboratories at the respective frequency.
To calculate corresponding E n -numbers according to (1), the standard uncertainties u(s i − s ref ) must be determined. Using the definition of the weighted mean, one directly obtains
. Figure 2 shows the resulting reference values and their associated relative standard uncertainties at all frequencies at which measurements were performed. The reference values are dominated by the measurement values of laboratory 6, as this laboratory reported uncertainties smaller than those of all other laboratories. (For a numerical study of the influence of the reported uncertainties on the weighted mean, cf [11] .)
The coverage factor for the calculation of a single E n -number according to (1) is often chosen to be k = 2. This means that on the assumption of normality and correct specification of uncertainties, the level of confidence is approximately 95% for an absolute value of the E n -number which is smaller than or equal to 1. Since in this study not just a single comparison but N f = 21 comparisons are made for each laboratory at N f different frequencies, the coverage factor k should be enlarged accordingly. On the assumption of normality, the coverage factor k in (1) is chosen such that the level of confidence for the absolute value of all N f = 21 E n -numbers being smaller than or equal to 1 is 95%. Since the measurements and hence corresponding E n -numbers at different frequencies are independent, this leads to the coverage factor
where −1 denotes the inverse of the standard normal distribution. For the calculation of the E n -numbers, the coverage factor k = 3 was, therefore, used.
The resulting E n -numbers are shown in figure 3 . Only one E n -number with an absolute value larger than 1 occurred, namely E n = −1.29 for laboratory 5 at 4 kHz. The absolute values of all other E n -numbers are smaller than 1. Hence, one may conclude that there is only one measurement value which should be re-examined, and all remaining measurement values of the six laboratories appear consistent. Recall that the last four measurement values of laboratories 2 and 5 have not been considered in this analysis.
Model based analysis
The frequency dependence of the response of the accelerometer and charge amplifier used in the APMP regional key comparison-within the frequency range from 0.1 kHz to 10 kHz-can be described by the model
(see [12] ); f denotes the frequency, S 0 the sensitivity at 0 Hz and f 0 the resonance frequency. G f is the frequency response at frequency f of the charge amplifier which was used throughout this regional key comparison. The values G f were determined by a separate measurement, and the uncertainties associated with the values G f are negligible compared with those of the vibration measurements; hence the values G f are treated as known constants. The relative variation of G f over the frequency range from 0.1 kHz to 10 kHz is approximately 0.2%. The data of the laboratories were used to determine estimates of the parameters of model (2), and by insertion of these estimates in the model, reference values, including associated uncertainties, were calculated at all frequencies of interest.
An estimateθ of the model parameter vector θ = (S 0 , f 0 ) t was obtained by weighted least squares, i.e. by minimization of
with respect to the model parameters, where s f,i , u(s f,i ) denotes the measurement value of laboratory i for frequency f together with its associated standard uncertainty. Recall that all results are assumed to be independent, and hence the weighting matrix in (3) is diagonal. The standard uncertainties associated withθ are expressed by the corresponding covariance matrix
where the matrix V denotes the covariance matrix of the input quantities S f,i and J denotes the Jacobian of model (2) with respect to the model parameters evaluated atθ and corresponding values of the frequency f . Letŝ f denote the value of model (2) for frequency f where the model parameter θ is set toθ. The standard uncertainty associated withŝ f is given by
where the vector (∂S/∂θ ) denotes the derivative of model (2) with respect to the model parameters evaluated at θ =θ for the frequency f of interest. It should be noted that valuesŝ f determined for different frequencies are correlated. Figure 2 shows the resulting reference values, i.e. the valuesŝ f , and their associated relative standard uncertainties. When comparing the results obtained by standard and modelbased analysis, one recognizes that the latter leads to reference values with clearly smaller uncertainties. Note that the modelbased reference values and their uncertainties are available on a continuous frequency scale.
An important step of modelling is to check the conformity of model and data. A model selected by minimization of (3) should always be checked, and it should not be used if it does not conform with the data. To test the conformity of data and obtained model, the χ 2 -criterion [13] was applied, which requires that |χ
holds for an agreed factor k which, for large ν, typically lies in the range from 1 to 3; ν denotes the number of degrees of freedom, i.e. ν = number of data − number of model parameters, and χ 2 min is the minimum of (3). For the data of the accelerometer calibration key comparison, the number of degrees of freedom was 116 (6 × 21 − 8 measurements − 2 fit parameters), and the final value of χ 2 min was 109.34; hence the χ 2 -criterion (4) was satisfied. For further analysis the adjusted valuesŝ f serve as reference values. To calculate corresponding E n -numbers, the standard uncertainties u(s f,i −ŝ f ) must be determined. For this, model (2) is treated after linearization at the solutionθ. Then, as shown in the appendix,
holds and one obtains
For the calculation of the E n -numbers according to (1), the same coverage factor k = 3 as for the standard analysis was taken, which was derived, among other things, on the assumption that the E n -numbers are independent. Note that due to existing correlations between reference values at different frequencies, the E n -numbers for a single laboratory at different frequencies are correlated. However, these correlations are small and can be neglected since the uncertainties entering into the calculation of the E n -numbers are highly dominated by the uncertainties of single measurement values (cf figures 1 and 2) , and the measurement values at different frequencies are independent.
The resulting E n -numbers are shown in figure 3 . Two E n -numbers with an absolute value larger than 1 occurred, namely E n = −1.36 for laboratory 5 at 4 kHz, and E n = −1.08 for laboratory 1 at 6 kHz. The absolute values of all other E n -numbers are smaller than 1. Hence, one may conclude that there are two measurement values which should be re-examined, and all remaining measurement values of the six laboratories appear consistent. Recall that the last four measurement values of laboratories 2 and 5 have not been considered in this analysis.
Discussion
The model-based analysis has led to improved reference values, i.e. the corresponding associated uncertainties are smaller than those corresponding to reference values obtained by standard analysis. Thus, the model-based analysis has provided additional information about these key comparison data. Both analysis methods have furnished similar but slightly different results with respect to calculated E n -numbers: The only E n -number with an absolute value larger than 1 obtained by standard analysis also appeared to be critical in the model-based analysis. However, its absolute value is larger for the model-based analysis than for the standard analysis. Furthermore, standard analysis yielded two E n -numbers with absolute values slightly less than 1. The absolute values of the corresponding E n -numbers obtained by model-based analysis were slightly larger. One of these E n -numbers appeared critical, i.e. its absolute value is slightly larger than 1, whereas the absolute value of the second E n -number remained smaller than 1. Figure 3 shows a plot of the E n -numbers for all laboratories obtained by model-based analysis versus those obtained by standard analysis. The plot shows that the results obtained by the different analysis methods are highly correlated. This means that both methods will lead to the same conclusions in most cases. However, the plot also shows that differences can occur in single cases, which can then lead to a different assessment of the degree of equivalence. These differences are due to the fact that-in contrast to the standard analysis-the model-based analysis uses additional knowledge, namely the relation (2) , and this leads to more accurate reference values, i.e. the uncertainties associated with these reference values are smaller.
To summarize, model-based analysis yielded more accurate reference values, whereas the E n -numbers obtained are similar to those obtained by standard analysis. This is, among other things, due to the fact that the uncertainties entering into the calculation of the E n -numbers are in most cases dominated by the uncertainties of the single laboratories' results. It is thus expected that model-based analysis can provide further information in particular for those laboratories which claim small uncertainties.
Apart from the measurement values of laboratories 5 and 1 for the frequencies at 4 kHz and 6 kHz, the analyses showed that most of the measurement values appear to be consistent. The two measurement values where the absolute values of corresponding E n -numbers are larger than 1 should be reexamined with the quoted uncertainties being increased. It should be noted that laboratory 6, for which the absolute values of all corresponding E n -numbers are smaller than 1, reported the lowest uncertainties of all laboratories (cf figure 1).
Summary and conclusion
The concept of a model-based analysis of key comparisons has been proposed. This analysis method is applicable if the standard depends on a scale and if a physical model describing this dependence is available. The analysis method has been exemplified by applying it to data from a regional key comparison of accelerometer calibrations. The physical model describes the frequency behaviour within the frequency range investigated for the respective accelerometer, and the model parameters have been determined by a weighted least squares fit to the measurement values. The consistency of model and data has been confirmed. In contrast to the standard analysis, the model-based analysis describes the frequency behaviour of the accelerometer on a continuous frequency scale. Moreover, improved reference values, i.e. reference values accompanied by smaller uncertainties, have been obtained by model-based analysis.
Explicit formulae have been given to calculate E n -numbers which can be used to quantitatively assess the degree of equivalence of the measurement standards. The degree of equivalence of the standards has been calculated from the data by both the standard analysis and model-based analysis. The E n -numbers obtained appear to be highly correlated, and the only E n -number with an absolute value larger than 1 obtained by the standard analysis also appears critical in the modelbased analysis. However, another critical E n -number has been detected by model-based analysis.
The model-based analysis has provided further information about these key comparison data, and it is thus concluded that the proposed analysis can be a valuable, additional tool for the analysis of data from key comparisons whose standard depends on a scale.
