Complex black-box predictive models may have high performance, but lack of interpretability causes problems like lack of trust, lack of stability, sensitivity to concept drift. On the other hand, achieving satisfactory accuracy of interpretable models require more time-consuming work related to feature engineering. Can we train interpretable and accurate models, without timeless feature engineering?
Introduction
Data preparation and transformations are at the core of most data analyses. The quality of the algorithm is dependent not only on its complexity but also on the features engineering step. Understanding the data and confronting it to the domain knowledge is crucial in finances, insurance, medical field and many others. Although several automated data transformation techniques have been developed and improved in performance, they remain time-consuming and often worse than manual human work. As a result, years of theoretical and empirical work has attempted to generate automated data transformations. One of the most common are Principal Component Analysis or Factor Analysis. More sophisticated approaches to automated feature engineering are based on copulas (Kanter and Veeramachaneni, 2015) , iteratively generated non-linear features (Horn et al., 2019) , or even training neural networks to predicting the transformations impact (Nargesian et al., 2017) . Yet still newly produced features are difficult to interpret. The lack of interpretablility leads to the lack of trust in model's predictions.
Questions of trust in machine learning models became crucial issues in recent years. Complex predictive models have various applications in different areas (Paliwal and Kumar, 2009; Kourou et al., 2015) . Hence, it is important to ensure that predictions of these models are reliable. There are four requirements whose fulfillment is essential to ensure that predictive model is trustworthy and accessible: (1) high model performance, (2) auditability, (3) interpretability, and (4) automaticity.
Requirement 1. High model performance means that a model rarely makes wrong predictions or the prediction error is small on average. Usually, this can be achieved by using complex, so-called black-box models, such as, boosting trees (Chen and Guestrin, 2016) or deep neutral networks (Goodfellow et al., 2016) . The opposite of black-boxes are glass-boxes. They are simple, interpretable models, such as linear regression, logistic regression, decision trees, regression trees, and decision rules. Figure 1 : The process of the navigated distillation of information for raw data with the use of flexible models into an interpretable model. Each step is connected with decreasing of the complexity.
Model performance ensures only a part of information about model's quality. Model requirement 2, i.e. auditability, guarantees that the model can be verified with respect to different criteria. They are, for example, stability, fairness, and sensitivity to a concept drift. There are tools that allow to audit black-box models (Gosiewska and Biecek, 2018 ), yet simple glass-boxes offer more extended range of diagnostic methods (Harrell Jr, 2015) .
The third requirement is the interpretability, which became an important topic in recent years (O'Neil, 2016) . Machine learning models influence people's lives, in particular, they are used by financial, medical, and security institutions. Models have an impact on whether we get a loan (Huang et al., 2007) , what type of treatment we receive (Cruz and Wishart, 2006) , or even whether we are searched by the police (Nath, 2006) . Therefore, models reasoning should be transparent and accessible. There is an ongoing debate about the right to explanation, what does it mean and how it can be achieved (Wachter et al., 2017; Edwards and Veale, 2018) .
The (4) automaticity of machine learning methods is spreading rapidly. Due to the increasing computational power, it becomes easier and easier to obtain more precise models, usually in an automatic manner. There are automated frameworks for AutoML like autokeras, auto-sklearn, TPOT (Jin et al., 2018; Feurer et al., 2015; Olson et al., 2016) that allow one to train a model even without any statistical knowledge or even programming skills. Yet, machine learning specialists can also take an advantage of automated methods of modeling. Such methods reduce time needed to train the model, therefore human effort can be directed towards more creative and sophisticated tasks than testing wide range of parameters and models.
People usually choose automatically fitted black-box models that achieve high performance at the cost of auditability and interpretability. As a response to this problem, the methodology for explaining predictions of black-box models, so called post-hoc interpretability, is under active development. There are several approaches to explaining the global behavior of black-boxes. Model can be reduced to simple if-then rules (Puri et al., 2017) or decision trees (Hall, 2018) . However, these explanations are simplifications of models and may be inaccurate. As a consequence, they may be misleading or even harmful. Hence, in many applications it is better to train a transparent, interpretable model than apply explanations to a complex model (Tan et al., 2017; Rudin, 2018) . Therefore, automated methods of obtaining interpretable models, while maintaining the predictive capabilities of a complex model, are extremely important.
In this article, we present a method for Surrogate Assisted Feature Extraction for Model Learning (SAFE). This method uses a surrogate model to assist feature engineering and leads to training accurate and transparent glass-box model. In this approach, surrogate model should be accurate to produce best feature transformation, yet it does not have to be interpretable. Based on the new features, the transparent glass-box model is trained. In many cases the high accuracy of black-box models comes from good data representation and this is something than can be next extracted from the model. The SAFE method is flexible and model agnostic, any class of models may be used as a surrogate model and as a glass-box model. Therefore, surrogate model may be selected to fit the data as best as possible, while glass-box model one can be selected according to the particular task or abilities of the end-users to interpreting models. An advantage of this methodology is that the final glass-box model has a performance close to the surrogate model. By changing the representation of the data, SAFE allows to gain interpretability with minimal or no reduction of model performance.
The SAFE method can be used as a step in training a model with AutoML methods. We can use AutoML to fit elastic and complex model, then use SAFE to obtain a transparent model.
The paper is organized as follows. Section 2 contains notation and formal problem formulation. Section 3 provides a description of the SAFE algorithm. Section 4 contains benchmarks for the SAFE method and an example that illustrate the interpretability gain. Conclusions are in Section 5. The overall goal of the SAFE method is to transform original variables into new interpretable features. Now, we present formal formulation of feature transformation problem. Let us consider a true data generating process as mpxq which is a true, underlying phenomenon that is creating the data pX, Y q. Where X is a matrix of n rows (observations) and p columns (independent variables) and Y is a potentially stochastic vector of n response values. We consider X as a subspace X Ď R p . Sometimes we will refer to X as a subset of the cartesian product X Ď X 1ˆX2ˆ. ..ˆX p , where X i Ď R, for i " 1, 2, ..., p. Now, let f : X Ñ R be a black-box model. Space X is dvided into aspects that will be coded separately. Coding one variable but also can be multiple variables, so we define more general way. X' is one of coded aspects. Let X 1 K be a subset of R q K for some q K . We can consider vectors x P X and x 1 K P X 1 K . As a function f represents a potentially complex model, our goal is to obtain a simple model train on the basis of knowledge gained from f . To accomplish this, we use relationships between variables and model response to create transformations of variables. Transformed variables may be used to train new, simple model.
Let X 1 be a cartesian product of sets X 1 Kj :
Let us note that h i could be defined on a subset of X since h i do not have to include all p variables. However, we set the domain of functions h i on X to keep the notation as simple as possible. Function h transforms vectors from space X into vectors in space X 1 .
We define a glass-box model g :
H is a defined class of transformations. The best glass-box model is obtained by the following formulation:
Where L is some loss function, for example, accuracy, cross-entropy, or root mean square error. Transformations h i can be any tools to feature engineering.
We propose a novel approach SAFE in which we use partial dependence profiles and hierarchical clustering to obtain binary features that are easily interpretable. Especially when used for fitting linear models they provide easy to understand additive interpretation of model's predictions.
SAFE as a Data-Driven Feature Transformation
Let us now consider transformation functions h SAF E i : X Ñ t0, 1u qi such as h SAF E i transforms values of the i-th variable into binary vectors of length q i . If x i is a categorical variable, function h SAF E i merges some of levels of x i by hierarchical clustering and find new concatenated levels. If x i is a numerical variable, function h SAF E i binns x i due to the changepoints of partial dependence profile. Now let us introduce the partial dependence profile (Friedman, 2001) . Definition 2.1. Partial Dependence Profile (PDP) Let x 1 , x 2 , ..., x p be features in the surrogate model f . A subset of all features except x i we denote as x´i. The partial dependence profile is defined as
PDP is estimated asf
where n is the number of observations and x j i is a value of the i-th feature for the j-th instance. Partial dependence profile describes the expected output condition on a selected variable. The visualization of this function is Partial Dependence Plot (Greenwell, 2017) , an example plot is presented in Step 1 in Figure 2 .
A result of h SAF E i transformation is a new space of interpretable binary representations of variables from a space X.
Description of the SAFE Algorithm
The SAFE algorithm uses a complex model as a surrogate. New binary features are created on the basis of surrogate predictions. These new features are used to train a simple refined model. Illustration of the SAFE method is presented in Figure 2 . In the Algorithm 1 we describe how data transformations are extracted from the surrogate model while in Algorithm 2 we show how to train a new refined model based on transformed features. The terminology being used in algorithms was introduced in Section 2 .
The change point method (Truong et al., 2018 ) is used to identify times when the probability distribution of a time series changes. The hierarchical clustering (Maimon and Rokach, 2005) is an algorithm that groups observations into clusters. It involves creating a hierarchy of clusters that have a predetermined ordering.
Step 2 in Figure 2 corresponds to both change point method and hierarchical clustering. 
Empirical Study of SAFE
We performed benchmark on the selected data sets from OpenML100 (Bischl et al., 2017) collection of data sets for classification problems. We have selected binary classification data sets that do not contain missing values, in total 30 data sets. Each data set in the OpenML100 is linked to a task defined in the OpenML database (Vanschoren et al., 2013) . Each task provides 10 train/test splits and defined variable to be predicted. Some of the provided splits lead to the subsets of the original data set that contain variables with only one value. We have excluded such data sets due to the technical reasons.
For each train/test split in task we have trained 4 models: vanilla logistic regression, support vector machines on default hyperparameters (svm default), gradient boosting machines on default hyperparameters (gbm default), and tuned gradient boosting machines (gbm tuned). Hyperparameter tuning for gbm was performed on 20 randomly selected hyperparameter settings. Models' hyperparameters and ranges for gbm tuning are in Table 1 . Values of tuned gbm hyperparameters differ between data sets.
We used default svm, default gbm, and tuned gbm as surrogate models and applied SAFE method to extract new features. For changepoint penalty we used a Modified Bayes Information Criterion (Zhang and Siegmund, 2006 ). On the new features, we have trained logistic regression and obtained 3 new models: SAFE gbm default, SAFE gbm tuned, SAFE svm default.
We evaluated models with the AUC metric. A vanilla logistic regression without any feature extraction is considered as a baseline. Complex models such as gbm and svm are surrogates required to perform SAFE algorithm. Refined models are logistic regressions trained on features extracted from SAFE method for different surrogate models. A list of used data sets, related OpenML tasks, and models' performances are in Table 2 . A way to visualize performances of Figure 3 . In these plots we can distinguish two areas related to different kinds of results.
• The left side of the plot, separated by the vertical dashed line includes data sets where refined logistic regressions, on average, performed better than vanilla logistic regression. This corresponds to situations where extraction of information from complex models led to improving the performance of logistic regression models. The red area indicates data sets where SAFE-based logistic regression models performed better than complex surrogate models. The appearance of the data sets in the red area show that there are situations where appropriate feature engineering leads to simple model that achieves better performance than complex model. It may be surprising that the refined model is better than the surrogate one, however there are some reasons for that. Elastic models are better to capture non-linear relations but at the price of larger variance for parameter estimation. In some cases the refined models will work on better features and will have less parameters to train, thus it can outperform the surrogate model. This insight questions a common myth that complex machine learning models out-perform linear ones.
• The right side of the plot, separated by the vertical dashed line includes data sets for which the vanilla logistic regression method achieved on average better performance than SAFE. Yet, blue area indicates the data sets where complex surrogate model was worse than vanilla logistic regression, therefore SAFE was unable to extract the variables from the complex model that will overtake the vanilla logistic regression performance. Additionally, the appearance of data sets in the blue area show that despite the tuning, not every gbm model was able to achieve better results than the logistic regression.
We supplemented performance of benchmarked models by their interpretability measures. Bertsimas et al. (2019) showed that the trade-off between interpretability and performance is realized by decreasing performance with growing interpretability. What is more, they introduced the idea of measuring interpretability of linear models and trees. According to their approach, we assess the interpretability of the models by the inverse of number model's parameters. For linear regression models the number of parameters is the number of model's coefficients, including intercept. For svm models the number of parameters is the number of support vectors. For gbm models the number of parameters is number of trees multiplied by 4. Each tree has maximum depth equals 1, therefore one parameter is selected variable in the node, second one is threshold for this variable, the last two are weights of two child nodes.
The trade-off between interpretability and performance is shown in Figure 4 . Median dark blue arrows shows the overall shift of the interpretability and performance after applying the SAFE method. We have used the Wilcoxon rank sum tests to check whether there are significant differences in AUC and interpretability between results of complex surrogate models and SAFE-based models. The p-values are in Table 4 . Tests show that in general there is no significant decrease of AUC after using SAFE and there is a significant increase of interpretability.
Refined SAFE-based models are simple, with a small number of parameters, therefore one could conclude that refined models generalize data better than complex ones. However, it is worth noting that the refined models generalize relationships that were captured by surrogate models. Thus, without a complex model as a surrogate, it would not have 
Example of Interpretability
To explain interpretability of refined SAFE-based model we show example transformations for data set credit-g (Dheeru and Karra Taniskidou, 2017) , more detailed, for split 4 in task 31 from OpenML database. The data set classifies people described by a set of attributes as good or bad credit risks. Here AUC of vanilla logistic regression equals 0.78, while AUC of refined logistic regression equals 0.79. What is more, number of parameters for vanilla logistic regression is 49, while for refined logistic regression is 25. Therefore, we achieve better AUC, at the same time decreasing the number of parameters. In Figure 5 are example SAFE transformations calculated for tuned gbm model. Coefficients od refined logistic regression for variables included in the Figure 5 are in Table 4 . Refined logistic regression is fitted on new, binary features, therefore we can interpret coefficients in terms of probability. For example, credit duration value in Figure 3 : Ternary plots of AUC measures. One dot corresponds to models' performances on one data set. The position in the triangle is composed of AUC values of vanilla logistic regression, surrogate model, and refined logistic regression. Dots in the green area are data sets for which, on average, surrogate model was the best. Dots in the red area indicates data sets for which models refined with the SAFE method were the best, the blue area contains dots for which vanilla logistic regression was the best. On the left side of the vertical dashed line are data sets for which SAFE-based logistic regression models where on average better than vanilla logistic regression. The area marked by more saturated color shows a range of dots' possible appearance area. Dots cannot reach corner areas because their positions are calculated based on positions in AUC ranking among three models (baseline, surrogate, and refined). It means that for a split in a data set, the best model gains 2 points, second gains 1 point, third gains 0 points. After averaging over 10 splits we obtain trinomial vector with averaged scores for three models. If the model would win on all splits, it would gain 2 3 of the total sum of points, thereby not all parts of the triangle are reachable. Models that gain 2 3 of the total sum of points lie on the one-colored edges of the hexagon. 
Discussion
In this article, we presented a novel algorithm called SAFE that uses a machine learning surrogate model to automate feature transformations. New features are then used to train refined glass-box model, for example logistic regression. We benchmarked SAFE on 30 data sets from OpenML repository for classification problems. The results confirmed that SAFE algorithm produces features that can be further used to fit accurate and transparent model. We also justified the advantage of refined models over surrogate black-boxes, they are more interpretable and thus trustworthy.
The SAFE method allows us to fulfill four requirements of trustworthy predictive model, stated in Section 1. One can choose a final refined model, accordingly to the simplicity and transparency, therefore statement (3) about interpretability is accomplished. Simple models, such as, linear regression and logistic regression are extensively described from a mathematical point of view. As a result, there are many methods to diagnose such models. Therefore, requirement of the (2) auditability is also fulfilled. In Section 4 we showed that performances of refined models are close to performance of complex surrogate models. Therefore, SAFE method allows to gain (1) high model performance. In Section 4 we also argued that SAFE algorithm allows automatic feature transformation for the purpose of fitting refined model. This approach allows you to omit examining a complex model. Thus (4) automaticity is also accomplished.
The results of a benchmark show that there are data sets where appropriate feature engineering may lead to fitting linear model that achieve equal or higher performance than complex models. These results confirm the value of extracting features from complex models in order to improve simple ones.
Future Work
SAFE algorithm is used for transforming individual features. One can consider a natural extension of this approach to identification and extraction of interactions. In this work the surrogate model could have any structure as the SAFE is model agnostic. For specific classes of surrogate models there are methods of capturing interactions. Most common approaches are developed for tree assembles like for random forest (Paluszynska and Biecek, 2017) or xgboost (Foster, 2017) . This can be used for extraction of new features which contain information about interactions between variables.
Software
The benchmark was performed with the R package rSAFE (https://github.com/ModelOriented/rSAFE). SAFE method is also implemented as a python library SafeTransformer (https://github.com/ModelOriented/SAFE).
