The paper focuses on simulation tools for parallel kinematics using Augmented Reality. AR is used in the design of new equipment for reasons of clarity in testing the physical model of parallel kinematics (linking real and virtual scene model). The article describes the process of the model creation and its further processing. The article focuses on other possible solutions which could be beneficial as Augmented reality simulations on multiple objects in parallel kinematics.
advantage of VR-based systems, such as product design in 3D space, intuitive interface, so the AR-based CAD systems would allow users to move around in real 3D environment visualize the virtual products through HMDs and work with them and modify the virtual products, which modify the virtual interface. In addition to these advantages, users can watch the scene in the real scene and the use of real scenes and objects as interaction tools. Another important area of research interest is the development of AR applications for collaboration where multiple users can simultaneously view and interact with virtual / real objects. With these applications would be better to engage and support the collective design process. In this case, the article shows the direction issued by the Institute of Production Machines, Systems and Robotics, BUT the final proposal for a potential tool for robot-based parallel kinematics e.g. deltarobotics.
Augmented reality
Augmented reality is a relatively new technology that is based on connecting a computer generated objects and real terms (ie. real connection with the virtual scene.) preserve the spatial relationships between synthetic and physical data and allowing Interac, in real time. In recent years, this technology has been applied in many areas, particularly in the visualization of data in real scene. Among the developed areas include education, entertainment, media, psychology, surgery, robotics, urban design, planning, manufacturing companies.
Augmented Reality technology provides
• The direct interaction between real and virtual environments. This interface can be described as spatial, temporal or functional connections, which force users to switch from classical reflection on working with virtual models. The user uses the traditional work environment only with the benefit of the AR display.
• Real scene is not only complement the virtual objects, but also alter the reality of different filters.
• Computer-generated objects can be spatially displayed in real time according to the real environment.
• Manipulation of real objects. The AR scene is a close relationship between the virtual and real objects. Physical objects can be supplemented by • computer-generated data, which enables dynamic overlap these elements. Therefore, physical objects can be used for direct manipulation of the scene.
• The ability to shift smoothly between the virtual and real scene scene.
Conditions at work with Augmented Reality
Compatibility between real and virtual data is an important aspect when working with AR scene. If you want to combine virtual and real objects, the scene seemed credible the perspective of virtual and real cameras to be in compliance.
Design a model for Parallel kinematics
For the proposal design was chosen 3D modelling software Autodesk Inventor 2008. There was made a 3D spatial object, 
Setting up cameras in the workplace Parallel kinematics.
To adjus t the viewing angle of the camera went from data provided by the manufacturer (Logitech C910). It was important to ensure visibility at any point to provide a platform for parallel kinematics and ensure that there is no conflict between the platform Parallel kinematics and the camera sensor itself. This motion was subsequently tested.
Running the system itself and the virtual a model using AR.
After creating the model and the program is needed to run the program. When you start the program automatically questioned the involvement of webcams and searched for available devices to scan. The starting place for communication and web camera program and scan the first scene we created a camera looking marker. If the tracking visible marker to display a 3D object on a tracking marker.
After being moved to a better visibility of the delta-axis robot to place rendering of 3D models. 3D model is loaded using the library and converted to 2D images for display on the monitor and the cut-out is inserted into the Stage. Loading and the conversion is carried out 30 frames per second, so the 3D model based on tracking marker looks brand satisfaction and relief.
Create markers (marker tracking)
Tracking Marker is designed in such a way as to be clearly defined area designation that is facing north-south-east-west, to avoid distortion and subsequent torsion or deformation of the 3D model. The sign should be simple enough to remember the program and then simply reading. After creating a unique brand, we use startup software FLARE Marker Generator. Before running the software needed to engage a web cam. Software itself works on the principle of seeking the well-known shapes and clear transitions (in this case, transitions between white and black). The resulting tracking marker looked like this:
Adjustment and mounting signs tracking (Marker). The mark was placed on the center of a platform, which is attached to the arms of Parallel Kinematics this phenomenon and the platform was subsequently postponed and has been studied in the range of visibility model tracking marker. When starting delta itself, the robot also examined whether the extent of the imaging program can load a 3D object to the motion tracking marker platform. In this regard, we have come to certain limitations in imaging speed, and it is still necessary to consider how to ensure that a 3D object is always displayed on tracking brand and at no stage was deformed. As another option is to use a program that will simply load 3D model or simplified model using a coarser polygonal network.
Conclusion
Method in this article describes how to use augmented reality in the design of future systems and processes. In this case it was an existing installation of delta-robot developed at the Institute of Production Machines and Robotics. Delta robots in industrial applications, widely used as a manipulator of materials. For handling, it is important to create the appropriate type of end effector, which suffices to ensure that function. To select and design the end effector is financially take advantage of modeling CAD programs. The problem may arise if the facility is existing and it would be impractical to model it all. Therefore, the use of elements of virtual reality as a support element for design. Difficult question arises at high sliding or rotary movement of physical parts of the model in a virtual 3D model import. The main problem in this case is insufficient tracking and retrieval model tracking brand and model size (number of polygons).
