In this paper we investigate some matrix structures on C m×n that have a good behaviour under Schur complementation. The first type of structure is closely related to low displacement rank matrices. Next, we show that for a matrix having a low rank submatrix, also the Schur complement must have a low rank submatrix, which we can explicitly determine. This property holds even if the low rank submatrix contains a certain correction term, which we call the shift matrix.
Introduction
In this paper we will handle several matrix structures that are preserved by Schur complementation, as a continuation of [1] where we handled structures preserved by matrix inversion. Nevertheless, all results will be developed independently of [1] .
Section 2 deals with the preservation of displacement structures. As in [1] , the idea is to generalize the classical examples of displacement structures (Toeplitzlike, Cauchy-like, Vandermonde-like, circulant matrices etc., see [10] ), by 'decoupling' the displacement equation. This means that the displacement equation is allowed to involve two variables A and B rather than only one variable A. We will then illustrate this definition by some examples. Section 3 handles the preservation of what we call rank structures. As in [2, 1] , such a structure is defined as a collection of structure blocks: these are low rank submatrices of a given matrix A ∈ C m×n , together with a certain correction term Λ, called the shift matrix. We will prove that these rank structures are preserved under Schur complementation, and we provide some examples to illustrate this.
Section 4 considers Möbius transformations of a matrix A. Each Möbius transformation can be realized as the Schur complement of a very special block matrix, and hence this connection can be used to translate the preservation results of Schur complements into properties of Möbius transformations.
For further reference, let us recall here some basic definitions and properties of Schur complements [5] .
Definition 1 Given A ∈ C m×n , and given k ∈ N. We define the k-partitioning of A as
with A 1,1 ∈ C k×k . We define the Schur complement induced by this k-partitioning as S A,k := A 2,2 − A 2,1 A
−1
1,1 A 1,2 , where we supposed that A 1,1 is invertible. We denote with A c,1 the first block column and with A r,1 the first block row of (1) .
Schur complements are related to Gaussian elimination steps on A with pivot block A 1,1 , in the sense that Lemma 2 Given L ∈ C l×m , A ∈ C m×n and R ∈ C n×p . Suppose we can partition
proof. First, let us prove the property for the case R = I. Then we can expand the matrix LA as
, from which it follows that
as we had to prove. In a similar way, one can prove the property for the case L = I. The general result follows then by composing these two results.
Note that in particular, it follows from the above lemma that the left multiplication of A with a matrix X 0 X I , or the right multiplication with the transpose of such a matrix always preserves the Schur complement of A.
We may recall also the so-called transitivity of Schur complements, i.e. the fact that S S A,k ,l = S A,k+l whenever all involved Schur complements are defined. The underlying reason is that for a Gaussian elimination step applied on A, the same result is obtained if the Gaussian elimination step is split up in two separate steps with smaller pivot blocks. Alternatively, one can prove this property by direct computation.
Displacement structures
In this section we handle the preservation of displacement structure under Schur complementation. As a general reference, we can refer to [10, 9] for an overview of the many applications of displacement theory in numerical linear algebra. Some references of historical interest are [3, 8] .
Sylvester type displacement
First we handle Sylvester type displacement equations. As a classical example, let A be a Hankel matrix, i.e. A = [a i+j ] n i,j=1 . Putting Z := [e 2 . . . e n 0] with e k the kth column of the identity matrix, it is easy to check that
where Rk 2 denotes a matrix of rank at most 2. Generalizing, we can come to a more general definition. The main difference with (3) is that the variable A is 'decoupled' into two variables A and B.
Definition 3 Let A, B, F and G be rectangular matrices and let r ∈ N. We say A and B to satisfy the Sylvester type displacement equation induced by
where Rk r denotes a matrix of rank at most r.
Here we supposed (4) to be well-defined, or equivalently we supposed the block matrix
to have compatible matrix dimensions. Moreover, this block representation (5) is useful in several other aspects, as will become clear soon.
Let us show that for F T and G block lower triangular, Sylvester type displacement structure is preserved under Schur complementation. This generalizes the corresponding property for the case A = B (see [10] ).
Theorem 4 (Sylvester type inheritance:) Let k, l ∈ N, and suppose that
with A 1,1 ∈ C k×k and B 1,1 ∈ C l×l . If
where Rk r denotes a matrix of rank at most r, then
where Rk r denotes a new matrix of rank at most r.
proof. We will prove the theorem for A and B square and nonsingular. (For the general case, see the paragraph following this proof). Multiplying (7) on the left with A −1 and on the right with B −1 , it follows that
with Rk r a new matrix of rank at most r. Now we use the fact that for any matrix A, the (2, 2) block element of A −1 is precisely the inverse of the Schur complement S A,k . (Proof: invert both sides of (2)). Using this, and using the partitioning in (6) , it follows by evaluating the (2, 2) block element of (9) that
with Rk r a new matrix of rank at most r. Hence by multiplying on the left with S A,k and on the right with S B,l , we obtain the desired equation (8) .
Although the above proof of inheritance of structure is rather 'clean', it only worked for square and nonsingular matrices. (One could use a reduction to square matrices and a 'continuity argument' to remove these restrictions, but we will not do this here, due to the complexity of the argument). Furthermore, the proof of Theorem 4 gives rather complicated formulae for the new Rk r matrix in the right hand side of (8) .
To address these questions, one can proceed in a more direct way by directly computing the Schur complements.
Let us work this out. Thus we start with the equation
with U having r columns and V having r rows. Let us recall the general property
where we used the notations of Definition 1. Keeping in mind this property, and keeping in mind the partitioning in (6), we have
where the last transition follows from (10) . Still keeping in mind (10) and the partitioning in (6), we can further work this out as
We see from this that Rk r is indeed a matrix of rank at most r, which we can explicitly determine. Moreover, the only condition for the above derivation to be valid was the nonsingularity of A 1,1 and B 1,1 , i.e. the existence of the Schur complements S A,k and S B,l .
Stein type displacement
We come to a second type of displacement structure.
Definition 5 Let A, B, G and H be rectangular matrices and let r ∈ N. We say A and B to satisfy the Stein type displacement equation induced by (G, H, r) if
Here we supposed (14) to be well-defined, or equivalently we supposed the block matrix
to have compatible matrix dimensions. Moreover, this block representation (15) is useful in several other aspects, as will become clear soon.
As in the Sylvester case, for H T and G block lower triangular, Stein type displacement structure will be preserved under Schur complementation. This generalizes again the corresponding property for the case A = B (see [10] ).
Theorem 6 (Stein type inheritance:) Let k, l ∈ N, and suppose that
wherer := r − k + l.
proof. We will prove the theorem for A ∈ C m×m and B ∈ C n×n square and nonsingular. (For the general case, see the paragraph following this proof). Applying [1, Theorem 2], it follows from (17) that
Now we recall the fact that for any matrix A, the (2, 2) block element of A −1 is precisely the inverse of the Schur complement S A,k . Using this, and using the partitioning in (16), it follows by evaluating the (2, 2) block element of (19) that
with Rk(r + n − m) still a matrix of rank at most r + n − m. Hence by applying again [1, Theorem 2], we obtain the desired equation (18), i.e.
Again, the above proof was only valid for A and B square and nonsingular. Instead of showing theoretically that these restrictions are not essential (by using a reduction to square matrices, together with a 'continuity argument' to remove the nonsingularity condition), let us indicate how to prove the theorem by a direct approach.
We start with the equation
with U having r columns and V having r rows. In a similar way as the derivation of (12), we obtain
Then keeping in mind (20) and the partitioning in (16), we can further work out the right hand side of (21) as
To proceed further, we will assume that
Then we claim that there exist matrices
that satisfy the embedding relation
where all involved matrices are square of size k + r. Assuming this for the moment, then we have the componentwise equations
Hence (22) can be rewritten as
We see from this that Rk r is indeed a matrix of rank at most r, which we can explicitly determine in terms of X 1 , X 2 , X 3 and X 4 .
To prove the solvability of the embedding relation (23) is beyond the scope of the paper. We may notice that it suffices to find X i , i = 1, . . . , 4 which solve the equivalent embedding relation
where the (1, 1) block element of this equation is nothing but the equality
, which is satisfied by (20). To prove that also the other block elements of this equation can be satisfied, we refer to [9] where completely similar problems are handled. Finally, we recall our above assumption that k = l. For k = l, we should additionally look at two special cases. First is when k = 0 and l = 0: then B 1,1 is the empty matrix, and hence the partitioning in (16) implies G = 0 G and H = 0H . Thus the displacement equation A − GBH = Rk r can be rewritten as
Applying on (26) the block unit lower and upper triangular transformations L Gauss and R Gauss appearing in (2), we obtain
with Rk r a new matrix of rank at most r. Hence it follows that indeed S A,k − GBH = Rkr withr := r − k. The second special case is when l = 0 and k = 0, and then it can be seen by a similar argument that indeed A −GS B,lH = Rkr withr := r + l.
The general case k = l follows then by combining the results for k = l together with the above two special cases, by using the 'transitivity' of Schur complements. We will not go further into this.
Stein-Sylvester hybrid displacement
The reader will have noticed a lot of similarity between the Sylvester and Stein type displacement. In fact, there exist also Stein-Sylvester hybrid displacement structures, in the sense described by Kailath and Sayed [9, Section 7.4] .
To introduce these structures, let us start from the Sylvester type displacement equation AF − GB = Rk r. Suppose we can factor
for certain block lower triangular matrices E, H T with E 1,1 and H 1,1 square and nonsingular. Then Lemma 2 implies that
and moreover it is easy to see that by substituting (27) into (13), the latter transforms into the expression Rk r = (U − EÃ c,1Ã
Similarly, suppose that in the Stein type displacement equation A − GBH = Rk r we can factor A := EÃF , for certain block lower triangular matrices E, F T with E 1,1 and F 1,1 square and nonsingular. Then Lemma 2 implies that
and moreover it is easy to see that equation (24) remains invariant; the only change is that the embedding relation (23) must be updated by substituting A −1
1,1 . Note that in both cases, we were led to an equation of the form EAF + GBH = Rk r.
In particular, the block matrix
must have compatible matrix dimensions. We can then resume the above facts in the following theorem.
Theorem 7 (Stein-Sylvester hybrid inheritance:) Let k, l ∈ N, and consider the k-partitioning of A and the l-partitioning of B (Definition 1). Partition the block matrix (29) accordingly with A and B, and suppose that E, F T , G and H T are block lower triangular w.r.t. this partitioning, and such that each of the sets {E 1,1 , G 1,1 } and {F 1,1 , H 1,1 } contains at least one square and nonsingular matrix, i.e.
withr := r if either both {E 1,1 , H 1,1 } or both {F 1,1 , G 1,1 } are square and nonsingular, andr := r −k +l if either both {E 1,1 , F 1,1 } or both {G 1,1 , H 1,1 } are square and nonsingular.
proof. This follows from the paragraph preceding the statement of the theorem. We even showed there how to update the explicit formulae for the new Rkr matrix, if so desired.
As an application of Stein-Sylvester hybrid displacement structure, we will use it to establish a converse to the reasoning in the proof of Theorem 6, i.e. we will show how the preservation of structure under matrix inversion [1, Theorem 2] is a consequence of the preservation of structure under Schur complementation. Thus let A ∈ C m×m and B ∈ C n×n be nonsingular matrices satisfying A − GBH = Rk r, for arbitrary G and H. Hence
or by a small calculation
But now the Schur complements in this last equation are precisely the inverse matrices A −1 and B −1 . Hence by Theorem 7, it follows that
withr := r + n − m, as we had to prove.
Remark 8
1. We showed now how the inversion result of [1, Theorem 2] leads to Theorem 6, and conversely. This may seem a circular reasoning; but recall that we also indicated how to give a direct proof of Theorem 6, hence avoiding the use of [1, Theorem 2].
2. Note that in case A = B, the procedure of the preceding paragraph suggests an efficient way to compute A −1 by the generalized Schur algorithm [10] . A treatment of such computational aspects for A = B, will be the subject of the next subsection.
Computational aspects
The preservation results of this section were in the first place theoretically oriented, in the sense that there seems to be no analog if A = B for the so-called generalized Schur algorithm [10] .
To state the problem more precisely, let us first make some assumptions. Suppose that F T , G (for Sylvester type displacement) and H T , G (for Stein type displacement) are not just block lower triangular, but completely lower triangular matrices. Then the preservation of structure holds for any choice of indices k = l. Moreover, by the transitivity of Schur complements we are allowed to recursively pull off rows and columns of A and B, one at a time, so that we can assume that k = 1 = l. Now let us recall the explicit formulae (13) and (24) that we obtained for the new low rank matrix Rk r. These formulae involved information about the first row and column of the matrices A and B. (For the Stein type, this dependence appeared also in an indirect way, via the embedding relation (23)). The ideal situation would be the following: we use the given displacement equation in order to determine these first rows and columns, next update the generators of the Rk r matrix, and then repeat this procedure in a recursive way on the Schur complements S A,k and S B,l (which we do not actually compute, but only store in a 'coded' form by means of the subsequent Rk r matrices). Repeating this procedure, at the end we would obtain information about the LDU decompositions of both the matrices A and B.
Unfortunately, the above scheme can impossibly work since the given displacement equation does not contain enough information to determine the first block rows and columns of both the matrices A and B.
The situation may be different if an additional connection is given between A and B. For example, it could be that (i) a factorization B = LDU is given, and we want to compute the LDU decomposition of A; (ii) we have a relation in the style B = A (leading to the generalized Schur algorithm as described in [10] ), or B = A T . Thus only in such cases, we can hope the above scheme to work.
Rank structures
In this section we handle the preservation of rank structures. The following result could already have been mentioned in the previous section. It is a special case of both the preservation of Sylvester and of Stein type displacement structure.
Corollary 9 Let k ∈ N, and let A and B be matrices for which the Schur complements S A,k and S B,k exist. If
Note that there appeared only one index k in the statement of the above corollary, rather than two indices k and l as in the previous section. This is because we have here F T and G equal to the identity matrix, which by Theorem 4 has to be block lower triangular w.r.t. the indices k and l; hence k = l is the only relevant choice. Now let us take for B an arbitrary Hermitian matrix. By the general property S B H ,k = (S B,k ) H , also the Schur complement S B,k must be Hermitian. Hence Corollary 9 reveals the following fact.
Corollary 10
The property A = Herm + Rk r, i.e. A is Hermitian plus rank at most r, is inherited under Schur complementation.
The rest of this section is devoted to the preservation of what we call rank structures. First we recall some definitions from [1] . We will use here the subscript weak to distinguish these definitions from the actual definition of rank structures, which is given later. where i is the row index, j the column index, r the rank upper bound and Λ ∈ C (j−i+1)×(j−i+1) is called the shift matrix of B weak (it is assumed here that j − i + 1 ≥ 0). We say a matrix A ∈ C n×n to satisfy the weak structure block if, making a partitioning
where A 2,2 is square and containing rows and columns i, . . . , j, we have
i.e. a matrix of rank at most r: see Figure 1 .
As an extension, we can allow shift matrices Λ = Λ fin ⊕∞I, with Λ fin having only finite entries. In this case we identify B weak with the 'weak structure block' obtained by dropping all rows and columns involving ∞, and with the rank upper bound r decreased by the number of these dropped rows: see Figure 2 . A weak structure block with shift matrix of the form Λ = 0 ⊕ ∞I, is called pure, denoted B weak,pure . Let us recall also that by absorbing permutation matrices into the structure, structure blocks can be moved to any matrix position, not necessarily situated in the bottom left matrix corner anymore [1] . Now we come to the actual definition of structure blocks in the context of Schur complements. Such structure blocks will be denoted just as B, hence dropping the subscript weak.
Definition 13
Given a matrix A ∈ C m×n , k ∈ N and consider the k-partitioning of A (Definition 1). We define a structure block w.r.t. this k-partitioning as a collection B = (I, J, I Λ , J Λ , r, Λ),
where I Λ ⊆ I and J Λ ⊆ J are the index sets, r is the rank upper bound and Λ ∈ C |IΛ|×|JΛ| is called the shift matrix of the structure block. We define a partition I = I 1 ∪ I 2 , with I 1 := I ∩ {1, . . . , k} and I 2 := I ∩ {k + 1, . . . , n}, and we define similar partitions for the other index sets. We also partition
with Λ 1,1 having dimension |I Λ,1 | by |J Λ,1 |. Here we assume that
We say the matrix A to satisfy the structure block B if The meaning is that after subtracting the shift matrix Λ ∈ C 7×6 from the dashed matrix positions, the indicated submatrix A(I, J) (consisting of four parts) must be of rank at most r. Note that in general, there are no restrictions on the size of Λ 2,2 while on the other hand Λ 1,1 must be square and such that, up to permutation, the restriction B| A1,1 is a weak structure block B weak . Now we come to the preservation of structure blocks under Schur complementation. proof. By definition of structure block, there exists a matrix B having the form
for certain permutation matrices P = P 1 ⊕ P 2 andP =P 1 ⊕P 2 , such that A − B = Rk r. By Corollary 9, it follows that S A,k − S B,k = Rk r. But by the form of B, it is easy to see that its Schur complement satisfies
where
It follows that S A,k satisfies the structure block S B = (I 2 , J 2 , I Λ,2 , J Λ,2 , r, S Λ ), as we had to prove. As an illustrative example, suppose that
1,1 exists) will satisfy the structure block B weak : (i, j, r, λ) = (2, 2, 1, S λ ), with new shift element defined by S λ := λ 2,2 − λ 2,1 λ
1,1 exists). Indeed: the proof follows immediately from Theorem 14 by working with the embedded matrix
and observing that the given data can be translated in terms of a huge structure block B on A. Note that in this last example, it was necessary that the low rank blocks 1 1 1 1 of the several matrices A i,j were 'compatible' with each other. If this
were not the case, it could be that the rank upper bound of the huge structure block B (and hence of the Schur complement S A,k ) must be increased. A way to avoid the latter problem is to choose several of the low rank blocks equal to zero. Suppose for example that A 1,1 := T is a given matrix, satisfying a given structure block B weak . Suppose that we choose A 1,2 , A 2,2 and A 2,1 with sparse bottom left parts as illustrated in Figure 5 . Then it is clear that the structure block B weak can always be extended to a huge structure block B in the matrix A, with new shift matrix weak , which is precisely the structure block inversion result of [1, Theorem 11] . Second, we can interpret Figure 5 in the following way: it can be used to generate matrices A 1,2 , A 2,2 and A 2,1 such that A 2,2 − A 2,1 T −1 A 1,2 inherits the structure of T −1 . We can interpret this as a set of structure preserving transformations for T −1 . To conclude this section, we want to relax the nonsingularity condition in Theorem 14. At the same time we want to introduce shift elements equal to ∞, in the sense of Definition 11. Here we will restrict ourselves to the case where
where Λ ns is square and nonsingular, and with 0 l being the zero matrix of size l by l. The other parts Λ 1,2 , Λ 2,1 and Λ 2,2 are not allowed to contain elements equal to ∞. Now let us write
where Λ T L 1,1 := Λ ns ⊕ ∞I, and where the superscripts T , B, L and R denote the top, bottom, left and right parts of the corresponding matrices. It is easy to see that the Schur complement of (34) can be written as a 'dyadic decomposition'
where S fin and S ∞ are the Schur complements of the respective matrices
Here S fin contains only finite elements, and hence this will just be a finite correction term to the structure of S A,k . The problem is instead to determine the meaning of S ∞ . To achieve this, we will suppose that operations have been applied on the second block row and column of A, such that
where Λ ind col contains independent columns and Λ ind row contains independent rows. (Here the row and column operations which we applied on A to achieve (37), have a well-determined effect on the Schur complement S A,k by virtue of Lemma 2). Then we have the following result.
Theorem 15 Suppose given a matrix A ∈ C m×n , a k-partitioning of A and a structure block B w.r.t. this k-partitioning. Suppose that Λ 1,1 = Λ ns ⊕ ∞I ⊕ 0 l , that S fin and S ∞ are defined as in (35), and that (37) holds. Then if we update
and if we drop in this updated matrix the rows of I Λ,2 and columns of J Λ,2 which are nonzero in (37), the resulting part of S A,k will have rank at most r − l: see Figure 6 .
proof. If necessary, we can virtually add extra rows and columns to A until the blocks Λ ind row and Λ ind col in (37) become square and nonsingular (of size l by l). Then since S ∞ was defined as the Schur complement of (37), and by approximating 0 l as 0 l = lim →0 I, we obtain
But by our knowledge of the meaning of shift elements ∞, this means that we should drop in S A,k all l rows and columns where ∞ is standing, and decrease the rank upper bound r by this same number l. The theorem now follows.
As an illustrative example, suppose that for i, j = 1, 2. Then we claim that A 2,2 −A 2,1 A
1,1 exists) will satisfy the structure block B weak : (i, j, r) = (2, 2, 0), i.e. that
Indeed, this follows from Theorem 15 by working with the embedded matrix A (as usual), and by observing that the given data can be translated in terms of a huge structure block B with shift matrix
Thus indeed the rank upper bound r decreases by the value l = 1. Note that in this last example, it was again necessary that the low rank blocks 1 1 1 1 of the several matrices A i,j were compatible with each other.
A way to avoid the latter problem is to choose several of the low rank blocks equal to zero. Suppose for example that A 1,1 := T is a given matrix, satisfying a given structure block B weak,pure with Λ = 0 3 . Suppose that we choose A 1,2 , A 2,2 and A 2,1 with zero bottom left parts as illustrated in Figure 7 . Then it is clear that the structure block B weak,pure can always be extended to a huge structure block B pure in the matrix A, with new shift matrix weak,pure , which is precisely the structure block inversion result of [1, Corollary 16] (concerning shift matrices Λ ns ⊕0⊕∞I). Second, we can interpret Figure 7 in the following way: it can be used to generate matrices A 1,2 , A 2,2 and A 2,1 such that A 2,2 − A 2,1 T −1 A 1,2 inherits the structure of T −1 . We can interpret this as a set of structure preserving transformations for T −1 . Other examples of structure preserving transformations will be given in the next section, in the context of Möbius transformations.
We conclude this section with a final remark.
Remark 16
1. The structure block B can sometimes be brought in easier form by virtue of Lemma 2. For example, it follows from this lemma that the left multiplication of A with a matrix X 0 X I , or the right multiplication with the transpose of such a matrix always preserves the Schur complement. Such transformations can be used for example to transform the dependent rows and columns of Λ 1,1 into zeros. In some cases, it may be even possible to restore in this way the size restrictions on Λ 1,1 occurring in Definition 13, even if these were not satisfied initially.
2. In many examples where structure blocks occur (for example lower semiseparable or lower semiseparable plus diagonal related matrices, see [1] ), we have I 1 = ∅, J 1 = {1, . . . , k} and Λ 2,1 = 0, as in the left picture of Figure 8 . Then the size restrictions on Λ 1,1 occurring in Definition 13 are not satisfied. But they can be restored by just 'enlarging' the structure block, as illustrated in Figure 8 .
Möbius and Cayley transformations
In this section we will focus on Möbius transformations, as an illustration of the results on Schur complements in the previous section. Möbius transformations In this way the resulting structure block will still be of rank at most r, and the size restrictions on Λ 1,1 occurring in Definition 13 are restored. But then it follows that S A,k satisfies the new structure block S B = (I 2 , J 2 , I Λ2 , J Λ2 , r, Λ 2,2 ).
appear also under the name of rational linear transformations. As a general reference, we can refer to [7] for the treatment of Möbius transformations with scalar coefficients, and to [11, 12] for the general case of matrix-valued coefficients. Most of the results which we state without proof can be found there. We start with a definition.
Definition 17 Given fixed coefficient matrices P, Q, R, S ∈ C n×n , then we define the Möbius transformation on C n×n to be the map
Similarly, we define the dual Möbius transformation to be the map
Finally, we define P Q R S to be the matrix associated with M, and we say M to be invertible if its associated matrix is nonsingular.
Unless explicitly mentioned, we will always work with usual Möbius transformations, rather than with their dual versions.
Note that the Möbius transformation is only defined on the domain D := {A ∈ C n×n | det(RA + S) = 0}. Since the domain D is defined by the nonvanishing of an algebraic equation, it is either empty (a case we exclude) or a dense subset of C n×n . The use of the matrix associated with M follows by rewriting
20
This matrix representation is useful in several aspects. For example, it can be checked that for given Möbius transformations M 1 and M 2 , the composed map A → M 2 (M 1 (A)) is again a Möbius transformation, with associated matrix
Since the identity map A → A is a special case of a Möbius transformation, with associated matrix I 0 0 I , it follows that the inverse Möbius transformation M −1 will have as its associated matrix precisely P Q R S We may note here that M −1 can also be obtained by directly solving for A in terms of M(A) in Definition 17. This yields M −1 : B → −(BR−P ) −1 (BS −Q), which is not a Möbius transformation anymore, but rather a dual Möbius transformation in the sense of Definition 17. In particular, it follows that every invertible Möbius transformation can be expressed as a dual Möbius transformation too. Now note that M(A) can be realized as the Schur complement of
In particular, we can prove the following result. proof. Let us write Rk r = U V H with U, V ∈ C n×r . Note that M(A + U V H ) can be realized as the Schur complement of (39), to which is added now a correction term RU P U V H 0 . Since this correction term is still of rank at most r, the result follows by Corollary 9.
We come to a second topic.
Definition 19 Given fixed coefficient matrices E, F, G ∈ C n×n , with E and G Hermitian, then we define the quadratic transformation on C n×n to be the map
to be the matrix associated with the quadratic transformation. 
