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Abstract
Relations between categorical variables can be analyzed conveniently
by multiple correspondence analysis (MCA). The graphical representation
of MCA results in so-called biplots makes it easy to interpret the most
important associations. However, a major drawback of MCA is that it
does not have an underlying probability model for an individual select-
ing a category on a variable. In this paper, we propose such probability
model called multinomial multiple correspondence analysis (MMCA) that
combines the underlying low-rank representation of MCA with maximum
likelihood. An efficient majorization algorithm that uses an elegant bound
for the second derivative is derived to estimate the parameters. The pro-
posed model can easily lead to overfitting causing some of the parameters
to wander of to infinity. We add the nuclear norm penalty to counter
this issue and discuss ways of selecting regularization parameters. The
proposed approach is well suited to study and vizualise the dependences
for high dimensional data.
1 Introduction
Data sets with categorical variables are common in many fields such as social sci-
ences, where surveys with categorical questions are conducted. Although some
models are available to describe the dependence between categorical variables,
they suffer from estimation issues as the number of parameters quickly grows
with large number of categories and variables.
To give a concrete example let us consider a data set from the French national
institute for prevention and health education (INPES 1) on alcohol usage. Each
year, more than 50,000 individuals describe their consumption (kind of beverage,
frequency of drinking, frequency of binge drinking, etc) as well as their socio-
economic and demographic characteristics. Describing the relationships between
these categorical variables is important to monitor alcohol usage in subgroups,
to improve the understanding of alcohol usage, to monitor their evolution, and
to suggest suitable policies. Therefore, scientists need methods to explore such
data.
1http://www.inpes.sante.fr/default.asp
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High dimensional data like this one do not fall within the scope of classi-
cal models such as the log-linear models Christensen [2010]. In addition, such
models often lack some follow-up graphical representations which may help the
user to a great extent to shed more light into the obtained results. On the
other hand, principal component methods based such as multiple correspon-
dence analysis (MCA) Greenacre and Blasius [2006] are powerful techniques to
explore and visualize large categorical data using biplot representation. MCA
has the great advantage of being easily solved by singular value decomposition
(SVD). However, MCA is often motivated by geometrical considerations without
any reference to probability models.
Our multinomial multiple correspondence analysis model aims at bringing
the best from both worlds: appropriately modeling the probability of selecting
a category out of several options combined with the capability of handling high
dimensional data while providing graphical output to explore the relations and
gain insight for interpretation. We use a parsimonious low rank representation
of the data and derive an efficient majorization algorithm to estimate the pa-
rameters. This latter uses an elegant bound for the second derivative derived in
unpublished and unfinished notes of De Leeuw [2005]. Then, to avoid overfitting
issues due to the separability problem inherent of such models, we maximize a
regularized maximum likelihood using the nuclear norm.
Built on recent results on the selection of the threshold parameters for `1
type of penalty Giacobino et al. [2016], we suggest combining the universal quan-
tile threshold to select the rank and cross-validation to determine the amount
of shrinkage. Our results enable us to uncover some interesting insight into
the balance between good selection or good prediction properties to select the
threshold parameter in lasso regression Tibshirani [1996].
The remainder of this paper is organized as follows. After a discussion of
related work, we describe in Section 2 the multinomial multiple correspondence
analysis model. In Section 3, we then present the minimization-majorization
algorithm to estimate model’s parameters. It is shown that the model and algo-
rithm can easily be extended to allow for missing values. A notorious problem
for this type of model is the occurrence of parameters wandering off to infinity
when the estimated probabilities get close to one. This form of overfitting is
avoided by adding a nuclear norm penalty. We explain in Section 5 our new
procedure to select the penalty parameter.
1.1 Related Work
The log-linear model Agresti [2013], Christensen [2010] is the golden standard
to study the relationship between categorical variables. However, it encounters
difficulties with large number of variables and categories since many cells of
the contingency table are equal to zero. Unsaturated log-linear models with
main effects and two-way interactions could be used to restrict the number
of estimated parameters, but the total number of parameters could still be
substantial with many categories. One popular alternative consists of latent
variable models that summarize the relationship between the given variables by
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a small number of latent ones, either categoricals or continuous. The former
case, known as latent class models Goodman [1974], boils down to unsupervised
clustering for one latent variable and nonparametric Bayesian extensions have
recently been proposed Dunson and Xing [2009], Bhattacharya and Dunson
[2012] to get rid of the difficult choice of the number of clusters. Our approach,
MMCA, can be presented as a fixed effects latent traits models able to handle
many latent variables. Other related models were studied by De Leeuw [2006],
Li and Tao [2013], Collins et al. [2001], and Buntine [2002] but dedicated to
either binary data or random effects.
Finally, another popular approach to examine the relationship between cat-
egorical variables is multiple correspondence analysis also known as homogene-
ity analysis or dual scaling Michailidis and De Leeuw [1998], Nishisato [1980],
De Leeuw [2014], le Roux [2010], Greenacre and Blasius [2006]. MCA can be
seen as the counterpart of PCA for categorical data and involves reducing data
dimensionality to provide a subspace that best represents the data in the sense
of maximizing the variability of the projected points. As mentioned, it is often
presented without any reference to probabilistic models, in line with Benze´cri
[1973]’s idea to “let the data speak for itself.”
As our model is inspired by the MCA representation, we first briefly discuss
how MCA is defined. Consider a dataset with n rows and J categorical variables,
with Kj categories each, j = 1, ..., J . The data are coded using the n × K
super indicator matrix of dummy variables denoted by G with K =
∑
j Kj and
gijk = 1 if person i chooses category k of variable j and gijk = 0 otherwise.
A simple example of such a matrix G with n = 10, J = 3 variables with
respectively K1 = 3,K2 = 3, and K3 = 2 categories is given by
G = [G1|G2|G3] =

1 0 0 1 0 0 1 0
0 1 0 0 1 0 0 1
1 0 0 0 0 1 0 1
1 0 0 1 0 0 0 1
0 1 0 1 0 0 0 1
0 0 1 1 0 0 0 1
1 0 0 1 0 0 1 0
1 0 0 1 0 0 0 1
0 0 1 1 0 0 0 1
1 0 0 1 0 0 0 1

.
MCA, as all the principal component methods can be derived by performing
the SVD of matrices with specific row and column weights. The choice of weights
ensures the property of the method such as the Chi-square interpretation of the
distances between rows as well as the fact that the first principal component
of MCA is the variable the most related to all the categorical variables in the
sense of the R2 of the analysis of variance which strengthen the presentation of
MCA as an extension of PCA. More precisely, MCA is obtained by performing
the generalized SVD Greenacre [1984] of the triplet data, column weights, row
weights
(
JG, J−1Dc−1/2, n−1In
)
with Dc, the diagonal matrix with category
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frequencies and Jn×n = (I − n−111′) the row-centering matrix. It boils down
to performing the following SVD: JG′ = U˜Λ1/2V˜′ with U˜′(n−1In)U˜ = I and
V˜′(J−1Dc−1/2)V˜ = I. MCA can also be defined as finding the best low rank
approximation of JG with a matrix of rank p according to the Hilbert-Schmidt
norm ‖ T ‖2
D
−1/2
c ,
1
n In
= tr
(
TD
−1/2
c T
′ 1
nIn
)
:
LMCA(X,A) = ‖JG−XA′‖2D−1/2c , 1n In
with A′ = [A′1| . . . |A′J ] and Aj the Kj×p matrix representing the Kj categories
of variable j. The solution is given by A = V˜Λ1/4 and X = U˜Λ1/4 truncated
at order p.
Thus, the category k chosen by person i on variable j can modeled by
gˆijk ≈ µjk + x′iajk (1)
with µjk the main effect for category k of variable j, x
′
i row i of X and a
′
jk
row k of Aj . Equation (1) is called the reconstruction formula in the MCA
literature. Tenenhaus and Young [1985] showed that the row sums of Gˆ is equal
to 1, which implies that the fitted values can be seen as degree of membership
to the associated category. However, negative values may occur. Therefore, gˆijk
cannot be interpreted as the probability of an individual i to select category k
of variable j.
2 Multinomial Multiple Correspondence Anal-
ysis
To develop a maximum likelihood approach, we consider the probability piijk of
person i choosing category k of variable j. To do so, a natural candidate is the
multinomial logit or the so-called softmax function, that is,
piijk = softmax(θi) =
exp(θijk)∑Kj
`=1 exp(θij`)
, (2)
where the θijk denotes a utility that person i attaches to category k of variable
j. In MMCA, the θijk is modeled by
θijk = µjk + x
′
iajk,
very much in the same way as MCA (1) in the sense that the rank of the inter-
action is constrained to be p. By assuming independence between all answers
of individuals on all variables and conditional independence between variables
given the parameters θ, the joint maximum likelihood of MMCA is
n∏
i=1
J∏
j=1
Kj∏
k=1
pi
gijk
ijk .
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For maximum likelihood, one often minimizes the deviance by taking minus
the logarithm of the probabilities that is:
L(µ,X,A) = −
n∑
i=1
J∑
j=1
Kj∑
k=1
gijk log(piijk)
= −
n∑
i=1
J∑
j=1
Kj∑
k=1
gijk log
(
exp(µjk + x
′
iajk)∑Kj
`=1 exp(µj` + x
′
iaj`)
)
Without any restrictions, the parameters are not identified. Therefore, we use
the following identification constraints:
• µ′j1 = 0 as adding a constant per column does not change piijk,
• 1′X = 0 to avoid main effects estimated by x′iajk,
• X′X = nI to take care of the rotational indeterminacy between X and
the Aj , and
• 1′Aj = 0′ as adding a constant per column does not change piijk.
Note that the maximum dimensionality is p∗ = min(n − 1,∑Jj=1Kj − J).
When p = p∗, we have a saturated model with all θijk → ∞ for gijk = 1 and
θijk → −∞ for gijk = 0 because all data points can be perfectly estimated. This
problem does not only occur in maximum dimensionality. Even when p ≤ p∗, we
often find that several estimates for piijk approaching one so that θijk →∞ when
minimizing the deviance L(µ,X,A). Consider Figure 1 that shows − log(piijk)
for individual j and three categories represented by the vertices of the equilateral
triangle. The direction of the left vertex gives an infimum of zero, that is, the
further in that direction, the closer − log(piijk) gets to zero. Therefore, there is
an attraction to θijk becoming ever larger.
This effect can be seen as a form of overfitting and a natural solution to
tackle it is to add a regularization term that controls the size of the parameters
in a penalized likelihood approach. To do so, we need to reparamatrize XA′
in an SVD-type manner, that is, XA′ = UDV′ with U the n × p matrix with
U′U = I and 1′U = 0, D the diagonal p × p matrix with dss ≥ 0, and V the
(
∑
j Kj) × p matrix with V′V = I, V′j1 = 0, V′j = [vj1, . . . ,vjKj ] represents
all categories of variable j and v′jk is row jk of V
One extensively used and studied penalty in the framework of singular values
decomposition based methods is the use of the nuclear norm penalty Fazel [2002],
Srebro [2004], Candes et al. [2013] which is equal to the sum of the singular
values
∑p∗
s=1 dss, leading to the penalized deviance:
L(µ,U,D,V) = −
n∑
i=1
J∑
j=1
Kj∑
k=1
gijk log(piijk) + λ
 p∗∑
s=1
dss
 (3)
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Figure 1: Minus the log likelihood of one observation, − log(piijk), for a variable
with three categories, each of them shown by a vertex of the equilateral trian-
gle, spanning a two-dimensional space. The direction in which the left one is
pointing, is the direction that asymptotically approaches a probability of one.
Without additional constraints, minimization of − log(piijk) will lead to this θijk
tending to (very) large values.
with
piijk =
exp(µjk + u
′
iDvjk)∑Kj
`=1 exp(µj` + u
′
iDvj`)
Whenever p = p∗, L(µ,U,D,V) is a convex function minimized over a convex
set that has a global minimum for any choice of λ > 0. For sufficiently large
values of λ, the impact of the penalty is to set some of the smallest singular
values to zero and thus often results in a lower rank solution. In addition to
automatic rank selection, the nuclear-norm also shrinks the non-null singular
values.
In Section 5, we will provide more details on a procedure for selecting the
threshold parameter λ. In the next section, a majorizing algorithm is derived
for minimizing (3).
3 Majorization
Majorization algorithms share as the most important property that they have
a guaranteed descent, that is, in each iteration the objective function improves.
Under this name, majorization was first proposed by De Leeuw and Heiser
[1977]. Since some time, it is probably better known under the name MM,
minimization by majorization or maximization by minorization Lange [2004].
The principle is quite simple: in each iteration an auxiliary function (called the
majorizing function) g(θ,θ0) is set up that satisfies the following requirements
1. f(θ0) = g(θ0,θ0),
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2. f(θ) ≤ g(θ,θ0),
where the current estimate θ0 is called supporting point and f is the original
function to be minimized. In practice, g(θ,θ0) only takes simple forms such as
linear or quadratic so that its minimum θ+ is easy to find. At its minimum θ+
of the majorizing function g(θ,θ0), we necessarily have that f(θ
+) ≤ g(θ+,θ0).
This leads to the so called sandwich inequality
f(θ+) ≤ g(θ+,θ0) ≤ g(θ0,θ0) = f(θ0)
with θ+ = argmin g(θ,θ0) proving that an update of the majorizing function
also improves f until no improvement is possible.
The advantage of majorization is that in contrast to line search methods such
as steepest descent or (quasi-)Newton methods, there is no need for a possibly
computationally expensive steplength procedure to guarantee descent.
To derive the majorizing algorithm, the following steps are taken. First, a
quadratic majorizing function is derived for the elements of the deviance de-
noted fij(θi). Then, a majorizing function is given for the penalized deviance
L(µ,U,D,V) in (3). To choose λ, we wish to use cross-validation and thus we
need to be able to minimize the penalized deviance in the presence of missing
values. This requires an additional majorization function describe in a third
step. The last step consists for each of the four sets of parameters in deriving
an update for the parameters. Finally, an overview of the entire algorithm is
presented.
First step: main majorizing function.
The first step is finding a majorizing function for a single term of the deviance
function
fij(θi) = −
Kj∑
k=1
gijk log(piijk) = −
Kj∑
k=1
gijk log
(
exp(θijk)∑Kj
`=1 exp(θij`)
)
. (4)
To do so, an explicit expression of its first derivative is needed
∇fij(θi) = gij − piij , (5)
where g′ij and pi
′
ij represent row i of Gj and Πj , respectively with Π the n ×∑J
j=1Kj matrix of probabilities Π having elements piijk. Now, the following
theorem coming from unfinished notes of De Leeuw [2005] presents a quadratic
majorizing function of (4).
Theorem 1.
gij(θi,θ
(0)
i ) = fij(θ
(0)
i ) + (θi − θ(0)i )′∇fij(θ(0)i ) + 1/4‖θi − θ(0)i ‖2
is a majorizing function of fij(θi).
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Figure 2: Quadratic majorizing function gij(θi,θ
(0)
i ) that touches fij(θi) at
fij(θi) at θ
(0)
i (black vertical line) and is located above fij(θi) elsewhere.
In the appendix, this thereom is proved in a slightly different way compared
to De Leeuw [2005]. Figure 2 gives an example of the quadratic majorizing
function.
Second step: combining majorization.
To obtain a majorizing function for the deviance L(µ,U,D,V), one needs to
sum fij(θi) and gij(θi,θ
(0)
i ) over all ijk and to replace the gradient by its value
(5), it gives the majorizing function
L(µ,U,D,V) ≤ 1
4
n∑
i=1
J∑
j=1
Kj∑
k=1
gijk(zijk − θijk)2 + λ
(
p∑
s=1
dss
)
+ c (6)
with
zijk = µ
(0)
jk + u
(0)
i
′
D(0)v
(0)
jk + 2(gijk − piijk)
and c containing parameters that do not depend on µ,U,D, and V.
Third step: including missing values.
Here, we assume that missing values occur due to the most simple process, that
is, missing completely at random. If a person i has a missing value on variable
j, we can consider that gijk = 0 for k = 1 to Kj . In this way, the missing
value does not contribute to the penalized deviance (3). When not all gij have
a one, the majorizing function is a weighted least-squares function. With rank
restrictions (as we have when p 6= p∗), such a weighted least-squares problem
is more difficult to solve. One additional majorizing step is needed. Let W be
an n× (∑Jj=1Kj) matrix that has w′ij = 1′ if person i does not have a missing
value on variable j and w′ij = 0
′ otherwise. Using results from Kiers [1997], we
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have that
(wijk − 1)(θijk − θ(0)ijk)2 ≤ 0
wijkθ
2
ijk ≤ θ2ijk − 2θijk(1− wijk)θ(0)ijk + (1− wijk)
(
θ
(0)
ijk
)2
.(7)
Combining the majorization in (6) and (7) gives
L(µ,U,D,V) ≤ 1
4
‖Z− (1µ′ + UDV′)‖2 + λ
(
p∑
s=1
dss
)
+ c
≤ 1
4
‖Z− 1µ′‖2 + 1
4
‖JZ−UDV′‖2 + λ
(
p∑
s=1
dss
)
+ c (8)
with
Z = [(1µ(0)
′
+ U(0)D(0)V(0)
′
) + 2(G−W Π)]J,
with c = L(µ(0),U(0),D(0),V(0))−1/4‖Z‖2 and  means the elementwise mul-
tiplication of two matrices.
Fourth step: update for the four sets of parameters.
The update for µ simply amounts to minimizing ‖Z− 1µ′‖2 which is done by
µ = n−1Z′1.
To update U and V it is sufficient to minimize the crosspruduct term
−trZ′JUDV′ because the quadratic term in (8) disappears due to their or-
thonormality restrictions. Let JZ = PΦQ′ be the SVD. So-called Kristof lower
bounds are available for linear sums of orthonormal matrices, that is,
−trZ′JUDV′ = −trQΦP′UDV′ = −trΦ(P′U)D(V′Q)
≥ −trΦ(I)D(I)
and the lower bound is attained at
U = P and V = Q.
To update D, we write the relevant part of the majorizing function (8) as
p∑
s=1
[
(φss − dss)2 + λ (dss)
]
(9)
subject to dss ≥ 0. It can be verified that the update
dss = max(0, φss − λ) (10)
is optimal for to minimize (9).
A summary of the updates and the majorization algorithm for MMCA is
given by Algorithm 1. After convergence, one may choose to set X = n1/2UD1/4
and A = n−1/2VD1/4.
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Data: G, p, λ, α, 
Result: µ,U,D,V
t = 0;
Compute W from missing values in G;
Initialize µ: µ(0) = n−1JcG′1 ;
Compute the SVD of JGJc: JGJc = PΦQ
′;
Initialize U: U(0) = P ;
Initialize V: V(0) = Q ;
Initialize D: d
(0)
ss = max(0, φss − λ) ;
Compute Π by (4) ;
Compute L(0) = L(µ(0),U(0),D(0),V(0)) ;
while t = 0 or (L(t) − L(t−1))/L(t) ≥  do
t = t+ 1;
Z = [(1µ(t−1)
′
+ U(t−1)D(t−1)V(t−1)
′
) + 2(G−W Π)]Jc ;
Compute update µ: µ(t) = n−1Z′1 ;
Compute the SVD of JZ: JZ = PΦQ′;
Update U: U(t) = P ;
Update V: V(t) = Q ;
Update D: dss = (1 + max(0, φss − λ) ;
Compute Π by (4) ;
Compute L(t) = L(µ(t),U(t),D(t),V(t)) ;
end
Algorithm 1: The majorizing algorithm for MMCA.  is here a small
positive value, for example,  = 10−8.
4 Properties and Interpretation
At a stationary point of the algorithm (in practical cases a local minimum) the
solution satisfies several properties.
Property 1. The main effect µjk can be interpreted as the log-odds against zero
(that is, all categories are equally likely).
Proof. Assuming that all other parameters are equal zero, then the probability of
person i choosing category k of variable j equals piijk = exp(µjk)/
∑Kj
`=1 exp(µj`).
The probability for µjk = 0 equals pi
∗
ijk = exp(0)/
∑Kj
`=1 exp(µj`). The odds are
piijk
pi∗ijk
=
(
exp(µjk)∑Kj
`=1 exp(µj`)
)
(
exp(0)∑Kj
`=1 exp(µj`)
) = exp(µjk)
10
and the log odds equals
log
piijk
pi∗ijk
= µjk.
Let X = n1/2U and A = n−1/2VD. In a bilinear biplot, the projection
interpretation of x′iajk implies that a point xi representing individual i should be
projected onto the vector ajk representing category k of variable j and multiplied
by the length ‖ajk‖ of ajk.
Property 2. The interaction effect x′iajk can be interpreted as the log-odds
against zero that would be obtained by projecting a person onto ajk at the origin.
Proof. Assume all parameters equal to zero except x′iajk. Following the same
reasoning as in the proof of Property 1 gives the desired result.
L can be rewritten as squared Euclidean distance between xi and ajk.
Property 3. The fitted category probabilities sum to the observed frequency of
that category, that is, 1′Π = 1′G.
Proof. At convergence we must have that µ = µ(0). Therefore,
µ = n−1Z′1
= n−1 (µ1′ + 2(G−Π)′) 1
= µ+ 2n−1(G−Π)′1
which can only hold if (G − Π)′1 = 0, or, equivalently, if G′1 = Π′1. This
completes the proof.
The weighted centroids of X with the weights being the probability of choos-
ing the category is given by
Diag(1′G)−1Π′X
where Diag(1′G) is the diagonal matrix of observed counts for each of the
categories.
Property 4. B = KDiag(1′G)−1A is a measure for the bias of the category
centroids, that is, the difference between the weighted and unweighted centroids,
that is,
B = KDiag(1′G)−1A = Diag(1′G)−1(G−Π)′X.
Proof. After convergence, it must also be true that the update of a single set of
parameters yields the same solution. Consider the update of A for a given X.
The majorizing algorithm says that at convergence we have ...
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Figure 3: Example of the item characteristic curve used by the three parameter
logistic IRT model.
Property 5. The three parameter logistic model and its multidimensional vari-
ant are special cases of MMCA.
Proof. In the three parameter logistic IRT model, the probability that individual
i gives a correct answer to item j is equal to (1 + e−γij )−1 with γij = αjθi − βj
and θi is the ability of individual i, βj the item difficulty parameter of item j,
and αj the item discrimination parameter of item j. Figure 3 gives the item
characteristic curve by the three parameter logistic model.
The multidimensional IRT model can be written as
γij = −βj +
p∑
s=1
θisαjs = −βj + θ′iαj
= µj + x
′
iaj .
If all variables are binary (all Kj = 2) and λ = 0, then the joint maximum
likelihood approach to the multidimensional IRT model is equivalent to MMCA.
The overfitting problem in multidimensional IRT can be easily tackled by
the penalty term of the MMCA approach.
5 Selecting the Regularization Parameters
Selecting the threshold parameter λ is crucial in the method. We suggest a two
steps procedure. First, we present an appropriate way to estimate the rank p of
the interaction. Then, we select λ using cross-validation for a specified rank. To
understand the rationale of such an approach, let’s start by reviewing some key
concepts and recent results to select the threshold parameter in the framework
of `1 based penalty.
Giacobino et al. [2016] highlighted that lasso regression is very often used
for its screening properties Bu¨hlmann and van de Geer [2011] and its ability to
select variables since it thresholds the coefficients estimate towards 0. However,
current methods for selecting λ such as cross-validation or Stein unbiased risk
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estimation Zou et al. [2007], Tibshirani and Taylor [2012] focus on good predic-
tive performances. They pointed out that the optimal threshold for prediction
is typically different from the optimal one for screening and somewhat smaller
which generally leads to too complex models. Thus, Giacobino et al. [2016] sug-
gested a quantile universal threshold (QUT) that guarantee variable screening
with high probability. However, their threshold is not appropriate for prediction
since it biases too much the estimates. The rationale of the QUT approach is to
selecting the threshold at the bulk edge of what a threshold should be under the
null model that all the variables coefficients are equal to zero. Josse and Sardy
[2015] used a similar idea of a null model in the context of low rank matrix
estimation to estimate the support, i.e. the rank.
We can built on both works to suggest a strategy to select λ aiming at
good rank recovery. The estimated rank is determined with the threshold λ
since any empirical singular value dss smaller than λ is set to zero by (10).
The procedure work as follows: for a given data set G, we estimate the main
effect µ and generate data under the MMCA model (2) and the null hypothesis
of no interaction XA′ = 0; then we apply the whole procedure (Algorithm
1) and return the first singular value d1,1. This procedure is repeated 10000
times. Then, we use the (1 − α)-quantile of the distribution of the largest
empirical singular value under the null hypothesis to determine the selected
threshold. Following Donoho and Johnstone [1994] and Giacobino et al. [2016]
who implicitly used level of order α = O(1/
√
log n) when n = J , we choose a
similar level tending to zero with the maximum of n and (K − J). This leads
to the definition of the quantile universal threshold for estimating the rank in
MMCA:
λmax(n,K−J) = σF
−1
Λ1
(
1− 1√
log(max(n,K − J))
)
, (11)
where FΛ1 is the cumulative distribution function of the largest singular value.
Although this λ enjoy very good property of rank recovery, its value is far
too large and it shrinks too much the sequel singular values. That’s why, we
only use this procedure to select the rank and then for a given rank p, we select
λ to minimize the penalized deviance 3 using cross-validation. Note that it is
in agreement with the common practice in lasso, where often lasso is used to
select variables and then ordinary least squares are applied. Here we claim that
in our setting we still need to shrink after the selection step.
Leave-one-out cross-validation, first consists in removing one cell of the cate-
gorical data matrix for one individual i on a variable j leading to a row gij with
missing values. Then, it consists in predicting its value using the estimator ob-
tained from the dataset that excludes these. The value of the predicted elements
is denoted pi−ijij . Finally, the deviance is computed with these predicted values.
The operation is repeated for all the cells in the categorical data and for a grid
for λ. The value of λ that minimizes the deviance is selected. Such method is of
course computationally intensive and so we have implemented a K-fold strategy
and a parallelized version using the different cores of the machine.
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6 Conclusion and Discussion
We introduced the multinomial multiple correspondence analysis to model the
dependence between categorical variables using a low-rank representation of
the data. The challenges in the estimation of the parameters were adressed
with a majorization algorithm combined with a nuclear norm penalization. The
universal threshold allows to accurately estimate the rank while cross-validation
ensures good selection of the thresholding parameter. There appear to be many
potential applications for our methods since it is possible to scale majorization
algorithm to the difficult cases of large sparse data sets. One drawback is that
contrary to MCA, the biplot representation does not enjoy the centroid property.
It means that categories are not at the barycenter of the individuals which have
selected the categories. Thus, biplot may be less easy to interpret. Note that
in terms of graphical outputs MCA enjoys many nice interpretation but as
already mentionned, the estimated values for the probabilities sum to one but
can take negative values and thus does not represent a proper way to model the
probabilities of individuals taken categories.
We finish by discussing some opportunities for further research. We used
a two-step approach to select the regularization parameter, after the hard-
thresholding step we still shrink with a soft-thresholding approach. This is in the
same vein than selecting variables with LASSO and using ordinary least-squares
except that we use in the second step an additional regularization. This may
indicate that we should consider other penalties and scheme of regularization
allowing compromise between hard and soft thresholding. In the framework of
low rank matrix approximation with Gaussian noise, recent works showed that
the signal was better recovered when non-linear transformation of the singu-
lar values were applied. For instance Shabalin and Nobel [2013] and Gavish
and Donoho [2014] gave an explicit transformation in a asymptotic framework
where both n and J tend to infinity while Josse and Sardy [2015] considered
a finite sample situation and suggested an adaptive penalty inspired by adap-
tive LASSO. Their method provides a large family of thresholding function that
goes between hard and soft thresholding. Extending these ideas for categorical
data provide some challenges both to get results outside the Gaussian case or
to include easily different penalties in the majorization algorithm.
The cross-validation procedure and the capability of the method to han-
dle missing values encourage investigating the use of this method to handle
missing values in a broader framework. Indeed, one main strategy avalaible to
deal with missing values Little and Rubin [1987, 2002] consists in using impu-
tation methods, it means replacing the missing values by plausible values to
get a completed data on which any statistical analysis can be applied. More
precisely, the recomemend strategy is to use multiple imputation Rubin [1987]
where multiple values are predicted for each missing entrie to take into account
the uncertainty of prediction in the sequel analyses. Many multiple imputation
techniques are available for continuous data Van Buuren [2012] but the littera-
ture is less abundant for categorical ones. It can be explained by the difficulty
to get an imputation model and an estimation strategy which can handle large
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number of categories per variable, a large number of variables or a small num-
ber of individuals. That’s why we may expect some interesting results in this
direction.
A Proofs
Theorem 1. To prove that gij(θi,θ
(0)
i ) == fij(θ
(0)
i ) + (θi − θ(0)i )′∇fij(θ(0)i ) +
1/4‖θi − θ(0)i ‖2 is a majorizing function of fij(θi) two conditions must hold.
The first one is that fij(θi) = gij(θi,θ
(0)
i ) at the supporting point θi = θ
(0)
i .
Working out gij(θ
(0)
i ,θ
(0)
i ) trivially shows that it is equal to fij(θ
(0)
i ) thereby
confirming the first assumption.
The second requirement is that fij(θi) ≤ gij(θi,θ(0)i ) or, equivalently, hij(θi) =
gij(θi,θ
(0)
i ) − fij(θi) ≥ 0 for all θi with equality for θi = θ(0)i . Equality was
already proven above. The inequality is automatic if (i) the gradient of hij(θi)
is zero at the supporting point θ
(0)
i and (ii) hij(θi) is convex. The gradient of
hij(θi) is given by
∇hij(θi) = ∇gij(θi,θ(0)i )−∇hij(θi)
= ∇fij(θ(0)i ) + 1/2(θi − θ(0)i )−∇fij(θi)
so that
∇hij(θ(0)i ) = ∇fij(θ(0)i ) + 1/2(θ(0)i − θ(0)i )−∇fij(θ(0)i ) = 0.
and Condition (i) is satisfied. The Hessian of fij(θi) is given by
∇2fij(θi) = Diag(piij)− piijpi′ij
and that of
∇2gij(θi,θ(0)i ) = 1/2I
so that the Hessian of hij(θi)
∇2hij(θi) = ∇2gij(θi,θ(0)i )−∇2fij(θi) = 1/2I− (Diag(piij)− piijpi′ij).
For Condition (ii), convexity of hij(θi), to hold it suffices to prove that∇2hij(θi)
is positive semidefinite for all θi, or, equivalently, that all eigenvalues of Diag(piij)−
piijpi
′
ij are smaller that 1/2. An upper bound of the eigenvalues can be obtained
by Gerschgorin disks which say that the eigenvalue φ is always smaller than a di-
agonal element plus the sum of its absolute off-diagonal row (or column) values,
i.e.,
φ ≤ piijk − pi2ijk + piijk
∑
6`=k
piij` (12)
= piijk − pi2ijk + piijk
Kj∑
`=1
piij` − pi2ijk (13)
= 2(piijk − pi2ijk) = 2piijk(1− piijk). (14)
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It can be verified that 2piijk(1−piijk) reaches its maximum of 1/2 at piijk = 1/2
so that the maximum eigenvalue of∇2fij(θi) is always smaller than (or equal to)
φ = 1/2 and, thus, ∇2hij(θi) is positive semidefinite and hij(θi) is convex.
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