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Proposals for quantum information processing often require the development of new quantum tech-
nologies. However, here we build quantum memory by ultracold atoms in one-dimensional optical
lattices with existing state-of-the-art technology. Under a parabolic external field, we demonstrate
that an arbitrary initial state at an end of the optical lattices can time-evolve and revive, with very
high fidelity, at predictable discrete time intervals. Physically, the parabolic field, can catalyze a
breathing pattern. The initial state is “memorized” by the pattern and can be retrieved at any
of the revival time moments. In comparison with usual time-independent memory, we call this a
dynamical memory. Furthermore, we show that the high fidelity of the quantum state at revival
time moments is fault-tolerant against the fabrication defects and even time-dependent noise.
PACS numbers: 03.65.Yz,03.67.Pp,75.10.Jm
I. INTRODUCTION
Quantum information requires practical setups in or-
der to be utilized. The setups, from a simple quantum
memory to a universal quantum computer, can be theo-
retically abstract, but are expected to be implementable
using physical systems. For these idealized designs it is
often difficult to find practical realizations with state-
of-the-art technologies (e.g., the design of perfect state
transfer, PST[1]). Thus we often yearn for new or dif-
ferent technologies. On the other hand, even though
quantum technologies have been developed rapidly in re-
cent years, it is often unclear if these technologies are
compatible with the theoretically idealized designs. It
appears that out-of-the-box ideas which are compatible
with existent technologies are desired. We therefore ask
ourselves: can a physical entity, controlled with existing
technologies perform the same functions as these ideal-
izations given that we are allowed to look from different
perspectives? That is, we wish to to find practical phys-
ical processes (from existing quantum technologies) that
reproduce, partly or completely, what an idealization is
able to do. Here we will put this idea into practice for
a simple design–quantum storage–by describing a quan-
tum memory that uses existing optical-lattice technolo-
gies. The term dynamical quantum memory, compared
with the conventional quantum memory, means that the
state will time-evolve but revive after certain evolution
times. The current implementation with ultracold atoms
in optical lattices has the advantage that these system
∗Corresponding author: lianao.wu@ehu.es
allow a fine tuning of the relevant parameters (as the site
couplings or the external magnetic field) [2] and a precise
control at the single site level [3–5].
Any quantum apparatus requires reliable physical en-
tities serving as long-lived quantum memories in noisy
environments. General strategies for protecting a quan-
tum state include the quantum error correction codes
[6–9] and dynamical coupling pulse control [10–16]. The-
oretical proposals are numerous, and use for instance,
photon states [17, 18], a state in free nuclear ensemble
[19, 20] . Recently, quantum storage through using non-
perturbative dynamical decoupling control based on the
quantum state diffusion approach [21] and the spin chain
model [22] have been investigated. Experimental demon-
strations exist for simple systems such as light or atoms
[23, 24].
Using existent technology in one-dimensional optical
lattices, we demonstrate that an arbitrary quantum state
initially at one end can revive itself at predictable dis-
crete intervals with very high fidelity. The breathing
pattern occurs in the intensive parabolic external field
regimes and is quasi-periodic. Remarkably, the pattern is
fault-tolerant against fabrication defects and even time-
dependent noise. A quantum state can be stored in the
dynamical process at these discrete time moments, in
other words, the pattern carries a dynamical memory.
Interestingly, the setup becomes that of quantum state
transfer along the XY chain [25] when we turn off the
external field.
2FIG. 1: (Color on line) Sketch of the experimental setup. Two
counter-propagating laser beams (red arrows) create the 1D
optical lattice; two additional transverse laser beams (yellow
gaussians) may be used to open the chain. The parabolic
modulation of the on-site energies can be realized by an addi-
tional harmonic confinement or even by the same laser beam
producing the lattice. The whole setup could even be created
by means of a spatial light modulator (SLM) technology, that
in principle allows one to design arbitrary potentials for ul-
tracold atoms (see [30] and refs. therein).
II. THE MODEL AND METHOD
We consider a chain of two-level (spin) units with near-
est neighbor XY couplings. The Hamiltonian is given by
H = −
N−1∑
i=1
[J(XiXi+1 + YiYi+1) + h(i)Zi], (1)
where h(i) is an external field applied along the z di-
rection. J is the coupling between nearest neighboring
sites and is set to J = 1 for simplicity. Xi, Yi, Zi de-
note the Pauli operators acting on spin i, and N is the
total number of sites. We consider a natural configu-
ration of the spin chain with open ends. As the total
Hamiltonian preserves the excitation number, the evo-
lution of the initial state will remain within the initial
excitation subspace. Here we consider the system to be
in the “one-magnon” state, where the total number of
up spins is one. The “one-magnon” state contains a
single excitation in the system, in accordance with the
low-excitation condition. The model is the hard-core bo-
son limit of the Bose-Hubbard Hamiltonian for spinless
bosons, which has been implemented experimentally in
optical lattices [2, 26]. In this limit, we may have only
one boson per site, so that one can encode an effective
1/2 spin variable as the presence/absence of a boson at
each site [27]. This system can be prepared by load-
ing a one-dimensional Mott insulator with one boson per
site [28], and the using single-site addressing techniques
to remove single bosons from the chain, by using laser
[5] or electronic beams [3]. In principle, by calibrating
the intensity and time duration of the beam, it should
be possible to create arbitrary superpositions of |0〉 and
|1〉 states. Specifically, we assume to start with a pure
state of the form |0, 0, ..., 0〉, where the occupied is |0〉
and the empty is |1〉 at each site. And then we apply
the external beam to, let’s say, the first site. Assuming
that the interaction with the beam occurs on a timescale
much shorter that the characteristic timescale associated
to the system Hamiltonian (and this is a very reasonable
assumption), the state of the system would be a pure
state of the form (a|0〉+ b|1〉)|0, ..., 0〉, and tracing makes
no difference. Note that all above discussions are based
on the hard-core boson limit, where each site is only al-
lowed to have either 1 or 0 boson because of strong on-site
repulsion [2]. Then, a parabolic external field of the form
h(i) = 4hm[(i− iF )
2/(iL− iF )
2− (i− iF )/(iL− iF )] (2)
can be realized by an additional harmonic confinement
[29] (or even provided by the same laser beam that pro-
duces the lattice [2]), where hm is the intensity of the ex-
ternal field. Fig. 1 shows the sketch of an experimental
setup. The field distributes symmetrically with respect
to the chain centre, and is set to be zero at the end points
iF = 1 and iL = N (this condition is not strictly neces-
sary because energy is defined modulo a global constant).
This open end configuration can be realized as discussed
in [30]. The feasibility of the single-site-resolved address-
ing and control of individual spin states in an optical lat-
tice has been experimentally demonstrated recently [5].
This allows the preparation of the system in an arbitrary
configuration and the subsequent readout, making these
system as promising prototypes for quantum memories.
We can diagonalize the Hamiltonian H in the one
magnon subspace so that Hd = W
†HW . The evolution
operators are therefore expressed by
U(t) = W exp[−itHd]W
†, (3)
where the time-independent W is a unitary transforma-
tion betweenH and its diagonal formHd, and is obtained
numerically.
Initially we prepare a state such that the jth spin, as
our target site, is in the state |φ(0)〉 = |1〉, whereas all
other spins are in the state |0〉. The whole spin chain will
be in a product state Φ(0) = |00 · · · 0〉 ⊗ |1〉 ⊗ |00 · · ·0〉.
The fidelity at time t, measuring the survival probabil-
ity of the initial state |φ(0)〉, can be defined as F =√
〈φ(0)| ρ(t) |φ(0)〉, where ρ(t) is the reduced density ma-
trix of the state at site j.
III. A BREATHING PATTERN AND
DYNAMICAL QUANTUM MEMORY
Let us start by considering the first spin as our target
site. Fig. 2(a) plots the fidelity versus time (t ∈ [0, 200])
for different field intensities hm, for a chain of length
N = 100. The figure shows that, in the absence of the
external field (hm = 0), the fidelity F (t) drops from 1 to
0 in a very short time, as expected for a primitive XY
model when hm in eq. (2) is zero. Although there are
oscillations in time, the fidelity never comes back to the
initial value again. In the presence of weak external field,
the fidelity remains small. When hm exceeds a certain
value (e.g., hm = 10), the fidelity revives at discrete time
intervals t0’s. In the case that hm exceeds 100, F (t) ≈ 1
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FIG. 2: (Color on line) (a) The fidelity as a function of time t
for different hm, where N = 100. (b) External field functions
h(i). (c) Corresponding fidelities as a function of time t for
different h(i), hm = 20.
and oscillates from 1 to 0.97 extremely rapidly. This
is an interesting quantum breathing pattern, where the
breathing frequency increases with the intensities of the
external field. This behaviour can be explained by notic-
ing that the Hamiltonian (1) is equivalent to a fermionic
lattice hamiltonian [31] in the presence of an external
parabolic potential. In this case, single particle orbits in
phase space belong to two different classes, as discussed
in [32]: closed orbits, corresponding to oscillations around
the parabolic potential minimum; and open orbits, for
particles performing Bloch-like oscillations at the sides
of the parabolic potential, where the local slope is steep
enough. In our case, when the target site is at one of the
two ends of the chain, i = iF /iL, a semi-classical approx-
imation shows that the latter behavior occurs roughly
when hm > 4. The target site or the first spin can there-
fore serve as a quantum memory to store the spin state
|1〉, in the sense that |1〉 is stored in time and retrieved
at these discrete time moments t0’s.
The parabolic external field is an idealization. Experi-
mental implementation may vary from this configuration,
which might alter the breathing pattern. We thus exam-
ine other symmetric configurations in Fig. 2(a) for the
external fields. These fields are in a PST configuration:
h(i)/hm = 2
√
i(N + 1− i)/(N + 1); the parabola as de-
fined in Eq. 2; sine: h(i)/hm = sin[(i − 1)π/(N − 1)];
and triangle h(i)/hm = 2/(N + 1)min(i, N + 1 − i).
These functions are renormalized such that they have
the same maximal values. Fig. 2(b) shows that these
configurations result in similar memory effects, and in-
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FIG. 3: (Color on line) (a) Maximum fidelity Fmax as a func-
tion of the chain length N , with and without the external field
(hm = 0, 10), respectively. The time window is [100, 1000].
(b) Maximum fidelity Fmax as a function of the storage loca-
tion i, for various amplitudes of the external field. (c) The
values of the angle θ that correspond to the maximal fidelities
Fmax.
terpolation between two configurations gives similar re-
sults. This suggests that all these configurations, smaller
on the ends and bigger in the middle, and their inter-
polations will generate the dynamical quantum memory.
In other words, the breathing pattern and corresponding
quantum memory is fault-tolerant against variations of
the configurations of the external fields.
Let us now address the dependence of the fidelity on
the chain length. In Fig. 3(a), we show the maximum
fidelity Fmax in the time window t ∈ [100, 1000] for var-
ious chain lengths from N = 2 to N = 130, with and
without the external field. (The time interval [0, 100]
is excluded since long-lived memory is more interesting).
In the absence of the external field, the fidelity Fmax de-
creases rapidly with N . On the other hand, the presence
of the parabolic field ensures good fidelities. As shown in
this figure, when hm = 10, Fmax ≈ 1 and is independent
of the chain length. Therefore, without loss of generality
we will use N = 100 in the following demonstrations.
The reason for the N -dependence is interesting. The
condition hm > 4 is independent of the total length N of
the chain, because the actual amplitude of the parabolic
potential depends on N = iL− iF +1, such that when we
compare chains of different lengths at fixed hm, we also
change the potential amplitude (in a way that nothing
else changes).
We now consider what happens if the state |1〉 is stored
at an arbitrary site i, which is not the first site of the
4chain. In Fig. 3(b) we show the maximum fidelity Fmax
as a function of storage site i, for different field in-
tensities (for symmetry reasons it’s enough to consider
i = 1, 2, ...50 for N = 100). As expected, Fmax(< 0.5)
is small in the absence of external field. Fmax is evi-
dently enhanced for all sites in the presence of the field,
and is good when i is small. It also remains stable and
then drops suddenly at a certain site i0. When hm = 10,
the dropping site is i = 21. It implies that a quantum
memory should be made in the sites near by one of ends
of the chain. Bigger field intensities, as shown before,
also act to broaden the storage region. For instance, the
dropping becomes i0 = 38 when hm = 50 such that any
of the 38 sites can be used as a quantum memory. The
semi-classical approximation shows that i0 roughly satis-
fies (
√
hm/4)(N +1−2i0) > (N −1), which is consistent
with the numerical observations in Fig. 3(b).
In general, a quantum memory requires one to store or
memorize an arbitrary quantum state |φ(0)〉 = α |0〉 +
β |1〉 at the jth site. This can be done by includ-
ing the magnon-zero state |00..0〉, which is the ground
state of the whole system. The corresponding fidelity is
f(t) =
∣∣∣|α|2 + eiθ(t) |β|2 F (t)
∣∣∣, where F is the fidelity for
the state |1〉. The fidelity f of an arbitrary state |φ(0)〉
is given by F and the angles θ in Fig. 3(c). The stored
arbitrary state can be retrieved when θ ≈ 0 such that
f(t) = |α|
2
+ |β|
2
F (t), whose minimum is F . The rela-
tion f ≥ F always holds for an arbitrary state.
IV. QUANTUM MEMORY AGAINST DEFECTS
AND NOISES
Let us now consider influences of general fabrication
defects and time-dependent random noises on the fi-
delity of the quantum memory. We will analyze four
cases of defects and noises. (0) The primitive Hamil-
tonian (1); (1) Band broadening, which comes from an
additional term Hsite = ǫ
∑
irand(i)Zi in the primitive
Hamiltonian. Here rand(i) is the random function in
the interval [−1, 1]; (2) Random coupling due to fabri-
cation errors, where the coupling in Hamiltonian (1) is
replaced by J + γrand(i), with random error γrand(i)
; (3) Next-nearest neighbor contribution: Ji,i+2 = µJ .
(4) Randomness in the coupling, where J is replaced by
a time-dependent random coupling J + ηrandτ (i); The
time-dependent random term simulates a noisy environ-
ment. The parameters ǫ, γ, µ and η are the strength of
these perturbations. Cases (1) and (2) are static per-
turbations due to fabrication defects. Case (3) occurs
when considering pseudospins based on charge degrees of
freedom or considering the dipole-dipole interaction [33].
Case (4) considers that the random function rand(i) is
fixed in short time interval τ and it is randomly differ-
ent for each time interval. We then calculate (thousand
times) average density matrices and the corresponding
fidelity. In Fig. 4 (a)(b), we plot the time evolution of
the fidelity for the five cases, where the state |1〉 is at
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FIG. 4: (Color on line) (a) (b) The average fidelity as a func-
tion of time t for different defects and noises. (c) Maximum
average fidelity Fmax as a function of the storage site i, for
the five cases discussed in the text. The time window is
[100, 1000], where hm = 60.
the first site and hm = 60.0. The parameters ǫ, γ, η
and µ are set to be 10% of normal values of hm and
J : ǫ = 6.0, γ = µ = η = 0.1. Fig. 4(a) shows that the
fidelity does not change significantly with considered per-
turbations. Fig. 4(b) corresponds to the time-dependent
noises (τ = 0.1), and shows that the maximum oscillates
between 0.94 and 1.
In Fig. 4 (c) we plot Fmax of different storage sites for
the above defects or noises. It is noticeable that Fmax
does not change significantly in our time window except
case 2 with random coupling. This implies that dynam-
ical memory can only be held at the first site in pres-
ence of random coupling. In case 3, the defects cause
slight deviations from the original. The band broaden-
ing decreases Fmax sightly more. But time-dependent
noises surprisingly enhance Fmax’s for most sites. For
most perturbations, as long as they are below the ten
percent thresholds, many sites can be a very good can-
didate for quantum memory, and fault-tolerant against
the perturbations. A possible explanation for the fault-
tolerance may be the topological stability of the quan-
tum XY model [34]. The interaction can be mapped into
the one-dimensional p-wave superconductor, whose states
in the topologically non-trivial phase regime are robust
against local fluctuations.
5V. EXPERIMENTAL PARAMETERS
The dimensionless parameters used in this paper can
be easily converted into a dimensional form, for a di-
rect comparison with those of current experiments with
ultracold atoms. First of all, our choice J = 1 corre-
sponds to a dimensional time variable (~/J)t. In the
experiments, the one-dimensional chain considered here
can be realized by means of an optical lattice in the tight-
binding regime, where J ≃ 1.43s0.98e−2.07
√
sER [35] with
ER = ~
2k2L/(2m) being the recoil energy, kL the wave
vector of the lasers creating the lattice, and s a dimen-
sionless parameter. For typical experimental parameters
(see e.g. [5], with s = 23), ~/J ≃ 5 × 10−2 so that the
characteristic timescale of breathing pattern discussed
here is of the order of few tens of milliseconds, a typical
timescale for ultracold atom experiments. In addition,
our parabolic potential corresponds to a harmonic trap-
ping of frequency ω =
√
8Jhm/m/(d(N − 1)). Then,
for hm = 1, N = 100, and the above lattice parameters,
yield ω ≈ 2π × 1 Hz, is again in the range of typical
experimental values.
VI. CONCLUSIONS
We have described a breathing pattern for the XY
model trapped in a parabolic potential and have given
a physical explanation for the interesting phenomena.
Based on this pattern, we have proposed a scheme to
realize high-fidelity dynamical quantum memory in a 1-
D optical lattice. The maximum fidelity increases with
the field intensities and depends on the sites where the
memory is located. High-fidelity quantum memory can
be realized in the large field regimes and at sites nearby
an end of the chain. The maximum fidelity is indepen-
dent of the chain length. The scheme is also fault-tolerant
against shapes of the external fields, various defects and
noises, including those from manufacturing defects or
bath. The setup is obviously more multifunctional than
the one qubit memory. For instance, we could turn off
the parabolic external field as in refs. [34, 35] such that
the stored state in the first qubit can be automatically
transferred to other locations under spin chain dynamics
transfer along the XY chain. The setup is a natural com-
bination of quantum memory and quantum state transfer
[25, 36].
Acknowledgments
This material is based upon work supported by
NSFC(Grant No. 11005099), Fundamental Research
Funds for the Central Universities (No. 201313012),
he Basque Government (grant IT472-10), the Spanish
MICINN (Project No. FIS2012-36673-C03-03) and the
Basque Country University UFI (Project No. 11/55-
01-2013), the NSF PHY-0925174, DOD/AF/AFOSR
No. FA9550-12-1-0001.
[1] M. Christandl, N. Datta, A. Ekert, and A. J. Landahl,
Phys. Rev. Lett. 92, 187902 (2004).
[2] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[3] P. Wuertz, T. Langen, T. Gericke, A. Koglbauer, and H.
Ott, Phys. Rev. Lett. 103, 080404 (2009).
[4] W. Bakr, A. Peng, M. Tai, R. Ma, J. Simon, J. Gillen,
S. Fo¨lling, L. Pollet, and M. Greiner, Science 329, 547
(2010).
[5] C. Weitenberg, M. Endres, J. F. Sherson, M. Cheneau,
P. Schau, T. Fukuhara, I. Bloch, and S. Kuhr, Nature
471, 319 (2012).
[6] P. W. Shor, Phys. Rev. A 52, 2493 (1995).
[7] U. Schnorrberger, J. D. Thompson, S. Trotzky, R. Pu-
gatch, N. Davidson, S. Kuhr, and I. Bloch, Phys. Rev.
Lett. 103, 033003 (2009).
[8] A. Eker and C. Macchiavello, Phys. Rev. Lett. 77, 2585
(1996).
[9] D. Gottesman, Phys. Rev. A 54, 1862 (1996).
[10] E. Knill, R. Laflamme and L. Viola, Phys. Rev. Lett. 84,
2525 (2000).
[11] D. A. Lidar, I. L. Chuang and K. B. Whaley, Phys. Rev.
Lett. 81, 2594 (1998).
[12] L. Viola, E. Knill and S. Lloyd, Phys. Rev. Lett. 82, 2417
(1999).
[13] G. S. Uhrig, New J. Phys. 10, 083024 (2008).
[14] G. S. Uhrig, Phys. Rev. Lett. 102, 120502 (2009).
[15] J. R. West, D. A. Lidar, B. H. Fong and M. F. Gyure,
Phys. Rev. Lett. 105, 230503 (2010).
[16] L.-A. Wu, G. Kurizki and P. Brumer, Phys. Rev. Lett.
102, 080405 (2009).
[17] M. D. Lukin, Rev. Mod. Phys. 75, 457 (2003).
[18] M. Fleischhauer and M. D. Lukin, Phys. Rev. Lett. 84,
5094 (2000); Phys. Rev. A 65, 022314 (2002).
[19] J.M. Taylor, C.M. Marcus and M.D. Lukin, Phys. Rev.
Lett. 90,206803 (2003).
[20] M. Poggio et al., Phys. Rev. Lett. 91, 207602 (2003).
[21] J. Jing, L.-A. Wu, J. Q. You and T. Yu, Phys. Rev. A
88, 022333 (2013).
[22] Z.-M. Wang, L.-A. Wu, J. Jing, B. Shao and T. Yu, Phys.
Rev. A 86, 032303 (2012).
[23] B. Julsgaard, J. Sherson, J. I. Cirac, J. Fiura´sˆk and E.
S. Polzik, Nature 432, 482 (2004).
[24] R. Zhao, Y. O. Dudin, S. D. Jenkins, C. J. Campbell,
D. N. Matsukevich, T. A. B. Kennedy and A. Kuzmich,
Nature Physics 5, 100 (2009).
[25] B. Liu, L.-A. Wu, B. Shao and J. Zhou, Phy. Rev. A 85,
042328 (2012).
[26] T. Calarco, U. Dorner, P. S. Julienne, C. Williams and
P. Zoller, Phys. Rev. A 70, 012306 (2004).
[27] M. Lewenstein, A. Sanpera, V. Ahufinger, B. Damski, A.
Sen De, and U. Sen, Advances in Physics 56, 243 (2007).
6[28] T. Fukuhara, A. Kantian, M. Endres, M. Cheneau, P.
Schau, S. Hild, D. Bellem, U. Schollwck, T. Giamarchi,
and C. Gross, Nat. Phys. 9, 235 (2013).
[29] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari,
Rev. Mod. Phys. 71, 463 (1999).
[30] Z.-M. Wang, L.-A. Wu, M. Modugno, W. Yao, and B.
Shao, Sci. Rep. 3, 3128 (2013).
[31] A. De Martino, M. Thorwart, R. Egger and R. Graham,
Phys. Rev. Lett. 94, 060402 (2005).
[32] L. Pezze` et al., Phys. Rev. Lett. 93, 120401 (2004).
[33] R. Ronke, T.P. Spiller and I. D’Amico. Phys. Rev. A 83,
012325 (2011).
[34] W. DeGottardi, D. Sen and S. Vishveshwara, New J.
Phys. 13, 065028 (2011).
[35] F. Gerbier, A. Widera, S. Flling, O. Mandel, T. Gericke,
and I. Bloch, Phys. Rev. A 72, 53606 (2005).
[36] S. Bose, Phys. Rev. Lett. 91, 207901 (2003).
