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Abstract
The objective of the current research is to construct numerical methods based on
physical principles to reduce modelling errors in the eld of computational uid
dynamics. In order to investigate the non-linearities of the convective ux term,
a multi-directional characteristic-based scheme has been developed in this work to
capture the anisotropic behaviour of the incompressible Navier{Stokes equations.
To avoid the pressure-velocity decoupling and to promote stability at high Reynolds
numbers, the Riemann problem has been incorporated into the scheme which creates
a multi-directional Godunov-type framework. In order to capture the pressure cor-
rectly, which through its coupling to the velocity eld is depending on the velocity's
non-linear eects, it is postulated that the pressure should have its own transport
equation which should have a parabolic type. This is necessary to align the pres-
sure with the mathematical properties of the Navier{Stokes equations. Thus, a novel
incompressible method has been developed which features a pressure transport equa-
tion which is referred to as the Fractional-Step with Velocity Projection (or FSVP)
method. It is further extended through a perturbed continuity equation of the Ar-
ticial Compressibility (AC) method to hyperbolise the rst Fractional-Step of the
system of equations, while the second Fractional-Step retains the required parabolic
behaviour, which is called the FSAC-VP method in turn. Through the hyperbolic
Fractional-Step, the multi-directional Godunov-type framework is directly applica-
ble to the newly developed method.
Parametric simulations for the lid driven cavity, backward facing step, sudden expan-
sion and Taylor{Green vortex problem have been performed using the AC, FSVP,
FSAC-VP and the Fractional-Step, Articial Compressibility with Pressure Projec-
tion, or FSAC-PP, method. The FSVP and FSAC-VP method showed superior
convergence properties compared to the AC method for unsteady ows, where a
speed up of a factor up to 193.0 times has been observed. Since the parabolic pres-
sure transport equation has a memory of the time history of the ow, smooth error
curves have been produced over time while the other methods showed oscillatory
proles. Generally speaking, the most accurate results have been obtained with
the FSAC-PP method, closely followed by the FSAC-VP and FSVP method. The
inclusion of the multi-directional Godunov-type framework showed generally better
or equally well resolved results compared to the benchmark numerical scheme for
the FSAC-PP and FSAC-VP / FSVP method. Furthermore, the multi-directional
scheme by itself showed its capabilities to predict vortical ows better than a simple
numerical reconstruction scheme. The FSAC-VP method has shown a higher degree
of scheme independence where velocity and pressure curves showed little variations
compared to reference data. This was particularly pronounced for the sudden expan-
sion which had consequences on the prediction of the correct bifurcation behaviour.
Finally, it has been argued that what the numerical scheme development is to the
non-linear term of the Navier{Stokes equations should be similarly done with in-
compressible ow method development to capture the correct pressure behaviour.
This work shows that dierences between elliptic, parabolic and hyperbolic pressure
treatments do exist which can have a signicant eect on the overall prediction of
the ow features.
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Chapter 1
Introduction
1.1 Motivation with a Historical Perspective
The Navier{Stokes equations govern the behaviour of uid dynamics on a macro
scale. The underlying equations | conserving mass, momentum and energy | can
be equally used for compressible and incompressible, as well as laminar and tur-
bulent ows. With modications, the equations can be extended, for example, to
treat hypersonic, multiphase and multiphysics ows. Fluid dynamic research was
limited to theoretical and experimental studies until the 1950s and 1960s when the
transistor and computer revolution made computational resources available to solve
the Navier{Stokes equations numerically. It soon became apparent that computer-
based simulations would supplement theoretical and experimental investigations and
research on numerical methods commenced.
At rst, numerical simulations used simplistic nite-dierence schemes of rst-order
in both space and time which were, however, too dissipative. Numerical scheme
development was initially focused on creating robust numerical schemes of second-
order, which were easy to implement and thus required only a moderate increase
in computational time. The Lax{Friedrich scheme [1] was one of the rst proposed
schemes which used second-order in space and time for its approximation of the
convective ux term. Later, the Lax{Wendro scheme [2] was introduced where
time derivatives were expressed as space derivatives which were re-introduced into
the equations through the Taylor-series. This resulted in a second-order scheme and
its robustness meant that it is still in use nowadays. These two schemes, probably
the two most prominent schemes of its era, kick-started the development of second-
order schemes around the 1960s and a certain belief prevailed in the CFD community
that second-order schemes are mandatory to escape the highly dissipative nature of
rst-order schemes. At the same time, Sergei Godunov presented a vastly dierent
approach which was put forward in his dissertation in 1959 [3]. Instead of mak-
ing the scheme of higher-order, Godunov accepted the dissipative but conservative
properties of rst order schemes and, in the context of the nite-volume method,
provided a high-resolution approach to reconstruct the primitive variables at cell
interfaces. Godunov realised that the numerical discontinuity at the cell interfaces
represented essentially a Riemann problem and so he used an exact Riemann solver
to reconcile the two left- and right-states at the cell interface which resulted from
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the interpolation procedure. Godunov did not trust his work enough to continue
working on it. He might have been discouraged to some degree by the almost re-
ligious belief in second-order schemes where his rst-order approach may have not
seemed to t in. However, Godunov stated that all schemes which have an order
higher than one, are necessarily non-conservative. This presented a problem for
discontinues ows, where shock wave capturing was dicult to capture accurately
with the schemes available at that time. An array of schemes were proposed with
dierent dissipative and dispersive error behaviours to circumvent these issues and
dominated the research for the coming two decades. An excellent review of classical
schemes is given by Homann [4], where the interested reader may nd more infor-
mation.
Fast forward to 1974, the young scientist and prodigy by the name of Amiram Harten
just graduated from the Courant Institute at the New York University under the
supervision of Peter Lax. Harten would become know as one of the single most
important gures in the numerical scheme developments community whose meth-
ods are still widely used today and are the de-facto industrial standard. Harten
continued as a research scientist at the Courant institute before moving back as a
senior lecture to his home town in Tel Aviv in 1977. Here, he continued his work
on shock wave capturing schemes and introduced the monotonic upwind scheme for
conservation laws (MUSCL) [5] in 1983 which showed favourable conservative prop-
erties. A scheme specic constant can be set in such a way that the scheme yields a
fully upwind (rst- or second-order) or a polynomial reconstruction of third-order.
This allowed the same scheme to be operated near discontinuities through upwind-
ing, or as a high-resolution scheme in smooth regions. Furthermore, Harten also
introduced the notion of total variation diminishing (TVD), a property a scheme is
said to have if its total variation (TV) does not grow but rather decays over time.
The classical numerical schemes, which are reviewed by Homann [4], all possess
some form of dispersive error near discontinuities, which for some schemes is in-
creasing over time. Those schemes are not TVD, and thus are prone to divergence.
Harten introduced the TVD approach through so called limiters, which ensured that
even discontinuous signals would not introduce any spurious oscillations. In this ap-
proach, limiters would be switched on in discontinuous regions which results in a
rst-order reconstruction scheme. Thus, even the third-order MUSCL scheme could
be used to capture shock waves. The TVD approach meant that Godunov's theorem
| that only rst-order schemes are conservative | could be extended to second-
order schemes as well. Near discontinuities the scheme reverts back to rst-order
through the limiter, however, suciently far away a higher-order of the solution
could be guaranteed. For more information on TVD schemes, the reader is referred
to the book of Versteeg and Malalasekera [6].
In the same year, Harten, together with Lax and van Leer, proposed a new Riemann
solver which became known after the initials of the Authors; the HLL Riemann
solver [7]. By this time, Godunov's research on using Riemann solvers instead of
sophisticated numerical schemes was accepted knowledge and Harten, among other
researchers, proposed new ways of extending and improving Godunov's original idea.
By now, high-resolution schemes, like the MUSCL approach, could be paired with
new sophisticated Riemann solvers, like the HLL, and the results showed a remark-
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able achievement in the eld of compressible ows. Discontinuous signals could now
be captured to a high degree of accuracy without introducing spurious oscillations.
Harten came up with yet another approach to treat discontinuous data and intro-
duced the essentially non-oscillatory (ENO) schemes [8], where dierent stencils were
used to reconstruct inter-cell uxes of which the smoothest stencil would be used as
the nal ux. The ENO approach did nd an overwhelming acceptance and usage
after its introduction and it did not take long before the scheme was fundamentally
revised. Seven years after its original introduction, Liu [9] realised that the order of
the scheme could be increased by using a weighted combination of all stencils for the
nal reconstructed value. This scheme became known as the weighted essentially
non-oscillatory, or WENO, scheme and is nowadays the most popular scheme for
compressible ows when it comes to shock wave capturing schemes.
Around the same time, in 1981, Jameson et al. [10] revived the second-order scheme
development through their central scheme with articial dissipation. Although be-
ing fundamentally dierent from the approach pursued by Harten and co-workers,
this scheme had a right on its own and started the development of a new class of
schemes. To understand the importance of their simplistic but powerful scheme,
we need to introduce yet another important gure in the eld of uid dynamics.
In 1930, one year after graduating with a PhD from the Moscow State University,
Andrey Kolmogorov, a mathematician by choice, went to Germany to work among
people like Richard Courant and Edmund Landau on probabilistic systems. Here
he was working on random processes under the inuence of diusion. He became a
professor at the Moscow State University where he focused on turbulent ows dur-
ing the second world war. In 1941 [11], he published the mechanism of the energy
cascade in turbulent ows which is one of the few accepted universal laws of turbu-
lent ows. Here, Kolmogorov stated that all turbulent kinetic energy is dissipated
at the smallest scales. Later, Kolmogorov would dene what those smallest scales
are which we now know as the Kolmogorov microscales. For the current discussion,
all that we are concerned with is that dissipation is a process associated with the
smallest scale in the ow. Back to the 1980s, computational resources were scarce
and even two dimensional ows challenging to simulate. Thus, the computational
grids were by far not able to resolve the smallest scales in the ow and thus the
dissipative process was not captured correctly. For laminar ows, this did not cause
any issues, however, in turbulent ows, this meant that an imbalance of turbulent
kinetic energy production and dissipation was created. While Harten and co-workers
tried to remove the dissipative and dispersive errors from the scheme, which is a sen-
sible approach for compressible and high Reynolds number ows where the viscosity
and thus dissipation plays a decreasing role, Jameson et al. re-introduced the un-
favourable dissipative nature of numerical schemes through numerical dissipation.
This dissipation turned out to be of the order of the physical dissipation which
could not be modelled due to the coarse mesh restrictions. Their scheme, how-
ever, had the shortcoming that it required user-dened closure coecients which
controlled the amount of dissipation added to the solution. In theory, the scheme
would need to be ne-tuned for each new ow scenario, however, it was found that
a set of closure coecients was applicable to a wide range of ows which made the
scheme popular, especially for incompressible ows. This approach turned out to
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be very similar to the Reynolds-averaged Navier{Stokes (RANS) approach, where
the neglected turbulent dissipation is modelled through the Reynolds stress tensor,
which in turn is obtained through transport equations for model specic turbulent
transport properties. Essentially, the dissipation is locally computed using a RANS
approach while the central scheme with articial dissipation is dening the strength
of the dissipation globally which is then locally scaled by the velocity gradient. The
scheme was furthermore simple to implement and thus computational inexpensive
while being directly applicable to implicit methods which meant that it too cele-
brated widespread acceptance and use. More importantly, with the introduction
of this scheme, a new view was spread that numerical dissipation is not always a
negative side-eect of numerical schemes but a necessity to match the physical dis-
sipation that would otherwise be lost due to the computational mesh. This view
would later be used to justify implicit large eddy simulations (ILES), where unlike
in traditional LES, the sub-grid scales would be modelled through the numerical
dissipation and not by a sub-grid scale model.
The numerical scheme development described above saw a parallel development
of a numerical procedure known as the method of characteristics, which had been
employed long before the Navier{Stokes equations were integrated numerically. The
method of characteristics is applicable to any set of ordinary and partial dierential
equations and sometimes attributed to the great Italian mathematician Joseph-Louis
Lagrange. Historical evidence suggests, however, that it was the less known French
mathematician Paul Charpit who presented the method rst to the Academie on
June the 30th, 1784 [12, 13]. In 1963, around the time when the Lax{Friedrich
and Lax{Wendro scheme enjoyed their widespread use, Viktor Vladimirovich Ru-
sanov [14] presented a generalised derivation of the method of characteristics for the
Euler equation and showed how the method can be transformed into a characteristic-
based (CB) scheme that is equally applicable to the Euler equations with very little
extra implementation eort compared to the competing numerical schemes at the
time. The scheme required a hyperbolic system of equations which limited its use
to the compressible form of the Navier{Stokes or Euler equations. However, the
added complexity introduced physical features into the scheme based on the local
eigenstructure of the system of equations. This gave the scheme a competitive ad-
vantage over the purely mathematical schemes, although its complexity also meant
that it found little use in the numerical scheme development community. Initial
development improved aspects of the CB scheme which eventually faded until the
focus was purely on numerical schemes based on mathematical properties. In 1994
the CB scheme experienced a renaissance and renewed interest when Drikakis et
al. [15] introduced the CB scheme for incompressible ows based on the Articial
Compressibility (AC) approach of Chorin [16], which was introduced in 1967 as a
purely hyperbolic method for incompressible ows. In their scheme, Drkikakis et
al. realised that all CB schemes to date were lacking the so called transportiveness
property, which would usually be guaranteed through an upwinding procedure. In
order to provide the transportiveness, i.e. taking the direction of the ow into ac-
count, they proposed their scheme together with a Riemann solver to provide the
necessary upwinding based on the local eigenvalues. In this way, a relative simple
1.1. MOTIVATION WITH A HISTORICAL PERSPECTIVE 5
numerical interpolation scheme could be used to provide input values for their CB
scheme which then produced values that did not violate the transportiveness and
conservativeness properties. Here, a numerical scheme is said to contain the trans-
portiveness property if it respects the direction of the ow and uses upwind cells
for its interpolation (i.e. it can dierentiate between upwind and downwind cells).
A scheme can further be conservative if the overall ux in the domain, through all
cells, is conserved. The development by Harten and co-workers was the opposite,
they proposed to make those properties part of the numerical interpolation scheme.
Thus, by the end of the 20th century, researchers were faced with two possible and
viable routes to treat the convective ux term. Either, use a high-resolution scheme
that would take care of any numerical dissipative and dispersive errors or, to use
a more physical approach through a CB scheme combined with a Riemann solver
to make traditional properties linked to numerical schemes part of the CB frame-
work. Due to its simplicity, it is easy to understand that the former approach still
prevails in the current numerical scheme landscape but further numerical insight is
required to advance the CB scheme development to capture complex physical situa-
tions. The CB scheme introduced by Drikakis et al. [15] was based on characteristic
lines which were considered in the Taylor-series expansion in space and time. Due to
this approach, it is also termed the single-directional CB, or SCB, scheme, as it only
features a single direction in its derivation. In order to apply it to a higher dimen-
sional space, the scheme is simply aligned with each normal direction which results
in an isotropic characteristic treatment. Fluid dynamics, and especially complex
turbulent ows, are highly anisotropic. Thus, to capture those aspects correctly, an
anisotropic CB scheme is required. This has been introduced by Razavi et al. [17]
in 2008 for the AC method and we refer to it as the multi-direction CB, or MCB,
scheme. Their scheme was fundamentally dierent, not just in the sense that it was
multi-directional, but also in the sense that it lacked the transportiveness and even
conservative properties of the SCB scheme. Thus, in order to use the MCB scheme it
was necessary to use a more sophisticated numerical interpolation scheme while the
SCB scheme could be operated using relative simplistic reconstruction approaches.
Therefore, one of the aims of this project is to generate a multi-directional CB
scheme including the Riemann problem to provide a robust numerical framework
to capture the non-linear behaviour correctly where a single-directional approach
could fail or perform worse. It will be highlighted in the following how this aim was
achieved and its applicability will be shown through various numerical experiments.
Before proceeding, we need to rst look at the dierent methods that are avail-
able to treat incompressible ows. It is often said that an adiabatic ow through
a pipe or channel cannot be solved with the compressible Navier{Stokes equations.
The argumentation is that, in a constant density and constant temperature ow the
pressure could not change, although a pressure gradient exists in such a ow. The
argumentation is awed by the fact that no ow has a constant temperature and
constant density. From a theoretical point of view, a solution could still be obtained
with the sti system of equations, the computational cost would be, however, de-
manding for even such a simple ow. Thus, a series of numerical procedures have
been proposed for the solution of incompressible ow methods, of which Chorin
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was among the rst to introduce his AC method [16] in 1967. Here, the continu-
ity equation retains the density derivative which is exchanged for a pressure time
derivative. In absence of a working equation of state approach for incompressible
ows, the functional relation between the density and pressure is not known and
thus the time derivative becomes non-physical. In the limit of a steady state ow,
however, the time derivative vanishes and a correct pressure eld is obtained. Only
a year later, Chorin introduced the notion of the Pressure Projection (PP) [18]
method which was later mathematically proven by Temam [19]. The PP method
is based on the Helmholtz-Hodge decomposition which enforces a divergence free
velocity eld. Through a fractional step procedure, a Poisson equation for the pres-
sure can be constructed which provides the pressure and in turn can be used to
calculate the velocity eld. Both methods are classical and accepted methods in the
eld of computational uid dynamics (CFD) and were supplemented by Patankar
and Spalding [20] in 1972 who introduced an approximate PP concept which they
termed the semi-implicit method for pressure linked equations, or SIMPLE. Here,
a simplied momentum equation provides an intermediate velocity eld which then
can be used to update the pressure. The pressure is then inserted into the continuity
equation through an appropriate transformation to iteratively solve for the updated
velocity eld. The SIMPLE algorithm and its derivatives are the most commonly
used methods in the CFD community, however, they are known to have rather slow
convergence properties for the pressure and thus require a substantial amount of
computational resources. At the same time, the PP method of Chorin requires a
substantial amount of Poisson iterations which converges slowly, especially close to
Reynolds numbers that are approaching zero [21, 22]. In-fact, it can be shown that
the continuity equation of the SIMPLE algorithm can be reduced to a Poisson equa-
tion where the only dierence to the PP method is the implicit treatment of the
convective term and the simplied momentum equation, while in the PP method
the pressure is treated implicitly. Since the 1970s, there was little to no eort to
improve upon this situation. Improvements to the methods themselves were pro-
posed which, however, may have at best only improved the methods for specic
ow scenarios. In 2014, Konozsy [21] proposed a unication of Chorin's AC and
PP method which coupled both the hyperbolic properties of the AC method with
the elliptic features of the PP method. It was termed the fractional-step, articial
compressibility with pressure projection (FSAC-PP) method and it showed reduced
computational times for low Reynolds number ows but also showed a certain invari-
ance towards numerical schemes; low- and high-resolution schemes alike produced a
similar level of accuracy where the other methods (AC, PP and SIMPLE) showed
a high dependence of the accuracy on the numerical interpolations schemes. It
was argued that the Poisson solver introduced a physical smoothing property into
the scheme which accelerated the ow but at the same time stabilised the pressure
eld. Other methods to stabilise the pressure or velocity eld included methods
of articial dissipation, for example the central scheme of Jameson et al. [10]; the
development of the FSAC-PP method showed that once again the properties once
linked to numerical schemes can now be thought of properties of the incompressible
ow method, in this case, the accuracy and stability.
Under those considerations, it is worth to examine the current state of the art of
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incompressible methods. Considering that the design of incompressible algorithms
can aect the stability and accuracy, it would appear logical to use a physical rather
than numerical closure approximation. The AC method is an articially constructed
method that is not based on any physical considerations. The PP method is based
on a mathematically rigorous framework which does align with physical properties
of incompressible ows. However, the purely elliptic behaviour | albeit favourable
for stability and convergence acceleration | has no physical justication as purely
elliptic equations can only exist for steady state ows. The SIMPLE algorithm may
be regarded as an approximate pressure projection algorithm and thus suers from
similar shortcomings as Chorin's PP method. The FSAC-PP method has shown
favourable properties over the AC and PP method [21, 22], it does however still
feature the pseudo time derivative and elliptic Poisson solver. It is important to
highlight that from a numerical point of view, all these methods have a right to
exist. They are based on numerical, and sometimes physical, assumptions to form
an incompressible method. Speaking from a strictly physical point of view, however,
there are some shortcomings which this Thesis aims at provide answers to, at least
in parts. This will be discussed in Section 1.2.
This short historical perspective of numerical scheme and incompressible method
development was aimed at highlighting one recurring theme, that the classical nu-
merical properties associated to numerical schemes can be incorporated into charac-
teristic frameworks and even into the incompressible ow method. The advantage is
that it provides a robust environment where relative simplistic interpolation schemes
can be used to reduce modelling errors. CFD research has focused, as discussed
above, at providing numerical schemes capable of capturing the correct ow physics
for specic ow applications. This has led to the belief in the CFD community,
that higher-order schemes are necessary to capture complex ow physics correctly.
Through the numerical examples provided in this Thesis, it will be shown that
the incompressible method itself can have a signicant inuence on the accuracy
and performance. Coupled with a sophisticated multi-directional Godunov-type
characteristic-based scheme, a framework to tackle complex physical problems of
anisotropic nature is presented in the following.
1.2 Aims and Objectives
Section 1.1 highlighted the need to focus on CB methods in order to introduce
physical properties into the scheme. Although a MCB scheme has already been
proposed in the literature, it lacked some of the favourable properties of the SCB
scheme due to the missing Riemann solver. The rst aim is to develop a generalised
MCB scheme that can be used with any incompressible ow solver, as long as it
is hyperbolic. In a second stage, the MCB scheme needs to be supplemented with
an approximate Riemann solver to provide transportiveness and conservativeness.
This by itself provides a multi-directional Godunov-type framework which is capable
of predicting anisotropic ow features where a single-directional approach may fail.
The success of the CB scheme, as for any other numerical interpolation scheme, is
measured by how well it captures the non-linear behaviour of a given ow scenario.
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The development of numerical schemes has thus focused on the non-linear term
while the rest of the equation was interpolated using simple numerical schemes. As
we have discussed above, the success of capturing the non-linear behaviour is not
just scheme, but also method dependent. The introduced numerical methods for
incompressible ows are all based to some degree on mathematical constraints and
considerations. In this Thesis, a novel incompressible ow method is proposed that is
derived from rst principles which focuses on providing a correct pressure eld. From
the presented methods, the mathematical behaviour of the system of equations is
either purely hyperbolic (AC method), purely elliptic (PP and SIMPLE method) or
a mix of hyperbolic and elliptic (FSAC-PP method). From observations an argument
can be made that the pressure should in reality have an parabolic behaviour in the
limit of incompressible ows. Furthermore, while we have transport equations for
velocity, density, temperature, turbulent quantities and species, we do not have an
independent pressure transport equation which means that the pressure is following
the ow. However, it is the pressure which is inducing ow and so the pressure
should be able to develop according to its own, parabolic transport equation from
which the velocity and the other transport properties follow. The development of
such a transport equation and its according method will be shown in Section 3.3.4.
To summarise, the aims of the Thesis are as follows:
1. The development of a generalised multi-directional characteristic-based scheme
for incompressible ow, applicable to any hyperbolic system of equations.
2. The pairing of the multi-directional characteristic-based scheme with an ap-
proximate Riemann solver to extend the method to a multi-directional Godunov-
type framework.
3. The evaluation of the proposed scheme for dierent ow scenarios using low
dissipative numerical schemes.
4. The development of a parabolic transport equation for the pressure with a
corresponding novel incompressible method.
The objectives by which the above aims are to be achieved are given bellow as
1. The development of a 2D Navier{Stokes solver for cartesian grids, capable of
running the channel, lid driven cavity, backward facing step, sudden expansion
ow cases and other multi-block domains.
2. Derivation of a generalised multi-directional characteristic-based scheme for
any incompressible hyperbolic system of equations.
3. Derivation of a pressure transport equation from physical considerations and
implementation into the 2D Navier{Stokes solver to test its performance.
4. Conducting a parametric study for various benchmark cases for dierent Rie-
mann solvers and characteristic-based scheme combinations to judge their in-
uence on the overall accuracy and convergence rate using dierent incom-
pressible methods.
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1.3 Contributions to the Scientic Knowledge
The contribution to the scientic knowledge may be summarised as follows:
1. Development of a general and rigorous mathematical framework for the multi-
directional characteristic-based scheme for any hyperbolic incompressible sys-
tem of equations.
2. Extension of the multi-directional characteristic-based scheme to include the
local Riemann problem to introduce the property of transportiveness and con-
servativeness into the scheme.
3. Extension of the multi-directional characteristic-based scheme to unsteady
ows through a dual time stepping procedure.
4. Development of a novel (FSAC-VP), three stage algorithm based on a veloc-
ity projection concept whose mathematical properties are based on statistical
mechanics considerations.
5. Application of the multi-directional characteristic-based scheme to the FSAC-
PP and FSAC-VP method.
6. In depth analysis of the multi-directional characteristic-based scheme to stan-
dard test cases. This has already been done in the literature but the presented
results were either contaminated by obvious implementation errors and/or
strongly biased in favour of the multi-directional characteristic-based scheme
over the reference data. A fair comparison has shown similar trends on a global
scale while the scheme itself may not always be as strong as originally claimed
when it was introduced.
1.4 List of Publications
1. Tom-Robin Teschner, Laszlo Konozsy, Karl W. Jenkins, \Progress in particle-
based multiscale and hybrid methods for ow applications", Microuidics and
Nanouidics, Vol. 20(4), pp. 1{38, 2016
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2016
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1.5 Thesis Structure
The remaining structure of this Thesis is as follows. In Chapter 2, the literature deal-
ing with the single- and multi-directional characteristic-based scheme is reviewed.
Furthermore, Riemann solvers applied to incompressible ows are also reviewed
along with advancement in the eld of incompressible method development.
In Chapter 3, the governing equations for an incompressible ow are derived. It is
shown how to mathematically classify a system of equations consisting of rst-order
partial dierential equations so as to determine the behaviour of the Navier{Stokes
equations and the incompressible ow methods that are used to solve them. The
Chapter closes with a description of dierent incompressible ow methods, includ-
ing the new Fractional-Step with Velocity Projection (FSVP) and Fractional-Step,
Articial Compressibility with Velocity Projection (FSAC-VP) method.
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In Chapter 4, the characteristic-based scheme is reviewed for the single-directional
version found in the literature and a full derivation is given for the multi-directional
characteristic-based (MCB) scheme. The derivation is shown for the Articial Com-
pressibility (AC) method but is generalised so as to be applicable to any hyperbolic
incompressible ow method discussed in this work. The Riemann problem is re-
viewed next and its solution discussed in the form of approximate Riemann solvers
in the context of incompressible ows. A multi-directional closure is given for the
Riemann problem to make it multi-directional in a geometrical sense to be compat-
ible with the multi-directional characteristic-based scheme.
In Chapter 5, numerical considerations are given for the discretisation procedure.
First, the nite volume method is reviewed and it is shown how derivatives are ap-
proximated for the chosen data-structure. Boundary conditions are reviewed and
explained next, followed by a description of the numerical schemes that are used,
both in space and time.
In Chapter 6, the results are shown for dierent ow scenarios to test dierent
aspects of the characteristic-based schemes and the newly developed incompress-
ible methods. Classical numerical schemes and incompressible methods are used as
a benchmark to assess the performance of the newly proposed schemes and methods.
Chapter 7 provides a concluding discussion on the results and summarises the overall
work. Potential extensions to the newly developed schemes and methods are listed
at the end.
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Chapter 2
Literature Review
The following discussion is intended to highlight the current development of characteristic-
based schemes from a historical perspective and its current use for incompressible
ows. The literature dealing with the Riemann problem is reviewed and supple-
mented by a discussion on incompressible methods. The current gap in the knowl-
edge is highlighted at the end of each section.
2.1 Method of Characteristics for Incompressible
Flows
Around 1950, the rst publications appeared that were using the method of charac-
teristics in a computational sense applied to uid dynamics. In 1963, Rusanov [14]
provided a generalised theory which was applicable to the compressible Euler equa-
tions. More importantly, Rusanov showed that only a mix of compatibility equations
along dierent characteristic surfaces would suciently constrain the system and put
the characteristic-based scheme into a rigorous mathematical framework. The CB
scheme is dierent from the method of characteristic in that it is applicable to a
computational grid and does not require the unit process [23], a process in which
characteristic lines are intersected and used to update the primitive variables at the
intersection. Rather, the characteristic lines, or surfaces, intersect with the compu-
tational grid and thus the primitive variables are updated where grid lines intersect.
The same locations are used in nite-dierence calculations so that the method
can be directly implemented in the nite-dierence framework. There are, how-
ever, dierent ways to intersect the characteristics with the grid, a process which
is known as characteristic networks. For example, characteristics can propagate
from the current time level to the next (a forward network) or from the future time
level the past (a backward network). Some research was dedicated in optimising
those networks of which an excellent review can be found in the work of Zucrow
and Homan [24] and Delaney [25]. A comparative study of dierent characteristic
networks was conducted by Cline and Homan [26], where advantages and disad-
vantages were highlighted. Ransom et al. [27] focused on a second-order accurate
network and showed its applicability by investigating a source and Prandtl-Meyer
expansion ow.
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One of the rst applications of the method of characteristics for the Euler equation
can be found in Ferrari [28], who in 1949 investigated the interference of wing-
body congurations. The initial development was limited to simple shapes and so
Chushkin and Katskova [29], as well as Rakich and Cleary [30] were investigating the
ow around generic bodies of revolution that features blunt noses. An upgrade to
the method was presented by Sauerwein [31], who presented a characteristic-based
scheme capable of handling magnetic elds, chemical reactions, non-equilibrium and
multi-component ows. Cline and Homan [32] also used a chemical reactive CB
scheme approach and showed that their three-dimensional approach resolved the
cross-ow behaviour better than a quasi three-dimensional method. In 1974, Ho-
man [33] investigated the thrust misalignment in thrust vector controlled nozzles
using a three-dimensional characteristic approach while Delaney and Kavanagh [34]
focused on a turbine cascade two years later. This marked the peak time for the
CB scheme but a change in the numerical scheme development was about to happen
with the work of Harten and co-workers. Marcum and Homan [35] continued to in-
vestigated simple ows through nozzles with a resolved transient behaviour in 1985,
however, by now the MUSCL scheme and HLL Riemann solver were introduced.
The focused shifted towards Godunov-type methods and the interest in CB schemes
declined. The review provided by Roe [36] | although titled \Characteristic-based
schemes for the Euler equations" | focused on the already more popular Godunov-
type approaches. It is important to highlight that the Riemann problem shares many
similarities to the method of characteristic. Thus, it is indeed sensible to talk about
a characteristic approach when dealing with Godunov-type methods, however, the
CB scheme as debated by Roe was not the same as Rusanov's CB scheme [14].
An excellent primer on the CB scheme for the Euler equations can be found in the
books of Zucrow and Homan [24, 37], which may be supplemented by the work of
Delaney [25], Sauerwein [38] and Rusanov [14].
While the Godunov-type scheme development captivated the compressible ow com-
munity, Drikakis et al. [15] realised that with the hyperbolic nature of the AC
method of Chorin [16], the CB scheme | and in general Godunov-type methods |
could be also used in the context of incompressible ows. They introduced the CB
scheme based on the derivations of Eberle [39], who proposed a dierent approach
to treat the characteristics in the compressible framework. In their approach, the
CB scheme was derived for a one dimensional ow and then subsequently applied to
each direction of the governing equations. Two-dimensional ows over a circular arc-
cascade and backward facing step were considered. This approach eectively made
it a single-directional approach under which it has become known in the literature.
Drikakis [40] extended the original SCB scheme to handle three-dimensional ows
while comparing the performance of shared and distributed parallelisation strate-
gies. Further extension to assess the CB scheme in conjunction with a full multigrid,
full approximation storage (FMG-FAS) was done by Drikakis et al. [41]. Despite
the hyperbolic nature of the AC method, for which multigrid methods | originally
developed for elliptic systems | are prone to lose their favourable convergence accel-
eration properties, they reported a speed-up orders of magnitudes higher, compared
to a solution obtained without a multigrid. It should be mentioned that the original
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SCB scheme has received some criticism in the literature. Neofytou [42] revised the
original derivation given in [15] and pointed out some mathematical inconsisten-
cies and more importantly stated that the derivation of the compatibility equation
has been done in an incorrect manner. In fact, while the original derivation was
less mathematical stringent, allowing for more degrees of freedom, Neofytou showed
that the coecient arising in the derivation of the compatibility equations are inter-
dependent and the compatibility condition is not satised \regardless of the values
of the coecients" [15, p. 673]. Neofytou derived a consistent set of compatibil-
ity conditions which were then compared with the original compatibility equations
by Su et al. [43]. They concluded that, although a mathematical dierence exists
between both formulations, numerical results and convergence rates where almost
identical. Furthermore, they concluded that the compatibility equations in [15] were
not derived inconsistently, rather, simplications have been introduced which have
shown to reduce the mathematical complexity while still retaining the favourable
convergence and accuracy properties.
Tai and Zhao [44] implemented the SCB scheme into a two-dimensional unstructured
solver using a multigrid and further used a message passing interface approach to
parallelise their solver in a single program, multiple data fashion. In their rst
study, they applied their solver to the ow around a circular cylinder which Tai et
al. [45] extended to a three-dimensional approach in which they investigated the lid
driven cavity. They further rened their parallelisation strategy using a combined
shared / distributed memory hierarchy. Tai et al. [46] further modied their solver
to incorporate matrix-free implicit time marching in their solver for arbitrary CFL
numbers and introduced the notion of the immersed object method [47], similar to
the immersed boundary method. Here, arbitrarily shaped objects can be placed
inside the domain while the immersed object procedure assures that the velocity
inside the object is at rest, eectively making it a solid body. Further tests were
performed for three-dimensional ows around a circular cylinder. For all cases con-
sidered, including their previous work, they showed good agreement with reference
data and the applicability of the SCB scheme to these ows in a complex solver
environment.
Zhao and Zhang [48] presented an implementation of the SCB scheme into an un-
structured, three-dimensional solver were they computed the ow around single and
multiple cylinders as well as the ow over a backward facing step. They stressed that
a rst-order upwind method is not sucient to capture the upper recirculation area
and that higher-order schemes were needed, in conjunction with the SCB scheme, to
accurately capture vortical structures, here using an upwind scheme of third-order.
Shapiro and Drikakis [49, 50] further extended the original method to include also
variable density ows. Their derivation presented three distinct formulations which,
in the limit of a constant density ow, recovered the original system of equations in
a dierent form. The implementation of a multigrid procedure was described and
the new formulations applied to simple test cases.
A new form of the compatibility equation was derived by Abdollah et al. [51], where
an improved prediction of the characteristic speed gave a higher-order version of
the original SCB scheme. They applied their version to the lid driven cavity and
backward facing step problem and showed the increase in accuracy compared with
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the SCB scheme of Drikakis [15].
Soon after the introduction of the SCB scheme, researchers have tried to include
multi-directional eects as well into the derivation for a more physical description of
the ow. Atashbar Orang [52] included multi-directional information propagation in
his CB scheme, still based on the original single-directional approach, and applied
it to the ow around a circular cylinder and NACA 0012 aerofoil as well as the
ow over a backward facing step. Furthermore, the calculations were done using
the Spalart{Allmaras turbulence model and thus a turbulent version of the SCB
scheme was solved. However, strictly speaking, the single-directional behaviour was
still inherent to the derivation.
Razavi et al. [17] and Zamzamian and Razavi [53] introduced the rst fully multi-
directional CB, or MCB, scheme for incompressible ows in the AC framework.
Their derivation was based on the fully compressible, multi-directional scheme as
found in the classical literature [14, 24, 25, 37, 38, 54]. Here, the governing equations
of the AC method are multiplied by a characteristic surface and no assumption
about the direction is made, i.e. the governing equations are not split as in the ver-
sion of Drikakis et al. [15]. The compatibility equations are then derived along the
characteristic surface and solved in a similar fashion as the SCB scheme. After the
introduction of the MCB scheme, it found little interest in the eld of hyperbolic, in-
compressible ow methods and further investigations did not surface. Only recently,
a renewed interest by the original research group has sparked a series of publica-
tions, extending the original method along with investigations on more application
in conjunction with their MCB scheme. Hashemi and Zamzamian [55] introduced
a new set of far-eld boundary conditions for incompressible ows, where the com-
patibility equation was used from the MCB scheme to devise an equation for the
open boundary. Following up on their work, Zamzamian and Hashemi [56] further
enhanced the solid boundary treatment by introducing ghost-cells at the bound-
aries, which were populated by extrapolation, according to the prescribed Neumann
or Dirichlet boundary condition. Fathollahi and Zamzamian [57] included further
characteristic surfaces to derive twice as many compatibility equations compared
to the standard multi-directional version. However, they found that the accuracy
of the solution did not improve but the convergence rate was favourably aected.
Hashemi and Zamzamian [58] showed the extension of the MCB scheme to unstruc-
tured grids and tested it on the ow past a circular cylinder. Barar and Razavi
also investigated the cylinder and further the lid driven cavity and gave considera-
tions to extend the multi-directional scheme to three dimensions. As will be shown
in Section 4.1.2, once the compatibility equations are found for the primitive vari-
ables, the set of equations is over constrained, i.e. more compatibility equations
than primitive variables are found and the pressure is usually taken as an arith-
metic mean over all characteristics. Fathollahi and Zamzamian [57] were faced with
the same issue and thus no increase in accuracy was found when more compati-
bility equations were used and averages of the primitive variables along dierent
characteristics were taken. Razavi and Hani [59] derived an explicit version for
the pressure equation from the continuity equation and applied it to the ow over
parallel at plates, backward facing step and the lid driven cavity at high Reynolds
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numbers. They further used the Spalart{Allmaras model to treat the turbulent ef-
fects at high Reynolds numbers. To further investigate non-isothermal ows, Razavi
and Adibi [60] included the temperature equation to investigate forced convection
between parallel at plates as well as forced and mixed convection in a lid driven
cavity ow. Using dierent Reynolds, Grashof and Prandtl numbers, they gave an
parametric overview for the aforementioned ow cases. Finally, Atashbar Orang et
al. [61] used the Spalart{Allmaras turbulence model to investigate the ow around a
cylinder at high Reynolds numbers. They concluded that the MCB scheme produced
superior accuracy, convergence rate and stability when compared to reference data
or simulations. However, they also mentioned the use of local time stepping and
residual smoothing as accelerating techniques. The problem is that it is not clear
where the speed-up in convergence and possibly the stability is coming from. The
investigations mentioned above showed similar convergence plots but were sparse on
the information given as to how these were obtained, i.e. no acceleration techniques
were mentioned and it has to be assumed none were used. The controversy is fur-
ther fuelled by inconsistent comparisons as for example found in Razavi et al. [17]
where dierent, maximum allowable CFL numbers were computed for both the sin-
gle and MCB scheme but it is not clear from the text if in-fact those were also used
to dene the time-step In that case, both solutions would essentially march with
dierent time-steps towards a steady state solution which cannot be used for a fair
comparison of the two schemes.
There has been a third development of CB-based schemes which has emerged in
the eld of nite element methods. Zienkiewicz and Codina [62] and Zienkiewicz et
al. [63] introduced the characteristic-based split (CBS) method in which a three step
algorithm updates the primitive variables along the characteristics. In the rst step,
an intermediate velocity eld is predicted and used to obtain either the pressure or
density from the continuity equation. The third step updates the velocity eld. This
process has high resemblances to the PP method, where the pressure is decoupled
from the continuity equation through a fractional step (FS), or \splitting" procedure
and solved via a Poisson equation. Hence, the name characteristic-based split. The
second step of the procedure can either solve for the pressure or density which fur-
ther unies compressible and incompressible ows, i.e. their algorithm is invariant
to the Mach number. There has been some development within the CBS framework
but only a few will be highlighted, as the fundamental approach is dierent from
that employed throughout the rest of this work and thus only the idea is conveyed.
Nithiarasu [64] investigated several incompressible ow test cases using the CBS
scheme. Specically, the method was applied to the lid driven cavity, the backward
facing step, the ow past a circular cylinder and an ellipsoid-like shape in a stokes
ow regime. It was further extended to handle non-isothermal ows by Nithiarasu
et al. [65] and applied to a ow past an array of cylinders (2D) and spheres (3D).
Nithiarasu and Liu [66] further investigated the eects of turbulence and compared
the Wolfstein, Spalart{Allmaras and k- model for the same test cases as in [64].
They further investigated the ow in an upper human airway to demonstrate the
applicability of the method to complex geometries. Malan and Lewis [67] further
investigated the CBS scheme and tested it against a cylindrical vessel lled with
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randomly packed graphite spheres to simulate porous media ows for which experi-
mental was available and showed excellent agreement.
From the above given literature review on the CB scheme for incompressible ows,
there has been a recurring theme. All published literature, except concerned with
the CBS scheme, were using the AC method for the incompressible CB scheme.
Based on the argumentation given in the previous Chapter, the incompressible ow
method does make a dierence when computing the ow. Some authors argued
that higher-order schemes were necessary to capture some ow features which could
not be resolved with a lower-order scheme. Since the FSAC-PP method has shown
a weak invariance of the numerical scheme on the accuracy. A natural extension
would be to use the CB scheme with the aforementioned method. The FSAC-PP
method has been originally introduced with the SCB scheme and no extension to the
multi-directional scheme has been proposed yet. Thus, one of the aims of the current
Thesis is to ll this gap and combine the favourable properties of the MCB scheme
with those of the FSAC-PP method. However, at the same time, the comparisons
done with the MCB scheme were not always done in a strict scientic manner, where
results that were compared were not obtained in the same way. A fair comparison
between non CB and CB treatments is necessary which is provided in the following
for all test cases. Furthermore, the transportiveness and conservativeness property
of the SCB scheme is missing through the application of a Riemann solver. This
property can either be supplied by the numerical interpolation scheme, or, be in-
troduced into the MCB framework through the usage of an approximate Riemann
solver. Those gaps in the knowledge align with the aims of this Thesis and changes
are proposed accordingly in the following Chapters.
2.2 Riemann Solvers for Incompressible Flows
Not many authors tried to solve the Riemann problem (RP) in uid mechanics
before Godunov [3] introduced his framework. Godunov used and exact Riemann
solver to solve the Euler equations and the application of RS remained exclusive
to the eld of compressible ows for decades to come. Rusanov introduced a novel
scheme in 1961 [68] to capture shock waves. It was later shown that the HLL RS
would result in Rusanov's scheme if the propagation speed were all equal. Further
research on RS in conjunction with uid mechanics stalled and experienced a regain
in interested two decades later. Roe [69] introduced a Riemann solver well known
in the modern literature, where he linearised the Jacobian (obtained through the
chain rule of the inviscid ux vector) for which he then postulated four conditions
(which he referred to as \Property U" for uniform), according to which an exact
solution to the approximation could be obtained and the physical wave speeds were
included in the Jacobian through the solution of the RP. Harten et al. [7] provided
yet another RS in which approximations for dierent states according to the eigen-
values were given. It is named after the authors initials and known as the HLL
RS. Toro et al. [70] later introduced the missing state for the contact surface in the
HLL RS and it has become known as the HLLC RS. Toro [71] later popularised
exact and approximate RS while Drikakis and Rider [72] summarised extensions to
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incompressible ows. Saurel et al. [73] investigated both exact and approximate RS
and concluded that exact RS provided the highest accuracy but also the highest
computational time. Approximate RS were said to have less accuracy but provided
much faster computations.
While the RP and its corresponding RS had arrived and were fully accepted in
the compressible community, incompressible methods did not see RS applied to
their governing equations for another decade. Around the same time when the SCB
scheme was introduced into the hyperbolic AC method, rst developments took place
which saw the inclusion of a RS to incompressible ows. Roger and David [74] intro-
duced Roe's RS into the incompressible framework and applied it to the ow around
a NACA 0012 aerofoil. Their investigation was concerned with nding an optimum
relaxation factor for their implicit lower-upper / approximate-factorisation (LU/AF)
time integration procedure. Other authors adopted the same RS for their studies.
Sheng et al. [75] investigated the ow around a simplied submarine conguration
for various angles of attack and drift. The authors stressed that their multigrid
implementation showed favourable convergence rates. Aiming et al. [76] used the
Baldwin{Barth turbulence model to investigate the ow around micro air vehicle
congurations for dierent aspect ratios and camber of the wing in the pre-stall
ow regime. Furthermore, surface ow structures were presented for the parameter
space explored. Azhdarzad and Razavi [77] investigated the standard lid driven cav-
ity and ow past a cylinder to validate Roe's RS for standard incompressible test
cases. Good agreement with reference data was found. Wang and Wang [78] stud-
ied various test cases applicable to ocean engineering, where they investigated the
interaction of paired and parallel cylinders entering water, the slamming of a ship
hull geometry into water and the entering of a lifted payload, operated from a ship.
Where possible, they compared their results against calculations from a boundary
element method and showed good agreement, however, while the reference solution
produced smooth solutions, the inclusion of the RS allowed small-scale uctuations
to be resolved. Extending their work, Wang et al. [79] further investigated the en-
trance of a wedge into water while studying the overall energy transformation and
conversion of the uid-wedge system. Lee and Lee [80] compare a preconditioned
version of the compressible Navier{Stokes equations with the modied AC method
of Turkel, using Roe's approximate RS for the inviscid ux part. They applied their
solver to the ow over a backward facing step, a turbulent bump and a NACA 0012
aerofoil including Menter's k-! SST two-equation turbulence model. Their investi-
gation showed that the modied AC method performed best in terms of convergence
rate, closely followed by the standard AC method. The preconditioned version of
the Navier{Stokes equations did not converge for all cases. However, where it did
converge, its convergence rate was the least favourable among the dierent methods
tested. Lee and Lee [81] further investigated the ow around a at plate and cylinder
in the turbulent regime and investigated the added relaxation parameter in the mod-
ied AC version of Turkel and its eect on the convergence rate. While numerical
discontinuities naturally exist at the interface of control volumes, physical disconti-
nuities enter the solution in multiphase ows where the application of a RS is further
of great interest. Ma et al. [82] investigated the Rayleigh-Taylor instability and the
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breaking of a water column inside a tank and used a detached eddy simulation for
the turbulent side of the calculation. Stokos further extended the AC method with
Roe's RS to non-isothermal ows and investigated the dierentially heated squared
and cubic cavity, internally heated cavity and mixed convection past a cylinder.
The application of Roe's RS prevailed in the eld of incompressible ows. It took
some time until the HLLC RS made its rst appearance in the incompressible ow
regime. In 2009, Niu et al. [83] developed an AC solver using the HLLC RS for
the convective uxes and validated it against the lid driven cavity ow and the
oscillatory at plate ow. They further applied it to a human aorta to simulate
Newtonian blood ow, to simplify the procedure. However, initial results revealed
cross ow patterns and vortical structures which were to be expected. Mandal et
al. [84] investigated a channel ow with changing cross section elements over time
for which the Arbitrary Lagrangian-Eulerian formulation was used. They further
extended their investigation to treat non-isothermal ows [85] where they investi-
gated the dierentially heated, rotating cavity ow. Mandal and Sonawane [86]
also investigated the heat transfer inside a CANDU-6 nuclear reactor in which they
investigated the eect of dierent inlet velocities and the location and angle of the
moderator inlet diusers on the heat transfer rate. Qian and Lee [87] investigated
the ow past a cylinder, over a at plate and around a S809 aerofoil and later [88]
also included the ow through a 90 degree curved square duct. Taylor et al. [89]
used a variety of non-isothermal test cases, including a heated at plate and natural,
mixed and turbulent convection inside a squared cavity. Following their validation
test cases, they applied their approach to a more complex engineering test cases,
here the two-phase ribbed tubulator. For the available experimental data they were
able to match the results with high accuracy.
The application of the HLLC and Roe's RS have dominated the incompressible
regime but some authors embarked on a dierent route which will be discussed
briey below. Golay and Hulley [90] showed the application of an exact version of a
Riemann solver applied to incompressible ows through a preconditioned low Mach
number corrected version of the Euler equations. A multiphase ow test case, in
the form of wave breaking in shallow water, was presented. The equation of state
was modied for their specic purposes and can be regarded as an empirical version
for wave breaking ows, where the speed of sound was xed. Two dierent versions
of the equation of state were presented for isothermal and non-isothermal ows.
This approach was further extended by Sambe et al. [91, 92] where macro rough-
ness elements were added to the seabed and dierent parameters of those roughness
elements were explored. Further extension to three-dimensional ows were also pre-
sented and showed that impact, splash-up and rebounds can be strongly impaired by
designing the roughness elements accordingly. Hyams et al. [93] used a Rusanov-like
ux treatment to investigate the ow around a class-8 truck where they investigated
several drag reduction devices and showed their eect on the fuel eciency. Li et
al. [94] highlight the need for a low dissipative and dispersive scheme for Implicit
Large Eddy Simulations. In order to keep the dissipation low, they applied the
minimum dispersion and controllable dissipation scheme for the calculation of the
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reconstructed variables and used a simple low-dissipation AUSM Riemann solver for
the convective uxes. They used a compressible version of the Navier{Stokes equa-
tions applied to low Mach number ows and tested their solver for the Taylor-Green
vortex problem where good agreement with DNS and experimental data was given.
The literature presented above showed that the Roe and HLLC RS found most
usage among researchers in the incompressible ow community. Roe's RS is based
on a linearised system and thus not a prime candidate for studying the non-linear
eects of the Navier{Stokes equations. The HLLC RS, and therefore the HLL RS
as well, do not linearise the system and thus would be a natural choice to be used in
conjunction with incompressible ows. Smith et al. [95] showed, however, that the
application of the HLL and HLLC RS to the FSAC-PP method is problematic due to
the absence of a pressure gradient in the momentum equation. Furthermore, all RS
are strictly speaking only applicable to one dimensional ows. They are extended
to higher dimensions in much the same way the SCB scheme is extended to higher
dimensions. The RS of Rusanov found little application in the context of incom-
pressible ows. In-fact, San and Kara [96] showed a comparison between dierent
RS and stated that the Rusanov's RS is rather dissipative. In the context of high
Reynolds and Mach number ows, the dissipative nature may be of little interest
as the importance of dissipation scales with the inverse of the Reynolds number.
For incompressible ows, especially for low Reynolds numbers, dissipation regains
importance and numerical dissipation through a numerical scheme or RS may even
be seen as a favourable approach where coarse computational grids are used. Thus,
the Rusanov RS does provide a relative simple scheme whose dissipation can be
used in conjunction with low-dissipative interpolation schemes. It is, however, also
single-directional in nature. Balsara et al. [97{99] showed how RS can be extended
to a multi-directional RS and for a truly multi-directional framework the same ap-
proach should be adopted. In this Thesis, however, we supply the multi-directional
features through the use of the MCB scheme and only make use of the Rusanov RS
to access its favourable transportiveness and conservativeness properties. It could be
argued that this does not promote a truly multi-directional framework. Nonetheless,
we argue that the multi-directional feature is provided through the MCB scheme
and the that no further physical insight would be added through a multi-directional
RS. Thus, we propose a simple geometrical extension to the Rusanov RS, which is
equally applicable to the HLL and HLLC RS, to make it compatible with the MCB
scheme.
2.3 Numerical Methods for Incompressible Flows
The discussion of the development of incompressible ow methods will be limited
to those based on the original AC or PP method introduced by Chorin [16, 18].
Developments based on the SIMPLE (Patankar and Spalding [20], later popularised
by Patankar [100]), or SIMPLE-like methods (such as the popular derivative, the
PISO scheme, of Issa et al. [101]) are not considered. There are several reasons to
prefer the classical AC and PP method over SIMPLE-like schemes. Most impor-
tantly, the AC and PP methods are both non-linear whereas the SIMPLE algorithm
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has to linearise the convective ux term due to its semi-implicit nature. Secondly,
its elliptic nature does not allow the application of the method of characteristics to
the convective term (strictly speaking this is also true for the PP method, however,
the unication of the AC and PP method in the FSAC-PP method does allow the
characteristic treatment to be introduced into the PP framework).
A thorough review of various PP formulations is given by Guermond et al. [102],
where the available formulations have been further classied into pressure projec-
tion, velocity correction and consistent splitting methods and a comparative table
has highlighted advantages and disadvantages of each method. Bell et al. [103,104]
attempted to introduce the Godunov framework into the PP method. They rst
made use of slope-limited reconstructed values at the cell interface and in a second
step used upwinding to make a decision about the incoming ow direction. From a
theoretical point of view, upwinding can be regarded as a solution to the Riemann
problem, however, the Riemann problem itself is not solved, rather, the most phys-
ical value is chosen. Thus, it can be regarded as a semi Godunov-type procedure.
Furthermore, their terminology of \characteristic extrapolation" is simply a second-
order Taylor series approximation. It needs to be pointed out, however, that at the
time of publishing, the method of characteristics had not yet been introduced into
the incompressible framework and their terminology was based on previous works
of other authors. In an eort to unify the incompressible with the compressible
framework, Xiao [105] presented a novel procedure in which the compressible Euler
equations were used as the basis. Expanding the convective part using the product
rule, the incompressible eects were included by deriving a Poisson equation for one
of the terms through thermodynamic considerations. Subsequent tests on a one-
dimensional shock tube showed rst the applicability of the method to compressible
ows, in which the incompressible terms vanished from the governing equations.
Later tests done by Xiao et al. [106] showed the compressible, cylindrical explosion
and implosion test case as well as the incompressible ow inside a lid driven cavity.
For all test cases, results agreed well with reference data. The method requires a
staggered grid arrangement for its integration procedure which has limited its ap-
plicability to more complex cases. A similar development has been undertaken by
Turkel [107] who used the AC formulation as the foundation and further added a
pseudo time derivative of the pressure to the momentum equations. These time
derivatives were supplied with a further convergence parameter and were multiplied
with the velocity. The coupling of pressure and velocity acted as a preconditioner
and convergence could be accelerated. No results were presented, however, later
investigations showed the favourable convergence properties predicted by Turkel,
see [72].
Tang and Sotiropoulos [108] developed the so called FSAC method in which the idea
of the pressure projection method is retained by using a fractional step procedure.
In the rst fractional step, the pressure from the previous time-step is employed
while at the second fractional step, the pressure at the next time level is used via a
fully implicit procedure. The equations of the second fractional step are compatible
with the implicit formulation of the AC method, hence the name FSAC. Compared
to the standard AC method and applied to the oscillating lid driven cavity ow, ow
in a corner, 2D decaying vortex problem and the ow around a circular cylinder,
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it was shown to be 30% to 60% more ecient than the AC method. The speed-up
was attributed to the inclusion of the rst fractional step where an intermediate
velocity is predicted. This method was an important development as it showed that
a combination of methods may speed-up the solution signicantly. This idea was
further extended by Konozsy [109] and Konozsy and Drikakis [21] where the AC
method was unied with the PP method into a single framework. In the rst frac-
tional step, the perturbed continuity equation of the AC method is used to predict
an intermediate pressure eld. The momentum equation is consistent with the PP
method, where the pressure gradient term is dropped. In the second fractional step,
a Poisson equation is derived in which the predicted pressure from the continuity
equation is used as an initial guessed pressure eld. Since the pressure is not only
obtained through the Poisson equation, but also from the continuity equation, the
Poisson solver does not need to iterate until the pressure eld has converged as in
the original PP method. Thus, a signicant speed-up can be obtained by partially
solving the Poisson solver (typically of the order of ten iterations). The interme-
diate velocity obtained in the rst fractional step is then updated with the new
pressure to complete the procedure. The so called FSAC-PP method did not just
unify the AC and PP method, but also their mathematical properties. From the
AC method, the hyperbolic nature was retained which allows to treat the convective
uxes through a characteristic-based scheme and also the application of a Riemann
solver which makes the FSAC-PP method an incompressible Godunov procedure.
Furthermore, the elliptic features of the PP method introduced smoothing of the
pressure eld and thus speed-up and stability of the solution. It was shown that
the interaction of these methods allowed the FSAC-PP method to be used for much
lower Reynolds number than the AC or PP method alone [21, 109] which made
the FSAC-PP method a prime candidate for microow applications in the Stokes
regime. Further results were presented by Konozsy and Drikakis [110] for a multi-
species, variable density ow in a Y channel. Konozsy et al. [22] included a novel
acoustic model into the FSAC-PP method and simulated the trapping and posi-
tioning of cryogenic propellants via acoustic liquid manipulation and compared it
with their experiments. Such a procedure is found in space applications where low
temperatures prevail. Using the vortex-pairing problem, the FSAC-PP method was
compared against a compressible Navier-Stokes solver using a low Mach number
correction. The investigation showed that the FSAC-PP method performs equally
well with lower and higher-order of reconstruction scheme, where the results showed
little dierence, even when changing the mesh size. These ndings are consistent
with previous ndings [21, 109]. Secondly, the numerical dissipation was found to
be almost non-existing for higher order schemes which compared favourable to the
compressible solver. However, acoustic uctuations were not captured by the incom-
pressible solver by default. The method has been further investigated for separated
ows by Teschner et al. [111], where the separation length of a backward facing step
geometry was used to compare the FSAC-PP method against the AC method using
rst and third-order reconstruction schemes. The results showed a general faster
convergence rate for the FSAC-PP method and the reattachment point was in close
agreement for both methods, compared to experimental data.
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Following the idea of Chorin's AC and PP method, there has been little development
to improve current incompressible ow solvers. As stated previously, SIMPLE-like
procedures are dropped from the discussion as these are based on linearisation. Fur-
thermore, they do not try to incorporate a physical foundation into the governing
equations. Due to the mixed hyperbolic and elliptic features of the incompress-
ible version of the Navier{Stokes equations, the FSAC-PP method is the rst of
its kind to match the expected mathematical behaviour (i.e. both hyperbolic and
elliptic features of both the AC and PP method are incorporated into a single frame-
work). This is a collective behaviour of the system but no consideration is given
to the pressure, for which in general no transport equation is available. In Sec-
tion 3.3.4, the expected behaviour of the pressure is derived from kinetic gas theory
considerations. It will be shown that the expected mathematical behaviour of the
pressure alone should be parabolic and thus a parabolic transport equation for the
pressure is needed. Indeed it is the pressure which causes most of the troubles for
incompressible ow calculations and it should be regarded with high scepticism that
all primitive variables plus transported scalar and vector quantities have their own
transport equation while the pressure has to be either obtained through the equation
of state (for compressible ows) or through a numerical procedure (incompressible
ows) which does not need to represent the physical behaviour of the pressure.
Therefore, along with the introduction of a physical multi-directional Godunov-
type CB scheme to capture the non-linear term in the Navier{Stokes equations, a
rst attempt is made to construct a parabolic pressure transport equation to solve
incompressible ows. The details will be given in the following Chapters.
Chapter 3
The Navier{Stokes Equations for
Incompressible Flows
In this Chapter, the governing equations for an incompressible ow are derived
from the most basic conservation laws. The derivation is followed by a generalised
procedure to mathematically characterise the governing equations as hyperbolic,
parabolic and elliptic and numerical methods to solve the governing equations are
presented at the end.
3.1 Derivation of the Incompressible Navier{Stokes
Equations
Before we can derive the full Navier{Stokes equations, we need to rst investigate
how a ow property evolves over time. For this, we consider a volume V which is
depicted for some time t in Figure 3.1. At time t, we have V (t) = V0 but after
some time t+t the control volume can change to V0+V . Consider an extensive
ow property  which is conserved within the control volume. We can state that it
changes according to
 =
Z
V
dV: (3.1.1)
It follows from Eq.(3.1.1) that  is the density of . If we consider  to be mass, then
 becomes the density of the uid referred to as . If  represents the impulse, than
 becomes the impulse density u. This will become important when we derive the

t t+t

 +
Figure 3.1: Evolution of an arbitrary control volume over time.
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conservation laws for uid mechanics. We are further interested in how  changes
over time so that we can write
d(t)
dt
=
d
dt
Z
V (t)
dV: (3.1.2)
We are not able to carry out the integration directly as we do not know how V (t)
evolves in time. Therefore, we consider the integral when t! 0 so that we have
d(t)
dt
= lim
t!0
1
t
Z
V0+V
(t+t)dV  
Z
V0
(t)dV

; (3.1.3)
which can be rearranged to give
d(t)
dt
= lim
t!0
1
t
Z
V0
[(t+t)  (t)] dV +
Z
V
(t+t)dV

: (3.1.4)
We can use a Taylor-series expansion for (t+t) about t+t for which we have
(t+t) = (t) +
@
@t
t
1!
+O(t)2: (3.1.5)
Inserting Eq.(3.1.5) into Eq.(3.1.4) and rearranging the terms yields
d(t)
dt
=
Z
V0
lim
t!0
(t+t)  (t)
t
dV + lim
t!0
1
t
Z
V

(t) +
@
@t
t
1!
+O(t)3

dV:
(3.1.6)
The rst term in Eq.(3.1.6) becomes the time derivative for a vanishing t while all
terms including t vanish for the second term. Thus, the equation can be rewritten
as
d(t)
dt
=
Z
V0
@(t)
@t
dV + lim
t!0
1
t
Z
V
(t)dV: (3.1.7)
The volume can be transformed as
dV = dA  udt; (3.1.8)
where A is a surface area and u to local velocity vector. Inserting Eq.(3.1.8) into
Eq.(3.1.7) yields
d(t)
dt
=
Z
V0
@(t)
@t
dV +
Z
A
udA: (3.1.9)
Using Gauss' Theorem, we can rewrite Eq.(3.1.9) as
d(t)
dt
=
Z
V0
@(t)
@t
dV +
Z
V
r  udV: (3.1.10)
Both forms of the equation are known as the Reynolds transport theorem and are
presented in integral form. A dierential form can be obtained by requiring that
the volume vanishes so that for V ! 0 we obtain from Eq.(3.1.10)
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d(t)
dt
=
@(t)
@t
+r  u: (3.1.11)
The conservation of mass is now found by setting  to be the mass. Since mass is
conserved its time derivative is equal to zero. Furthermore, we already saw that the
corresponding relation of  is the ow density so that we can write
0 =
@
@t
+r  (u): (3.1.12)
For incompressible ows, we further require that the density does not change. From
this constraint it follows that the time derivative of the density is zero and since  is
constant, we can divide the remaining equation by it so that we nally end up with
r  u = 0: (3.1.13)
Eq.(3.1.13) represents the conservation of mass, or continuity equation, for an in-
compressible ow.
The conservation of momentum is derived from Newton's second law which is given
as
F = ma; (3.1.14)
where F is the sum of the internal and external forces acting on the system and a
the acceleration. Cauchy stated that the rate of change of shear stresses () acting
upon a uid control surface represents the internal forces for a uid. The external
forces can be regarded as gravitational (g) or body forces (fbody). Thus, the force
vector becomes
F = Finternal +Fgravity +Fbody =
Z
V
r  dV +
Z
V
gdV +
1
V
Z
V
fbodydV: (3.1.15)
The right-hand side of Eq.(3.1.14) can be integrated over a control volume to giveZ
V
madV =
Z
V
@u
@t
dV: (3.1.16)
Inserting Eq.(3.1.15) and Eq.(3.1.16) into Eq.(3.1.14) and applying Reynold's Trans-
port Theorem to the right-hand side of Eq.(3.1.16), to allow the system to evolve
over time, results in
Z
V
@u
@t
dV + 
Z
V
(u  r)udV =
Z
V
r  dV +
Z
V
gdV +
1
V
Z
V
fbodydV: (3.1.17)
We can neglect the gravitational and body forces as they only have a minor inuence
and carry out the integration over all control volumes to get
@u
@t
+ (u  r)u = r  : (3.1.18)
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This is a simplied form of Cauchy's momentum equation but generally used for the
study of uid dynamics. For a frictionless uid where  =  pI, the Euler equations
are recovered where p is the hydrodynamic pressure and I is the identity matrix.
Those equations were long accepted in the 19th century but the role of friction
was not properly understood. Louis Marie Henri Navier, Jean Claude Barre de
Saint-Venant and George Gabriel Stokes all presented dierent approaches to extend
Euler's equations to be applicable to any uid. In his 1822 paper titled \Memoire sur
les lois du mouvement des uides", Navier presented his hypothesis about diusion
to the Academie des Sciences in Paris which was published ve years later. His
work was based on molecular considerations and Anderson [112, p.12] highlighted
that \Navier's equations were of the correct form, his theoretical reasoning was
greatly awed, and it is almost a uke that he obtained the correct terms". It was
not until the year 1843, seven years after the death of Navier, that Saint-Venant re-
derived Navier's hypothesis from a macroscopic point of view, completely ignoring
the molecular considerations given by Navier. Around the same time, in 1845,
Stokes published his hypothesis on diusion in his paper titled \On the Theories
of the Internal Friction of Fluids in Motion, and of the Equilibrium and Motion of
Elastic Solids". Stokes was unaware of the work of Navier or Saint-Venant. Despite
the more rigorous derivation given by Saint-Venant, the equations became known as
the Navier{Stokes equations. The assumption of all three authors can be reduced
to the viscous stress tensor  . The total stress tensor is augmented by the viscous
stress tensor which now reads
 =  pI+ : (3.1.19)
The hypothesis of Navier, Saint-Venant and Stokes in turn is given as
 = [ru+ (ru)T ]  2
3
(r  u): (3.1.20)
Taking the derivative of Eq.(3.1.20), the following result is obtained
r   = [r  ru+r(r  u)] + 1
3
r(r  u): (3.1.21)
The terms containing r  u are equal to zero for an incompressible ow due to the
continuity equation, Eq.(3.1.13). Thus, the nal term for the viscous uid is reduced
to
r   = r2u: (3.1.22)
Inserting Eq.(3.1.19) into Eq.(3.1.18) using Eq.(3.1.22) and dividing by the density,
the following equation results
@u
@t
+ (u  r)u =  1

rp+ r2u; (3.1.23)
where  = = is the kinematic viscosity. This is the conservation of momentum, or
Navier{Stokes, equation. Eq.(3.1.13) and Eq.(3.1.23) combined are the governing
equations of an incompressible ow and sometimes also referred to as conservation
laws.
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3.2 Classication of the Governing Equations of
Incompressible Flows
Before the Navier{Stokes equations can be solved numerically, it is important to rst
classify the equations according to their mathematical properties. These properties
have a real physical meaning and consequence in the way incompressible methods
treat their primitive variables. We lay the foundation here to classify any system
of equations to help the argumentation later made on the physical properties of the
pressure.
3.2.1 Time Independent Flow (Steady State)
The Navier{Stokes equations, as derived in Section 3.1, are governing incompressible
ows. By setting the time derivatives to zero, one obtains the time independent from
of the Navier{Stokes equations, which are
r  u = 0; (3.2.1)
(u  r)u =  1

rp+ r2u: (3.2.2)
Expanding Eq.(3.2.1) and Eq.(3.2.2) into a scalar representation, we have for a
two-dimensional case
@u
@x
+
@v
@y
= 0; (3.2.3)
u
@u
@x
+ v
@u
@y
=  1

@p
@x
+ 
@2u
@x2
+ 
@2u
@y2
; (3.2.4)
u
@v
@x
+ v
@v
@y
=  1

@p
@y
+ 
@2v
@x2
+ 
@2v
@y2
: (3.2.5)
To classify the set of Eq.(3.2.3{3.2.5), the system has to be brought into the following
form
A@Q
@x
+ B@Q
@y
= 0; (3.2.6)
where Q = [u; v; p]T is the vector containing the primitive variables and A;B are
the coecient matrices of Eq.(3.2.3{3.2.5) and given by
A =
241 0 0u 0  1

0 u 0
35 ; B =
240 1 0v 0 0
0 v  1

35 : (3.2.7)
Hellwig [113]1 proposed that matrix A and B can be combined into a third matrix
T by adding their components with respect to their normal direction so that
1See also Homann [4] for a more detailed description
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T = A  nx + B  ny; (3.2.8)
where nx and ny are the normal vector components in x and y, respectively. Thus,
T is obtained as
T =
24 nx ny 0unx + vny 0  nx
0 unx + vny  ny
35 : (3.2.9)
To determine the mathematical property of T , the determinant is set to zero and the
equation solved for the characteristics. If the eigenvalues are all real and distinct,
the system is classied as hyperbolic, if they are all real but equal, it is parabolic
and if all eigenvalues are complex, then it is classied as an elliptic system. Carrying
out the steps outlined above one arrives at
det(T ) =  n
2
x

(unx + vny) 
n2y

(unx + vny) = 0 (3.2.10)
Multiplying Eq.(3.2.10) by   and reordering the terms, the following is obtained
un3x + vn
2
xny + unxn
2
y + vn
3
y = 0: (3.2.11)
Eq.(3.2.11) is divided by n3x and with the substitution of x = ny=nx, the following
cubic equation is obtained
vx3 + ux2 + vx+ u = 0: (3.2.12)
Solving for x yields the following three solutions
x1 = +
p 1; x2 =  
p 1; x3 =  u
v
(3.2.13)
Thus, Eq.(3.2.13) is classied as mixed hyperbolic / elliptic as real (distinct, in this
case just one) and complex eigenvalues coexist. Recalling that x has been dened
as x = ny=nx and noting that an arbitrarily small chosen normal vector component
ni can be written as an innitesimal increment, the following holds
x =
ny
nx
=
dy
dx
(3.2.14)
Hence, Eq.(3.2.13) is indeed giving the solutions along the characteristics, where
dy=dx denote directions in physical space.
3.2.2 Time Dependent Flow (Unsteady State)
The time dependent version of the Navier{Stokes equations are solved in a similar
manner as in Section 3.2.1. The starting point is the unsteady system of Eq.(3.2.1{
3.2.2) given below
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@p
@t
+r  u = 0; (3.2.15)
@u
@t
+ (u  r)u =  1

rp+ r2u; (3.2.16)
which, in expanded form is

@p
@t
+
@u
@x
+
@v
@y
= 0; (3.2.17)
@u
@t
+ u
@u
@x
+ v
@u
@y
=  1

@p
@x
+ 
@2u
@x2
+ 
@2u
@y2
; (3.2.18)
@v
@t
+ u
@v
@x
+ v
@v
@y
=  1

@p
@y
+ 
@2v
@x2
+ 
@2v
@y2
: (3.2.19)
Here, the time derivative of the density in the continuity equation has been substi-
tuted by the pressure through the equation or state or the denition of the speed of
sound, i.e. a =
p
(@p=@)s (it is not important which route is chosen), where the
remaining terms are collected in the  coecient. This is done to bring the equa-
tions into a form which are commonly employed for incompressible ows. Those
equations are now split again as in the time independent form as
A@Q
@t
+ B@Q
@x
+ C @Q
@y
= 0; (3.2.20)
with Q = [u; v; p]T . Here, three matrices are formed which are given as
A =
240 0 1 0 0
0 1 0
35 ; B =
241 0 0u 0  1

0 u 0
35 ; C =
240 1 0v 0 0
0 v  1

35 : (3.2.21)
The combined matrix T is formed as
T = A  nt + B  nx + C  ny; (3.2.22)
where nt is now the normal direction in time. The explicit form of T is given as
T =
24 nx ny ntnt + unx + vny 0  nx
0 nt + unx + vny  ny
35 : (3.2.23)
The characteristics are found by setting the determinant to zero
det(T ) = nt(nt+unx+vny)2+n
2
x

(nt+unx+vny)+
n2y

(nt+unx+vny) = 0: (3.2.24)
Expanding terms, one obtains
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(n3t + 2un
2
tnx + 2vn
2
tny + 2uvnxnynt + u
2ntn
2
x + v
2ntn
2
y)+
n2xnt + un
3
x + vnyn
2
x + n
2
ynt + unxn
2
y + vn
3
y = 0: (3.2.25)
At this point, the procedure adopted in Section 3.2.1 is not applicable directly.
Eq.(3.2.25) has to be simplied so that only two directions, i.e. either nt, nx or
ny remain. This can be achieved by noting that the Navier{Stokes equations are
Galilean invariant (in the form considered in Eq.(3.2.15{3.2.16)) so that the equa-
tions can be split in the x and y direction. Thus, two equations are obtained from
Eq.(3.2.25) by setting nx or ny to zero. This leads to, in x (ny = 0)
(n3t + 2un
2
tnx + u
2ntn
2
x) + n
2
xnt + un
3
x = 0; (3.2.26)
and in y (nx = 0)
(n3t + 2vn
2
tny + v
2ntn
2
y) + n
2
ynt + vn
3
y = 0: (3.2.27)
Eq.(3.2.26{3.2.27) are divided by n3t and the substitutions x = nx=nt and y = ny=nt
are made. Thus, the equations now read
(1 + 2ux+ u2x2) + x2 + ux3 = 0; (3.2.28)
u

x3 + (u2 +
1

)x2 + 2ux+ 1 = 0; (3.2.29)
in x and
(1 + 2vy + v2y2) + y2 + vy3 = 0; (3.2.30)
v

y3 + (v2 +
1

)y2 + 2vy + 1 = 0; (3.2.31)
in y, respectively. Eq.(3.2.29) and Eq.(3.2.31) are cubic equations for which their
solution yields the eigenvalues of the system. These are
x1 =  1
u
; x2 =  1
2
u+
1
2
p
u222   4; x3 =  1
2
u 1
2
p
u222   4;
(3.2.32)
and
y1 =  1
v
; y2 =  1
2
v+
1
2
p
v222   4; y3 =  1
2
v 1
2
p
v222   4:
(3.2.33)
Eq.(3.2.32) and Eq.(3.2.33) have real and distinct eigenvalues, thus the system is
classied as hyperbolic. It is not important to what the equations evaluate to. It is
reasonable to state that u222 > 4 and v222 > 4 so that the square roots
in Eq.(3.2.32{3.2.33) remain real. However, at boundaries, we have u = v = 0 and
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a complex square root is obtained. Similarly, 1=u and 1=v are not dened at solid
boundaries. However, it is the actual expression which classies the system of equa-
tions, not its potential values. Any hyperbolic system can become locally elliptic by
setting u = v = 0 or for a low speed, low density case so that either u222 < 4
or v222 < 4 is satised2. However, in these cases it is redundant to talk about
the mathematical properties of the system. Even if a system is classied as being
hyperbolic, if the ow is completely at rest and in equilibrium, then there will be
no characteristics. The whole domain can then turn locally to be elliptic, but there
is no ow to be classied in the rst place. In a ow which is not at rest, however,
the system can locally become elliptic, especially near boundaries. However, ow
velocities here are much smaller than those of the mean ow so that these regions
can be neglected. The bulk of the domain remains hyperbolic.
The simple inclusion of a time derivative turned a system which has been previously
classied as being mixed elliptic / hyperbolic into a fully hyperbolic system. This is
to be expected as there cannot be any elliptic, time dependent system. The inclu-
sion of time will always set a limiting speed at which information can travel which
in turn naturally introduces characteristic lines into the ow domain. Thus, elliptic
features can only exist where no restriction on the propagation of information exist
which can be removed by introducing unsteady eects into the equations.
It has also been shown that the Galilean invariance is preserved. Rotating Eq.(3.2.32)
so that it aligns with the y direction, Eq.(3.2.33) would be obtained. Thus, the sim-
plication of setting either nx = 0 or ny = 0 and splitting the equations into dier-
ent directions is justied. This approach also works for a three-dimensional system
of equations (assuming Galilean invariance) but the two-dimensional approach has
been chosen for simplicity.
3.3 Numerical Methods for Incompressible Flows
Now that the incompressible Navier{Stokes equations have been derived and their
mathematical behaviour has been established, we need to employ a special numerical
method to solve the incompressible system of equations in absence of a closure for
the pressure. Dierent methods were proposed in the past and those relevant to the
current work discussed below. At the end of this Section, a novel idea based on a
velocity projection approach is introduced from which a pressure transport equation
is be obtained.
3.3.1 The Method of Articial Compressibility (1967)
The decoupling of pressure from the Navier{Stokes equations, i.e. Eq.(3.2.1{3.2.2),
meant that numerical solutions for incompressible ows were not possible by solving
the equations directly. The vorticity-streamfunction formulation removed the pres-
sure from the momentum equation but introduced problems elsewhere, however, it
remained the only valid incompressible treatment until Chorin [16] introduced his
2It can be assumed that  = 1 and  > 0, while the velocity component u and v are always
considered as their absolute value
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articial compressibility method. In his method, Chorin rst introduced the time
derivative of density back into the continuity equation. Since the density is constant
throughout an incompressible ow, Chorin substituted the pressure for the density
using the denition of the speed of sound as
a =
s
@p
@

s
: (3.3.1)
An alternative approach would be to use the ideal equation of state in the form of
p = RT; (3.3.2)
where R is the specic gas constant and T the temperature. Using either approach,
the equations now read
1

@p
@
+r  u = 0; (3.3.3)
@u
@
+
@u
@t
+ (u  r)u =  1

rp+ r2u; (3.3.4)
where the time derivative is now plagued with a numerical factor, sometimes also
referred to as a convergence parameter, for which no closed form solution exists.
Chorin circumvented this problem making all time derivatives non-physical and
thus marching the solution in pseudo time. Although the equations lose any physi-
cal meaning in a time dependent sense, once the steady state limit in pseudo time is
achieved, the time derivative of the pressure in the continuity equation vanishes and
the physical, time independent form of the Navier{Stokes equations is recovered. If
a time dependent solution is of interest, the dual time-stepping procedure of Jame-
son [114] needs to be employed for which a real time derivative needs to be added
to the momentum equation, as can be seen in Eq.(3.3.4). From Eq.(3.2.15{3.2.16),
we can see that Eq.(3.3.3{3.3.4) correspond to the same set of equations and thus
the AC method is classied as being fully hyperbolic.
The introduction of the convergence parameter requires some further considerations.
The time step is commonly chosen based on the CFL number as
tinviscid =
CFLx
max
; (3.3.5)
where the maximum permissible CFL number needs to be derived from stability
considerations and max is the highest eigenvalue. x is chosen as the smallest grid
spacing that is encountered in the domain. Similar to Section 3.2.2, the eigenvalues
for the AC method yields3 (considering a one-dimensional case for simplicity)
0 = u; (3.3.6)
1 = u+
p
u2 + =; (3.3.7)
2 = u 
p
u2 + =: (3.3.8)
3For more details, the reader is referred to references [50,72]
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It can be seen from the denition of the articial speed of sound s =
p
u2 + =,
that the convergence parameter enters the calculation of the time step, Eq.(3.3.5),
by setting max = max(u +
p
u2 + =; u  pu2 + =). If the denition for the
speed of sound (a =
p
(@p=@)s) is used so that  = a
2, it becomes apparent that
when setting  orders of magnitude higher than the highest ow velocity encountered
(as is the case for the speed of sound compared to incompressible ow velocities),
t will decrease so that the choice of  does not inuence the stability, but the
convergence rate of the solution. Details on the correct time step selection will be
given in Section 5.3.3.
3.3.2 The Fractional-Step Pressure Projection Method (1968)
Following the introduction of the AC method, Chorin [18] introduced yet another
method to solve incompressible ows. It is based on the Helmholtz-Hodge decom-
position (also known as the fundamental theorem of vector calculus), which states
that any suciently smooth vector eld can be expressed as a superposition of a
divergence-free (solenoidal) and curl-free (irrotational) vector eld. This leads to
u = usolenoidal + uirrotational = usolenoidal +r; (3.3.9)
where use of rr = 0 has been made for an arbitrarily chosen scalar . Chorin
used an operator splitting, or Fractional-Step procedure, in which the Navier{Stokes
equations are split into the convective-viscous and pressure part and written in semi-
discretised form as
u   un
t
=

r2u  (u  r)un ; (3.3.10)
un+1   u
t
=  1

rpn+1: (3.3.11)
In the rst Fractional-Step (Eq.(3.3.10)), an intermediate velocity eld u is pre-
dicted based on the velocity vector at time step n. The second Fractional-Step
requires the knowledge of un+1. Making use of the Helmholtz-Hodge decomposi-
tion, a divergence-free vector eld can be enforced at the next time step n + 1 for
which r  un+1 = 0. The divergence of the vector eld has to become zero for an
incompressible ow. Therefore, taking the divergence of Eq.(3.3.11) yields
r2pn+1 =   
t
r  u (3.3.12)
This Poisson equation can be solved for the pressure and using Eq.(3.3.11), the
corrected velocities at time step n+ 1 can be obtained, once the pressure is known,
as
un+1 = u   t

rpn+1: (3.3.13)
Since a Poisson equation has been derived for the pressure, the continuity equation
does not need to be solved and is used to judge if a solution has become divergence-
free.
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3.3.3 The Unied Fractional-Step Articial Compressibility
Method with Pressure Projection (2012)
Konozsy [109] and Konozsy and Drikakis [21] introduced a framework in which the
AC and PP method of Chorin were unied into a single procedure. It is termed
the Fractional-Step, articial compressibility with pressure projection, or FSAC-
PP, method. In its rst Fractional-Step, the system of equations is the same as in
the PP method, i.e. the pressure gradient term is dropped, however, the perturbed
continuity equation from the AC method is added to the system so that the rst
Fractional-Step reads, in semi-discretised form
1

@p
@
+r  u = 0; (3.3.14)
u   un

+
@u
@t
= r2u  (u  r)u: (3.3.15)
Since the method inherits the pseudo time-stepping from the AC method, a real
time derivative is added to the momentum equation as well to solve unsteady ows
through the dual time-stepping procedure. The second Fractional-Step is analogous
to the PP method in which a pressure Poisson equation is derived, based on the
intermediate velocities u and v as
r2pn+1 =   

r  u: (3.3.16)
Similarly, the velocities are updated as in the PP method as
un+1 = u   

rpn+1 (3.3.17)
The introduction of the perturbed continuity equation in the system of equations
(Eq.(3.3.14{3.3.15)) renders the rst Fractional-Step hyperbolic through the time
derivative of the continuity equation. This allows CB schemes and RS to be used in
conjunction with the FSAC-PP method. The elliptic features of the pressure Poisson
equation further introduce smoothing eects into the system which is stabilising
the calculation of the pressure. Unlike in the PP procedure, where a predened
convergence criterion for the Poisson solver has to be reached (or a maximum number
of iterations, whichever comes rst), the Poisson solver in the FSAC-PP method does
not need to reach a converged solution. The inclusion of the perturbed continuity
equation from the AC method means that an initial pressure is already available
at the current time level n (in the PP method the initial pressure is available at
the previous time level n   1). Therefore, only a couple of iterations are required,
and it was found that usually ten iterations are a good initial estimate which works
for a wide range of applications [21, 22]. This stabilises and improves the predicted
pressure eld which drastically enhances the convergence rate. Arguably, more
calculations per time step are needed compared to the AC or PP method, however,
experience has shown that the increase in convergence rate outperforms the increased
computational time per time step. Konozsy and Drikakis [22] also highlighted that
for unsteady ows, a speed-up is observed where the continuity equation further
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Figure 3.2: Collision of two particles p1 and p2.
accelerates the convergence of the pressure eld. Further calculations are presented
herein to support this claim and the role of dierent CB schemes and RS will also
be discussed.
3.3.4 The Fractional-Step Velocity Projection Method (2017)
It was shown in Section 3.2.1, that the incompressible version of the Navier{Stokes
equations is mixed elliptic / hyperbolic and in Section 3.3.3, that the FSAC-PP
method includes both elliptic and hyperbolic features. As will be shown later, its
alignment with the mathematical nature is part of the success of the FSAC-PP
method. An alternative approach may be justied in the following way: The system
of equations in Eq.(3.2.1{3.2.2) is classied as mixed elliptic / hyperbolic but the
only transport equations that are obtained (and thus classied, see Eq.(3.2.3{3.2.5))
depend only upon the velocity. Since there is no transport equation for the pressure,
its behaviour is not classied4. The following discussion, derived from microscopic
and macroscopic considerations, will highlight the issue in more detail.
At solid boundaries, pressure is a measurement of the strength of the impinge-
ment of particles5 onto the boundary. In a more general case, pressure can also be
exerted on single particles due to a momentum transfer during a collision. This case
is depicted in Figure 3.2.
Two particles are colliding head-on with velocities up1 = (up1; 0; 0) and up2 =
(0; 0; 0), respectively, and their initial positions are at xp1 = ( xp1; 0; 0) and xp2 =
(0; 0; 0). Assuming an elastic collision, after a time t = xp1=up1, a collision will
occur so that the new velocities will be up1 = (0; 0; 0) and up2 = (up1; 0; 0). The
positions are found to be xp1 = (0; 0; 0) and xp2 = (xp2(up1; t); 0; 0) so that the
direction of travel for particle p2 is at an angle of  = 90 with the y-axis, see
Figure 3.2. Assuming both particles have the same radius rp1 = rp2 = r, the same
thought experiment can be carried out, this time letting the initial position of par-
ticle p1 be at an oset to the x-axis so that xp1 = ( xp1;yp1; 0). The rest of the
4To be precise, the equations are derived for the pressure but only through the substitution of
the pressure via the equation of state or speed of sound approach. The underlying conservation of
mass, however, is still derived for the density and not pressure.
5or atoms, in the following the words atoms and particles are used interchangeably.
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Figure 3.3: Transition from a hyperbolic to a parabolic character from the micro-
scopic to the macroscopic regime.
set up remains the same. For some chosen value of yp1 < r, the collision of p1 with
p2 will induce a velocity component for both particles in the y-direction for which
the direction of travel of both particles is bounded by 0 <  < 180. Ignoring the
special case considered above for which yp1 = 0, two characteristics, c+ and c , are
created which are the possible directions for p2 to take post collision. Both c+ and
c  span the zone of inuence, which is the region where p2 can travel into, i.e. it
cannot go beyond c+ or c . Note here that both characteristics are functions of the
collision angle  so that c = c  f(). These are fed by the domain of dependence
which are shown as dashed lines in Figure 3.2. No information from outside the
domain of dependence is able to inuence the zone of inuence. For the limiting
case in which yp1  r but yp1 < r is still satised,  will still remain bounded by
0 <  < 180 where 0 and 180 are excluded values from 's range. Thus, two
distinct characteristics prevail and the behaviour of pressure from a microscopically,
dual-particle system, is found to be hyperbolic, since real and distinct characteristics
are found.
The Navier{Stokes equations are, however, valid under the continuum hypothesis
and thus the above given considerations have to be scaled-up. This can be achieved
by considering now a collection of particles initially all at a position xp;i = (0; yp;i; 0)
which is shown in Figure 3.3.
By analogy, macroscopic pressure waves can be thought to be travelling through
space like the ripples of water caused by a droplet. This can be also derived from a
microscopic point of view, i.e. in Figure 3.2, if p2 is not assumed to be stationary
at rst. Then, both p1 and p2 will be moving away from a xed frame of reference
which represents one possible microstate. A macrostate will have a large number of
microstates so that the superposition of all possible microstates will produce a radial
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wave pattern (all outgoing directions are equally likely) as seen in Figure 3.3. The
distance between two particles is denoted by dX and the dierence of the maximum
and minimum travelled distance of a single pressure wave in x is denoted by dL. In
other words, due to the radial pattern of the pressure waves, there will always be
points on the farthest pressure waves which will be, with respect to the x-direction,
further away than points travelling at an angle to the x-direction. Considering, for
example, p2 in Figure 3.3, after a collision with another particle it may travel in the
positive x and y direction until a point where it collides with p3, which originally
got its momentum from a dierent particle. Since both are restricted to outgoing
collision angles 0 <  < 180, they both need to travel a certain time tcollision until
they collide with each other. This can only occur where their zone of inuences
cross each other. However, since the initial collision induced a velocity component
in the y-direction, compared to a head-on collision of the same velocity magnitude,
there will be always a distance in the x-direction between the point of collision of
two particles, here p2 and p3, compared with a particle whose velocity vector is
aligned with the x-axis. This decit is denoted by dL.
To consider a macroscopic system, use is made of the fact that the inter-particle
distance, here denoted by dX, is much smaller than a characteristic length scale so
that dX  Lcharacteristics. Using Pythagoras' theorem, it is possible to calculate dL
as a function of dX. In the limiting case for dX going to zero, one arrives at
dL = lim
dX!0
r  
s
r2  

dX
2
2
= 0: (3.3.18)
This is an important result as there can only be a single characteristic front for
dL=0, rather than two as seen for the microscopic case. Technically speaking, c+
and c  do still exist; however, their eect is not felt by the macroscopic system.
Since there is only one characteristic line (pressure front), the considerations given
above suggest that the pressure on a macroscopic level should have a parabolic be-
haviour. This is in contrast with what was found in Section 3.2.1, however, as stated
previously, pressure does not have its own transport equation and thus its behaviour
is not classied by the procedure presented in the aforementioned Section.
This discussion has, however, highlighted more problems for which currently no
solutions exist. The rst problem is the lack of an individual transport equation
for the pressure in all of the previously discussed methods for incompressible ows.
From a physical point it is rather odd that all primitive variables, including passive
scalars, have a transport equation except for the pressure, which is a fundamental
property of the ow. It could be argued that both the PP and FSAC-PP method
do use a Poisson equation for the pressure, however, it is elliptic in nature and does
not represent the time evolution of the pressure. It is more of a numerical treatment
to close the system. The AC method does include the pseudo time derivative of the
pressure in its continuity equation, however, this equation only becomes physical for
a steady state ow6. SIMPLE-like procedures are purely numerical and are based on
a predictor-corrector scheme where the pressure eld is guessed and corrected until
6For unsteady ows, the dual time-stepping procedure is only aecting the momentum equations
and so the continuity equation is still only valid once a steady state has been reached within the
current time step.
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it converges. The vorticity-streamfunction approach removes the pressure altogether
from its equations. The second problem has been already highlighted, those pressure
equations which do exist are either not physical transport equations or do not have
the expected mathematical behaviour. This has been the motivation to develop the
Fractional Step, Velocity Projection (FSVP) method which will be discussed in the
following.
The derivation of the FSVP method is based on the FSAC-PP method. Reasons
have been given in the above discussion that the FSAC-PP method exhibit both
elliptic and hyperbolic traits which are to be expected from the mathematical clas-
sication of incompressible ows. A parabolic transport equation for the pressure
can be constructed by assuming the system of equations of the FSAC-PP method,
i.e. Eq.(3.3.14{3.3.17), however, the divergence free constraint in the continuity
equation is now satised at time level n + 1 rather than n as in the FSAC-PP
method. The system reads
1

@p
@
+r  un+1 = 0; (3.3.19)
u   un

+
@u
@t
= [r2u  (u  r)u]n: (3.3.20)
As in the FSAC-PP method, the real time derivative is added for unsteady ows.
A pressure Poisson equation can be dened as
r2pn+1 =   

r  u; (3.3.21)
and a velocity update by
un+1 = u   

rpn+1: (3.3.22)
This system is not yet closed as there is no information available on un+1 for the
continuity equation, i.e. Eq.(3.3.19). However, Eq.(3.3.22) is presenting a way to
calculate the velocity components at the next time level. Inserting Eq.(3.3.22) into
Eq.(3.3.19) results in
1

@p
@
+r 

u   

rpn+1

= 0: (3.3.23)
This can be rearranged to
1

@p
@
=


r2pn+1  r  u: (3.3.24)
Eq.(3.3.24) consist of a time derivative as well as the laplacian of the pressure, which
is the canonical form of a parabolic dierential equation. Here, r  u is simply a
source term. Thus, by assuming the velocity at time level n+1 in the perturbed con-
tinuity equation, Eq.(3.3.19), a parabolic transport equation for the pressure can be
derived. Since the velocity is taken at time level n+1, it can be said to be projected
into the next time level, similarly to the Pressure Projection concept, where the
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pressure is projected into the next time level. Hence, to stick with the current nam-
ing convention, the procedure involving the calculation of Eq.(3.3.20), Eq.(3.3.24)
and Eq.(3.3.22) is termed the Fractional Step, Velocity Projection (FSVP) method
and can be summarised as follows. In the rst Fractional-Step, the intermediate
velocity is calculated through the momentum equation. This result is used in the
second Fractional-Step to obtained the pressure at the next time level n + 1 and
nally, the velocity is updated. The system of equations is summarised below
u   un

+
@u
@t
= [r2u  (u  r)u]n; (3.3.25)
1

pn+1   pn
@
=


r2pn+1  r  u; (3.3.26)
un+1 = u   

rpn+1: (3.3.27)
Three comments are in order before continuing. Firstly, the Poisson equation has
been eliminated from the procedure and does not need to be solved as in the PP and
FSAC-PP method. This has the mathematical advantage that the elliptic nature
enforced on the pressure is removed, and the numerical advantage, that the Poisson
solver does not need to be solved which is time consuming. The parabolic behaviour
of the pressure transport equation is putting physical limits on the propagation
speed and pressure front into the domain which means that it does not need to be
solved iteratively. Rather, it can be solved in a coupled manner where the parabolic
nature ensures a correct physical behaviour (this is numerically satised by the
Poisson equation in the PP and FSAC-PP method which comes at an increased
computational cost).
Secondly, due to the inclusion of perturbed continuity equation which in term is
coming from the AC method, the time derivatives in Eq.(3.3.25) and Eq.(3.3.26)
are non-physical and the system of equations Eq.(3.3.25{3.3.27) is only valid for
steady state ows. A dual time-stepping procedure has to be used if an unsteady
solution is needed. This is a purely numerical procedure and to remove this from
the system (and consequently from the AC and FSAC-PP method as well), the
convergence parameter  needs to be dened in terms of a physical quantity. The
dual time-stepping procedure is not needed anymore once  takes on a physical
meaning. Thirdly, strictly speaking the momentum equation needs to be solved
implicitly since the pressure is only available at time level n+1. An implicit matrix
solver is required to solve the system of equations. Alternatively, as a numerical
approximation, the pressure at time level n can be used which is approximately the
same as the pressure at the next time level once the solution has converged. This
is also sometimes referred to as lagging [4] and used, for example, to linearise the
convective ux term. The explicit nature of the continuity equation restricts the
time-step so that no computational benets would be gained by using an implicit
solver. On the contrary, the matrix solver would incur only computational costs. The
FSAC-PP method decouples the implicit Poisson solver from the explicit continuity-
momentum system so that the implicit solver in the FSAC-PP method can be used
to speed of the solution. Here, however, since only a couple of iterations are solved,
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the need of a sophisticated matrix solver is not required. The FSVP method is also a
Fractional-Step type of method, however, the time derivative in the momentum and
pressure transport equation is coupling and therefore limiting the possible time-step
It is important to stress that by assuming pn ' pn+1, especially close to convergence,
that it is not expected that the accuracy is aected by the procedure. It may
be reasonable, however, that the convergence rate is aected and that even faster
convergence can be achieved with an implicit version.
3.3.5 The Fractional-Step, Articial Compressibility with
Velocity Projection Method (2018)
In the FSVP method, the continuity equation is used to derive the parabolic pressure
transport equation. Thus, the momentum equation is solved without the continuity
equation and therefore the system cannot be classied as hyperbolic due to the
absence of the time derivative in the continuity equation. To make the system
hyperbolic, the same procedure as in the FSAC-PP method is adopted, where in
the rst Fractional-Step, the perturbed continuity equation of the AC method is
solved along with the reduced momentum equation, in which the pressure gradient
is missing. Thus, the rst Fractional-Step becomes
1

@p
@
+r  u = 0; (3.3.28)
u   un

+
@u
@t
= [r2u  (u  r)u]n: (3.3.29)
In the second Fractional-Step, the pressure transport equation is solved analogous
to the FSVP method as
1

pn+1   pn
@
=


r2pn+1  r  u: (3.3.30)
Due to the Fractional-Step procedure and the inclusion of the continuity equation,
the method is named the Fractional-Step, Articial Compressibility with Velocity
Projection, or FSAC-VP, method. Since the continuity equation is now included
and of the form given in Section 3.2.2, the system is classied as mixed hyperbolic
/ parabolic which is split through the Fractional-Step. Thus, the CB scheme and
RS can be applied, just as in the AC and FSAC-PP method, also to the FSAC-VP
method.
Chapter 4
The Method of Characteristics
and Riemann Problem for
Incompressible Flows
In this Section, the method of characteristics for incompressible ows is introduced
from a mathematical point of view. Since the novel multi-directional characteristic-
based scheme is to be assessed against the single-directional scheme, we present the
derivation here for both schemes. The SCB scheme is derived in detail in [15,72] so
that only the necessary steps are derived herein. For a more detailed derivation the
reader is referred to the literature. The MCB scheme, on the other hand, has not
seen a detailed and documented derivation in the literature and thus a step by step
derivation is given with mathematical considerations given along the way. It is put
into a generalised form which can be used for any hyperbolic system of equations that
solve the incompressible Navier{Stokes equations. Finally, the Section is closed with
a discussion of the Riemann problem, its similarity to the method of characteristics
and its use within incompressible ows.
4.1 The Method of Characteristics for Incompress-
ible Flows
The literature review revealed that currently two dierent avours of the method of
characteristics are in use for nite volume schemes. These are the single-direction
CB scheme of Drikakis et al. [15] and the multi-directional CB scheme of Razavi et
al. [17] and Zamzamian and Razavi [53]. Before proceeding further with any single-
or multi-directional approach, the main idea behind the method of characteristics
will be given in the following (applied to uid mechanics). The textbook denition
is that there are lines in the ow along which the derivative may be discontinuous.
Along these lines, simplied expressions for the primitive variables (velocity and
pressure) are obtained which are then applied to predened points in the domain
(for CFD applications, these are the grid points of the computational mesh). In
this way, for each computational (mesh) point, a characteristic solution exists which
can be advanced in time. There are two fundamentally dierent approaches how
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Figure 4.1: Dierences in forward and backward characteristic networks.
the characteristics can be computed. Either by considering the characteristics going
through the computational points at time level n (forward) or at time level n + 1
(backward). In the forward characteristic network, the solution is dened at all
points at time level n through either initial conditions or computations from the
previous time step. There are two possibilities to obtain a solution for some t+t.
The rst possibility is to consider the solution at n+ 1, i.e. by using a xed t for
all characteristic lines. These lines would, however, not necessarily coincide with
the computational nodes as seen in Figure 4.1 on the left. Interpolation of the char-
acteristic values at n+1 would be necessary to obtain solutions at all locations of i.
The second solution is to nd intersecting characteristic lines which would exist for
some t + t, however, t would not be constant and a time level n + 1 cannot be
dened. This is referred to as the unit process in the literature (see Anderson [23]),
in which a domain is mapped out through intersecting characteristics. Where they
do intersect, new characteristic lines are formed which then intersect again with
other, newly formed characteristics, until the domain is lled with characteristics.
This approach was extremely popular when the method of characteristics was rst
introduced into the eld of uid mechanics as complete nozzle congurations could
be dimensioned in this manner. It has, however, the disadvantage of a varying time
step which makes its application to CFD not straight forward. Therefore, a second
approach exist, the backward characteristic network, where the solution at time level
n+ 1 is sought through characteristics that emanate from time level n. Since these
characteristics do not necessarily pass through computational nodes (see Figure 4.1
on the right), the values for the characteristics at time level n have to be obtained
through interpolation. This introduces numerical errors which makes this method
less exact compared to the unit process. However, it is straight forward to apply
this method to CFD solvers. For an excellent overview of characteristic networks,
the reader is referred to references [24,25].
To conclude this top-level description of the method of characteristics, the notion
of the compatibility equation has to be introduced. It has been stated that the
characteristic lines are those in the ow, along which the derivatives may become
discontinuous. These lines have been sketched in Figure 4.1. To obtain a solution at
some time t+t, equations along the characteristic lines have to be solved. These
equations are derived in Section 4.1.1 for the single-directional characteristic-based
scheme and in Section 4.1.2 for the multi-directional characteristic-based scheme.
They represent the compatibility equations which are only valid along the charac-
teristics.
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A full derivation and a more detailed consideration into the philosophy of the method
of characteristics is given in Appendix A for the linear and non-linear advection
equation.
4.1.1 Single-Directional Approach
Drikakis et al. [15] presented the derivation of the single-directional characteristic-
based scheme for the AC method in curve-linear coordinates. This description is
adopted here where those terms being zero (due to a Cartesian grid), will be dropped
at the end for further investigations. This approach is in accordance with refer-
ences [51,53].
The system of equations considered is that of Eq.(3.3.3{3.3.4), however, the cru-
cial simplication is introduced that the following procedure is only developed for
a one-dimensional ow. To extend the method to two- or three-dimensions, the
same equations are rotated and aligned with the respective ow direction. Hence
the equations follow an isotropic viewpoint and are termed single-directional.
In curve-linear (obtained by applying the chain rule with respect to the new coor-
dinate system  and ), one-dimensional form, Eq.(3.3.3{3.3.4) become1
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= 0; (4.1.1)
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When deriving the above equations, one would obtain a form without the Jacobian
J , as noted also by Neofytou [42]. It is, however, introducing stability into the
procedure and hence carried on in this derivation. For legibility, the shorthand
notation for partial derivatives is introduced as @=@x = x and @=@y = y. These
are also referred to as the metric coecient of the system and appear due to the
curve-linear nature.
A Taylor series backward in time and space is used to obtain the solution at time
level n+ 1, as depicted in Figure 4.2, which yields
un+1i = u
n
j +
~
@u
@
+
@u
@
+O(x2; 2): (4.1.4)
Here, u and uj are the vectors containing the primitive variables and the interval
~ is dened by ~ = _ . Location j is the intersection of the characteristic line
with the time level n. Real characteristics, in its most general form, are curved, as
shown in Figure 4.2. However, since the Taylor series is truncated at O(x2; 2),
the obtained characteristic line can only assume a linear prole. This approach can
1The x; y;  coordinate system is used here unlike in [15], where a x; z; t coordinate system is
used.
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Figure 4.2: One dimensional representation of characteristic lines between time level
n and n+ 1. The real characteristic is shown as a dashed and curved line while the
numerical characteristic is a straight line (due to the linear Taylor Series expansion).
be classied as a backward characteristic network. Rearranging Eq.(4.1.4), the time
derivative can be expressed as
@u
@
=
un+1i   unj

  @u
@
~

: (4.1.5)
The rst term is the classical Euler integration scheme whereas the second part is
due to the characteristic oset, i.e. uj is located between points i and i   1. The
quantity _ has dimensions of [s 1] since  by denition is dimensionless. Eberle [39]
suggested one way to introduce the wave speed , which has been adopted and
modied for incompressible ows by Drikakis to yield
_ = 
p
2x + 
2
y
J
: (4.1.6)
Thus, combining Eq.(4.1.5) and Eq.(4.1.6) yields
@u
@
=
un+1i   unj

  @u
@
p
2x + 
2
y
J
: (4.1.7)
Eq.(4.1.7) is an important rst step and deserves some more explanation. First of
all, the approximate time derivative (un+1i   unj )= is not carried out at i from
n to n + 1 but rather at j and i between n and n + 1, which is the characteristic
line. Since the time derivative is not solely evaluated at i, as is the case for non-
characteristic time derivatives, a second term in the form of (@u=@)(~=) needs
to be introduced to account for the oset at i due to the characteristics. Thus,
by applying Eq.(4.1.7) to the system of equation in Eq.(4.1.1{4.1.3), the following
system is obtained
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where 0 = u~x + v~y, ~x = x=(
p
2x + 
2
y) and ~y = y=(
p
2x + 
2
y). For Cartesian
grids, we set ~x = 1 and ~y = 0 in the x direction since x = 1 but y = 0. A
similar approach applies to the y direction where x = 0 and y = 1 so that ~x =
0 and ~y = 1 results. The compatibility equations can be found from the above
system of equations since the time derivative ensured that these equations are on
the characteristic pathlines. To obtain these equations, the method of Riemann is
used in which Eq.(4.1.8{4.1.10) are all multiplied by a constant coecient and added
together. This can be done as all equations by themselves are all zero. Multiplication
of the equations with a constant will not change that and the equations can also be
added together. Multiplying Eq.(4.1.8) by a, Eq.(4.1.9) by b and Eq.(4.1.10) by c
yields, after rearranging and adding these equations
Jp
2x + 
2
y

a

(pn+1i   pnj ) + b(un+1i   unj ) + c(vn+1i   vnj )

+
@p
@

 a

+ b~x+ c~y

+
@u
@
(a~x+ b(0   + u~x) + cv~x) + @v
@
(a~y + bu~y + c(0   + v~y)) = 0: (4.1.11)
Since the equation has to become zero, the partial derivatives @p=@, @u=@ and
@v=@ can be set to zero without loss of generality so that
a

(pn+1i   pnj ) + b(un+1i   unj ) + c(vn+1i   vnj ) = 0 (4.1.12)
results. Eq.(4.1.12) only results if the derivatives are zero. However, if the derivatives
are set to zero, the following is also true
  a

+ b~x+ c~y = 0; (4.1.13)
a~x+ b(0   + u~x) + cv~x = 0; (4.1.14)
a~y + bu~y + c(0   + v~y) = 0; (4.1.15)
which results from the terms inside the brackets from each derivative. The eigen-
values of the system of equations, i.e. det(A I) = 0 for Eq.(4.1.13{4.1.15) results
in
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0 = u~x+ v~y; (4.1.16)
1 = 0 +
q
20 + ; (4.1.17)
2 = 0  
q
20 + ; (4.1.18)
From Eq.(4.1.16{4.1.18) and Eq.(4.1.13{4.1.15), the characteristic values for the
primitive variables can be found in the x-direction, i.e. here denoted by pn+1i , u
n+1
i
and vn+1i . The derivation can be found in [15,42,49,109] and only the nal result is
stated here as
un+1i = ~xR + ~y(u0~y   v0~x); (4.1.19)
vn+1i = ~yR + ~x(u0~y   v0~x); (4.1.20)
pn+1i =
1
2
p
20 + 
(1k2   2k1); (4.1.21)
where
R =
1
2
p
20 + 
[(p1   p2) + ~x(1u1   2u2) + ~y(1v1   2v2)]; (4.1.22)
k1 = p1 + 1(u1~x+ v1~y); (4.1.23)
k2 = p2 + 2(u2~x+ v2~y): (4.1.24)
Here, the subscripts j = 0; 1; 2 refer to the primitive variable uj, vj and pj obtained
by either considering the zeroth, rst or second eigenvalue, i.e. 0, 1 or 2.
To obtain the primitive variables uj, Godunov's Riemann solver is used in the form
uj;i+1=2 =
1
2
[(1 + signj)u
L
i+1=2 + (1  signj)uRi+1=2]: (4.1.25)
Here, uLi+1=2 and u
R
i+1=2 are the left- and right-sided interpolation of the primitive
variables. Drikakis applied a third order reconstruction scheme which has been
adopted for the current investigation as well of the form
uLi+1=2 =
1
6
(5uni   uni 1 + 2uni+1); (4.1.26)
uRi+1=2 =
1
6
(5uni+1   uni+2 + 2uni ): (4.1.27)
A more detailed derivation of Eq.(4.1.26) and Eq.(4.1.27) will be given in Sec-
tion 5.3.2. Thus, the characteristic values denoted by un+1i , v
n+1
i and p
n+1
i are
found in the x direction at the cell interface located at i + 1=2; j. The equations
can be used analogously in the y direction for which the coecients ~x and ~y have
to be set appropriately. The extension to three-dimensional ows can be found in
references [49, 72,109].
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The extension of the single-directional CB scheme, presented here for the ACmethod,
can be extended to the FSAC-PP method by discarding the characteristic pressure.
Since the momentum equation in the FSAC-PP method lacks the pressure gradi-
ent term, it is not required to obtain a characteristic pressure eld for the time
integration of the momentum equation and thus is not required. This is in line
with the approach taken by Konozsy [109] and Konozsy and Drikakis [21] where the
FSAC-PP method was tested in conjunction with the SCB scheme.
4.1.2 Multi-Directional Approach
This Section will give a complete derivation of the multi-directional characteristic-
based scheme based on the original introduction in Razavi et al. [17]. The basic
philosophy is depicted in Figure 4.3 for an unsteady, two-dimensional ow. In such
a ow and in analogy to the compressible Euler equations, a pseudo Mach cone2
exists along which characteristic surfaces reside (shown in orange and green). The
characteristic surfaces are tangentially touching the Mach cone where at its cen-
ter a pseudo pathline, shown in red, exists. The characteristic surfaces and the
pseudo pathline meet at the tip of the Mach cone which is precisely at time level
n. Therefore, the Mach cone originating from the x; y plane at  = 0 is for some
time    with respect to the shown state. With the knowledge of the character-
istics from the previous time level, a Mach cone can be constructed for some time
 +  , along which bi-characteristics, here shown in blue, exist which dene the
shape of the Mach cone at some predened time level n + 1, i.e. for a xed  .
Emanating from the bi-characteristics are the pseudo acoustic wave fronts shown
in violet. In the multi-direction CB scheme, it is thus required to nd equations
for the bi-characteristics along which compatibility equations are valid. Note also
that Figure 4.3 shows a forward characteristic network, while for CFD applications
a backward network will be used. In this case, the solution at M is sought (which
will be at time level n + 1) based on the available data at n, which corresponds to
 = 0 in Figure 4.3. This will be later discussed in more detail.
The derivation starts with the set of equations of the AC method and are repeated
below3
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
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It has to be mentioned that only the incompressible Euler equations are used, as
the inclusion of the second order derivative poses further diculties. This is com-
monly omitted in the literature dealing with characteristics and the same approach is
2The wording \Mach cone" and \pseudo Mach cone" are used interchangeably.
3Here, the dimensional form is considered whereas reference [17] uses a dimensionless system.
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y
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Figure 4.3: Pseudo Mach cone with the pseudo pathline (red) and two characteristic
surfaces (orange and green), which all meet at point M . These will dictate how the
bi-characteristics (blue) will propagate in time from which pseudo acoustic fronts
(violet) emanate.
adopted here. Eq.(4.1.28{4.1.30) are the scalar, Cartesian governing equations into
which the characteristic surfaces have to be introduced. For the single-directional
approach, it was enough to include the characteristic pathlines through a modied
Taylor series, where both space and time were considered so that curved charac-
teristics were resolved. The multi-directional nature of the characteristic surfaces,
however, would unnecessarily complicate the situation so that it is easier to simply
multiply the characteristic surface into the equation. This is achieved by using the
chain rule and deriving the primitive variables along the characteristic surface so
that the system becomes
1
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@f
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= 0: (4.1.33)
Note here that u is a function of f alone after the transformation and f becomes a
function of x; y and  , hence, a mix of partial and ordinary dierentials exists. The
metric coecients shall from now on be expressed as @f=@ = f , @f=@x = fx and
@f=@y = fy. Multiplying Eq.(4.1.31{4.1.33) by df yields
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f

dp+ fxdu+ fydv = 0; (4.1.34)
fdu+ ufxdu+ vfydu+
fx

dp = 0; (4.1.35)
fdv + ufxdv + vfydv +
fy

dp = 0; (4.1.36)
which can be expressed in matrix form as24f= fx fyfx= 	 0
fy= 0 	
3524dpdu
dv
35 =
2400
0
35 ; (4.1.37)
where we have dened
	 = f + ufx + vfy: (4.1.38)
It has been mentioned that the denition of the characteristics requires that the
derivative along the characteristics may be discontinuous. This is also shown in
Appendix A based on physical reasoning which is then mathematically proven. It
is also shown that the compatibility equation can be derived by requiring that the
determinant of the matrix, holding the coecients of the system of equations, needs
to become zero. Thus, it is found that
det
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Using the substitution z = (=(f ))(f
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y ), we can solve the quadratic equation
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Taking the positive and negative square root of both sides yields
	 =
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
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2

so that the nal result for 	 becomes
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f 2x + f
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
: (4.1.40)
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Before continuing, an important relation between the characteristic surface's normal
vector and its derivative needs to be determined which will help to understand
Eq.(4.1.40). To do so, an arbitrary surface of the form f(x; y; z) = D is considered,
where D is a constant4. Taking the derivative of the surface with respect to time
one nds that
@f
@t
=
dD
dt
= 0; (4.1.41)
or, using the chain rule,
@f
@x
dx
dt
+
@f
@y
dy
dt
+
@f
@z
dz
dt
= 0: (4.1.42)
The ordinary derivatives dx=dt, dy=dt and dz=dt are the velocity components u, v
and w but also characteristics. Therefore, Eq.(4.1.42) can be rewritten as
fx  u+ fy  v + fz  w = rf  u = 0: (4.1.43)
Since the velocity vector has to lie on the characteristic surface by denition (see
Zucrow and Homan [24,37] and their denition of the interior operator), it follows
that rf has to be normal to the characteristic surface itself. Thus, rf = ~N . If the
z component is considered as the time axis (), and recalling that we have dened
	 = f + ufx + vfy, a new denition could be given as
	 = N + uNx + vNy = u  ~N; (4.1.44)
where the primitive variable vector is now written as u = [1; u; v]T with the corre-
sponding normal vector ~N = [N ; Nx; Ny]
T . Since the actual length of the normal
vector is not important, it can be rescaled to represent the unit normal vector n so
that
	 = n + unx + vny = u  n; (4.1.45)
or
	 = u  n+ n = rf  u: (4.1.46)
Since the velocity vector has to be tangential to the characteristic surface, it follows
that its scalar product with the normal vector must be zero. Therefore, Eq.(4.1.44)
and Eq.(4.1.45) are indeed valid solutions for the characteristic surface coming from
the denition of Eq.(4.1.38). We can further simplify Eq.(4.1.40) by using the fact
that n2x + n
2
y = 1 so that we have
	1 = 0; 	2 =

f^
=

n
; (4.1.47)
4This is a simplication, as f in Eq.(4.1.40) for 	2 will be shown to depend on the velocity
which changes in time. The common approach in the literature is to set the velocity locally constant
so that 	2 becomes a (pseudo) Mach cone, see Figure 4.3. If the velocity is not set to be constant,
a (pseudo) Mach conoid would emanate instead.
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Figure 4.4: Intersection of the plane of normals for the stream surfaces with the unit
cylinder projected along the time axis.
with f^ = n = f=
p
f 2x + f
2
y . Hence, by equating the solutions of Eq.(4.1.47) to our
denition of 	 in Eq.(4.1.38), we can derive two independent characteristic surfaces
which will be done in the following. This is in contrast to the single-directional case
where only one characteristic was determined. In-fact, this is also the reason why
the single-directional approach cannot be applied to multi-directional characteris-
tics, as it would suppress the presence of a second characteristic surface. Note as
well that u = (u; v)T and n = (nx; ny)
T are the primitive variable and normal vector,
respectively, in space with respect to velocity. The following discussion is dedicated
to nding the compatibility equations along those characteristic surfaces and then
to determine the characteristic equations which describe the surfaces themselves.
The rst case that is considered is u n = 0, which results from equating Eq.(4.1.45)
to 	1 in Eq.(4.1.47). Since the normal vector of unit length is used, nn = n2x+n2y = 1
is always true. These are the only two, linear independent, equations that can be
found for the three components of the characteristic surface fx, fy and f . Thus,
the problem has to be solved from a geometrical viewpoint which is illustrated in
Figure 4.4. Let us dene the plane of normals as u  n = 0 and the cylinder of unit
radius as n  n = 1. The cylinder of unit radius is centred on the time axis and can
be projected along it. The cylinder will intersect the plane of normals and form an
ellipsoid at its intersection. Any arbitrarily chosen normal n can thus be projected
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Figure 4.5: Construction of three stream surfaces (purple) and the determination
the pseudo pathline (red) as the intersection of all stream surfaces.
into the plane of normals and is denoted by n^. Emanating from each normal vector
that is projected in this way is one particular surface that is perpendicular to the
projected normal vector. In-fact, this procedure can be carried out for an innite
number of surfaces and is shown for three surfaces in Figure 4.5. The formed sur-
faces, shown here in purple, are referred to as stream surfaces in the compressible
literature and the naming convention is adopted here.
The envelope of all stream surfaces which are found in that manner form an in-
tersecting line which, at its origin, i.e. where it intersects the plane of normals,
is tangential to the velocity vector. Therefore, the intersecting line represents the
pseudo pathline. This can be also understood from the fact that u  n = 0. For
this equation to be true, the velocity has to be perpendicular to the normal vec-
tors. Since all the normal vectors lie in the plane of normals by denition and the
stream surfaces are perpendicular to the plane of normals, it has to follow that the
intersecting line of the stream surfaces is tangential to the velocity vector. To nd
the compatibility equation along the pseudo path line for the primitive variables,
the result of 	 = 0 is substituted into Eq.(4.1.37) so that the following system is
obtained
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24f= fx fyfx= 0 0
fy= 0 0
3524dpdu
dv
35 =
2400
0
35 : (4.1.48)
From Eq.(4.1.48), three compatibility equations are obtained as
f

dp+ fxdu+ fydv = 0; (4.1.49)
fx

du = 0; (4.1.50)
fy

dv = 0; (4.1.51)
After closer examination, however, it becomes apparent that the above obtained
compatibility equations are not sucient to determine the characteristic values of
the primitive variables. This can be shown by bringing the coecient matrix in
Eq.(4.1.48) in Row-Echelon form which yields
A =
26666664
f

fx fy
0  f
2
x
f
 fxfy
f
0 0 0
37777775 : (4.1.52)
Since the third row is lled with zeros, matrix A has Rank(A) = 2. Since it is a
3 3 matrix, it is rank decient and thus it is not possible to determine three linear
independent compatibility equations from Eq.(4.1.48). Therefore, the second result
of Eq.(4.1.47) has to be considered as well.
Recalling that the second characteristic surface was obtained for 	 = =(f ), the
same procedure as before can be applied. A second equation is found again as
n  n = n2x + n2y = 1 but the problem prevails that a third independent equation is
absent and geometrical constraints have to be introduced to obtain the compatibility
equations.
Figure 4.6 shows the case for 	 = =(f ), where the plane of normals is now non-
homogeneous. This has the consequence that the plane of normals is not passing
through the origin of the x; y plane.
This is also illustrated in Figure 4.7, where both cases for 	 = 0 and 	 = =(f )
are shown. While the solution of 	1 = 0 in Eq.(4.1.47) is referred to as the stream
surface, the second solution with 	2 = =(n ) is termed the wave surface which is
also named in accordance with the compressible literature. Figure 4.7 shows the x; 
plane with the y direction normal to the view so that the plane of normals for both
the stream and the wave surface reduce to lines in this representation. The fact that
u  n = 0 passes through the origin while u  n = =(n ) is not, can be simply seen
by setting the normal vector to zero. Thus, for the stream surface, the left-hand
side becomes zero and since it is a homogeneous equation, it passes through the
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Figure 4.6: Intersection of the plane of normals for the wave surfaces with the unit
cylinder projected along the time axis.
origin. However, the wave surface is not equal to zero for a vanishing normal vector
and thus cannot pass through the origin. For the stream surface, this means that
the envelope of the planes, corresponding to the normal vectors inside the plane
of normals, form a pathline, as previously mentioned. This is shown as a dashed
line. For the wave surface, however, it means that two characteristic lines emanate
from the plane of normals which are subsequently called the bi-characteristics and
shown by the dashed lines. By taking an innite number of planes, these would
tangentially touch a pseudo Mach conoid which is also shown in Figure 4.8 for two
selected normal vectors n which are projected into the plane of normals and denoted
by n^. These two vectors produce a set of two bi-characteristics so that a total of four
wave surfaces are obtained. The rst set is obtained by the purple wave surfaces
and the bi-characteristics are shown in purple as well. Similarly, the second set
corresponding to the red wave surfaces and bi-characteristics are obtained. From
Figure 4.7, it can be seen that the Mach conoid can be curved in space. The pseudo
Mach cone, on the other hand, is dened as a straight cone, which is tangential to the
pseudo Mach conoid at its origin, at M in Figure 4.3. The compatibility equations
corresponding to the wave surface are therefore found by inserting 	 = =(f ) into
Eq.(4.1.47) which yields
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Figure 4.7: Comparison of the plane of normals for the stream and wave surfaces.
While all stream surfaces lie in the x; y plane, the wave surfaces intersect the time
axis at an instance not equal to zero.
24f= fx fyfx= f 0
fy= 0

f
3524dpdu
dv
35 =
2400
0
35 : (4.1.53)
The corresponding compatibility equations are found as
f

dp+ fxdu+ fydv = 0; (4.1.54)
fx

dp+

f
du = 0; (4.1.55)
fy

dp+

f
dv = 0: (4.1.56)
By considering again the coecient matrix in Eq.(4.1.53) separately, its Row-Echelon
form calculates as
A =
26666664
f fx fy
0  (f
2
x 1)
f
 fxfy
f
0 0
(f2x+f
2
y 1)
f (f2x 1)
37777775 (4.1.57)
and since all rows are lled and are independent of each other, we nd that Rank(A) =
3 which means that three independent compatibility equations have been found.
This is, by itself, a remarkable feature of the method of characteristics applied to
incompressible ows. Rusanov [14] revisited the method of characteristics for the
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Figure 4.8: Construction of two sets of wave surfaces in red and purple corresponding
to its projected normal vector. The formed bi-characteristics are shown here in red
and purple, respectively, to show their association to their respective wave surface
and correspond to the blue bi-characteristics in Figure 4.3.
Euler equations and gave a general derivation, applicable to any hyperbolic system
of equations. However, he also showed that it is not enough to consider only the
compatibility equations obtained from either the stream or wave surfaces alone and
that a mix of both is needed to arrive at a system of compatibility equations which
are linear independent from each other. This can be stated as
Rusanov's Theorem on characteristic wave surfaces5:
\All characteristic stream and wave surfaces obtained from the compressible Euler
equations are necessarily rank decient."
This is not surprising, however, since the equation of state is used for the com-
pressible Navier{Stokes and Euler equations to close the system. That means that
there are four independent transport equations for a two-dimensional compressible
uid (i.e. for velocity in x and y, density and temperature) while there are ve
primitive variables (the aforementioned plus the pressure). The lack of a transport
equation for the pressure results in rank decient coecient matrices for both stream
and wave surfaces. For incompressible ows, however, a transport equation for the
pressure has to be engineered to close the system of equations, as the equation of
states approach does not work. Hence, as seen in the AC method, a third transport
5Rusanov did explicitly state this theorem but it can be deducted from his results.
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equation for the pressure is constructed so that u, v and p can be computed from
their own transport equation. This leads to a non-rank decient system of compat-
ibility equations, at least for the wave surface. Therefore, the stream surface can be
discarded from this point onwards and does not need further considerations.
Eq.(4.1.54{4.1.56) are the compatibility equations and can be discretized to get
characteristic expressions for the primitive variables. Before doing so, the surface
derivatives are exchanged for the normal component of the surface. The normal
vector in space is then given as
n =

nx
ny

=

cos
sin

; (4.1.58)
which is taken from Razavi et al. [17]. This choice of normal vector components
ensures that nx and ny are always perpendicular and thus indeed independent of
each other. The normal component in time, i.e. n cannot be obtained in the same
manner, however, from the stream surface we have 	 = u n = n +u nx+ v ny =
n + u  cos + v  sin = =(n ). This can be recast as a quadratic equation for
which two solutions exist (i.e. along the bi-characteristics). Using the substitution
of z = u  cos+ v  sin, the solution for n becomes
n2 + n (u  cos+ v  sin) 


= 0;
n2 + nz +
z
2
2
=
z
2
2
+


;
n +
z
2
2
=
z
2
2
+


;
n +
z
2

= 
sz
2
2
+


;
n =
 z 
q
z2 + 4

2
;
and nally, after re-substituting z, the normal direction in time for the bi-characteristics
are found as
n;1;2 =
 (u  cos+ v  sin)
q
(u  cos+ v  sin)2 + 4

2
: (4.1.59)
The angle of  can be freely chosen, much in the same manner as the stream and wave
surfaces could be freely chosen. In-fact, it was necessary to use an innite number
of stream and wave surfaces to determine the shape of their envelope. However, for
computational reasons and practicality, only a few directions will be chosen so that
 can be xed. In almost all the literature on multi-directional CB schemes, four
directions are chosen which is adopted here. Only Fathollahi and Zamzamian [57]
considered eight directions, or wave angles of , which showed no signicant dier-
ence in the accuracy but a favourable increase in convergence rate.
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Figure 4.9: The time discretisation procedure for the multi-directional characteristic-
based approach. The pseudo Mach cone intersects the time level n where the four
characteristic lines are found (1,2,3 and 4). Characteristic line 1 and 2 lie on the
intersection of the control volume centroid at i; j and i+1; j while the characteristic
lines 3 and 4 emanate from a line that goes through the cell interface at i+ 1=2.
The discretisation procedure with four selected wave directions on a Cartesian grid
is shown in Figure 4.9. Here, the pseudo Mach cone is shown which emanates
from the time level n + 1 back into the current time level n (which makes it a
backward characteristic network of characteristics, just as in the single-directional
approach) and the solution is sought for ui+1=2;j, i.e the inter-cell values of the
primitive variables. Using the positive x direction as the axis of reference to measure
 and going in a counter-clockwise direction, the following values have been selected:
1 = 0
, 2 = 180, 3 = 90 and 4 = 270. This ensures that, for Cartesian grids,
the line spanned by the cell centroids at i; j and i + 1; j goes through the centre
of the cell interface at i + 1=2; j and intersects the rst set of bi-characteristics
(labelled 1 and 2). This line is shown as a dashed line in Figure 4.9. The second
set of bi-characteristics (labelled 3 and 4) pass through the cell interfaces at i+1=2
and along j. To determine the intersection of the characteristics with the plane
at time level n, the characteristic equations of the surfaces themselves are needed.
The derivation of the characteristic equations along the pseudo Mach conoid is a
lengthy procedure and requires knowledge in dierential geometry. Razavi et al [17],
however, introduced a much simpler, shorter and more elegant way to obtain the
characteristic equation of the surface which is shown here. Considering the time
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derivative of an assumed characteristic surface again, one obtains
@f
@
+
dx
d
@f
@x
+
dy
d
@f
@y
= 0: (4.1.60)
Rewriting the above yields
n +
dx
d
cos+
dy
d
sin = 0 (4.1.61)
This is the same equation which was obtain previously for the stream surface, i.e.
	 = u  rf = 0. Since the time derivative of the assumed characteristic surface
should be valid for any characteristic surface, Eq.(4.1.61) should also hold for the
wave surface so that two equations are obtained as
n +
dx
d
cos+
dy
d
sin = 0; (4.1.62)
n + u cos+ v sin =

n
: (4.1.63)
Since u = dx=d and v = dy=d , both versions in Eq.(4.1.62) and Eq.(4.1.63)
can be used, which will be useful to determine the characteristic equation itself.
Alternatively, it can be argued that the stream surface represents the streamlines
and thus the velocity components can be used instead. This is done by subtracting
Eq.(4.1.62) from Eq.(4.1.63) so that the following equation is obtained
u  dx
d

cos+

v   dy
d

sin =

n
: (4.1.64)
Eq.(4.1.64) is indeed the characteristic equation of the system. Figure 4.10 shows
this procedure in detail. The stream surface (purple) is subtracted from the wave
surface (red) which results in a new surface (green). Considering only the tangents
of the stream and wave surface, it can be seen that the corresponding line produced
on the new (green) surface is indeed the local characteristic in the time plane which
describes the propagation of the Mach cone at time level n. The tangent's directions
are indicated by the arrow to show that the subtraction results in the characteristic
line (green). It is possible to further simplify Eq.(4.1.64) by splitting it into its x
and y direction component. After reordering terms and the splitting, the nal two
characteristic equations in x and y are thus obtained as
dx
d
= u  
n cos
; (4.1.65)
dy
d
= v   
n sin
: (4.1.66)
The same would be achieved by following the classical approach presented in Zu-
crow and Homan [24, 37] and Delany [25]. Before proceeding with the discretisa-
tion of the compatibility and characteristic equations, i.e. Eq.(4.1.54{4.1.56) and
Eq.(4.1.65{4.1.66), respectively, it is important to mention that so far it has been
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Figure 4.10: The construction of a characteristic surface (green) which represents the
propagation of the Mach cone via the subtraction of the stream surface (purple) from
the wave surface (red). The tangents of each surface are shown in their respective
plane colour.
assumed that the pseudo Mach cone and conoid emanate from point M (Figure 4.3)
which is given in the literature to be at time level n + 1. If that would be the
case, then the inter-cell values at time level n+ 1 could be obtained by the method
described in this and the previous Section on the single-directional approach. This
would imply that the equations of motion do not need to be integrated in time.
However, this is not the case and the naming convention of time level n+1 is some-
what unfortunate. Rather, it should be referred to as an intermediate time level,
say (n + 1). The characteristic values obtained from either the single- or multi-
directional approach are then used in the ux dierentiation and time integration
procedure which will result in the true value at n+ 1 for the primitive variables.
Returning to the process of discretizing the compatibility equations, Eq.(4.1.54{
4.1.56) can be written in expanded form as
f

(p
(n+1)
i+1=2   pnj ) + (u(n+1)

i+1=2   unj ) cos+ (v(n+1)

i+1=2   vnj ) sin = 0; (4.1.67)
cos

(p
(n+1)
i+1=2   pnj ) +

f
(u
(n+1)
i+1=2   unj ) = 0; (4.1.68)
sin

(p
(n+1)
i+1=2   pnj ) +

f
(v
(n+1)
i+1=2   vnj ) = 0; (4.1.69)
where j = 1; 2; 3; 4 is associated with the four chosen characteristic wave directions
4.1. THE METHOD OF CHARACTERISTICS FOR INC. FLOWS 63
. These equations can now be discretized along each wave angle of  which yields
For  = 0:
f

(p
(n+1)
i+1=2   pn1 ) + (u(n+1)

i+1=2   un1 ) = 0; (4.1.70)
(p
(n+1)
i+1=2   pn1 ) +

f
(u
(n+1)
i+1=2   un1 ) = 0: (4.1.71)
For  = 90:
f

(p
(n+1)
i+1=2   pn3 ) + (v(n+1)

i+1=2   vn3 ) = 0; (4.1.72)
(p
(n+1)
i+1=2   pn3 ) +

f
(v
(n+1)
i+1=2   vn3 ) = 0: (4.1.73)
For  = 180:
f

(p
(n+1)
i+1=2   pn2 )  (u(n+1)

i+1=2   un2 ) = 0; (4.1.74)
 (p(n+1)i+1=2   pn2 ) +

f
(u
(n+1)
i+1=2   un2 ) = 0: (4.1.75)
For  = 270:
f

(p
(n+1)
i+1=2   pn4 )  (v(n+1)

i+1=2   vn4 ) = 0; (4.1.76)
 (p(n+1)i+1=2   pn4 ) +

f
(v
(n+1)
i+1=2   vn4 ) = 0: (4.1.77)
The values of the primitive variables at location j = 1; 2; 3; 4 are the intersection of
the bi-characteristics and the time level n. Their location can be found by integrat-
ing Eq.(4.1.65{4.1.66), i.e.
in the x direction:
Z
dx =
Z
ud  
Z

n cos
d; (4.1.78)
x =

u  
n cos

; (4.1.79)
and in the y direction:
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Z
dy =
Z
vd  
Z

n sin
d; (4.1.80)
y =

v   
n sin

: (4.1.81)
The integration constants are zero (and omitted here) and the distances are mea-
sured in relative terms, i.e. x and y are the distance from the origin of the
pseudo Mach cone, for example i + 1=2; j in Figure 4.9, and the intersection of the
bi-characteristics at time level n, i.e. j = 1; 2; 3; 4, for which the appropriate wave
angle of  needs to be inserted. Explicitly stated, these are
For  = 0:
(x1   xi+1=2;j) =

u  
n

: (4.1.82)
For  = 90:
(y3   yi+1=2;j) =

v   
n

: (4.1.83)
For  = 180:
(xi+1=2;j   x2) =

u+

n

: (4.1.84)
For  = 270:
(yi+1=2;j   y4) =

v +

n

: (4.1.85)
The procedure to obtain the characteristic variables pn+1i , u
n+1
i and v
n+1
i is as fol-
lows. From Eq.(4.1.71) and Eq.(4.1.75), un+1i is obtained by eliminating p
n+1
i . From
Eq.(4.1.73) and Eq.(4.1.77), vn+1i is obtained in a similar fashion by eliminating p
n+1
i .
With the knowledge of the characteristic velocities, the characteristic pressure can
be obtained as the arithmetic mean value of Eq.(4.1.70,4.1.72,4.1.74,4.1.76). This
results in
u
(n+1)
i+1=2 =
1
(f;1 + f;2)
[(p1   p2)f;1f;2 + (u1f;2 + u2f;1)] ; (4.1.86)
v
(n+1)
i+1=2 =
1
(f;1 + f;2)
[(p3   p4)f;3f;4 + (v3f;4 + v4f;3)] ; (4.1.87)
for the characteristic velocities and
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h
p
(n+1)
i+1=2
i
1
= p1   
f;1
(un+1i   u1); (4.1.88)h
p
(n+1)
i+1=2
i
2
= p2 +

f;2
(un+1i   u2); (4.1.89)h
p
(n+1)
i+1=2
i
3
= p3   
f;3
(vn+1i   v3); (4.1.90)h
p
(n+1)
i+1=2
i
4
= p4 +

f;4
(vn+1i   v4); (4.1.91)
for the characteristic pressure. Here, the subscript f;j for j = 1; 2; 3; 4 | corre-
sponding to the characteristic variables | indicate along which characteristic path
the surface derivative (or normal vector component) is to be evaluated, i.e.
f;j = n;j =
 (uj cosj + vj sinj)
p
(uj cosj + vj sinj)2 + 4=
2
; (4.1.92)
where j, in turn, shows which wave angle is to be taken. See Figure 4.9 for the
locations of point i = 1; 2; 3; 4. As pointed out by Zucrow and Homan [24], it
is actually not important which sign is considered in Eq.(4.1.92) for the square
root, as long as it is not changed. Therefore, for the rest of the investigation, the
positive square root is taken which is in accordance with the classical literature as
well [14, 24,25,37].
Eq.(4.1.88{4.1.91) further illustrates that the system does not need more than four
wave angles to be closed and that the equations are over-constrained for the pressure.
Hence, an averaged value is taken in the form of
p
(n+1)
i+1=2 =
1
4
h
p
(n+1)
i+1=2
i
1
+
h
p
(n+1)
i+1=2
i
2
+
h
p
(n+1)
i+1=2
i
3
+
h
p
(n+1)
i+1=2
i
4

(4.1.93)
which may also explain why the convergence rate was reported [57] to increase with
an increased number of wave angles. The pressure eld is stabilised by a greater
number of values over which the average is taken but also comes at twice the expense
to evaluate the characteristic uxes.
In the multi-directional CB scheme literature, there exist two schemes which are
used: the rst- and second-order scheme. In the second-order scheme, the char-
acteristics are evaluated as shown in the above procedure, using the characteristic
equations to nd the intersection of the bi-characteristics with the time level n at
which the values are interpolated to obtain primitive variables values at j = 1; 2; 3; 4.
In the rst-order approach, the characteristic equations are dropped so that the
primitive variables values of j = 1; 2; 3; 4 are taken to be the reconstructed face
value at which the characteristics are currently evaluated at. This is a good ap-
proximation for small  's or in quasi homogeneous ows, i.e. those ows where
spatial gradient changes are small. Furthermore, this approach is consistent with
the single-directional CB scheme. Here, the reconstructed face values are the char-
acteristic values as well. Therefore, the current investigation is concerned with the
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rst-order approach to have a fair comparison with the single-directional CB scheme.
The above procedure has been presented for the AC method. To extend the proce-
dure to the FSAC-PP method, in which the pressure gradient is dropped from the
momentum equation, it is sucient to discard the characteristic pressure obtained
with this procedure and to continue only with the characteristic velocities. The
non-characteristic pressure is obtained at a later stage through the Poisson equa-
tion. This approach is fully consistent with the single-directional method where
the FSAC-PP framework has been extended to include the CB scheme by dropping
the characteristic pressure. Similar considerations hold for the FSAC-VP method,
which inherits the momentum equation from the FSAC-PP method.
Before continuing, one of the most important features of the multi-directional CB-
scheme shall be highlighted. The characteristic equations of the surfaces, i.e. Eq.(4.1.65{
4.1.66), and the compatibility equations, i.e. Eq.(4.1.67{4.1.69), all show a depen-
dence on  alone. This means that the method is straight forwardly applicable to
structured and unstructured domains. The multi-directional CB-scheme is, there-
fore, an extension of the Finite Volume Method to naturally include an unstructured
ux treatment. In the next Section, a generalised approach of the MCB scheme will
be given which is applicable to any hyperbolic system of equations for incompressible
ows.
4.1.3 A Generalised Approach
In this Section, the multi-directional procedure to construct a characteristic-based
scheme is provided based on the derivation in the previous Section. This is analogous
to the generalisation that Rusanov [14] provided for the compressible version of the
MCB scheme. The advantage is that the generalised scheme can be applied to any
hyperbolic system of equations that governs incompressible ows. The procedure
can be summarised in the following points as
1. Multiply the set of governing equations with an unknown surface through the
use of the chain rule.
2. Find the local eigenvalues of the system which provides equations to solve for
the characteristic surface.
3. Find geometrical constraints so that the system of equations from the previous
step can be solved.
4. Once the characteristic surface is known, insert its solution back into the
system of equations and solve for the primitive variables which yields the
compatibility equations.
5. Solve the compatibility equations along the characteristic surface for each node
in the computational domain.
The above procedure is carried out in the following. For that, we consider a system
of equations that governs an incompressible ow. We require the system to be
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hyperbolic but make no other assumption about the shape or form of the equations.
The equation is given as
Bj @uj
@t
+
nX
i=1
@Fij
@xi
= 0; (4.1.94)
where Bj is preconditioning the system, uj is the primitive variables vector and Fij
contains the inviscid uxes. From step 1, we need to multiply the equations by an
assumed characteristic surface. We do so by multiplying it into the system using
the chain rule as
Bj duj
df
@f
@t
+
nX
i=1
dFij
df
@f
@xi
= 0: (4.1.95)
Before continuing, we bring Eq.(4.1.95) into a dierent form that will be useful in the
next step. First, we multiply by the preconditioner Bj and transform the inviscid
ux from a conservative form (Fij) to a non conservative form (aijduj), so as to
write the uxes in primitive variable form. Furthermore, we multiply by df and
express partial derivatives as @f=@t = ft and @f=@xi = fxi so that we are left with
dujft +
nX
i=1
B 1j aijdujfxi = 0: (4.1.96)
Zucrow and Homan [37] classied the derivation of the method of characteristics
into four dierent categories which are dened as a physical, purely heuristic, math-
ematical and a most rigorous mathematical approach. These dierent approaches
present dierent level of complexities but all result ultimately in the same equations.
Rusanov's derivation is situated under the most rigorous mathematical approach,
which is dierent from the route chosen here. While Rusanov used an interior op-
erator of the form duf = u  rf of which m linear combinations are found to form
the compatibility equation, we use a mix of the physical and mathematical approach
here to derive the equations. Here, m represents the number of space and time di-
mensions combined. Thus, when comparing the results of Rusanov's to the following
derivation, dierences can be observed which result, however, in the same equations
if Rusanov's approach would be used. Returning to Eq.(4.1.96), we factorise the
primitive variable as  
ft +
nX
i=1
B 1j aijfxi
!
duj = 0 (4.1.97)
and dene
T = ft +
nX
i=1
B 1j aijfxi (4.1.98)
as the coecient matrix. We have required that the system of equations we started
with is of a hyperbolic type, thus we can nd real and distinct eigenvalues for
Eq.(4.1.98). A non-trivial solution in the form of det(T ) 6= 0 can thus be written as
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det
 
ft +
nX
i=1
B 1j aijfxi
!
= 	k; (4.1.99)
for 	k, k = 1; :::; l characteristic surfaces. We only require that 	k = n u so that if
their product is zero, the vectors are perpendicular and the velocity vector lies inside
the characteristic surface. It can, however, also feature an inhomogeneous equation
for which the characteristic Mach Cone is constructed. In-fact, there will always
be a homogeneous and inhomogeneous solution for 	k which spans the dierent
characteristic surfaces. Since we require that 	k = n  u, the governing equations
can be simplied once the characteristic surface has been multiplied into the system,
see Eq.(4.1.38) and Eq.(4.1.45). Next, we compute the rank of Eq.(4.1.98) which
results in
rank(T ) = rank
 
ft +
nX
i=1
B 1j aijfxi
!
= pk(	k): (4.1.100)
We need to express the surface's derivative in terms of the normal vector for which
we can dene from geometrical considerations. The time evolution of a characteristic
surface can be written as
@f(xi)
@t
=
@f
@xi
dxi
dt
= fxi  ui = rf  u = n  u = 0 (4.1.101)
from which rf = n follows. This is always the case, even if 	k = n  u 6= 0, since
the inhomogeneous term will always become zero once the time derivative is invoked
on it. We need to compute for each characteristic surface k = 1; ::; l the quantity
sk = m  pk; (4.1.102)
where m is taken here as the number of space and time dimensions combined and
pk has been introduced as the rank of T in Eq.(4.1.100). For sk > 0, the set of
compatibility equations result from an rank-decient system. Thus, only m   sk
linear independent equations can be found for the primitive variables u. For sk = 0,
on the other hand, m linear independent compatibility equations can be found on
the characteristic surface so that a sucient amount of information is available on
just one characteristic surface. Rusanov [14] stated in his derivation that for all hy-
perbolic systems following the compressible form of the Navier{Stokes equations, all
characteristic surfaces result in a rank-decient system. Therefore, Rusanov stated
that at least a combination of two independent characteristic surfaces are required
to suciently constrain the compatibility equation. For the case of incompressible
ows, however, there exists at least one characteristic surface along which the system
is non-rank decient and all compatibility equations can be found along this surface.
The reason | as discussed in Section 4.1.2 | lies in the fact that incompressible
systems of equations have to construct an independent transport equation for the
pressure, which is simply solved for by the equation of state in the compressible
case. The equation of state does not enter the system of equations, i.e. Eq.(4.1.94)
so that the rank deciency necessarily follows. This can be stated mathematically
as
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sk =
(
8k : sk > 0; compressible
9k : sk = 0; incompressible
(4.1.103)
This shows the main dierence between the compressible and incompressible ver-
sion of the CB scheme. For the surface for which we have sk = 0, we insert the
corresponding solution of 	k into Eq.(4.1.99) and solve for the primitive variables
u. This provides the compatibility equations along the characteristic surface 	k.
As stated in the previous Section, the characteristic equations can be found through
dierential geometry considerations for which consideration as given by Zucrow and
Homan [24,37] while Delaney [25] provides a full derivation. We use the approach
put forward by Razavi et al. [17] which is somewhat more simplistic, yet more
intuitively. We start with the material derivative of the characteristic surface. Al-
ternatively, we can use Reynolds transport Theorem, Eq.(3.1.11), and set  = f for
which one obtains
@f
@t
+
nX
i=1
dxi
dt
@f
@xi
= 0; (4.1.104)
where n is the number of spatial dimensions and we made use of the fact that
u = dxi=dt. We have also found previously that
u  n = 	k: (4.1.105)
We introduce the simplication that the characteristic surface does not change in
time, rather, we construct a new characteristic surface at each time level which we
consider constant during the integration period. This is the same approach taken in
the SCB scheme, i.e. see Figure 4.2, where we assumed the characteristic line within
the Taylor-series to be linear (a constant line) and not curved. The simplications
also mean that our characteristic surface becomes a pseudo Mach cone, not a pseudo
Mach conoid, which is consistent which the classical literature on the CB scheme.
If we subtract Eq.(4.1.104) from Eq.(4.1.105), we get
nX
i=1

ui   dxi
dt

 n = 	k; (4.1.106)
which is the nal form of the characteristic surface k. The term in parenthesis may
be regarded as the relative velocity of the characteristic surface and a uid control
volume. If the term in parenthesis equates to zero, it means that the characteristic
surface has collapsed to the stream surface (or streamline) for which have seen that
u  n = 	 = 0. The term might, however, equate to a non-zero value. Consider a
horizontal ow through a channel without disturbances. A pseudo Mach cone may
emanate from any considered point in the ow which will have some vertical direction
of travel, while the velocity component of the uid is the vertical direction is equal
to zero. This is the case for the wave surface and we have u  n = 	 6= 0. Constant
characteristic lines along the surface over which the compatibility equations are valid
are found by inserting the wave angle  into the denition of the unit normal vector,
as given in Eq.(4.1.58) and repeated here for convenience
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Figure 4.11: The initial value problem of the Riemann. The initial data experiences
a discontinuous jump at x0 = 0.
n =

nx
ny

=

cos
sin

:
Rusanov [14] did not consider the characteristic equation itself and neither did
Drikakis et al. [15]. Since explicit numerical integration procedures are usually more
restrictive on the time-step based on numerical considerations (CFL number) rather
than physical time scales, the computational gain that can be achieved by removing
the characteristic equation altogether is justied by the relative small error that is
introduced. Razavi et al. [17] termed this approach a rst order scheme where the
inter-cell values which are obtained through interpolation, are used as the primitive
variables in the compatibility equation. In-fact, the characteristic equation can be
used to determine the start location of the pseudo Mach cone. Once the location is
known, the primitive variables can be interpolated to the intersection of the Mach
cone with the time level n where the x and y coordinates are determined through
the wave angle . This, using a simple central averaging, has been termed the
second-order approach by Razavi et al. [17]. In this work, the rst-order approach
is favoured over the second-order approach to have a fair comparison between the
SCB and MCB scheme.
4.2 The Riemann Problem for Incompressible Flows
There are two distinct areas which have to be discussed separately when dealing
with the Riemann problem; the Riemann problem itself and the particular Riemann
solver used to obtain a solution.
The Riemann problem, for a set of hyperbolic equations, is simply dened as an
initial value problem for which the initial data q(x; 0) is given by
q(x; 0) =
(
qL for x < x0
qR for x  x0
: (4.2.1)
Here we have qL 6= qR and x0 is some location along the x axis, commonly taken
as x0 = 0. The initial prole is shown in Figure 4.11. The solution to the Rie-
mann Problem (RP) is obtained by a Riemann Solver (RS). There are exact and
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Figure 4.12: The dierent philosophies behind the Riemann problem/solver and the
method of characteristics.
approximate RS, both of which can be applied to linear and non-linear system of
hyperbolic equations. As has been stated in Section 2.2, exact RS are not as com-
putational ecient as approximate RS, despite having a higher accuracy. The eld
of CFD makes almost exclusive use of approximate RS and so the discussion in the
following Sections is limited to those. The main idea and philosophy behind the RS,
however, shall be reviewed here.
To begin with, the solution to the Riemann problem is not that dierent to the
method of characteristics. This is illustrated in Figure 4.12. Some initial prole
q(x; 0) = q(x; t1) is advected along the x axis using the hyperbolic advection equa-
tion for a one-dimensional case. At some time t2, the initial prole of q(x; t1) has
shifted the prole by some distance x = t, where  is the characteristic velocity.
This is also shown by transferring values at some predened locations (which could
coincide with the computational mesh) of the initial and advected prole at times
t1 and t2, respectively, from the x; q into a x; t diagram. The dashed lines indicate
which point is tracked and to which time level it corresponds. In the x; t diagram,
the characteristics emerge as the trace of those points.
As discussed at length in Section 4.1 and explicitly shown for the advection equation
in Appendix A, the method of characteristics seeks those characteristics throughout
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Figure 4.13: The general solution to the Riemann problem.
the domain and tracks them from an initial set of computational nodes through
time, either in a forward or backward manner. Compatibility equations are derived
which are only valid along those characteristics and so if the solution at a specic
point in space is sought, a characteristic line needs to be placed through that point
along which its own compatibility equation would result in the desired values for
the primitive variables.
The solution to the Riemann problem is a more general case. Returning to Fig-
ure 4.12, on the left the above described procedure is shown for the method of
characteristics and on the right for the solution of the Riemann problem. By def-
inition, the Riemann problem consists of a discontinuous jump in the initial data
and it is this jump which is tracked by a Riemann solver. To obtain values across
the jump, two regions are dened as RL and RR. There are two regions, or states,
which exist in this particular example, left or right of the characteristics. These
are indicated by the subscripts. For any given point in time and space, it is thus
possible to give a solution to the Riemann problem. Using the x; t diagram shown
in Figure 4.12 in the bottom right, it is possible to determine in which region the
current pair of x and t is in. For example, if the pair of x; t evaluates to be in
region RL, then the solution is simply qL which is obtained from the initial data, see
Eq.(4.2.1). Analogously, if x; t evaluates to be in RR, then the solution would be
qR. The basic dierence between the method of characteristics and Riemann solvers
is thus that for each point where a solution is required, characteristics need to be
placed through these points to obtain values through a compatibility equation at
that point while the Riemann solver is tracking the discontinuous jump so that it
can naturally dierentiate between regions left and right of the jump. The method
of characteristics does not know where it is in the ow, i.e. if it is left or right of
the jump (if in-fact a jump is present), so without that knowledge, each point in
the domain needs to be treated explicitly. However, even if there is no jump, the
method of characteristics still works.
This discussion has been for a very simplied problem, however, the governing equa-
tions for uid dynamics are more challenging. In-fact, the eigenvalues are imma-
nently linked to the characteristics and have been found in Section 4.1.1, Eq.(4.1.16{
4.1.18) for the AC method. These are all distinct and real eigenvalues which renders
the system hyperbolic. This is schematically shown in Figure 4.13 for three distinct
4.2. THE RIEMANN PROBLEM FOR INCOMPRESSIBLE FLOWS 73
 2  1   1  2
x
t
numerical data physical data
Figure 4.14: A physical smooth prole is represented through discontinuous data in
a numerical nite volume framework. The local Riemann Problem can be solved for
each cell face to obtain the uxes across the cell.
characteristics 1, 2 and 3. Since there are more than a single characteristic divid-
ing line, the number of states has also increased. Furthermore, since the governing
equations to uid mechanics are non-linear, the states, or regions, are not necessarily
constant anymore. That is, it is not possible to map a value from the initial solution
to one of the states for a given pair of x; t, rather, equations for each state have
to be developed, much like the compatibility equations along the characteristics,
which are only valid inside the region it has been derived for. The challenge in the
Riemann Solver now becomes to transform the available data in physical space into
the x; t state space so that an appropriate set of equations can be applied to the
data to obtain the solution to the Riemann problem.
Godunov [3] introduced the idea that if a set of discretised data (for example the
solution obtained through a nite volume procedure) exhibits local discontinuities
in its data set (in the context of nite volume methods, this would be at the cell
interfaces), then a local Riemann problem can be solved for each discontinuity to
obtain a highly accurate solution. This is shown in Figure 4.14, where a physical
(blue), continuous signal is computed through a nite volume approach (with a col-
located mesh arrangement). The values of the primitive variables inside the control
volume are constant and shown in red. At each cell interface, the solution makes
a discontinuous jump so that numerical shock waves emanate from these locations
(shown as dashed lines). The Godunov procedure requires the solution of a Riemann
problem (through either an exact or approximate Riemann solver) and higher-order
interpolated variables at the cell interfaces from both the left- and right-hand side.
The gain of this rather elaborate and complicated procedure is a highly accurate
and physical treatment of the convective ux term.
In the next Section, the approximate Riemann solver of Rusanov is introduced and
it is shown how it can be combined with the multi-directional CB scheme.
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4.2.1 The Method of Rusanov
Rusanov [68] put forward a paper in 1961 presenting a nite dierence scheme
to capture shock waves in various geometrical domains. He referred to it as the
\through" scheme in which the actual discontinuity can be ignored but used to
determine changes in physical parameters. Davis [115] later showed that with an
appropriate set of characteristic wave speeds, i.e. those that are responsible for the
propagation of the characteristic waves, see Figure 4.13, Rusanov's scheme can be
shown to be of the simplest, rst-order, Riemann solver type. Davis also showed that
the Lax-Friedrich scheme can be equivalently transformed into a Riemann solver.
The form of the dierencing scheme introduced by Rusanov and adopted in this
work is
F(u)i+1=2 =
1
2
[F(u)R + F(u)L]  S
+
2
(uR   uL) : (4.2.2)
This is the one-dimensional representation of the Rusanov ux at the cell interface
i + 1=2 where the uxes are denoted by F(u)k, the primitive variables by uk and
k = L;R indicates the left- or right-sided interpolation of the uxes and primitive
variables. When we compare Eq.(4.2.2) with Eq.(4.1.7), which showed the Taylor-
series expansion backwards in time for the SCB scheme, we can see in mathematical
form what has been discussed in the previous Section. In the SCB scheme, charac-
teristic lines enter the time derivative (and for that matter characteristic surfaces
enter the governing equation using the MCB scheme) which are represented by the
second term in Eq.(4.1.7). In the same way, the Riemann solver given in Eq.(4.2.2)
consists of a standard ux interpolation at the interface which is given by the rst
term and then a second term that is multiplied by some characteristic velocity. This
velocity is based on the local eigenvalues and bears resemblance to  as introduced
in Section 4.1.1 and 4.2. The discontinuity which can be found at the interface, i.e.
uR   uL is thus scaled by the local eigenvalues through S+. The particular form of
S+ will be discussed in Section 4.2.2 and 4.2.3. Therefore, the characteristic-based
approach consists of tracking characteristic lines through the domain in time while
the Riemann solver i simply concerned with the uxes on the either side of a discon-
tinuous signal. This narrative is in accordance with Figure 4.12 and its discussion.
Furthermore, if no discontinuity exists at i + 1=2, the Riemann solver reverts to a
classical second-order ux interpolation scheme.
In order to combine Eq.(4.2.2) with the MCB scheme, the MCB scheme has to be
solved twice, once using uR and another time for uL so to produce two independent
left and right characteristic state variables, i.e. Eq.(4.1.86{4.1.87) and Eq.(4.1.93).
To do so, the primitive variables uj with j = 1; 2; 3; 4 are set to either u
L
i+1=2 or
uRi+1=2, see Section 5.3.2 for how to obtained the left- and right-sided interpolated
values. These characteristic primitive variables can then be used to dene two char-
acteristic uxes and nally to compute the ux based on the Riemann solver using
Eq.(4.2.2).
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4.2.2 Single-Directional Closure
In this Section, we address the closure of Davis [115] to approximate the signal
velocities. Toro [71] argued that these approximations are simple in nature and
should not be used for practical computations. However, the critique is aimed
at the compressible equations and Drikakis and Rider [72] showed that these are
indeed valid and useful approximations for the incompressible case. Based on Davis'
suggestions, the signal velocity for the Rusanov RS can be obtained as
S+ = max
jA L j; jA Rj; jA+L j; jA+Rj	 ; (4.2.3)
with
A L = uL  
q
u2L + =; (4.2.4)
A R = uR  
q
u2R + =; (4.2.5)
A+L = uL +
q
u2L + =; (4.2.6)
A+R = uR +
q
u2R + =: (4.2.7)
Here, u = (u; v)T is the velocity vector where the indices L;R indicate that the left-
or right-sided interpolation of the velocity components is to be taken. Eq.(4.2.3)
is valid separately for both the x and y direction. However, no intermediate state,
i.e. between the x and y direction is possible. Therefore, it is termed the single-
directional closure for the Riemann problem, to be consistent with the naming con-
vention used in the CB schemes.
4.2.3 Multi-Directional Closure
The single-directional closure can be easily extended to the multi-directional closure
of the Riemann problem. There are two possible routes that can be taken. The rst
one consists of extending the denition of the Riemann solver to a multi-directional
state, which would be similar to the development of the MCB scheme based on
its single-directional counterpart. This development has commenced for Riemann
solvers in the compressible literature, see for example [97{99]. The second approach
is to extend the Riemann solver in a geometrical sense in which only the wave speeds
are considered to be multi-directional while the Riemann solver itself is still single-
directional. Since the multi-directional nature is provided through the MCB scheme,
it does not need to be provided by the Riemann solver as well. The geometrical
extension to the wave speeds is, however, required so that the Riemann solver can
be used for any wave directions in conjunction with the MCB scheme.
The denition of the signal velocities, i.e. Eq.(4.2.3) are still valid as these work
on vector quantities. The aim is to combine the velocity components into a single
expression which, for the limiting case in which the signal velocities propagate along
either the x or y axes recover the same result as the single-directional approach
but which is also able to detect intermediate states, i.e. those where the signal
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Figure 4.15: The propagation of three arbitrary signal velocities whose locus coin-
cides with the pseudo Mach cone.
velocity is propagating at an angle to the x and y axes. Figure 4.15 presents the
case for three, arbitrarily selected signal velocities propagating from the centre of
the interface between cell i and i + 1. The locus of the innite number of signal
velocities, all propagating at the same magnitude, coincide with the pseudo Mach
cone, which is indicated in Figure 4.15. The equation for the pseudo Mach cone has
been derived in Section 4.1.2 as Eq.(4.1.64) which is repeated below for convenience
u  dx
d

cos+

v   dy
d

sin =

n
:
The equation was split along the dx=d and dy=d characteristics which resulted in
the two equations for each direction as
dx
d
= u  
n cos
;
dy
d
= v   
n sin
:
The selection of  xes the direction in which the characteristics are considered.
However, as was pointed out in Section 4.2, the solution of the Riemann problem
is simply the tracking of the initial discontinuity through a characteristic. Due to
this close relation of the Riemann problem with the characteristics, it is tempting
to extract the multi-directional feature from the characteristics and to feed it into
the solution of the Riemann problem. By analysing the process by which the char-
acteristic equations along the pseudo Mach cone were derived, a similar procedure
can be used to go from a set of equations for signal velocities in separate equations
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to a single equation, containing all possible directions of . To do so, the velocity
vector u simply needs to be multiplied by the unit normal vector which has been
introduced in Eq.(4.1.58). Thus, it is found that
u  n =

u
v



cos
sin

= u  cos+ v  sin: (4.2.8)
Using Eq.(4.2.8), the coecients in Eq.(4.2.4{4.2.7) thus become
A L = uL cos+ vL sin 
p
(uL cos+ vL sin)2 + =; (4.2.9)
A R = uR cos+ vR sin 
p
(uR cos+ vR sin)2 + =; (4.2.10)
A+L = uL cos+ vL sin+
p
(uL cos+ vL sin)2 + =; (4.2.11)
A+R = uR cos+ vR sin+
p
(uR cos+ vR sin)2 + =: (4.2.12)
which can be used in Eq.(4.2.3) to obtain the signal velocity S+. In analogy to
the multi-directional CB scheme, this approach is termed the multi-directional clo-
sure for the Riemann problem. The inclusion of Eq.(4.2.9{4.2.12) into Rusanov's
Riemann solver provides a consistent multi-directional Godunov-type framework in
conjunction with the MCB scheme.
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Chapter 5
Numerical Discretisation
Procedure
The following chapter will outline the numerical discretisation procedures involved
in solving the governing equations derived in Chapter 3. Since all equations are dis-
cretised using the nite volume method, a brief introduction to the method will be
provided along with numerical considerations applicable to the chosen data struc-
ture. The numerical approximation and integration schemes are discussed and the
Chapter is closed with a review of the boundary conditions that are employed.
5.1 The Finite Volume Method
In their inuential 1928 paper, Courant, Friedrich and Levy [116] rst used what can
now be considered the nite dierence method to solve partial dierential equations.
References exist that show that the method was used even earlier, but the authors
were the rst to put the method into a computationally useful framework. They
used the wave and Laplace equation to solve a 2D domain with a ve-point stencil
and derived a stability condition | nowadays known as the CFL condition | that
showed under which conditions a stable solution can be obtained. From that point
on, especially during the advancement of computational power and the need to solve
partial dierential equations for real world and complex problems, dierent avours
of the nite dierence method were developed which eventually branched o into
their own respective framework. Thomee [117] provides an historical account of the
development of the nite dierence method, starting with the paper of Courant et
al., to the development of the nite element method which rst appeared under
that name in Clough [118] which is based on works of Lord Rayleigh [119, 120]
and Ritz [121]. The nite volume method emerged as another alternative alongside
collocation, spectral and boundary element methods, however, in the context of
computational uid dynamics, the nite volume method became the preferred choice
due to its natural alignment and properties for uid dynamics. The method has
conservative and consistent properties, meaning that a quantity given into a system
is conserved and that for a vanished mesh and time step size the truncation error
approaches zero and the solution of the original equation is recovered. In essence,
the nite volume methods integrate each term inside a dierential equation, for
79
80 CHAPTER 5. NUMERICAL DISCRETISATION PROCEDURE
1 2 3 4
Figure 5.1: A one dimensional domain for a simple nite volume calculation. Open
disks represent boundaries and closed circles internal nodes.
example, the term @=@x could be approximated byZ
V
@
@x
dV =
@
@x
V: (5.1.1)
Using Gauss' Theorem, we could write the equation in a dierent formZ
V
@
@x
dV =
Z
A
  ndA =
X
faces
  n: (5.1.2)
Consider Figure 5.1, where a simple one-dimensional domain is shown and consider
the approximation of the derivative as above. Applying the derivative to each com-
putational nite volume, i.e. the elements shown with dashed lines, we can write,
using Eq.(5.1.2) and noting that the normal vector is positive for element in the
right direction and negative in the leftZ
CV1
@
@x
dVCV1 +
Z
CV2
@
@x
dVCV2 +
Z
CV3
@
@x
dVCV3 +
Z
CV4
@
@x
dVCV4 =
@
@x
VCV1 +
@
@x
VCV2 +
@
@x
VCV3 +
@
@x
VCV4 =X
faces
(  n)ACV1 +
X
faces
(  n)ACV2 +
X
faces
(  n)ACV3 +
X
faces
(  n)ACV4 =
(+1^   1^)ACV1 + (+2^   2^)ACV2 + (+3^   3^)ACV3 + (+4^   4^)ACV4 : (5.1.3)
Here, we assume that the i^ values are interpolated values from the locations at
which the variables are stored, i.e. here i = 1; 2; 3; 4 and that the sign indicates the
left and right hand side interpolated values at the cell interface. Since the area is
constant across all elements, we can divide by it. Furthermore, noting that the left-
and right-sided interpolation at an interface are equal (assuming no interpolation
error), then we have +i^ =   ^i  1. Thus, we can write Eq.(5.1.3) as
   1^ + +1^ +  2^ + +2^ +  3^ + +3^ +  4^ + +4^ =
   1^ + +1^    2^| {z }
=0
++2^    3^| {z }
=0
++3^    4^| {z }
=0
++4^ =
+4^    1^: (5.1.4)
The values of +4^ and  1^ are those that we pass in on the right and left side,
respectively. Ignoring for the moment that the boundary conditions are applied at
node 1 and 4 (Figure 5.1 can be considered to consist of only internal volumes), we
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see that the quantity passed in to the domain on both sides is conserved, i.e. that
the numerical discretisation procedure did not add any extra terms. The derivation
is similar if node 1 and 4 are considered boundary nodes but the outcome is the
same. This is the conservative property of the nite volume method.
The solution to the Euler equation turned out to be particularly dicult to capture
using classical nite dierence schemes due to the non-linear term that allowed for
shock waves, and thus discontinuous proles to develop. The nite dierence method
uses approximations to derivatives at discretised points in space and so a disconti-
nuity would result in an innitely large derivative. The nite volume method, on
the other hand, looks at the conservation of physical quantities inside nite control
volumes as described above, which may have a discontinuous cell interface. Fur-
thermore, the nite volume method is also directly applicable to unstructured grids,
which is not the case for the nite dierence method. Thus, its alignment with con-
servation laws and ease of handling of complex geometries has made it the standard
method for computational uid dynamics applications which is used in this work.
In the following, it is not intended to give a comprehensive overview of the nite
volume method, rather the aspects of the methods are highlighted which are used
to discretise the equations. An excellent overview of the nite volume method for
incompressible ows can be found in the book of Versteeg and Malalsekera [6]. Ad-
ditional information may be obtained from the book of Ferziger and Peric [122]. The
book of Patankar [100] may be used as a general introduction to the nite volume
method which, however, focuses only on the SIMPLE algorithm. The lecture script
of Murthy [123] provides another excellent reference to the nite volume method
focusing on unstructured solver development while the book of Drikakis and Rider
provides high-resolution methods for incompressible ows. The advanced reader
may wish to consult the books of Hirsch [124, 125] for advanced topics, especially
for stability analysis. For compressible ows, the book of Blazek [126] provides
an excellent introduction to the nite volume method for structured and unstruc-
tured solver development. Advanced topics are covered by Toro [70], focusing on
RSs, and LeVeque [127,128], focusing on high-resolution schemes and methods. For
nite volume mesh specic considerations, especially the storage and handling of
unstructured grids, the reader is referred to the book of Lohner [129].
5.1.1 Discretisation of First-order Derivatives
The discretisation of the inviscid uxes of the Navier{Stokes equations contain rst-
order derivatives. In the previous Section it was stated, that any derivative can be
integrated over a nite volume which yieldsZ
V
@
@x
dV =
@
@x
V: (5.1.5)
Additionally, using the Gauss Theorem we already saw that the volume integral can
be transformed into a surface integral which provides the conservative nature of the
method. It is stated below for completeness as
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Figure 5.2: A typical computational control volume with its nomenclature (left) and
the location of the inter-cell faces (right).
Z
V
@
@x
dV =
Z
A
  ndA =
X
faces
  n: (5.1.6)
Here, the normal vector is pointing outward of a control volume and is normal to the
inter-cell surface. The quantity  needs to be interpolated to the face which connects
control volumes so that it is available on the surface. Appropriate interpolation
schemes will be reviewed in Section 5.3. For a two-dimensional ow, the surface
area has to be taken per unit length as the surface reduces to a line element. On a
Cartesian mesh, Eq.(5.1.6) can be written in an explicit form asZ
V
@
@x
dV =
X
faces
  n = i+1=2;jy   i 1=2;jy (5.1.7)
for the x-direction andZ
V
@
@y
dV =
X
faces
  n = i;j+1=2x  i;j 1=2x (5.1.8)
for the y-direction. Here, x and y are the line elements representing the surface
area and the indices i1=2 and j1=2 represent the east, west, north and south cell
interface, respectively. This computational cell is also depicted in Figure 5.2 on the
left while the inter-cell interface location is shown on the right for a one-dimensional
case. Here, the control volume has been constructed around the node where the
primitive variables are stored and the computational mesh, as in Figure 5.1, has
been omitted for clarity.
5.1.2 Discretisation of Second-order Derivatives
The discretisation of a second-order derivative is obtained analogous to the rst-
order case where a derivative of the derivative is taken. In the x-direction, we have
Z
V
@
@x

@
@x

dV =
Z
V
 
@
@x

i+1=2
   @
@x

i 1=2
x
dV =
Z
V
i+1 i
x
  i i 1
x
x
dV =
i+1   2i + i 1
(x)2
V: (5.1.9)
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As can be seen from Eq.(5.1.9), for a Cartesian grid, the classical nite dierence
form of a second-order derivative is recovered using the nite volume approach.
Thus, the second order derivative is discretised for a two-dimensional ow asZ
V
@
@x

@
@x

dV =
i+1;j   2i;j + i 1;j
(x)2
V (5.1.10)
in the x-direction and asZ
V
@
@y

@
@y

dV =
i;j+1   2i;j + i;j 1
(y)2
V (5.1.11)
in the y-direction.
5.1.3 Data Structure for Cartesian Solvers
The particular data structure approach that is chosen dominates the nite volume
discretisation procedure, as discussed above, but also how boundary conditions are
implemented and data is stored. In the current work, a simplistic multi-block Carte-
sian solver is developed where multiple blocks can be interfaced with one another to
build up more complicated domains. The underlying grid, however, is assumed to be
Cartesian and thus the domains are restricted to rectangular shapes. The standard
benchmark cases which are considered in this work are, however, all rectangular in
nature and thus a simple data structure may even provide a computational advan-
tage. For storing data on a computational mesh, there are two main categories,
collocated and staggered grids. In collocated grid arrangements, all primitive vari-
ables are stored locally at the same node whereas the staggered approach constructs
makeshift grids for each primitive variable, i.e. velocity and pressure, which is stored
on their own respective grid. Thus, the ow variables are not stored at the same loca-
tion and interpolation is required if the information is needed at a specic point. The
advantage of the staggered approach is that the velocity and pressure are available
at the locations where the equations are discretised. Thus, the velocity-pressure de-
coupling problem is removed and a stable solution obtained. The decoupling usually
results in a smooth velocity but oscillating pressure eld. Staggered grids are cum-
bersome to implement due to their multiple mesh level structure. Simple textbook
examples are, however, usually provided using a staggered approach in conjunction
with the SIMPLE algorithm, see [6, 100,122]. The collocated approach did initially
introduce the pressure-velocity decoupling eect, which is however not a property
of collocated mesh themselves. Around the time when the SIMPLE algorithm was
introduced, in 1972 [20], the central scheme was still a popular and easy to imple-
ment scheme of second-order. The numerical scheme revolution driven by Harten
was still a decade away. Rather than changing the numerical schemes, researchers
opted to change the discretisation procedure and so the staggered grid was born. In
1983, Rhie and Chow [130] introduced a correction to their numerical scheme, by
considering a central like scheme which further introduced one additional upwind
node in their scheme. Thus, the scheme gained transportiveness through the scheme
and the pressure-velocity decoupling could be avoided. Essentially, their scheme rep-
resented a third-order accurate reconstruction procedure and over time it became
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Grid Lines
CV
Node
Figure 5.3: Computational mesh arrangements for a collocated cell centred grid
(left) and vertex centred grid (right).
accepted knowledge that the convective ux term in the Navier{Stokes equations
require interpolation schemes with an odd-order (1st; 3rd; 5th::: order). In-fact, the
rst-order upwind scheme did not show the same numerical induced issues which
was, however, discarded due to its dissipative nature and rst-order of accuracy.
With the emergence of the Rhie{Chow correction and higher-order schemes, collo-
cated grids gained popularity again due to their simplicity. There are two ways in
which collocated grids can be arranged on a computational mesh which are shown
in Figure 5.3. On the left side, the classical nite volume approach is shown in
which the control volume is identical to the grid cell. The primitive variables are
stored at the cell centre and thus is sometimes also known as a cell centred or node
centred grid. In this approach, the cell centre needs to be constructed since it is
not provided by the computational mesh. The vertex centred approach shown on
the right stores the primitive variables at the intersection of grid lines. The ad-
vantage is that no additional nodes need to be created but the control volume is
not dened. In either approach, some additional quantities need to be calculated.
The vertex centred approach oers some computational advantages for unstructured
mesh approaches [126] and furthermore allows the imposition of Dirichlet boundary
conditions directly. Since no information of the primitive variables on the bound-
aries are available in the cell centred approach, boundary conditions can only be
imposed implicitly. Therefore, the vertex centred approach is chosen for the solver's
data structure.
The implementation of boundary conditions in particular is shown in Figure 5.4.
Here, the storage location of the primitive variables coincides with the physical
boundary. Thus, to impose Dirichlet boundary condition at node i, we have
i = BC : (5.1.12)
Similarly, the Neumann condition can be directly satised on the boundary as
@i
@n
= BC : (5.1.13)
In Figure 5.4, the domain extends in the positive x-direction so that all cells shown
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Figure 5.4: Grid arrangement for the implementation of boundary conditions.
to the left of the physical boundary are ctitious, or ghost cells. The cells are
populated based on constraints to ensure that the boundary conditions are satised.
In this way, the spatial loop inside the solver does not need to take special care of
the boundaries and a simplied data structure is obtained. Furthermore, the spatial
accuracy of the numerical scheme is retained at the boundaries and only limited by
the order of accuracy by which the ghost cell values were obtained.
If the boundary condition is a Dirichlet type, then the ghost cells to the left are
obtained through extrapolation as
i = BC =
i+1 + i 1
2
)
i 1 = 2BC   i+1: (5.1.14)
If the boundary condition, on the other hand, is of a Neumann type, then the ghost
cells are populated as
BC =
@i
@n
=
i+1   i 1
2n
)
i 1 = i+1 + 2BCn: (5.1.15)
In the special case that BC = 0, Eq.(5.1.15) further reduces to
i 1 = i+1: (5.1.16)
For cases where more than one ghost cell is involved, the procedure can be gen-
eralised, for example, the Neumann condition for the second ghost cell becomes
i 2 = i+2 and in a similar manner, the Dirichlet condition is adjusted to a higher
number of ghost cells.
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Open Boundary (Inlet / Outlet / Periodic)
Figure 5.5: Possible boundary conditions in domain.
5.2 Boundary Conditions
In this Section, the most common boundary conditions are briey reviewed which
are implemented into the solver. It may be seen as stating the obvious, however,
the author feels that boundary conditions in general are poorly covered in reference
books and thus require full documentation to remove ambiguity. These boundaries
are shown illustrative in Figure 5.5 and will be elaborated on in the following.
5.2.1 Solid Boundaries (Walls)
Solid boundary conditions are impermeable walls which the ow cannot penetrate.
Due to the slip condition at the wall, the velocity components taken at the wall
are equal to the wall velocity. For a stationary wall, the velocity is set to zero.
The pressure is usually not known but not equal to zero, thus, a Neumann type
boundary condition is imposed at the wall. In Figure 5.5, the solid wall is shown on
the bottom as a solid line. The velocity boundary conditions thus become
u = wall;u; (5.2.1)
v = wall;v: (5.2.2)
The pressure boundary conditions, for simplicity considering a one-dimensional ow,
can be derived from the scalar momentum equation as
@u
@t|{z}
=0
+u
@u
@x|{z}
=0
=  1

@p
@x
+ 
@2u
@x2| {z }
6=0
: (5.2.3)
The unsteady term is zero as the velocity is specied on the boundary as a Dirichlet
type as in Eq.(5.2.1) and Eq.(5.2.2). The convective term is multiplied by the
velocity and thus turns to be zero. The diusive term, however, does not vanish
and so the pressure Neumann boundary condition becomes
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1

@p
@x
= 
@2u
@x2
(5.2.4)
Comparing Eq.(5.2.4) with Eq.(5.1.13), we can see that BC = (@
2u=@x2). For
ows outside the Stokes regime, i.e. where convection dominates, it is usually ap-
propriate to neglect the diusive uxes at the solid boundary and thus it is common
to set BC = 0. The same approach has been adopted in the current work.
5.2.2 Open Boundaries (Inow / Outow)
Open boundaries are probably one of the most underestimated and still open chal-
lenges in the eld of uid dynamics. In 1994, a mini-symposium on open questions
and challenges for open boundary conditions was held at the sixth and seventh in-
ternational conference on numerical methods for laminar and turbulent ow and is
summarised by Sani and Gresho [131]. They provided four test cases, the backward
facing step with and without heat transfer, vortex shedding past a circular cylin-
der and a Poiseuille{Benard channel ow. All ows were considered to be laminar
and the both steady and unsteady simulations were of interest. Furthermore, two
congurations were given for the domain in question, the rst placed the outow
boundary suciently far away so as to not disturb the ow while the second do-
main was made intentionally much shorter. For example, the short domain for the
cylinder saw the outow boundary only four diameters downstream of the cylinder
itself. In this region, the von Karman vortex street is still developing. The results
were best summarised by Sani and Gresho saying that \it has been an exercise in
frustration and we are not thrilled with the results obtained" [131, p. 1007]. In-fact,
the very problem with open boundaries is that they simply do not exist in real life.
Each system is connected through some form with any other system. To study a
singular system numerically, though, it becomes necessary to truncate the system's
boundaries from the reservoir it is connected to. In practical terms that means that
we have to specify boundary conditions at the interface with the reservoir.
At the macro-scale, an ill-posed open boundary, especially at the outlet, may distort
the ow and convergence issues are encountered. At a much smaller scale, however,
the problems become more dominant and the physical consequence of truncating the
domain becomes apparent. In molecular dynamics simulations, one solves Newton's
second law for each atom for which their statistical movement may be evaluated.
For a channel ow, it is common to impose periodic boundary conditions so that
atoms leaving the domain enter them at the inow and vice versa. The ow may
be left to itself or imposed with an external force to initiate movement. If, however,
one wishes to impose true inow and outow boundaries, one is faced with two main
problems. At the inow, the atoms that are entering the domain do not have the
same number of neighbour atoms as in the centre of the domain since there is no in-
teraction beyond the truncated domain to evaluated inter-atomistic forces. This can
amount for up to 30{40% of inter-atomistic forces [132]. Secondly, each atom that
enters the domain will change the energy level and so should ideally be placed at an
energy level which is required to conserve the overall energy. The former problem
can be circumvented by using a feedback loop where a controller is inserting atoms
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which in turn is driven by a sensor. The sensor is measuring the ow properties
and feeds that information to the controller which is then inserting particles in a
way to conserve overall energy, momentum and mass [133]. The latter is especially
problematic in multi-scale simulations, where molecular dynamics is coupled with
the Navier{Stokes equations to resolve much larger domains. Here, the so-called
USHER algorithm [134] may be used to insert particles only at portions so as to
not violate the conservation of energy. Further development is also highlighted by
Delgado-Buscalioni [135].
This excursion to the micro-scale showed that there are much deeper and funda-
mental issues associated to imposing open boundaries. This serves as a reminder
that our current boundary conditions may only work if they are placed suciently
far away from anything of interest. That being said, an open boundary condition
where ow enters the domain (inow) is usually not dicult to impose. In Figure 5.5,
the primitive variables for the inow are set as
u = IN ; (5.2.5)
v = 0; (5.2.6)
@p
@n
= 0: (5.2.7)
For open boundaries where ow exists the domain (outow), there is an array of
options available to choose from. The particular set of boundary conditions chosen
in this work is given as
@u
@n
= 0; (5.2.8)
@v
@n
= 0; (5.2.9)
p = 0: (5.2.10)
A word of caution is in order here. For the velocity component which is tangential
to the outow, a Neumann-type boundary condition is usually sucient. Specifying
an absolute value, i.e. a Dirichlet-type boundary condition, is, according to Sani and
Gresho, a poor choice. The reason the pressure uses a Dirichlet condition here is that
a fully Neumann-type boundary condition has been observed to dissipate energy for
some portion of the domain. Furthermore, if the pressure is not prescribed in at
least one cell, the fully Neumann problem is ill-posed and leads to a singular matrix.
Imposing the pressure in one cell has been proven to be also not successful as it can,
depending on the location of the reference cell, cause the ow to severely change its
ow pattern. For example, for the lid driven cavity problem placing the reference
cell in one of the bottom corners results in a singular outow at the corner which
removes the vortical structure. Thus, prescribing the pressure over the entirety of
the outow domain removes the problems with the pressure but introduces another
issue; it introduces pressure wave reections at the boundaries. This is especially a
problem with elliptic-type methods where the pressure waves are propagated through
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the entire domain instantly. Sani and Gresho also discussed the role of the normal
velocity component at the outow and stated that neither a Dirichlet, Neumann
(regardless if the pressure is prescribed entirely or just through a reference cell) nor
an advection equation-like boundary condition are valid choices. In essence their
argumentation highlights that there are no valid outow boundary conditions but
some conditions are still required to be able to simulate the governing equations.
It has been found that the above given boundary conditions work best for all cases
that are tested in this work but it should be noted that more advanced boundary
conditions can be imposed.
5.2.3 Periodic Boundaries
Periodic boundary conditions are the simplest of all and it is probably even confusing
to label them as boundary conditions as their very intention is to mimic a ow where
no boundaries are present. To impose periodic boundaries in Figure 5.5, consider
the east and west face, i.e. the two dashed lines on the left and right. The primitive
variables are simply copied from the respective face to the other so that we have
ueast = uwest; (5.2.11)
veast = vwest; (5.2.12)
peast = pwest; (5.2.13)
and similarly for the west face. If the boundaries are set apart far enough, the
inuence of the periodicity on the ow is not felt. At the same time, the periodicity
also implies that the ow pattern prevails for the entirety of an innite domain,
which is also non-physical. This assumption would hold only for a homogeneous
domain which is rarely, if ever, the case. To study simplistic domains, or the decay
of turbulence, though, this particular set of boundary conditions has proven to be
an eective tool to investigate uid dynamics without the need to resolve physical
boundaries, which usually induce anisotropic patterns and thus simple models, for
example analytical solution, which are used to describe such ows are no longer valid.
Periodic boundaries have a right of existence but need to be used with caution.
5.2.4 Symmetry Boundaries
Symmetry boundary conditions are, like periodic boundaries, an example of numer-
ical boundary conditions that simply exist to reduce computational complexity but
have no real counterpart in the physical world. Symmetrical boundary conditions
approach solid boundary conditions in the limit of an innitely smooth surface.
Therefore, the normal velocity component is still equal to zero while the tangential
velocity component, in absence of surface roughness, is unknown and thus turns to
be a Neumann type boundary condition. The pressure is untouched and can be
solved in the same way as the solid boundary case. The primitive variables thus
become, for the symmetry condition given in Figure 5.5
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u =
@u
@y
; (5.2.14)
v = 0; (5.2.15)
p =
@p
@y
: (5.2.16)
5.3 Numerical Schemes
The nal part of the numerical discretisation procedure concerns the numerical
schemes that are being used. We will show the two schemes which are employed
through the study, a third-order polynomial discretisation scheme which does not
contain any high-resolution scheme properties such as transportiveness or conser-
vativeness, and a simple second order scheme with articial dissipation. The latter
scheme is merely given as a reference solution as it has been widely used in the
literature and it is possible to benchmark the dierent CB schemes and RS ap-
proaches against a classical, well documented scheme. The scheme is modied to
handle velocities close to the machine accuracy, where the pressure sensor may treat
numerical oscillations as discontinuities which cause numerical oscillations.
5.3.1 Central Scheme with Articial Dissipation
We rst focus on the central scheme with articial dissipation and show the modi-
cations necessary to treat low velocity ows. The scheme was introduced by Jameson
et al. [10] where the authors presented a simple extension to the central scheme. We
consider here the east face of the control volume for which the scheme is written as
i+1=2;jy =
i;j + i+1;j
2
 Di+1=2;j: (5.3.1)
Here, Di+1=2;j represents the necessary articial dissipation which is added to the
central scheme and given by
Di+1=2;j = 
S
i+1=2;j
h

(2)
i+1=2;j(i+1   i)  (4)i+1=2;j(i+2   3i+1 + 3i   i 1)
i
:
(5.3.2)
The property  is the sum of spectral radii of the convective ux Jacobians [126]
which is given for two-dimensions as
Si+1=2;j = 
I
i+1=2;j + 
J
i+1=2;j: (5.3.3)
The individual components are interpolated to the cell face as
I;Ji+1=2;j =
1
2

I;Ji;j + 
I;J
i+1;j

(5.3.4)
while they are solved as
I;Ji;j = (u
? + s)A: (5.3.5)
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Here, u? is the normal velocity component to the inter-cell face which has a surface
area of A, while the articial speed of sound is given by s =
p
u2 + =. See also
Section 3.3.1 for more details. The coecients 
(2)
i+1=2;j and 
(4)
i+1=2;j are found, in turn,
as

(2)
i+1=2;j = k
(2)max (	i;j;	i+1;j) ; (5.3.6)

(4)
i+1=2;j = max
h
0;

k(4)   (2)i+1=2;j
i
: (5.3.7)
The property 	 is referred to as the pressure sensor which is dened as
	i;j =
jpi+1;j   2pi;j + pi 1;jj
pi+1;j   2pi;j + pi 1;j ; (5.3.8)
which has been introduced so that the scheme can distinguish between smooth
and discontinuous parts of the ow. For incompressible ows, discontinuities are
not as much of a problem as for compressible ows, however, discontinuities can
still arise, for example, in multiphase ows at the phase-separating interface. The
pressure sensor is used to drive the scaling factors 
(2)
i+1=2;j and 
(4)
i+1=2;j. These, in
turn, determine the amount of articial dissipation given to the numerical scheme
through the addition of a second- and forth-order derivative. The constants k(2) and
k(4) are given as
k(2) =
1
2
; (5.3.9)
1
128
< k(4) <
1
64
: (5.3.10)
These are default parameters which have been proven to work for a range of cases.
That does not imply, however, that these values work universally.
For ows in which the absolute values approaches the machine accuracy, the pres-
sure sensor, i.e. Eq.(5.3.8), may not be able to distinguish between physical and
numerical oscillations. Numerical oscillations may appear at random and introduce
numerical shock waves for which the articial dissipation term may introduce oscil-
lations. To prevent these oscillation, it has been found that setting
k(2) = 
(2)
i+1=2;j (5.3.11)
k(4) = 
(4)
i+1=2;j (5.3.12)
provides a stable, yet still suciently dissipative approach where the local dissipation
is now only scaled by the sum of the spectral radii of the ux Jacobians. The pressure
sensor is eectively removed and therefore numerical oscillations near the machine
accuracy do not pose any numerical challenges.
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5.3.2 Polynomial Reconstruction Schemes
In this Section, a general procedure is presented which can be used to construct
polynomial reconstruction schemes of arbitrary order of accuracy. We consider here
a one-dimensional case which can be used in the x- and y-direction and where the
spacing in each direction is constant and equal to unity. During the discretisation
procedure, the scheme will be scaled by the mesh spacing so that it is also applicable
to cases with spacings which are not equal to one. The general reconstruction scheme
is given as
Li+1=2 = ai   bi 1 + ci+1 + di+2 (5.3.13)
for a left-sided interpolation and
Ri+1=2 = ai+1   bi+2 + ci + di 1 (5.3.14)
for a right-sided interpolation. The coecients a; b; c and d are unknowns and are
to be determined. In the following we will use the left-sided interpolation, the
same results are, however, obtained with the right-sided interpolation scheme. A
derivative may be written as an approximation as
@
@x

i
= Li+1=2   Li 1=2: (5.3.15)
Inserting Eq.(5.3.13) into Eq.(5.3.15) yields

@
@x

i
= (ai   bi 1 + ci+1 + di+2)  (ai 1   bi 2 + ci + di+1) : (5.3.16)
This may be rearranged in terms of  which results in
@
@x

i
= di+2 + (c  d)i+1 + (a  c)i   (a+ b)i 1 + bi 2: (5.3.17)
The values at i 1 and i 2 are obtained through a Taylor series in the form of
i+2(x) = i(x) +
@
@x
(2x) +
@2
@x2
(2x)2
2!
+
@3
@x3
(2x)3
3!
+
@4
@x4
(2x)4
4!
+O(x)5;
(5.3.18)
i+1(x) = i(x) +
@
@x
(x) +
@2
@x2
(x)2
2!
+
@3
@x3
(x)3
3!
+
@4
@x4
(x)4
4!
+O(x)5;
(5.3.19)
i 1(x) = i(x)  @
@x
(x) +
@2
@x2
(x)2
2!
  @
3
@x3
(x)3
3!
+
@4
@x4
(x)4
4!
+O(x)5;
(5.3.20)
i+2(x) = i(x)  @
@x
(2x) +
@2
@x2
(2x)2
2!
  @
3
@x3
(2x)3
3!
+
@4
@x4
(2x)4
4!
+O(x)4:
(5.3.21)
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Substituting Eq.(5.3.18{5.3.21) back into Eq.(5.3.17), making the denominators part
of the unknowns a; b; c; d and recalling that x has been assumed to be equal to
one, we have

@
@x

i
=
d

i + 2
@
@x
+ 4
@2
@x2
+ 8
@3
@x3
+ 16
@4
@x4

+
(c  d)

i +
@
@x
+
@2
@x2
+
@3
@x3
+
@4
@x4

+
(a  c)i 
(a+ b)

i   @
@x
+
@2
@x2
  @
3
@x3
+
@4
@x4

+
b

i   2@
@x
+ 4
@2
@x2
  8@
3
@x3
+ 16
@4
@x4

: (5.3.22)
Eq.(5.3.22) may be rearranged as

@
@x

i
= (a b+c+d)@
@x
+[c a+3(b+d)]@
2
@x2
+[c+a+7(d b)]@
3
@x3
+[c a+15(b+d)]@
4
@x4
:
(5.3.23)
Using Eq.(5.3.23), schemes with dierent order of accuracy can be constructed for
appropriately chosen values of a; b; c and d. To satisfy a CFL-like constraint, the
coecients of the rst-order derivative should add up to one [72]. Setting arbitrarily
b = c = d = 0, it follows that a = 1. Inserting those values back into Eq.(5.3.13)
and Eq.(5.3.14), we obtain
Li+1=2 = i; (5.3.24)
Ri+1=2 = i+1; (5.3.25)
which is indeed a rst-order scheme. To construct higher order schemes, the deriva-
tives are set to zero and the corresponding system of equations for the coecients
is solved. For example, a second-order scheme is obtained by setting c = d = 0
so that we have a  b = 1 from the rst-order derivative (CFL-like constraint) and
3b   a = 0 so that the second-order derivative in Eq.(5.3.23) vanishes. The values
are found as a = 3=2 and b = 1=2 so that Eq.(5.3.13) and Eq.(5.3.14) yield
Li+1=2 =
3
2
i   1
2
i 1; (5.3.26)
Ri+1=2 =
3
2
i+1   1
2
i+2: (5.3.27)
A third-order scheme is found analogously, where we set d = 0 and require that
the rst-order derivative's coecients equate to unity while eliminating the second-
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and third-order derivatives. We obtain the following system of equations for the
coecients
a  b+ c = 1;
3b  a+ c = 0;
a  7b+ c = 0: (5.3.28)
The coecient result in a = 5=6, b = 1=6 and c = 1=3 so that Eq.(5.3.13) and
Eq.(5.3.14) take the form of
Li+1=2 =
5
6
i   1
6
i 1 +
1
3
i+1; (5.3.29)
Ri+1=2 =
5
6
i+1   1
6
i+2 +
1
3
i: (5.3.30)
Eq.(5.3.29) and Eq.(5.3.29) will be used through the rest of this work and is referred
to as the third-order scheme. Once again it is important to note that the simple
polynomial reconstruction scheme is a simplistic interpolation, that does not consist
of any properties that high-resolution scheme poses. The scheme has its advantages,
though, namely that it is relatively easy to implement, requires little computational
eort and is easily extended to higher-orders of accuracy.
5.3.3 Time Integration Procedures
The nal Section in this numerical discretisation process is concerned with the time
integration. Throughout Section 3.3, a case has been made to use explicit time
integration schemes so as to preserve the non-linear behaviour of the Navier{Stokes
equations. For explicit systems, the Runge{Kutta methods are commonly used
due to their compactness, i.e. the integration range is from t to t + t whereas
other higher-order integration methods require time information from previous time
levels. Furthermore, higher-order schemes can be easily constructed. In this work,
the third-order Runge{Kutta version of Jiang and Shu [136] is used for pseudo time
derivatives, which also provides the TVD property in time. It is given as
u = un +RHS(un);
u =
3
4
un +
1
4
u +
1
4
RHS(u);
un+1 =
1
3
un +
2
3
u +
2
3
RHS(u): (5.3.31)
Here, the RHS is the respective right-hand side of the continuity or momentum equa-
tion of the incompressible methods listed in Section 3.3. For real time-derivatives,
a second-order scheme is used and given as
@u
@t
=
3um+1;ni   4umi + um 1i
2t
: (5.3.32)
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At this stage it might be useful to highlight that only the term 3um+1;ni is updated
during the inner cycle of the Runge{Kutta integration in pseudo time while the
remaining terms, i.e. 4umi and u
m 1
i are updated once the Runge{Kutta cycle has
converged to a steady state solution.
Theoretically, the Runge{Kutta procedure could be applied to both pseudo and real
time derivatives. The reason to opt for a more simplistic second-order scheme is
that it does not require any inner iterations. For each stage in the Runge{Kutta
cycle, the RHS has to be constructed and integrated. Doing so for the real time-
derivative would result in a system that requires two inner iteration loops for the
time alone which would result in rather large computational times for unsteady
systems. Therefore, the computational much less expensive second-order scheme is
used for the real time derivatives.
The time step has to be dened in such a way that it does not introduce oscil-
lations, since explicit schemes are bounded by a stability criterion. The time step is
usually based on the inviscid uxes but for stagnant ows a time step based on the
viscous uxes may be required. The inviscid time step restriction has been already
given in Section 3.3.1 and is repeated below for completeness
tinviscid =
CFLx
max
; (5.3.33)
where max is the maximum local eigenvalue. This is a problematic denition for
non-hyperbolic system of equations where the eigenvalues could be imaginary. This
is usually circumvented by using the maximum local velocity umax for parabolic
or elliptic equations. The hyperbolic denition of the local eigenvalue is, however,
rather conservative through the introduction of the  parameter so that max < umax
is always satised. Thus, even non-hyperbolic systems may use the inviscid time
step as dened by Eq.(5.3.33). Furthermore, this has the advantage that the time
step is always chosen in the same way for hyperbolic, parabolic and elliptic system
of equations. Thus, the inviscid time step is chosen in the same manner for all
methods so as to have a fair comparison in terms of residuals and computational
cost.
To complete the discussion on the appropriate time step, we need to dene the
viscous contribution of the Navier{Stokes equations to the time step which is dened
as
tviscous =
CFL(x)2
4
: (5.3.34)
The nal time step is found by taking
t = min(tinviscid;tviscous): (5.3.35)
Further details and considerations to obtain a suitable time step can be found in [21,
123,126].
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Chapter 6
Results and Discussion
The aim of this Section is to rst validate the dierent CB schemes along with
the dierent incompressible methods and to judge their performance for classical
benchmark problems. They were selected to investigate dierent aspects of the
Navier{Stokes equations which help to understand the strengths and limitations of
each presented method. It is important to stress here that not all simulations will
be favourable for one and only one particular method and/or scheme. Rather, the
collective behaviour of all simulations needs to be assessed which, by themselves,
may not provide the full picture. The following test cases were selected with a brief
comment given as to why this particular test case is helpful in understanding the
behaviour of each method and scheme.
First, we investigate the ow inside a square cavity in Section 6.1, where the top
lid is set in motion and maintains a constant displacement velocity. This causes a
vortex to appear in the centre of the cavity which produces secondary and tertiary
vortices in the corner. In particular, we are interested in how well each scheme and
method performs for high Reynolds number ows. Therefore, Reynolds numbers
ranging from Re=100 to Re=5000 are investigated and compared against computa-
tional data.
The second test case is concerned with forced separated ows over a backward facing
step. This test case has been mainly selected as published results comparing the
SCB and MCB scheme have to be judged with scepticism. This work provides re-
sults in much better agreement with the experimental data but also highlights issues
with the imposition of boundary conditions, open boundary conditions for elliptic
equations and the reference data itself against which the results have been compared
against in the literature. In order to provide a better comparison, another set of
experimental reference data is selected, and simulations were performed to match
those data. The Reynolds numbers can be considered to be within a moderate range
where the maximum Reynolds number is Re=389.
The third example is similar to the aforementioned example, only that it purpose-
fully stays within the laminar regime. Here, the Reynolds number ranges from
Re=10 to Re=100. Especially near the lower end of the Reynolds number spec-
trum, some methods do have convergence problems and so a comparison at these
scales provides inisght to the Reynolds number dependence. Furthermore, the ge-
ometry is modied so that the domain does not simply feature a step on one side
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but the same step also on the opposite side, i.e. making the domain symmetrical
about the centreline. The ow in such suddenly expanding channels exhibit an in-
teresting ow phenomenon called bifurcation, which is the symmetry breaking eect
of the Navier{Stokes equations due to the non-linear term. This breaking of sym-
metry produces an unexpected ow pattern and capturing this behaviour correctly
is highly scheme dependent. As we will see, not just the CB scheme or interpolation
scheme have an eect but also the incompressible method that is being used.
The nal test case is the two-dimensional Taylor{Green vortex problem, in which a
vortical ow is given as an initial problem with periodical boundary conditions for
which then an analytical solution exists. The ow is inherently unsteady and thus
we can investigate the behaviour of each method and scheme for long time integra-
tion periods as the kinetic energy decays. The method is traditionally studied as
a three-dimensional problem; however we can still investigate the two-dimensional
evolution. Comparisons with the three-dimensional case may be dicult to do in a
meaningful way but we can still compare the data against the analytic solution.
These four test cases were selected to study a common theme, vortical | or turbu-
lent | ows. If we consider turbulence for the moment, we know from classical text
books, see for example Pope [137], Davidson [138] or Tennekes and Lumley [139],
that turbulence is inherently three-dimensional and therefore two-dimensional tur-
bulence does not exist. Vortex stretching is a process in which a vortex lament is
continuously sheared and strained so that it loses its size and energy and ultimately,
at some small scale, dissipates all its remaining energy into heat. Vortex stretching
only occurs for three-dimensional ows and is absent when the equations are con-
sidered in a two-dimensional form. Therefore, studies investigating two-dimensional
turbulent-like structures are usually dismissed based on these grounds. There are,
however, plenty examples where the ow can be approximated as a two-dimensional
ow while still being governed by turbulence. Take the atmosphere of the earth as
an example, its height compared to the radius of the earth is diminishingly small.
Yet the turbulence and thus non-linear eects make the weather dicult to pre-
dict accurately. In-fact, Kuksin and Shirikyan [140] highlight in their book that
there is a wealth of research available on two-dimensional turbulent-like ows. It
is not claimed that this is equivalent to real three-dimensional turbulence, but that
it can be used to study the eect of turbulence and that it provides a somewhat
simplied, model-like, equation environment to study aspects of turbulence. With
that in mind, it might be striking with what certainty two-dimensional results are
dismissed, while three-dimensional, homogeneous and isotropic turbulent ows are
commonly investigated and accepted. Turbulent ows are inherently anisotropic and
non-homogeneous and it is here where the multi-directional nature of the developed
framework comes into the picture. The scheme provides a framework which is devel-
oped with an anisotropic picture of the Navier{Stokes equations in mind. The test
cases where selected in a way that we can investigated dierent aspects of turbulence
in an isolated way, rather than to investigate all aspects at once. By dissecting and
separating each problem into its own test case, we can make a clear statement about
each method and scheme about its applicability to a certain situation. Combining
all simulations into one grand picture will reveal the strength and shortcomings of
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each tested scheme and method. In particular, the square cavity has been selected
to investigate high Reynolds numbers ows, as is characteristic of turbulent ows.
Here, the inertia-forces are dominating the viscous forces. The backward-facing step
geometry provides further insight into the energy balance of vortical ows. Here, a
recirculation area is formed and maintained for which the ow will eventually reat-
tach to the wall. Discrepancies in the reattachment point will highlight a decit or
surplus of kinetic energy contained within the recirculation area. Since it is those
vortical structure that provide turbulent kinetic energy to smaller eddies [141], the
degree of agreement of dierent methods and schemes may shed further inside on
the applicability of those methods to turbulent ows. The bifurcation phenomenon
studied in the suddenly expanding channel geometry is of particular interest as it
investigates the sudden change in ow pattern at some critical Reynolds number.
To capture these eects requires sophisticated methods and schemes and it will be
shown which surprising inuence each scheme and method has on the nal result.
It can be also used to study the onset of the bifurcation from which conclusions can
be drawn as to which scheme may be suitable to predict the onset of turbulence
correctly. Finally, all turbulent ows are unsteady and so the Taylor{Green vortex
ow is a prime candidate to capture this behaviour. Furthermore, the analytical
solution allows to compute the expected total kinetic energy of the domain which
can be compared against the numerically resolved kinetic energy. The dierence in
these two values gives information about the numerical dissipation which is inherent
to each scheme.
It is important to stress here that it is not claimed that the two-dimensional results
are a perfectly suitable replacement for three-dimensional simulations. Rather, it is
justied here why those two-dimensional simulations should not be disregarded from
the outset. To understand the true value of these schemes and methods, it is still
mandatory to investigate actual turbulent and three-dimensional ows. However,
as an initial step, we investigate each component of turbulent ows individually as
described above to provide a rst insight into the scheme and method.
For reproducibility, the simulation parameters that are being used for all simula-
tions and which are kept constant for each test case are summarised in Table 6.1.
6.1 High-Reynolds Number Flow Inside a Square
Cavity
The lid driven cavity ow is a classical test case against which new methods and
solvers are commonly benchmarked. In a recent publication, Erturk [142] reviewed
the literature available on two-dimensional lid driven cavity ows and categorised
the research into three categories; those which are concerned with the steady state
solution, those which are using stability analysis to determine the critical Reynolds
number at which the ow changes from a steady to an unsteady behaviour and those
where direct numerical simulations are used to predict the bifurcation to an unsteady
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Table 6.1: Simulation parameters for all test cases where test case 1 = lid driven
cavity, test case 2 = backward facing step (based on Denham and Patrick), test
case 3 = backward facing step (based on Armaley et al.), test case 4 = sudden
expansion and test case 5 = Taylor{Green vortex problem.  refers to the numerical
convergence parameter in the continuity equation of the AC, FSAC-PP and FSAC-
VP method,  is the convergence criterion, !PP is the relaxation factor for the
Poisson solver (FSAC-PP only) and itPP the corresponding number of iterations,
CFLp t and CFLr t the pseudo- and real-time based CFL number and u;v;p the
under-relaxation factors for the primitive variables.
  !PP itPP CFLp t CFLr t u v p
Test case 1 1.0 10 8 1.0 10 0.7 - 0.7 0.7 0.5
Test case 2 1.0 10 8 1.0 10 0.7 - 0.7 0.7 0.5
Test case 3 1.0 10 8 0.7 10 0.5 - 0.7 0.7 0.5
Test case 4 1.0 10 12 0.7 10 0.8 - 1.0 1.0 1.0
Test case 5 1.0 10 4 1.0 10 0.4 0.7 0.7 0.7 0.7
state numerically. Prasad and Kose [143] provided experimental data and revealed
ow structures that are present in the lid driven cavity problem. As pointed out
by Erturk, these ow structures are inherently three-dimensional and thus any two-
dimensional simulation can only be approximative of the real ow. This is similar
to the argumentation on two-dimensional turbulence. In such cases, it is correct to
state that three-dimensional eects | like the Taylor{Gortler vortices | can not be
resolved by the two-dimensional simulation. However, we can approximate the bulk
of the ow to a high degree of certainty and so these two-dimensional validation
cases are invaluable in establishing the validity of numerical schemes and methods.
In references [144{147], the steady state simulation was superimposed with a per-
turbation so as to establish through eigenvalue analysis of the system, at which
Reynolds number the ow would become unsteady. Their results suggest that this
Reynolds number should be around Re=8000. The studies found in [148{151] con-
sidered the ow from a direct numerical simulation point of view, even though the
ow was two-dimensional, and gave a range of critical Reynolds numbers which
were around 7400 < Re < 8400, after which the ow would turn to be unsteady.
Both approaches agree well with each other and state that for Reynolds numbers
above these critical values, no steady state solution can exist. We are faced with a
dilemma here in which the work of Ghia et al. [152], for example, presents widely ac-
cepted reference data for the lid driven cavity from a numerical point of view where
steady state results are available up to Re=10000. There are several ways how a
steady state solution can be forced. The simplest form is to provide a sucient
amount of numerical dissipation, or modelled physical dissipation. The former can
be achieved through low-order interpolation schemes while the latter may be realised
through turbulence models. In fact, the central scheme with articial dissipation
oers user-dened parameters through which the amount of numerical dissipation
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can be ne tuned, see Eq.(5.3.9) and Eq.(5.3.10) on how the parameter k(2) and
k(4) enter the scheme and tune the dissipation. For the polynomial reconstruction
scheme in Eq.(5.3.29) and Eq.(5.3.30), however, no such scaling is available so that
its numerical dissipation is solely a function the its Taylor-series truncation error
which leads to
num /
(
O(x2) + f(k(2); k(4)); central scheme
O(x3): polynomial scheme (6.1.1)
For a vanishingly small x, therefore, the numerical dissipation will vanish while
the physical dissipation is recovered. Erturk [142] suggested and provided numerical
evidence that if the mesh is rened suciently, so as to resolve smaller and smaller
scales, a steady state solution can be achieved under these circumstances even for
Re=10000. Although it contradicts the above cited literature, it is indeed possible
that the numerical dissipation provided by a scheme may stabilise the solution of a
given problem far above the critical Reynolds number. This highlights the impor-
tant role of numerical dissipation and the way it can, albeit in the small details,
inuence the outcome of a simulation signicantly. The amount of numerical dis-
sipation within a simulation is notoriously dicult to establish but rst attempts
to do so have been presented by El Rafei et al. [153] in a recent study. We can,
however, look at the tell-tale signs that numerical dissipation leaves behind. For
example, if we consider the lid driven cavity as an example where we keep the mesh
size constant but increase the Reynolds number, we would expect low-dissipative
numerical schemes to fail to predict the ow correctly after some critical Reynolds
number which is scheme dependent. From Eq.(6.1.1), we can see that the numerical
dissipation diminishes faster for the polynomial scheme than for the central scheme
with articial dissipation, due to its higher Taylor-series truncation and the absence
of user-dened dissipation. Therefore, it is quite reasonable to assume that the
polynomial reconstruction may fail before the central scheme. One may argue that
this would make the scheme less applicable to practical situations, however, that
would not be entirely correct. It has long been believed that numerical dissipation
is a property of the numerical scheme; the very fact that we have a central scheme
with articial dissipation should be evidence enough. In this work, our approach to
the problem is dierent. We make use of the polynomial reconstruction, in this case
of third-order, and provide the numerical dissipation through a RS. This approach
oers the possibility that an arbitrary high-order of interpolation can be used, with-
out having to consider the amount of dissipation that is added by the scheme. That,
in turn, is provided by Rusanov's RS [68] which has been reported to be one of the
more dissipative RS [96]. This approach has gained traction in the compressible
literature where higher order schemes are used in conjunction with Rusanov's RS
to provide stability. See the work of Dumbser and co-workers for more information
on this recent development [154{156]. This approach oers the advantage that dis-
sipation is not just added through the RS but also that additional transportiveness
and conservativeness is added to the interpolation procedure, a property which is
inherent to the SCB scheme due to the inclusion of Godunov's RS but absent in the
MCB framework. As has been reviewed in Section 4.2, a RS consolidates numeri-
cal discontinuities at cell interfaces through a local eigenvalue analysis. Thus, the
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numerical dissipation coming from the RS can be understood to be locally scaled
by the eigenvalues, in a sense. Therefore, although we still have to treat the added
dissipation as purely numerical, it is based on the local eigenstructure and may be
regarded to mimic the physical dissipation much closer than the purely heuristic
central scheme with articial dissipation.
Razavi et al. [17] presented results using the SCB and MCB scheme for the lid
driven cavity problem up to Re=10000 and reported converged and steady state
results for all simulations, which may be attributed to their central scheme with
articial dissipation. In their study, however, the results were obtained at dierent
CFL numbers, claiming that the MCB scheme could be operated at much higher
CFL numbers than the SCB scheme and therefore outperform it. Although not
explicitly shown here, the same observations could not be made with within the
present investigation. Both schemes exhibited the same CFL restrictions and were
becoming unstable at around the same critical CFL number which corresponded to
the expected stability limit for the explicit Runge{Kutta time integration scheme.
We use a third-order version with TVD properties while Razavi et al. [17] made use
of a forth-order Runge{Kutta scheme. The dierences in the maximum permissible
CFL number was a factor of two. This, however, did not always show a speed up
of equal order. For some simulations, the SCB scheme performed only moderately
slower than the MCB scheme in terms of iterations, while the MCB scheme was
still operated with a higher CFL number. This makes the presented data dicult to
compare for which we have adopted here constant parameters for all test cases, so as
to make them directly comparable in a fair manner. Furthermore, due to the onset
of an unsteady behaviour at around 7400 < Re < 8400, results only up to Re=5000
are presented here. At such Reynolds numbers, turbulent eects are already present
which allows to investigate the role of numerical dissipation here. Although higher
Reynolds number results could have been obtained, those were dropped due to the
divergence in opinions about how the ow should behave.
The geometry along with its boundary conditions is shown in Figure 6.1. The top
wall is in a constant horizontal motion with velocity ulid while all remaining walls
are stationary. The Reynolds number is adjusted by tuning the viscosity and the
reference length is equal to the length of the top wall.
Figures 6.2{6.5 are showing the velocity proles obtained with the AC, FSAC-PP,
FSAC-VP and FSVP method, respectively. For each method, the simulations show
the velocity proles for Re=100, Re=400, Re=1000, Re=3200 and Re=5000. All
simulations were obtained using a nx  ny = 1282 computational grid except for
Re=5000, where simulations were also carried out for nx  ny = 2562. All simula-
tions were performed using the central scheme with articial dissipation as well as
the polynomial third-order scheme as a reference. The schemes are referred to as AD
for articial dissipation and no CB, or non CB, to indicated that no characteristic-
based scheme was used. Furthermore, the SCB and MCB scheme are shown by
themselves as well as the Rusanov RS with and without the MCB scheme. These
schemes all use the polynomial interpolation scheme for their inter-cell ux recon-
struction.
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Figure 6.1: Geometrical and boundary condition set up for the lid driven cavity
example.
All simulations up to Re=1000 do not show any noticeable dierence in the results
and agree well with the reference data of Ghia et al. [152]. At Re=3200, however, we
can see dierences among the various schemes which may be attributed to the onset
of turbulence. In Figure 6.2d, we can see the velocity prole for the AC method at
Re=3200. Here, the AD and MCB scheme do match each other and show no visual
qualitative dierence. Both Rusanov approaches along with the SCB scheme start
to struggle to match the reference data, unlike the AD and MCB scheme. Looking
at Figure 6.3d and 6.4d, which depicts the same ow scenario for the FSAC-PP
and FSAC-VP method, they show the exact opposite. Here, for both methods, the
RS-based approaches perform better than the AD and MCB scheme by themselves.
The polynomial reconstruction scheme by itself (no CB) fails to develop the ow at
all. As hypothesised above, this scheme is the rst to incorrectly predict the ow,
once a turbulent-like state is reached in which the numerical dissipation cannot
match the removed physical dissipation on the smallest unresolved scales. In-fact,
in a ow with vanishing viscosity it would be expected that the lid would just slide
over the uid without it reacting to the top lid movement. In absence of viscous
diusion, the ow would not be able to be dragged along and start to form the
main vortex core. Thus, by analogy, the absence of numerical dissipation results in
the inability of the ow to develop the primary vortex structures. The AD scheme
performs marginally better but still struggles to capture the velocity proles con-
dently. From a purely qualitative point of view, the AC method seems to perform
the best and even though the RS-based approaches are not as accurate as the AD,
non CB and MCB approach, they too show a good agreement with the reference
data. It is interesting to note here that the AC method shows much better agree-
ment of the AD and non CB scheme compared to the other methods. However, it
is also true that once the multi-directional Godunov-type framework is introduced
and use is made of the MCB scheme together with a RS, all the other methods
start to perform better while the AC method decreases its accuracy. Looking at
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(d) Re=3200, nx  ny = 1282
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(f) Re=5000, nx  ny = 2562
Figure 6.2: Velocity proles for dierent Reynolds numbers along the centreline of
the cavity. Results are shown for the AC method.
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(a) Re=100, nx  ny = 1282
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(b) Re=400, nx  ny = 1282
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(c) Re=1000, nx  ny = 1282
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(d) Re=3200, nx  ny = 1282
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(f) Re=5000, nx  ny = 2562
Figure 6.3: Velocity proles for dierent Reynolds numbers along the centreline of
the cavity. Results are shown for the FSAC-PP method.
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(b) Re=400, nx  ny = 1282
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(c) Re=1000, nx  ny = 1282
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(d) Re=3200, nx  ny = 1282
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(e) Re=5000, nx  ny = 1282
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(f) Re=5000, nx  ny = 2562
Figure 6.4: Velocity proles for dierent Reynolds numbers along the centreline of
the cavity. Results are shown for the FSAC-VP method.
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(a) Re=100, nx  ny = 1282
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(b) Re=400, nx  ny = 1282
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(c) Re=1000, nx  ny = 1282
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(d) Re=3200, nx  ny = 1282
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(e) Re=5000, nx  ny = 1282
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(f) Re=5000, nx  ny = 2562
Figure 6.5: Velocity proles for dierent Reynolds numbers along the centreline of
the cavity. Results are shown for the FSVP method.
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Re=5000, this becomes even clearer when comparing the results obtained on the
nx  ny = 1282 and nx  ny = 2562 mesh. Figure 6.2e shows the coarse grid results
where the non CB and MCB scheme both fail to predict the correct behaviour of
the ow. Equipping them with a Riemann solver (which makes them the Rus and
Rus, MCB scheme), makes them match the numerical reference data more closely.
The AD scheme provides itself with enough dissipation so that it performs the best
in a case, where the physical dissipation has been ltered by the coarse grid. In
Figure 6.2f, however, the same ow is shown only this time using the ner mesh.
Here, the non CB and MCB scheme take the extra resolved physical dissipation
through the smaller mesh size and are able to match the AD scheme much closer.
The RS-based approaches, i.e. the SCB scheme, Rusanov RS and its combination
with the MCB scheme, do show some improvements but by far not as drastic as
the non CB and MCB scheme. This picture is, again, opposite for the FSAC-PP,
FSAC-VP and FSVP method. Specically, for the FSAC-PP method in Figure 6.3e
and 6.3f as well as the FSAC-VP method in Figure 6.4e and 6.4f, the RS-based
approaches still perform better than those without a RS. However, increasing the
mesh size, the non RS-based approaches do gain in accuracy. Moreover, in this case
we can see that introducing physical dissipation alone is sucient to make the poly-
nomial reconstruction scheme by itself to resolve the main vortical ow structure,
whereas on the coarser mesh it is unable to develop the ow at all. This is true
for all three methods, i.e. FSAC-PP, FSAC-VP and FSVP. We will also see numer-
ical evidence of this discussion in the form of tabulated data to support these claims.
Figures 6.6{6.9 show the contour plots for the velocity for all tested schemes at a
Reynolds number of Re=3200 superimposed by the streamlines. At this Reynolds
number, a critical shift in the ow can be observed where the numerical dissipation
is just enough for some schemes to develop the main vortex while other schemes
struggle to match the reference data in good agreement. These Figures are of par-
ticular interest as we can judge the vortex structures from a qualitative point of
view. It would have been interesting to extract vortex core locations and compare
those to data provided by Ghia et al. [152], however, vortex core detection algo-
rithms only work for three-dimensional ows and no information was provided as
to how the vortex cores were extracted. One of the more prominent algorithms is
known as the lambda-2 method, where the local eigenvalues of the summed square
of the symmetric and antisymmetric part of the velocity gradient tensor are found.
A vortex core is found if at least two of their eigenvalues are negative. For more
information see also Jeong and Hussain [157] but in absence of a reliable method
to establish two-dimensional vortex locations, a reproducible comparison cannot be
conducted. In these Figures, it can be observed that the AC method does indeed
produce a correct vortical behaviour for all schemes tested. There are no qualita-
tive discrepancies in vortex size and location among the schemes. Moving to the
FSAC-PP method in Figure 6.7, we start to see dierences matching those discussed
previously; the non CB scheme is not able to predict the ow structure correctly.
Here, the main vortex does start to develop but the secondary vortices in the bottom
left and right corner are absent. Interestingly, the MCB scheme by itself is able to
predict both the primary and secondary vortices correctly. This is an important
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(a) Re=3200, AD (b) Re=3200, no CB
(c) Re=32000, SCB (d) Re=3200, MCB
(e) Re=3200, Rusanov (f) Re=3200, Rusanov+MCB
Figure 6.6: Contour plots of velocity with streamlines for dierent numerical schemes
at a Reynolds number of Re=3200. The results are shown for the AC method.
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(a) Re=3200, AD (b) Re=3200, no CB
(c) Re=32000, SCB (d) Re=3200, MCB
(e) Re=3200, Rusanov (f) Re=3200, Rusanov+MCB
Figure 6.7: Contour plots of velocity with streamlines for dierent numerical schemes
at a Reynolds number of Re=3200. The results are shown for the FSAC-PP method.
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(a) Re=3200, AD (b) Re=3200, no CB
(c) Re=32000, SCB (d) Re=3200, MCB
(e) Re=3200, Rusanov (f) Re=3200, Rusanov+MCB
Figure 6.8: Contour plots of velocity with streamlines for dierent numerical schemes
at a Reynolds number of Re=3200. The results are shown for the FSAC-VP method.
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(a) Re=3200, AD (b) Re=3200, no CB
Figure 6.9: Contour plots of velocity with streamlines for dierent numerical schemes
at a Reynolds number of Re=3200. The results are shown for the FSVP method.
nding as it has the same level of numerical dissipation provided by the scheme
and does not benet from the same transportiveness property inherent to the SCB
scheme due to its Godunov RS. In-fact, there is very little dierence between the
SCB and MCB scheme. It would be wrong to conclude that this makes the MCB
scheme superior. For such a conclusion, the SCB scheme would need to be operated
without its RS. This, however, is not possible as the SCB scheme relies by denition
on the RS. It calculates three distinct eigenvalues which, without the RS, would not
be able to be reduced to a single set of characteristic variables. However, we can
conclude that the MCB scheme is capable of producing vortical structures that are
absent from a non CB treatment. This is an important nding for turbulent ows,
as we are primarily interested in capturing vortical-dominant ows. The FSAC-VP
method in Figure 6.8, on the other hand, does correctly predict the primary vortex
structure. The bottom right vortex is predicted as well while the bottom left vortex
is not fully resolved. The streamline hints the existence of a vortex but the it is
not quite captured. Again, the MCB scheme is able to perform well in this respect
and resolves all secondary ow structures correctly. The same is true for the FSVP
method in Figure 6.9.
One particular point about this discussion is particularly noteworthy; the FSVP and
FSAC-VP method both take as their basis the equations of the FSAC-PP method.
The only dierence among those methods is that the FSAC-PP method uses an el-
liptic Poisson equation to predict the pressure while both the FSVP and FSAC-VP
method use a parabolic pressure transport equation. It was shown how the set of
equations for the FSAC-PP method in Section 3.3.3 can be transformed into those
of the FSVP and FSAC-VP method in Section 3.3.4 and 3.3.5, respectively. Thus,
we solve the same equations in a dierent mathematical form which dier in their
mathematical behaviour, i.e. in this case, being elliptic or parabolic. This dierence
alone can have a signicant impact on the development of primary vortex struc-
tures, as can be seen in Figure 6.7b, 6.8b and 6.9b for the FSAC-PP, FSAC-VP and
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FSVP method, respectively. This may be taken as a rst sign of evidence that the
pressure treatment does matter for incompressible ows and that not every method
performs equally well. It is important whether we treat the pressure in a parabolic
or elliptic manner and if we allow the pressure to evolve in time through its own
transport equation. The latter fact is subtle but rather important. We know from
uid mechanics that the pressure (or rather, a pressure dierence) is driving the ow,
not the other way around. The common approach on incompressible computational
uid dynamics is, however, to develop the ow and deduct the pressure from the
velocity eld. This contradiction between physical and numerical reality is exactly
what the FSVP and FSAC-VP method have been designed for to address. We are
now able to predict the pressure rst and deduct the velocity eld as a result which
is in line with physical expectations. The dierence can be clearly seen as discussed
above.
Figures 6.10{6.13 show the same contour plots with superimposed stream lines for
the AC, FSAC-PP, FSAC-VP and FSVP method, only this time for Re=5000. From
Figures 6.2{6.5, we remember that some schemes and methods were not able to pre-
dict even the primary vortex structure. This is now also shown in form of the
streamlines. In particular, Figure 6.10b shows that even the AC method is not
able to predict the correct ow at Re=5000 using only a polynomial reconstruc-
tion. Furthermore, the MCB scheme in Figure 6.10d fails to predict the correct ow
as well, albeit that some more vortical structures are resolved. For the FSAC-PP
method, again, the non CB approach fails to predict any physical vortical motion at
all (Figure 6.11b), while the MCB scheme introduces again physically correct ow
structures (Figure 6.11d). Interestingly, while the AC method does not provide a
correct ow using the MCB scheme, it is enough for the FSAC-PP method to resolve
the correct ow structures. The bottom left corner vortex, however, shows only a
weakly resolved vortex. Still, it is present, and we can see a clear dierence to the
AC method. For the FSAC-VP method, the non CB treatment depicts the same
scenario as for the FSAC-PP method (Figure 6.12b) but shows a qualitatively better
resolved bottom left corner vortex using the MCB scheme (Figure 6.12d). Results
for the non CB scheme are similar in the case of the FSVP method compared to its
related FSAC-VP method.
In all cases, the RS-based approaches, do not show any signicant dierences. In-
fact, all these schemes predict correctly the primary and secondary vortex structures.
This is also true for the results shown at Re=3200. The central scheme with arti-
cial dissipation (AD), on the other-hand, starts to lose its accuracy at Re=5000.
While it still produced correct results for all methods at Re=3200, at the higher
Reynolds number the FSAC-PP method starts to show that the inherent dissipa-
tion in the scheme is not sucient to predict the bottom left corner vortex correctly.
The FSAC-VP and FSVP method do not show the same constrains. This can, of
course, be resolved by adjusting the k(2) and k(4) parameter in the scheme but would
result in results obtained at dierent levels of numerical dissipation. Thus, we keep
the level constant for all simulations. This, however, highlights an important fact,
where the same scheme gives dierent results for dierent incompressible methods.
Numerical methods are usually not thought of containing numerical dissipation |
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(a) Re=5000, AD (b) Re=5000, no CB
(c) Re=50000, SCB (d) Re=5000, MCB
(e) Re=5000, Rusanov (f) Re=5000, Rusanov+MCB
Figure 6.10: Contour plots of velocity with streamlines for dierent numerical
schemes at a Reynolds number of Re=5000. The results are shown for the AC
method.
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(a) Re=5000, AD (b) Re=5000, no CB
(c) Re=50000, SCB (d) Re=5000, MCB
(e) Re=5000, Rusanov (f) Re=5000, Rusanov+MCB
Figure 6.11: Contour plots of velocity with streamlines for dierent numerical
schemes at a Reynolds number of Re=5000. The results are shown for the FSAC-PP
method.
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(a) Re=5000, AD (b) Re=5000, no CB
(c) Re=50000, SCB (d) Re=5000, MCB
(e) Re=5000, Rusanov (f) Re=5000, Rusanov+MCB
Figure 6.12: Contour plots of velocity with streamlines for dierent numerical
schemes at a Reynolds number of Re=5000. The results are shown for the FSAC-VP
method.
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(a) Re=5000, AD (b) Re=5000, no CB
Figure 6.13: Contour plots of velocity with streamlines for dierent numerical
schemes at a Reynolds number of Re=5000. The results are shown for the FSVP
method.
and it would be wrong to do so | but we can see that even the choice how dierent
methods treat the Navier{Stokes equations has an inuence on the numerical dissi-
pation behaviour of the scheme that is used.
Apart from the numerical dissipation, another important aspect of incompressible
ows will be highlighted in the following. The pressure-velocity decoupling is a phe-
nomenon usually encountered when using a central scheme on a collocated mesh,
or at least this is the denition given by most textbooks on incompressible ows.
For this reason, the staggered grid arrangement was proposed so as to solve the
primitive variables at nodes where they need to be available for other equations.
Rhie and Chow [130] showed, however, that the inclusion of an additional upwind
node in the discretisation removes the need of a staggered grid all together. The
pressure-velocity decoupling is highly scheme dependent and so it is worthwhile to
investigate here using the dierent schemes and methods.
In Figure 6.14, the pressure proles along the diagonal starting in the bottom left
and going to the top right corner are shown for each method with each scheme
at Re=1000. For this Reynolds number in particular, reference data is provided
by Leroy et al. [158] who made use of an widely validated open source and nite
volume-based solver by the name of code saturne [159]. All four methods follow
the reference data where, again, the AC method shows the most variation between
the dierent schemes. The FSAC-PP, FSAC-VP and FSVP method match the ref-
erence data with an excellent agreement and show almost indistinguishable results
for all schemes. In the AC method, however, we start to see spurious oscillation
near the top right corner of the cavity which is shown on the right side of the plot.
Specically, the non CB and MCB scheme, as well as the central scheme with arti-
cial dissipation show an oscillatory behaviour. All these schemes have in common
that they don't use a RS. The other, RS-based approaches, do provide smooth data
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(d) FSVP method
Figure 6.14: Pressure prole along the diagonal from the bottom left to top right of
the cavity for dierent methods at Re=1000.
on the other hand. Thus, we can see rst evidence that the RS treatment does not
only provide transportiveness and conservativeness, but also helps to circumvent the
pressure-velocity decoupling problem. Referring back to Figure 6.2c in which we plot
the velocity proles for the AC method at Re=1000, no such spurious oscillations are
present for any of the given schemes. It is in-fact the central scheme with articial
dissipation which is seemingly agreeing the best with the reference data. Unsurpris-
ingly, the reference data provided by Ghia et al. [152] used a second-order central
scheme for its derivatives (although in nite dierence form) while the convective
term was discretised using a rst-order scheme with a deferred correction approach
of second-order. At convergence, the simulations recover a second-order accuracy
while the rst-order discretisation of the convective term provides the necessary nu-
merical dissipation. Thus, it is very similar to the second-order central scheme with
articial dissipation used in this study. That also means that the observed dierence
between the numerical results obtained in this study and the reference data given
by Ghia et al. does not indicate that one scheme performs better than the other, it
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Figure 6.15: Pressure prole along the diagonal from the bottom left to top right of
the cavity for dierent methods at Re=3200.
could also be argued that excessive numerical dissipation is present in the data of
Ghia et al. which does not allow it to pick up ow features that are recovered with a
low dissipative scheme. The fact that Ghia et al. provide reference data converged
to a steady state at Re=10000 might be seen as an indication for that in light of
the discussion provided by Erturk [142] in the introduction to this Section. But we
are able to see another important feature here which should not go unnoticed; the
inherent stabilisation of the elliptic Poisson solver is able to delay the onset of the
pressure-velocity decoupling. This advantageous feature is inherited by the FSVP
and FSAC-VP method. All pressure curves are smooth, even for the non RS-based
schemes.
Figure 6.15 shows the same pressure proles only now at Re=3200. For this case
there is no reference data provided by Leroy et al. but due to the good agreement at
Re=1000 and since we are only interested, at this point, in qualitative comparisons
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(a) Re=3200, AD (b) Re=3200, no CB
(c) Re=32000, SCB (d) Re=3200, MCB
(e) Re=3200, Rusanov (f) Re=3200, Rusanov+MCB
Figure 6.16: Contour plots of pressure for dierent numerical schemes at a Reynolds
number of Re=3200. The results are shown for the AC method.
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(a) Re=3200, AD (b) Re=3200, no CB
(c) Re=32000, SCB (d) Re=3200, MCB
(e) Re=3200, Rusanov (f) Re=3200, Rusanov+MCB
Figure 6.17: Contour plots of pressure for dierent numerical schemes at a Reynolds
number of Re=3200. The results are shown for the FSAC-PP method.
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(a) Re=3200, AD (b) Re=3200, no CB
(c) Re=32000, SCB (d) Re=3200, MCB
(e) Re=3200, Rusanov (f) Re=3200, Rusanov+MCB
Figure 6.18: Contour plots of pressure for dierent numerical schemes at a Reynolds
number of Re=3200. The results are shown for the FSAC-VP method.
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(a) Re=3200, AD (b) Re=3200, no CB
Figure 6.19: Contour plots of pressure for dierent numerical schemes at a Reynolds
number of Re=3200. The results are shown for the FSVP method.
among the dierent schemes and methods, it is still worthwhile to look at the same
behaviour at an increased Reynolds number. Here, the AC method shows consid-
erable oscillations for the non CB, MCB and AD scheme. Applying a RS provides,
again, a smooth pressure prole. For the FSAC-PP method, we can observe a weakly
decoupled velocity and pressure eld for the AD and MCB scheme. The non CB
scheme does not develop the ow correctly, as discussed before, and so the pressure
prole does not show a physical result either. As for the case at Re=1000, we can
see that those results predicting the ow correctly do show less oscillations in the
pressure prole than the AC method, which is, again, also present in the FSAC-VP
and FSVP method. While the central scheme with articial dissipation is able to
predict the correct velocity prole, it can be seen that it struggles to also provide
a smooth pressure eld. While the elliptic Poisson solver in the FSAC-PP method
does remove those oscillations to some degree, they are still present, especially closer
to the top right corner near the moving lid.
This discussion is also shown in Figure 6.16{6.19 for the contours of pressure at
Re=3200. The observations made here are applicable to Re=1000 as well as dis-
cussed above but more pronounced at Re=3200. Here, we see that again the AD
scheme, the non CB and MCB scheme do show most potential to produce a uctu-
ating pressure eld while all RS-based approaches provide a smooth pressure eld
throughout the domain. The AC method in particular shows most oscillations as
was already demonstrated in Figure 6.15. The FSAC-PP method benets from the
elliptic pressure behaviour of the Poisson solver to stabilise the pressure eld. Like-
wise, the FSAC-VP and FSVP method benet from the parabolic pressure transport
equation which also provides further stabilisation of the pressure eld. Of course,
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it can be argued here that the AC method possesses its own transport equation for
the pressure. This is, however, not strictly speaking true. The equation is based on
the continuity equation which is purely articial through the  parameter, which
represents the unknown relation between density and pressure. Therefore, the conti-
nuity equation only recovers a physical meaning once the equations have converged
in pseudo time. In that case, the pressure time derivative is zero and essentially not
present in the modied continuity equation. The parabolic transport equation, how-
ever, is based on physical reasoning. It might be argued that it too suers from the
pseudo time derivative, but it does not lose physical soundness during the pseudo
time stepping. It will always retain its parabolic character which is the assumed
correct behaviour of pressure for incompressible ows in this work.
Tables 6.2{6.5 are showing the L0 and L1 error norms along with the computational
cost, here measured in number of iterations required for all Reynolds numbers and
computational grids. It would have been more desirable to measure the compu-
tational cost in CPU wall time; however, the simulations were run across several
computing facilities with dierent clock speeds. Even more troublesome, the com-
putational speed was also aected by the load of those facilities which could reduce
the computational time by as much as a factor of two. Therefore, any computational
timings given for the present case would only distort the analysis and the number
of iterations is shown instead. The errors are calculated based on tabulated data
provided by Ghia et al. [152] and the errors are calculated as
L0 = maxjnum;i   Ghia;ij; (6.1.2)
L1 =
1
N
nX
i=1
jnum;i   Ghia;ij; (6.1.3)
respectively, where num;i represents the velocity component u or v obtained from
the current simulations and Ghia;i the tabulated data found in the reference.
Table 6.2 is showing the results obtained from the AC simulations. As shown dur-
ing the velocity prole discussion, the agreement below and at Re=1000 is excellent
with the reference data. The RS-based approaches start to show larger errors at
and above Re=1000 which, again, may not necessarily mean that they are less ac-
curate, but that their agreement is less favourable with the second-order scheme
with added numerical dissipation used in the reference data. Interestingly though,
there is no dierence between the Rusanov RS when used with or without the MCB
scheme, hinting that the MCB scheme does not improve the situation at all. The
rst impression might be that this may be due to an implementation error, however,
the FSAC-PP and FSAC-VP method do show dierences when using this particular
combination of numerical schemes, see Table 6.3{6.4. Although not shown here for
reasons stated above, the wall time is dierent for both schemes so that the MCB
scheme does indeed get computed when using the AC method, it just does not have
any noticeable eect. At Re=5000 and on the ne grid, we can see that the Rusanov
RS with and without MCB scheme is about ve times faster in terms of iterations
than the MCB scheme by itself. In-fact, the MCB scheme was the only scheme to
demonstrate convergence problems at Re=5000 on the coarse grid where it reached
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Table 6.2: L0 and L1 error norm of the velocity proles on the horizontal and vertical
centreline for the v and u velocity component, respectively, for dierent Reynolds
numbers. The results are shown for the AC method.
Re AD no RS Rusanov RS
(nx  ny) no CB no CB SCB MCB no CB MCB
100
(128 128)
iteration 62199 60584 60501 60569 60482 60482
L0(u) [%] 0.42 0.41 0.62 0.44 0.67 0.67
L0(v) [%] 0.85 0.84 0.34 0.84 0.41 0.41
L1(u) [%] 0.14 0.14 0.23 0.15 0.25 0.25
L1(v) [%] 0.36 0.36 0.19 0.37 0.21 0.21
400
(128 128)
iteration 63047 61559 59461 61533 57235 57235
L0(u) [%] 0.52 0.61 3.51 0.50 3.69 3.69
L0(v) [%] 4.45 4.34 3.41 4.38 3.62 3.62
L1(u) [%] 0.20 0.25 1.38 0.20 1.38 1.38
L1(v) [%] 0.42 0.44 1.88 0.36 1.96 1.96
1000
(128 128)
iteration 132562 128918 118483 127378 111097 111097
L0(u) [%] 1.45 1.84 6.53 1.55 6.49 6.49
L0(v) [%] 0.69 0.99 6.39 0.62 6.50 6.50
L1(u) [%] 0.60 0.80 3.25 0.58 2.86 2.86
L1(v) [%] 0.41 0.63 3.98 0.37 3.79 3.79
3200
(128 128)
iteration 239710 218795 211268 231786 202164 202164
L0(u) [%] 4.92 7.99 14.75 4.90 11.93 11.93
L0(v) [%] 5.25 10.82 14.63 7.20 13.08 13.08
L1(u) [%] 2.71 4.33 8.86 2.74 6.48 6.48
L1(v) [%] 3.15 5.26 10.66 3.37 8.34 8.34
5000
(128 128)
iteration 249760 306056 264282 500000 229184 229184
L0(u) [%] 12.36 60.46 18.83 67.47 14.44 14.44
L0(v) [%] 16.85 55.57 22.55 54.63 19.53 19.53
L1(u) [%] 4.83 29.76 12.07 32.05 8.38 8.38
L1(v) [%] 5.95 35.02 14.35 36.22 10.41 10.41
5000
(256 256)
iteration 1407665 984315 495167 2549952 567608 567608
L0(u) [%] 2.07 3.05 9.28 2.07 8.39 8.39
L0(v) [%] 1.38 2.73 9.12 1.77 8.40 8.40
L1(u) [%] 0.46 0.90 5.72 0.39 4.82 4.82
L1(v) [%] 0.43 0.95 6.43 0.37 5.39 5.39
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Table 6.3: L0 and L1 error norm of the velocity proles on the horizontal and vertical
centreline for the v and u velocity component, respectively, for dierent Reynolds
numbers. The results are shown for the FSAC-PP method.
Re AD no RS Rusanov RS
(nx  ny) no CB no CB SCB MCB no CB MCB
100
(128 128)
iteration 11338 12411 14000 11439 13463 11402
L0(u) [%] 0.54 0.47 0.45 0.63 0.49 0.62
L0(v) [%] 0.28 0.32 0.30 0.35 0.25 0.34
L1(u) [%] 0.19 0.18 0.18 0.22 0.19 0.22
L1(v) [%] 0.19 0.17 0.15 0.19 0.16 0.19
400
(128 128)
iteration 16623 17679 21211 18065 20821 17360
L0(u) [%] 2.81 3.10 3.31 3.75 3.13 3.20
L0(v) [%] 2.73 3.06 3.46 3.85 3.23 3.23
L1(u) [%] 1.14 1.27 1.37 1.53 1.22 1.24
L1(v) [%] 1.58 1.71 1.84 2.05 1.72 1.75
1000
(128 128)
iteration 26097 36415 47303 40433 41904 25931
L0(u) [%] 5.75 7.68 6.30 7.76 5.11 5.12
L0(v) [%] 5.49 7.67 6.93 8.44 5.83 5.70
L1(u) [%] 3.06 4.11 3.42 4.13 2.45 2.37
L1(v) [%] 3.69 5.02 4.22 5.16 3.25 3.16
3200
(128 128)
iteration 133007 235595 176041 147313 123714 83842
L0(u) [%] 22.42 41.35 16.52 23.10 10.27 9.95
L0(v) [%] 23.17 48.51 17.06 25.47 11.54 11.33
L1(u) [%] 13.31 21.72 9.92 13.89 5.24 5.08
L1(v) [%] 16.27 29.12 12.10 17.16 6.95 6.76
5000
(128 128)
iteration 191873 48265 269861 216797 182457 128703
L0(u) [%] 34.95 44.47 22.06 31.55 12.49 12.17
L0(v) [%] 41.72 55.76 26.15 38.16 17.76 17.57
L1(u) [%] 20.98 26.48 13.89 19.34 6.73 6.57
L1(v) [%] 25.73 34.06 16.71 23.66 8.50 8.29
5000
(256 256)
iteration 138923 330367 355228 282728 174769 143530
L0(u) [%] 12.26 24.08 11.57 15.28 7.81 7.65
L0(v) [%] 12.18 23.92 11.32 15.19 7.77 7.57
L1(u) [%] 7.65 14.83 6.75 9.30 4.03 3.93
L1(v) [%] 8.78 17.53 7.65 10.73 4.53 4.42
6.1. FLOW INSIDE A SQUARE CAVITY 127
Table 6.4: L0 and L1 error norm of the velocity proles on the horizontal and vertical
centreline for the v and u velocity component, respectively, for dierent Reynolds
numbers. The results are shown for the FSAC-VP method.
Re AD no RS Rusanov RS
(nx  ny) no CB no CB SCB MCB no CB MCB
100
(128 128)
iteration 46141 46142 48967 48972 48935 48942
L0(u) [%] 0.34 0.31 0.35 0.33 0.37 0.35
L0(v) [%] 0.55 0.54 0.38 0.48 0.36 0.49
L1(u) [%] 0.13 0.13 0.16 0.14 0.17 0.14
L1(v) [%] 0.21 0.20 0.15 0.17 0.14 0.18
400
(128 128)
iteration 35793 35800 39574 39576 37602 38076
L0(u) [%] 2.01 2.30 2.67 2.54 2.43 2.06
L0(v) [%] 2.74 2.41 2.48 2.33 2.20 2.50
L1(u) [%] 0.79 0.92 1.03 0.98 0.87 0.72
L1(v) [%] 1.15 1.28 1.45 1.38 1.30 1.12
1000
(128 128)
iteration 52662 51095 61560 61554 56597 57538
L0(u) [%] 4.48 5.98 5.53 5.84 4.21 3.54
L0(v) [%] 3.86 5.49 5.30 5.64 4.01 3.27
L1(u) [%] 2.28 3.12 2.71 2.90 1.60 1.28
L1(v) [%] 2.65 3.69 3.25 3.49 2.13 1.66
3200
(128 128)
iteration 105207 132964 111135 123033 86616 87521
L0(u) [%] 17.83 30.67 14.69 20.28 6.25 4.77
L0(v) [%] 17.11 35.37 14.57 21.02 8.08 6.60
L1(u) [%] 10.55 18.32 8.85 12.18 3.26 2.46
L1(v) [%] 12.69 22.77 10.65 14.88 4.22 3.15
5000
(128 128)
iteration 181618 101745 199684 184293 96816 97703
L0(u) [%] 29.75 45.77 20.62 30.57 8.36 7.09
L0(v) [%] 33.69 55.73 23.78 35.63 14.01 12.38
L1(u) [%] 18.08 26.75 13.09 18.66 4.15 3.29
L1(v) [%] 21.89 34.12 15.59 22.73 4.85 3.42
5000
(256 256)
iteration 216315 221339 265727 251272 234893 237661
L0(u) [%] 9.66 17.29 9.44 12.28 5.00 4.21
L0(v) [%] 9.48 17.43 9.32 12.05 5.06 4.04
L1(u) [%] 5.96 10.99 5.63 7.44 2.55 1.90
L1(v) [%] 6.69 12.72 6.30 8.45 2.71 2.02
128 CHAPTER 6. RESULTS AND DISCUSSION
Table 6.5: L0 and L1 error norm of the velocity proles on the horizontal and vertical
centreline for the v and u velocity component, respectively, for dierent Reynolds
numbers. The results are shown for the FSVP method.
Re AD no RS Rusanov RS
(nx  ny) no CB no CB SCB MCB no CB MCB
100
(128 128)
iteration 47384 47384 - - - -
L0(u) [%] 0.33 0.30 - - - -
L0(v) [%] 0.51 0.49 - - - -
L1(u) [%] 0.13 0.13 - - - -
L1(v) [%] 0.18 0.17 - - - -
400
(128 128)
iteration 35509 35518 - - - -
L0(u) [%] 2.23 2.55 - - - -
L0(v) [%] 2.51 2.35 - - - -
L1(u) [%] 0.87 1.00 - - - -
L1(v) [%] 1.25 1.39 - - - -
1000
(128 128)
iteration 54978 55443 - - - -
L0(u) [%] 5.01 6.69 - - - -
L0(v) [%] 4.33 6.19 - - - -
L1(u) [%] 2.50 3.42 - - - -
L1(v) [%] 2.94 4.10 - - - -
3200
(128 128)
iteration 113304 147396 - - - -
L0(u) [%] 19.67 35.03 - - - -
L0(v) [%] 19.34 40.37 - - - -
L1(u) [%] 11.66 20.04 - - - -
L1(v) [%] 14.10 25.18 - - - -
5000
(128 128)
iteration 179470 119219 - - - -
L0(u) [%] 32.32 44.83 - - - -
L0(v) [%] 37.23 55.73 - - - -
L1(u) [%] 19.53 26.58 - - - -
L1(v) [%] 23.78 34.07 - - - -
5000
(256 256)
iteration 222903 235792 - - - -
L0(u) [%] 10.74 19.84 - - - -
L0(v) [%] 10.53 19.76 - - - -
L1(u) [%] 6.66 12.45 - - - -
L1(v) [%] 7.50 14.52 - - - -
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its maximum allowable iterations of 500 000. The residuals were periodically in-
creasing and decreasing and hence this value is somewhat arbitrary and should not
be taken as the number of iterations required to reach a converged solution. Fur-
thermore, as can be seen by the L0 and L1 norm, as well as the discussion on the
velocity proles before, the MCB scheme was not able to predict the correct ow
in the rst place and so a discussion on whether it picked up a transient behaviour
would be misleading.
Turning to Table 6.3, we can see the errors and computational cost for the FSAC-
PP method. The qualitative discussion on the velocity prole is here backed up by
the numerical data as well. Basing all of the following discussion on the L1 norm
(unless otherwise stated), we can see that the Rusanov scheme with and without
the MCB scheme is matching the errors obtained with the other schemes at lower
Reynolds numbers while it outperforms those schemes at higher Reynolds numbers.
Since the RS-based approach always produces a correct ow eld, we can see ac-
curacy improvements by up to a factor of four. The hybrid Rusanov and MCB
scheme does, however, always results in slightly higher errors norms. In a direct
comparison, the SCB scheme does always produce slightly better agreement with
the reference data, however, the MCB scheme by itself and without a RS converges
always faster than the SCB scheme. Using the hybrid Rusanov and MCB scheme to-
gether, though, produces better agreement with the reference data (up to a factor of
two at high Reynolds number ows) while the residuals are equally halved at higher
Reynolds numbers. Thus, the multi-directional nature of MCB scheme coupled with
the favourable transportiveness properties of the Rusanov RS shows evidence here
that speed-up and gain in computational accuracy can be achieved. The only scheme
which is capable to outperform the hybrid scheme is the central scheme with arti-
cial dissipation, in terms of computational cost at least at Re=5000 on the ne grid.
However, the computational gain is minimal while the hybrid scheme is twice as ac-
curate. This is remarkable in a way as the reference data also used a central scheme
with added dissipation for its discretisation. It would be natural to assume that the
same scheme in the context of the FSAC-PP method would perform equally well,
as it has done for lower Reynolds numbers. However, at higher Reynolds numbers,
the lack of transportiveness starts to show which is not present in the RS-based
approach. Furthermore, the central scheme also starts to show an oscillatory prole
at higher Reynolds numbers which is, again, absent for the hybrid scheme.
In Table 6.4, the same discussion can be made for the FSAC-VP method. In com-
parison to the FSAC-PP method, we can see that here too the Rusanov approach
produces better accuracy than the other schemes which is improved by coupling it
to the MCB scheme. However, the iterations required increases slightly when using
the MCB scheme. Furthermore, is cannot be clearly stated that the SCB or MCB
scheme by itself is better than the other in terms of accuracy or computational cost.
However, once the MCB scheme is paired with the Rusanov RS, the accuracy starts
to increase. For example, at Re=3200, the dierences in accuracy compared to a
non CB scheme are as high as a factor of 6-7. The central scheme with articial
dissipation is able to match the hybrid scheme in terms of iterations | a noticeable
exception is presented at Re=3200 and Re=5000 on the coarse grid, where the hy-
brid scheme performs better | but not in terms of accuracy. The dierences on the
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coarse grid at Re=5000 are as well a factor of 6-7 for the L1 norm while reducing
to a factor of three on the ne grid at Re=5000. Still, the hybrid scheme performs
better than the reference scheme used in Ghia et al. [152].
In terms of relative computational times, it is reasonable to compare the FSAC-
PP and FSAC-VP against the AC method from which they partly originate. For
the FSAC-PP method we can see reduced number of iterations by a factor of 5{6
(Re=100), 3{4 (Re=400), 3{4 (Re=1000), 1{2 (Re=3200), 1{2 (Re=5000, coarse
grid) and 2{10 (Re=5000, ne grid), respectively. For the FSAC-VP method, those
factors for computational savings become about 1.5 for Re=100 and Re=400, 2{2.5
(Re=1000), 1.5{3 (Re=3200), 1.5{3 (Re=5000, coarse grid) and 2{10 (Re=5000,
ne grid), respectively. Thus, by using either of these methods, we can see a signif-
icant saving in computational cost. In terms of the FSAC-PP method, this is to be
expected and was also highlighted by Konozsy [109] and Konozsy and Drikakis [21]
where computational timings where presented along with iterations. They stated
that the FSAC-PP method showed a speed up when compared to the AC method in
terms of CPU time. At the same time, for Re=3200 and above, we can see that the
FSAC-VP method starts to reduce the number of iterations more than the FSAC-
PP method is capable of, except for the Rusanov and hybrid scheme consisting of
Rusanov and MCB scheme at Re=5000 using the ne grid. Thus, high Reynolds
number ows show potential for both methods to signicantly decrease the compu-
tational time while the FSAC-VP method performs slightly better in this regime.
The results stated above for the FSAC-VP method are equally applicable to the
FSVP method. Comparing the results in Table 6.5 with those discussed before in
Table 6.4, very little dierences can be seen. Thus, the simple inclusion of the
perturbed continuity equation in the FSVP method to hyperbolise the system of
equations has shown that the accuracy and computational cost can be favourably
inuenced through the use of RS and CB schemes.
To conclude this Section, a brief summary of the results is given here. From our ini-
tial discussion on the numerical dissipation properties of each interpolation scheme,
we saw that the polynomial scheme possessed the least amount of numerical dissipa-
tion, based on a Taylor-series truncation error argumentation, which was conrmed
through the numerical experiments. It was the rst scheme to suer from a lack
of dissipation and was unable to resolve the main vortical ow structures as the
Reynolds number increased at a constant mesh size. We also saw that the central
scheme with articial dissipation contained, for most cases, enough inherent dissipa-
tion to account for the loss in physical dissipation. While that is the case, it was still
prone to the pressure-velocity decoupling problem which was especially pronounced
at higher Reynolds numbers. The same issues are present for the polynomial re-
construction scheme when used by itself or in conjunction with the MCB scheme.
Once it was coupled with a RS-based approach, though, smooth velocity and pres-
sure elds were obtained for all Reynolds numbers. Thus, the RS alone was able to
remove the unfavourable decoupling properties while at the same time having the
potential of reducing the computational cost and increasing the accuracy. When the
Rusanov RS was further coupled with the FSAC-PP and FSAC-VP method, an in-
crease in accuracy was seen for both methods while the computational cost was also
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decreased for the FSAC-PP method but not for the FSAC-VP method. The gain
in accuracy may be explained by the favourable properties observed of the MCB
scheme where it was still able to reproduce vortical structure where the polynomial
reconstruction scheme was failing to do so. We also saw that for high Reynolds
numbers, there is great potential to reduce the computation cost when using either
the FSAC-PP, FSAC-VP or FSVP method when compared to the AC method. That
makes these methods computational competitive while the hybrid scheme consist-
ing of the Rusanov RS and the MCB scheme has the potential to accurately predict
vortical structures at an even further reduced computational cost.
6.2 Forced Separated Flow over a Backward Fac-
ing Step
The last Section highlighted some of the important features of the AC, FSAC-PP
method, as well as the newly introduced FSVP and FSAC-VP method for high
Reynolds number ows. Furthermore, the dierent characteristic approaches were
tested with dierent RS-based approaches. In this Section, the focus is shifted to-
wards laminar ows over a step so that at a predened point the ow separates and
has to reattach further downstream. As discussed in the beginning of this Chapter,
the reattachment point denes how much kinetic energy is contained within the re-
circulation bubble. Once the ow becomes turbulent, it is this kinetic energy which
is constantly feeding the turbulent eddies with new energy to sustain their energy
cascade. The size and shape of the primary vortex is also of importance as it can
trigger secondary recirculation areas downstream at the top and bottom wall. This
has been investigated by many researchers experimentally and numerically, but in
this study, we will focus our attention on the work of Denham and Patrick [160] and
Armaley et al. [161].
In reference [160], experimental studies over a backward facing step were carried out
at Reynolds numbers in the range of 73 < Re < 229. The experimental apparatus
consisted of an inlet channel of length x=S = 20=3 in which water was pumped so as
to develop a fully laminar velocity prole. The smaller channel was connected to a
larger channel which was larger by a step height S over which the ow had to pass.
Velocity proles at dierent downstream locations in the larger channels were taken
and the reattachment point was predicted using laser anemometer measurements.
Dye traces were also injected into the ow from which the reattachment point was
measured as well. There is one particular problem with the study as it is rather
dicult to reproduce numerically. Durst et al. [162] provided an overview on dif-
ferent methods to estimate the development length of simple channel ows. They
synthesized the information available in the literature into a single equation which
is given as
x
S
=

(0:619)1:6 + (0:0567Re)1:6
1=1:6
: (6.2.1)
Based on the Reynolds number, the non-dimensional development length of the
channel can be predicted using this equation. The present case of x=S = 20=3
corresponds to a Reynolds number of Re=116, which is far below the maximum
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Figure 6.20: Comparison of dierent experimental studies on the reattachment point
x=S for the backward facing step geometry using a expansion ratio of 2:3. Data
are shown from Goldstein et al. [163], Leal and Acrivos [164] and Denham and
Patrick [160]. Further numerical data is shown from Zamzamian and Razavi [53]
and from the current work for the multi-directional characteristic-based (MCB)
scheme.
number used in the experimental work. The implications are that a non-fully de-
veloped velocity prole enters the larger channel which would be dicult to impose
in a numerical simulation, so as to match the velocity proles. But it has fur-
ther, measurable eects. In their study, Denham and Patrick compared their results
against other experimental studies, which is also shown in Figure 6.20. Looking at
the length of the recirculation area, their study suggests that the ow reattaches
at around x=S = 7 for a Reynolds number of Re=200. Goldstein et al. [163] pre-
dicted that to be closer to x=S = 6 while Leal and Acrivos [164] showed results
where a ratio of x=S = 11 was obtained. In light of the rather large experimental
discrepancies, it becomes even more dicult to perform computational comparisons
between the experiments and numerical simulations. Yet this is exactly what Za-
mzamian and Razavi [53] did when they validated their MCB scheme using the AC
method. There is no negative judgement implied by the current author on the test
case chosen to compare their results; experimental studies do come with a degree
of uncertainty, however, at the same time it is felt that the comparison was not
carried out with high scientic rigour and that premature conclusions were drawn.
Therefore, numerical comparisons between the SCB and MCB scheme are done us-
ing only the AC method as this is the same approach Zamzamian and Razavi have
chosen to compare their scheme. We use the experimental data provided by Denham
and Patrick to validate the results. After the various concerns have been addressed
here, we substitute the experimental data for those provided by Armaly et al. [161]
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Figure 6.21: Computational domain for the backward facing step problem adapted
from Zamzamian and Razavi [53].
and carry out simulations at two dierent Reynolds numbers for all incompressible
methods and numerical schemes.
The geometry chosen to reproduce the experimental data is given in Figure 6.21.
In order to impose a velocity prole at the inlet, the smaller channel is removed,
and the velocity prole given as a boundary condition, indicated by u = f(y). The
velocity proles from the experiment were digitised and then interpolated using the
MatLab environment which was then written to a le and read by the solver. At
the step, the velocity was set to zero and the pressure obtained through a Neumann
boundary condition. Zamzamian and Razavi used a mesh of nx  ny = 112  45,
however, it has been found that further renement is necessary using the present
solver as its underlying data structure is based on Cartesian coordinates. The nal
mesh was selected to contain nx  ny = 300  120 elements. The computational
results for two dierent Reynolds numbers are shown in Figure 6.22. The numerical
schemes used in the present study are shown by solid lines while those obtained by
Zamzamian and Razavi are shown as dashed lines. Inspecting both velocity proles
obtained with either the MCB or SCB scheme in [53], we can see that the velocity is
not set to zero at the wall along the step at x=S = 0. Thus, an incorrect boundary
condition is given at the point at which the ow is supposed to develop from and
so it is not surprising to see errors in the developed ow. For example, the MCB
scheme of Zamzamian and Razavi does match the experimental data rather well
while their SCB implementation seems to produce less accurate results at Re=73.
This behaviour is further exaggerated when looking at Re=229, where the SCB
scheme initially matches the experimental data in the bulk part of the ow (up to
x=S = 0:8) but due to the incorrect boundary condition implementation, it fails
to produce the correct recirculation areas and thus velocity proles. The results
obtained in this work do over-predict the ow in its bulk for both Reynolds num-
bers. As Denham and Patrick rightfully pointed out, the downstream ow pattern
is largely determined by the upstream ow eects, in this case those occurring in
the smaller inlet channel and close to the step itself. By removing such crucial in-
134 CHAPTER 6. RESULTS AND DISCUSSION
0 1 2 3 4 5 6
x/S [-]
0
1
2
3
y/
S 
[-]
AD
SCB
MCB
SCB, Zamzamian &
Razavi
MCB, Zamzamian &
Razavi
Denham &
Patrick
(a) Re=73
0 2 4 6 8 10 12
x/S [-]
0
1
2
3
y/
S 
[-]
AD
SCB
MCB
SCB, Zamzamian &
Razavi
MCB, Zamzamian &
Razavi
Denham &
Patrick
(b) Re=229
Figure 6.22: Comparison of the the CB schemes implemented by Zamzamian and
Razavi [53] and the current work for the backward facing step geometry at two
dierent Reynolds numbers.
formation it is impossible to try to match experimental data to a high degree of
condence. Returning back to the boundary condition issue encountered by Zamza-
mian and Razavi, we can see that the non zero velocity component at the step wall
are present for both the SCB and MCB scheme. The MCB scheme seems to be less
aected by the cticious boundary condition but it does not remove the fact that
essentially a dierent ow was modelled. The very fact that uid was allowed to
exit or enter the domain at the step may also explain why the velocity carried more
momentum in the present study and thus over-predicting the velocity proles while
those curves that matched the experimental data in Zamzamian and Razavi's study
were much closer to the experimental data as momentum had been taken out of the
domain. They did, however, also provide further evidence that their results had to
be regarded with scepticism. As a validation scheme, they used the central scheme
with articial dissipation, just as in this study and reported that at Re=229 \the
central scheme shows remarkable instabilities and comparisons are made only for
second-order MCB and (S)CB schemes." [53, p. 8706]. Figure 6.22 shows results
obtained with the present solver and the central scheme with articial dissipation
(AD). Contrary to the claims of Zamzamian and Razavi, the results do agree rather
well with the experimental data. The extra momentum present in the SCB and
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MCB scheme may have been dissipated through the articial dissipation mechanism
to allow the AD scheme to match the experiments in closer agreement. Returning to
Figure 6.20, we can also see the reattachment length x=S predicted by Zamzamian
and Razavi, the current work and the experimental studies of Goldstein et al. [163],
Leal and Acrivos [164] and Denham and Patrick [160]. For Zamzamian and Razavi,
the reattachment point was not given explicitly and was inferred from streamline
plots. For the current work, the reattachment point was obtained from the skin
friction coecient where it has a change in its sign and becomes zero. We can see
that the current work agrees much better with the results provided by Leal and
Acrivos than those of Denham and Patrick. An important dierence between the
study of Leal and Acrivos and Denham and Patrick was that in the former study,
the top wall in Figure 6.21 was removed and equivalent to a free stream condition.
Thus, any interactions of the recirculation area near the step height with potential
downstream eddy formations at the top wall is removed. In-fact, no secondary vor-
tex structures could be identied in the present work which may attribute to the
close agreement with reference [164]. The study of Zamzamian and Razavi showed
reduced reattachment lengths compared to the current work which may indicate the
formation of a top wall vortex. Indeed, if such a vortex exists, the reattachment
length is expected to increase due to the extra downward momentum transfer. No
such evidence was provided by Denham and Patrick, but their lower reattachment
length may indicates that a top wall vortex was present but not measured.
Overall, it cannot be concluded that the \second-order MCB provides more accu-
rate results than the second-order (S)CB scheme" [53, p. 8707]. It is furthermore
incorrect to state that the central scheme is not capable to predict the correct ow
eld. At this point, the best guess is that the insucient description of boundary
conditions led to the failure and inaccuracies of the central and SCB scheme, re-
spectively. A further analysis is not possible without inspecting the code which is
not publicly available.
Therefore, we do not carry out more analysis using this reference data due to too
many uncertainties which ultimately fail to provide any insight into which method
or scheme may be working better than the others. For the sake of completeness,
however, we carry out a full parametric investigation for the backward facing step
problem following the experimental data of Armaly et al. [161], where the smaller
channel section can be explicitly resolved as the velocity prole entering the larger
channel always follows a laminar velocity prole. Furthermore, upstream pressure
disturbances may be accounted for as well as its interaction with the downstream
pressure and velocity eld. The geometry for this particular study is shown in
Figure 6.23.
Here, we have S 6= h and specically (S + h)=S = 10:1=5:2  1:94. Before we
perform any numerical investigation, a grid convergence study is carried out and
the so-called grid convergence index (GCI) is calculated, which is explained in the
following. In his 1994 article, Roache [165] introduced the notion of the GCI which is
used to judge if a numerical solution has become grid independent, i.e. it indicates
for which mesh level the results would not change further if the mesh would be
rened. He paired his analysis with the Richardson extrapolation which can be
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Figure 6.23: Computational domain for the backward facing step problem following
the experimental work of Armaly et al. [161].
used to extrapolate the results obtained on coarser mesh level to that which would
correspond to a ne mesh solution. Later, Celik et al. [166] further rened the GCI
approach which is adopted for this test case.
In order to perform a GCI study, a minimum of three computational grids are
required. For each mesh, a representative grid size has to be established as
h =
"
1
N
NX
i=1
Ai
#1=2
; (6.2.2)
where Ai is the area of cell i. If we consider three grid levels, we require that
h1 < h2 < h3. This means that the mesh corresponding to h1 contains the most
elements and thus is the ne grid. Equally, h2 and h3 correspond to the medium and
coarse mesh solution, respectively. We can dene the renement ratios r21 = h2=h1
and r32 = h3=h2 and the dierence in the solution as 21 = 2 1 and 32 = 3 2
where  is any suitable integral property, and calculate the apparent order p as
p =
1
ln(r21)
ln3221
+ q(p): (6.2.3)
Here, q(p) is depending on p itself and dened as
q(p) = ln

rp21   s
rp32   s

; (6.2.4)
where we have introduced s = sign(32=21). Eq.(6.2.3) and Eq.(6.2.4) need to be
solved iteratively. Once the apparent order p is known, the extrapolated value |
corresponding to a grid-independent solution | can be obtained as
21ext =
rp211   2
rp21   1
: (6.2.5)
Alternatively, the Richardson extrapolation can be used in the form of
21ext = 1 +
1   2
rp21   1
; (6.2.6)
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where p is now taken as the order of the numerical scheme, corresponding to its
Taylor series truncation error. In the same way, an expression for 32ext can be found.
The relative error that is made can be calculated as
e21 =
1   21
 (6.2.7)
where again an expression for e32 can be found analogously. With this information
provided, the GCI can be calculated as
GCI21 =
1:25e21
rp21   1
: (6.2.8)
The same GCI can be found in Roache [165] where the apparent order p is substituted
for the order of the discretisation scheme. The GCI has no absolute meaning, i.e.
simply stating the GCI obtained from two grid levels does not bear any meaning.
It needs to be compared against other mesh levels (hence the need for at least
three grids) from which it can be judged at which point the solution becomes grid
independent. That being said, this represents the ideal scenario which is often not
applicable for real scientic or industrial problems. Often, the medium mesh solution
is chosen rather than the nest grid level, despite the medium grid having a larger
error. The mesh size may be restricted by the resources and time available, but for
those cases the GCI helps to quantify how much the mesh is inuencing the results.
The approach described above is applied to the geometry presented in Figure 6.23.
The geometry is divided into three blocks and each one meshed using the same
number of points along the x  and y direction. In total, ve mesh levels are
considered where the smallest mesh corresponds to 3(nx  ny) = 3(20  10) =
600 elements. For each subsequent renement, the mesh spacing is halved in each
direction so that the mesh size quadruples. The reattachment length x=S is chosen
here as the integral property  and its change is used to calculate the GCI value.
The number of iterations, computational time, extrapolated value and the GCI
itself are shown in Table 6.6. On the smallest grid level, the simulations only take
seconds to complete, while the nest mesh level requires several hours. In this
case, the mesh containing 38400 elements was chosen to be used for all subsequent
studies. Although a change in reattachment can still be observed, it is within 2%
of the extrapolated value from the ne grid. Similarly, the GCI indicates that the
solution is only changing moderately by 1.65%. Despite the lower GCI value for
the nest grid, the computational cost increases exponentially. Furthermore, the
simulations were carried out with the FSAC-PP method as it has shown to be the
fastest method of the four tested in the last Section in most cases. Therefore, in
light of a need for a parametric study at dierent Reynolds numbers, numerical
schemes and incompressible methods, the more economical mesh containing only
38400 elements was chosen.
Figure 6.24 and 6.25 show the velocity proles obtained at dierent downstream
sections x=S of the larger channel with each method and numerical schemes at
Re=100 and Re=389, respectively. At the lower Reynolds number, it can be seen
that the MCB and non CB approach perform best using the AC method while the
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Figure 6.24: Comparison of velocity proles at Re=100 for dierent incompressible
methods for the backward facing step geometry.
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Figure 6.25: Comparison of velocity proles at Re=389 for dierent incompressible
methods for the backward facing step geometry.
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Table 6.6: Grid Convergence Index study based on the reattachment length of the
lower wall at Re=100 using the FSAC-PP method.
Cells iterations CPU time [h] x=S ext GCI
600 8723 0.0008 2.26534 - -
2400 18946 0.008 2.48377 2.6053 0.0612
9600 36436 0.059 2.56186 2.6053 0.0212
38400 93465 0.79 2.62402 2.6586 0.0165
153600 237433 9.05 2.66116 2.6818 0.0097
RS-based approaches under-predict the peak velocity initially. Further downstream,
there is less of a discrepancy between the two approaches. The central scheme with
articial dissipation lies in the middle of the two extremes, matching the reference
data more closely as the ow is advected downstream. At Re=100, it is expected
that all physical dissipation is fully resolved. Only once the ow starts to become
turbulent do the smallest scales, at which turbulence is dissipated into heat, reduce
in size. Thus, for laminar ows, it is expected that all physical dissipation is resolved
by the computational grid and there is no need to add further numerical dissipation.
This might explain why the central scheme is not matching the reference data as
accurately as the MCB or non CB approach which possess less numerical dissipation.
An excess of it would only introduce damping of the solution and it can be argued
that this is exactly what can be seen for the central scheme. Of course, it has
to be kept in mind that the central scheme is only second-order accurate while
the polynomial reconstruction has third-order of accuracy, which has an additional
inuence on the solution. By the same logic, the RS-based approaches all produce
more dissipative errors than the central scheme or the MCB and non CB scheme. As
has been noted in the literature [96], RS do come with their own inherent numerical
dissipation. We can conclude that numerical dissipation is thus useful and required
for high Reynolds numbers to stabilise and develop the ow while at low Reynolds
numbers, it suggests that an excessive amount of it can have damping properties.
This is in-fact in line with the development of numerical schemes in general, as
discussed in Chapter 1, where second-order schemes were preferred over their rst-
order, dissipative, counterparts. Looking at Figure 6.24b, the same ow is shown
for the FSAC-PP method. Except for the SCB scheme, there are no noticeable
dierences between the dierent numerical schemes. Although the same amount of
numerical dissipation is present in the schemes when using the FSAC-PP method
instead of the AC method, the former seems to have an in-built feature to equalise
any dierences in the numerical schemes. This is in-fact the same observations
Konozsy [109] made about the FSAC-PP method which showed an indierence
towards the numerical interpolation procedures. Features which were only resolved
using higher-order interpolations schemes using the AC and FS-PP method were
shown to be resolved with the FSAC-PP method even with rst order schemes. The
FSAC-VP method, on the other hand in Figure 6.24c, shows similar velocity proles
as obtained with the FSAC-PP method but here the Rusanov RS by itself also shows
less accurate results than the other schemes. The agreement of those other schemes,
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compared to the AC, FSAC-PP method is, however, good and match the reference
data equally well. As for the lid driven cavity, there is no noticeable dierence
between the FSAC-VP and FSVP method.
In Figure 6.25, the same method and schemes are tested at Re=389. In this regime,
the ow is still laminar but according to Armaly et al. [161], it is close to a critical
Reynolds number at which secondary vortices are formed at the top wall. Thus,
predicting these secondary vortices correctly is mandatory in order to obtain the
correct separation length. Any dierence will also have an impact on the velocity
proles. The AC method does separate the ow into two dierent behaviours based
on which scheme is used. The MCB and non CB scheme both predict the peak
velocity to be lower than the experiment which is especially pronounced between
6:12 < x=S < 9:18. The other schemes predict the peak to be at a higher location
which could indicate that the MCB and non CB approach are deviated downwards
due to a secondary vortex which is not predicted bu the other schemes. A closer
look at the separation and reattachment points is required which will be discussed
at a later stage. The picture is dierent for the FSAC-PP method where all velocity
proles are in close agreement. Again, the SCB scheme shows a bit more damping
than the other solutions but there is no dierence in terms of peak prediction, hint-
ing that no secondary vortex has been detected by any of the numerical schemes.
There is, however, the same mismatch with the experimental data approximately
in the region of 5:41 < x=S < 7:76. For the FSAC-VP method, there is even less
dierence among the various schemes. It suggests that the invariance towards nu-
merical schemes is also passed on from the FSAC-PP method, which can be also
conrmed by looking at the FSVP method, which shows the same invariance, al-
though here just for two dierent schemes. It could be argued that the mesh is ne
enough so that dierences in numerical schemes are not as pronounced and the false
conclusion of scheme invariance can be drawn. After all, in the previous Section on
the lid driven cavity, there were large dierences in the velocity prole for both the
FSAC-PP and FSAC-VP method. This conclusion would be wrong due to several
reasons: In the introduction to this Section, a GCI study was carried out which
showed that dierences are still present in the mesh. Although being small, there
is still space for mesh induced errors. It could be further argued that these errors
would not be visible in the velocity plots due to the size of the plots and the error
range, but then again, the AC method does show visible dierences. Compared to
the AC method, both the FSAC-PP and FSAC-VP method (and to the same extend
the FSVP method) do show less dependency on the numerical scheme and produce
results which lie closer together than those predicted with the AC method. Further-
more, the velocity proles shown for the lid driven cavity in the previous Section
were shown for the same mesh size while the Reynolds number increased. Up the
Re=1000 the results showed a similar behaviour as in the present Section where the
inuence of the numerical scheme on the solution was minute. It also needs to be
stressed that a low-dissipative polynomial reconstruction scheme has been used on
purpose so as to reduce the numerical dissipation error. Once the numerical dissi-
pation is not able to match the physical one, dierences are expected but this is due
to an under-resolved ow. In cases where the dissipation is balanced, as seen for
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Figure 6.26: Contour plots of the velocity prole for dierent incompressible methods
at Re=100 using a non CB scheme.
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Figure 6.27: Contour plots of the velocity prole for dierent incompressible methods
at Re=389 using a non CB scheme.
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cases up to Re=1000 for the lid driven cavity and Re=389 in this Section, the results
show little dependence on the numerical scheme when the FSAC-PP, FSAC-VP or
FSVP method is used.
Figure 6.26 and 6.27 show the contour plots of velocity at Re=100 and Re=389
for all dierent incompressible method using the non CB scheme as a reference.
From a quantitative point of view, we see that the recirculation area is approxi-
mately of the same length and that in general there is little dierence in the bulk of
the domain, when considering the case for Re=100. For the higher Reynolds number
of Re=389, however, it can be conrmed that there is an indication of a secondary
recirculation area at the top wall for the AC method, while the other methods do
not seem to have produced a vortex similar in size. This creates a dierence in
downward momentum which has been discussed in conjunction with Figure 6.25a
where the mismatch in peak velocity prediction was observed. Judging from a qual-
itative point of view, however, it does not seem to have aected the reattachment
point of the ow to a large degree. The results for the FSAC-PP, FSAC-VP and
FSVP method, on the other hand show a consistent picture where at least visually,
no dierences can be observed.
This discussion can be repeated from a quantitative point of view referring to Ta-
ble 6.7. Here, the locations x1, x4 and x5 correspond to those in reference [161],
where x1 is the reattachment point of the primary vortex at the bottom wall, x4 the
separation point of the secondary vortex on the top wall and x5 its corresponding
reattachment point. There are several important messages to extract from this Ta-
ble which will be discussed in turn.
First, consider the accuracy of the dierent schemes for dierent methods. At
Re=100 and using the AC method, the closest agreement to the experimental data is
achieved with the MCB scheme which diers by 1.6%. The largest dierence to the
experimental data is obtained using either the Rusanov RS or its combination with
the MCB scheme, which gives a dierence of 19.7%. At Re=389, however, the best
agreement is achieved with Rusanov's RS or its combination with the MCB scheme
(7.7%) while the MCB scheme by itself produces the largest dierence (11.7%),
which is exactly the opposite from the lower Reynolds number case. The FSAC-PP
method gives its best agreement with the reference data using the Rusanov RS or
its combination with the MCB scheme (13.9% for Re=100, 8.0% for Re=389) and
its least accurate prediction using the SCB scheme (18.8% for Re=100, 11.0% for
Re=389). For the FSAC-VP method, the non CB scheme gives the best agreement
(13.2% for Re=100, 8.2% for Re=389) while it too gives the least accurate predic-
tions using the SCB scheme (16.7% for Re=100, 10.2% for Re=389). The Rusanov
RS with MCB scheme, however, provides results very close to the non CB scheme.
We can calculate the dierence between the most and least accurate prediction for
each method and see that for the AC method we obtain 19:7%  1:6% = 18:1% and
11:7%  7:7% = 4:0%, for Re=100 and Re=389 respectively. The same calculation
can be done for the FSAC-PP and FSAC-VP method, for which one obtains 4.9%
at Re=100 and 4.0% at Re=389 for the FSAC-PP method and 3.5% at Re=100 and
2% at Re=389 for the FSAC-VP method. This is in-fact consistent with Figure 6.24
and 6.25, although the velocity proles are shown in these two Figures, where we
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Table 6.7: Reattachment length prediction for all methods using two dierent
Reynolds numbers. The nomenclature is in accordance with Armaley et al. where
x1=S refers to the reattachment length on the bottom wall while x4=S and x5=S
refer to the separation and reattachment point on the upper wall, respectively.
AD no RS Rusanov RS
method Re no CB no CB SCB MCB no CB MCB Ref.
AC
100
iterations 338138 339228 326948 337312 330733 330733 -
x1=S 2.79 3.17 2.63 3.20 2.61 2.61 3.25
x4=S - - - - - - -
x5=S - - - - - - -
389
iterations 214563 216806 208100 215619 208142 208142 -
x1=S 7.71 7.46 7.72 7.42 7.75 7.75 8.40
x4=S 7.11 6.19 7.77 6.11 - - -
x5=S 9.66 10.74 8.80 10.75 - - -
FSAC-PP
100
iterations 93467 93465 128011 111755 125736 108421 -
x1=S 2.78 2.78 2.64 2.77 2.80 2.80 3.25
x4=S - - - - - - -
x5=S - - - - - - -
389
iterations 130247 130288 161031 141330 161449 134110 -
x1=S 7.65 7.66 7.48 7.65 7.73 7.71 8.40
x4=S - - - - - - -
x5=S - - - - - - -
FSAC-VP
100
iterations 188164 188280 195342 195670 195455 193571 -
x1=S 2.81 2.82 2.71 2.79 2.75 2.81 3.25
x4=S - - - - - - -
x5=S - - - - - - -
389
iterations 162956 163732 161813 167062 164614 170188 -
x1=S 7.70 7.71 7.54 7.62 7.64 7.68 8.40
x4=S 7.70 7.70 - - - - -
x5=S 8.87 8.90 - - - - -
FSVP
100
iterations 190366 190410 - - - - -
x1=S 2.80 2.80 - - - - 3.25
x4=S - - - - - - -
x5=S - - - - - - -
389
iterations 160928 161636 - - - - -
x1=S 7.66 7.67 - - - - 8.40
x4=S 7.95 7.88 - - - - -
x5=S 8.46 8.58 - - - - -
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saw that the largest discrepancies were obtained with the AC method while both
the FSAC-PP and FSAC-VP method showed less variation. Thus, we see that the
FSAC-PP and FSAC-VP method do not only produce consistently the least and
most accurate results using the same scheme but also that the dierence among
the dierent methods is lower compared to the AC method, at least for the two
Reynolds number tested. Furthermore, while the accuracy in the prediction of the
reattachment point deteriorates from 1.6% to 7.7% for the AC method, it increases
for both the FSAC-PP and FSAC-VP method from 13.9% to 7.7% and from 13.2%
to 8.2%, respectively. As for the cases discussed before, there is very dierence be-
tween the FSAC-VP and FSVP method.
In terms of iterations, the FSAC-PP method produces, again, the lowest number of
required iterations, followed by the FSAC-VP method (requiring about two times
more iterations) and the AC method (requiring about three times more iterations).
There are, however, uctuations among the number of iterations required when
looking at the FSAC-PP method. The SCB scheme, for example, requires about
37% more iterations than the non CB scheme, which requires the least number of
iterations at Re=100. The Rusanov RS also requires more iterations but requires
marginally fewer iterations than the SCB scheme. By contrast, the MCB requires
only about 4% more iterations at Re=100 compared to scheme with the fastest con-
vergence rate when looking at the FSAC-VP method. This is consistent with the
ndings on the accuracy, where the least and most accurate scheme only dier by
less than 3.5%.
Table 6.7 does also provide information on which scheme predicts secondary vortex
structures at the top wall. As a reminder, Armaly et al. [161] show that no secondary
structure should exist at this Reynolds number. Using the AC method, all but the
Rusanov RS-based approaches predict the secondary vortex, where the MCB scheme
predicts the largest vortex of non-dimensional size L = 10:75 6:11 = 4:64x=S. The
SCB scheme, on the other hand, although still predicting the presence of a vortex at
the top wall, estimates the size to be 1:03, smaller by a factor of four. These ndings
also explain why the Rusanov RS and its hybridisation with the MCB scheme per-
form best at this Reynolds number; they do not predict the existence of a secondary
vortex. The ow is forced to attach sooner in the case of the MCB scheme (Re=389,
AC method) due to the rather large size of the secondary vortex. We saw in the
previous Section that the MCB scheme is capable of predicting a vortical ow which
may not be physical, see Figure 6.10d. This is not necessarily a failure of the MCB
scheme, rather, the MCB scheme is picking up a vortical eld and tries to develop
it into a physically correct ow but a lack of physical or numerical dissipation is
imposing no bounds on the development of the vortical structure. In the present
case, dissipation is not an issue as the simulations are still operated well within
the laminar ow regime. Something else must be triggering the MCB scheme to
develop vortical structures where none should exist. One possible explanation could
be the outow boundary condition, which is imposing a hard boundary condition
on the pressure. Here, the pressure is set to zero which automatically allows for
pressure waves to be reected at the outow. This allows purely numerical pressure
waves to travel back and forth and disturb the upstream ow. It is possible that
the interaction of those pressure waves and the separation and reattachment point
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is causing a uctuating pressure eld upstream that confuses the MCB scheme into
thinking that these uctuations represent turbulence. These turbulent structures
may then trigger the development of vortical structures. This claim is, however, not
backed-up with data and so should only be taken as a possible explanation among
dierent possibilities1. The FSAC-PP method does not show any secondary vortex
structures which may be attributed to the Poisson solver. The elliptic properties of
it always have a smoothing eect on the pressure eld which may help to reduce
non-physical pressure oscillations so that no secondary structure is developed in the
rst place. The FSAC-VP method, on the other hand, does feature secondary vor-
tex structures, however only for the central and non CB scheme. Its size, which is
of order one, is small, however. The same is true again for the FSVP method.
Tables 6.8{6.11 show the L0 and L1 error norms for all four methods using the
dierent numerical schemes at Re=100 for various locations of x=S. The bigger
pictures may be lost by analysing the error norms at each location so that an average
error of the form
Lj(u) =
1
N
NX
i=1
Lj[u(x=S)ji]; j = 0; 1 (6.2.9)
may be obtained. The discussion carried out in a qualitative way for Figure 6.24
may be repeated quantitatively in the following, based on the average L1 norm if
not stated otherwise. For the AC method, we can see in Table 6.8 that the lowest
error is obtained with the MCB (2.94%) scheme closely followed by the non CB
approach, which has been found previously as well. The RS-based schemes do all
produces errors which are of a similar magnitude and are between 47.7%{54.8% less
accurate than the MCB scheme. The central scheme, with a 22.4% higher error,
lies in-between the two approaches. For the FSAC-PP method, Table 6.9, the best
results are obtained with the Rusanov based approaches at 3.50% dierence while
the SCB gives the highest error which is 29.1% higher than the results obtained
with the Rusanov RS. For the FSAC-VP method in Table 6.10, the best results
are obtained using the Rusanov RS together with the MCB scheme (3.52%) while
the SCB scheme, again, produces the highest error and diers by only 13.3% to the
most accurate scheme. If we compare the central and non CB scheme in the FSAC-
VP and FSVP method, we see that their results diers only by 0.02 percent points
for each scheme, showing again little dierence between the two methods. We can
conclude again that the FSAC-PP and FSAC-VP method both produce the best
agreement when the Rusanov based scheme is used in conjunction with the MCB
scheme while the SCB scheme gives the least agreement. For the AC method, it is
actually the MCB scheme by itself which produces best results while its combination
with the Rusanov RS gives less favourable agreement. However, the same pattern
emerges which was observed in the discussion on the separation and reattachment
points. The dierence in lowest to highest error is much smaller for the FSAC-VP
1An in-depth study on the eect of the boundary conditions was attempted by ultimately
dropped due to the complexity involved.
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Table 6.8: L0 and L1 error norm of the velocity proles at various locations of x=S
for the AC method. Results are given for dierent characteristic-based approaches
including the Rusanov Riemann solver. The central scheme with articial dissipation
is given as a reference solution and the average error, denoted by L0(u) and L1(u),
is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 4.91 6.80 9.05 6.59 10.63 10.63
L1(u) [%] 1.83 3.80 4.69 3.83 5.58 5.58
2.55
L0(u) [%] 12.85 6.49 14.53 6.21 14.48 14.48
L1(u) [%] 7.18 2.33 8.73 2.13 8.89 8.89
3.06
L0(u) [%] 11.93 6.92 12.72 6.38 12.62 12.62
L1(u) [%] 5.49 3.21 6.51 3.02 6.63 6.63
3.57
L0(u) [%] 8.15 6.42 11.01 6.10 11.56 11.56
L1(u) [%] 4.16 3.29 4.99 3.11 5.12 5.12
4.18
L0(u) [%] 6.30 5.96 7.54 5.67 8.26 8.26
L1(u) [%] 2.60 2.08 3.15 1.91 3.35 3.35
4.80
L0(u) [%] 11.97 12.47 10.90 12.11 11.20 11.20
L1(u) [%] 6.19 6.44 6.20 6.21 6.24 6.24
5.41
L0(u) [%] 7.25 7.82 6.59 7.49 6.72 6.72
L1(u) [%] 3.96 4.14 4.06 3.91 4.14 4.14
6.12
L0(u) [%] 5.07 5.26 6.27 5.05 6.75 6.75
L1(u) [%] 2.67 2.53 3.32 2.35 3.48 3.48
7.76
L0(u) [%] 4.64 5.14 3.39 5.09 3.93 3.93
L1(u) [%] 1.91 1.98 1.98 1.96 2.10 2.10
12.04
L0(u) [%] 6.22 6.30 5.99 6.30 5.94 5.94
L1(u) [%] 2.33 2.86 1.53 2.88 1.60 1.60
16.33
L0(u) [%] 3.11 2.63 4.56 2.65 5.00 5.00
L1(u) [%] 1.28 1.01 2.60 1.02 2.93 2.93
L0(u) [%] 7.49 6.56 8.41 6.33 8.83 8.83
L1(u) [%] 3.60 3.06 4.34 2.94 4.55 4.55
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Table 6.9: L0 and L1 error norm of the velocity proles at various locations of x=S
for the FSAC-PP method. Results are given for dierent characteristic-based ap-
proaches including the Rusanov Riemann solver. The central scheme with articial
dissipation is given as a reference solution and the average error, denoted by L0(u)
and L1(u), is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 6.26 6.11 8.41 6.25 5.85 5.87
L1(u) [%] 1.68 1.65 4.95 1.61 1.81 1.82
2.55
L0(u) [%] 13.50 13.42 14.88 13.58 12.94 12.95
L1(u) [%] 7.02 7.01 9.27 7.19 6.52 6.51
3.06
L0(u) [%] 12.07 12.00 12.90 12.06 11.58 11.61
L1(u) [%] 5.20 5.19 6.81 5.26 4.82 4.83
3.57
L0(u) [%] 7.34 7.28 11.48 7.22 6.94 6.97
L1(u) [%] 3.67 3.68 5.25 3.74 3.39 3.38
4.18
L0(u) [%] 6.44 6.40 7.62 6.35 6.30 6.32
L1(u) [%] 2.35 2.35 3.25 2.40 2.27 2.27
4.80
L0(u) [%] 12.79 12.74 11.42 12.61 12.79 12.81
L1(u) [%] 6.17 6.18 6.42 6.20 6.12 6.12
5.41
L0(u) [%] 8.16 8.11 7.00 7.97 8.25 8.28
L1(u) [%] 3.94 3.94 4.24 3.96 3.95 3.97
6.12
L0(u) [%] 5.80 5.75 6.49 5.61 5.94 5.97
L1(u) [%] 2.50 2.51 3.46 2.56 2.52 2.53
7.76
L0(u) [%] 6.02 5.95 3.42 5.70 6.18 6.21
L1(u) [%] 2.37 2.33 2.04 2.19 2.46 2.47
12.04
L0(u) [%] 6.54 6.53 6.17 6.51 6.58 6.59
L1(u) [%] 3.57 3.51 1.56 3.33 3.69 3.72
16.33
L0(u) [%] 2.27 2.20 4.47 2.28 2.41 2.44
L1(u) [%] 0.92 0.92 2.47 0.93 0.92 0.93
L0(u) [%] 7.93 7.86 8.57 7.83 7.80 7.82
L1(u) [%] 3.58 3.57 4.52 3.58 3.50 3.50
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Table 6.10: L0 and L1 error norm of the velocity proles at various locations of x=S
for the FSAC-VP method. Results are given for dierent characteristic-based ap-
proaches including the Rusanov Riemann solver. The central scheme with articial
dissipation is given as a reference solution and the average error, denoted by L0(u)
and L1(u), is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 6.21 6.08 6.77 6.14 6.12 5.84
L1(u) [%] 1.73 1.72 3.45 1.59 2.62 1.71
2.55
L0(u) [%] 12.99 12.88 14.03 13.32 13.28 12.89
L1(u) [%] 6.76 6.71 8.21 7.14 7.38 6.67
3.06
L0(u) [%] 11.72 11.64 12.37 11.95 11.82 11.62
L1(u) [%] 5.05 5.02 5.97 5.27 5.37 4.96
3.57
L0(u) [%] 7.12 7.07 9.48 7.24 8.20 6.98
L1(u) [%] 3.63 3.62 4.54 3.82 4.02 3.55
4.18
L0(u) [%] 6.40 6.38 5.97 6.38 5.88 6.33
L1(u) [%] 2.30 2.29 2.80 2.41 2.60 2.32
4.80
L0(u) [%] 12.84 12.84 11.38 12.65 11.69 12.77
L1(u) [%] 6.24 6.24 6.24 6.27 6.13 6.21
5.41
L0(u) [%] 8.20 8.20 6.92 7.98 7.06 8.16
L1(u) [%] 4.00 4.01 4.06 4.03 3.94 3.98
6.12
L0(u) [%] 5.83 5.83 5.18 5.59 5.18 5.81
L1(u) [%] 2.54 2.55 3.03 2.60 2.79 2.55
7.76
L0(u) [%] 6.04 6.04 4.25 5.63 4.73 5.96
L1(u) [%] 2.37 2.37 1.98 2.16 1.97 2.32
12.04
L0(u) [%] 6.59 6.59 6.35 6.55 6.43 6.59
L1(u) [%] 3.56 3.55 2.01 3.27 2.44 3.52
16.33
L0(u) [%] 2.24 2.23 3.61 2.35 3.13 2.20
L1(u) [%] 0.92 0.92 1.62 0.94 1.27 0.92
L0(u) [%] 7.84 7.80 7.85 7.80 7.59 7.74
L1(u) [%] 3.56 3.55 3.99 3.59 3.68 3.52
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Table 6.11: L0 and L1 error norm of the velocity proles at various locations of x=S
for the FSVP method. The central scheme with articial dissipation is given as a
reference solution and the average error, denoted by L0(u) and L1(u), is provided
at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 6.32 6.17 - - - -
L1(u) [%] 1.71 1.69 - - - -
2.55
L0(u) [%] 13.23 13.14 - - - -
L1(u) [%] 6.87 6.85 - - - -
3.06
L0(u) [%] 11.88 11.81 - - - -
L1(u) [%] 5.11 5.09 - - - -
3.57
L0(u) [%] 7.23 7.17 - - - -
L1(u) [%] 3.63 3.64 - - - -
4.18
L0(u) [%] 6.44 6.41 - - - -
L1(u) [%] 2.31 2.31 - - - -
4.80
L0(u) [%] 12.88 12.85 - - - -
L1(u) [%] 6.22 6.23 - - - -
5.41
L0(u) [%] 8.24 8.21 - - - -
L1(u) [%] 3.99 3.99 - - - -
6.12
L0(u) [%] 5.88 5.85 - - - -
L1(u) [%] 2.53 2.54 - - - -
7.76
L0(u) [%] 6.12 6.06 - - - -
L1(u) [%] 2.41 2.38 - - - -
12.04
L0(u) [%] 6.60 6.59 - - - -
L1(u) [%] 3.64 3.59 - - - -
16.33
L0(u) [%] 2.35 2.28 - - - -
L1(u) [%] 0.92 0.92 - - - -
L0(u) [%] 7.93 7.87 - - - -
L1(u) [%] 3.58 3.57 - - - -
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method than for the AC method, with the FSAC-PP method sitting in-between. In-
fact, the FSAC-VP method produces about four times less variations than the AC
method. This again highlights the increased scheme invariance that the FSAC-VP
method seems to have over its competitors.
Looking at Tables 6.12{6.15, we can see the same results obtained at the higher
Reynolds number of Re=389. Carrying out the same analysis by looking at the
average L1 error norm, we can see that for the AC method, the best results are now
obtained with the Rusanov-based approaches at 7.08% while the largest deviation is
obtained with the MCB scheme, which produces dierences that are 33.8% higher
than the Rusanov-based results. Similarly to the discussion about the separation and
reattachment points, we also see here the same ip in schemes, i.e. that for Re=100
the MCB produces the best results while at Re=389 giving the least agreement. For
the FSAC-PP method in Table 6.13, we can see that the best result is obtained using
Rusanov's RS at 6.67% while the least agreement (using the SCB scheme) deviates
from that result by 22.3%. Turning to the FSAC-VP method in Table 6.14, we can
see the best results are obtained with the Rusanov RS coupled to the MCB scheme
at 6.91% while the scheme with the least agreement is again found to be the SCB
scheme, deviating by 11.1% compared to the Rusanov RS with MCB scheme. For
the FSVP method, the dierences in its average L1 error norms to the FSAC-VP
method dier again by only 0.04 percent points. The same point can be made that
here, the FSAC-VP method produces again the least amount of dierences between
the various numerical schemes. In-fact, the FSAC-PP method has twice as much
dierence among its schemes while the AC method produces still a dierence of a
factor of three higher than the FSAC-VP method. This increased scheme invariance
for the present test case is actually a remarkable feature and it is worth expanding
on it at this stage. It could be argued that all CB and RS-based approach use the
same polynomial reconstruction scheme and that this is responsible for the level of
accuracy. However, we see in the case of the FSAC-VP method, for both Reynolds
numbers, that the central scheme with articial dissipation produces equal, if not
closer, agreement with the reference data. Thus, the argumentation fails to acknowl-
edge the fact that the second-order accurate scheme can predict results equally or
more accurate than the third-order scheme. Furthermore, although all approaches
feature the same reconstruction scheme, the dierent characteristic methods and RS
are based on dierent philosophies where dierences in the outcome are inevitable.
The prevailing metric to judge accuracy in the literature is usually limited to the
order of the numerical scheme. This gives, however, only an indication by how much
an error reduces when the mesh is rened and does not say anything about the error
on the same mesh but for dierent schemes. Although higher-order schemes give
generally better agreement than lower order schemes, it has been demonstrated to
this point that not just the numerical reconstruction scheme but also the incom-
pressible method and the underlying pressure treatment itself can have a signicant
eect on the overall results. Similarly, it is expected that CB schemes derived from
single- and multi-directional aspects will have dierent features that will show some
dierences in the solution. RS are also expected to have an inuence on the over-
all result but commonly no attempt is made to classify them into groups in which
they can be compared based on their accuracy, for example. Rather, RS are classi-
6.2. FLOW OVER A BACKWARD FACING STEP 153
Table 6.12: L0 and L1 error norm of the velocity proles at various locations of x=S
for the AC method. Results are given for dierent characteristic-based approaches
including the Rusanov Riemann solver. The central scheme with articial dissipation
is given as a reference solution and the average error, denoted by L0(u) and L1(u),
is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 9.57 12.24 7.66 12.66 8.12 8.12
L1(u) [%] 3.83 4.81 4.08 4.97 4.46 4.46
2.55
L0(u) [%] 5.06 11.08 6.46 11.04 6.74 6.74
L1(u) [%] 1.87 4.46 2.15 4.50 2.42 2.42
3.06
L0(u) [%] 9.17 11.53 9.34 11.84 9.76 9.76
L1(u) [%] 3.59 3.37 4.66 3.48 4.79 4.79
3.57
L0(u) [%] 10.30 8.09 13.31 8.34 13.64 13.64
L1(u) [%] 5.41 4.40 6.23 4.77 6.25 6.25
4.18
L0(u) [%] 14.49 13.37 16.04 14.46 15.85 15.85
L1(u) [%] 7.14 7.08 7.84 7.66 7.72 7.72
4.80
L0(u) [%] 21.55 22.54 23.73 23.97 23.61 23.61
L1(u) [%] 9.78 11.51 9.98 12.16 9.62 9.62
5.41
L0(u) [%] 24.66 30.20 24.26 31.36 23.31 23.31
L1(u) [%] 11.96 14.96 11.99 15.67 11.58 11.58
6.12
L0(u) [%] 32.69 41.96 31.69 43.22 30.31 30.31
L1(u) [%] 16.70 21.75 15.91 22.50 15.11 15.11
7.14
L0(u) [%] 29.31 39.80 27.39 40.63 25.74 25.74
L1(u) [%] 17.17 23.33 15.70 23.76 14.67 14.67
7.76
L0(u) [%] 22.85 31.38 21.37 31.69 20.00 20.00
L1(u) [%] 11.47 16.93 10.07 17.15 9.24 9.24
8.52
L0(u) [%] 16.58 23.40 15.34 23.65 14.17 14.17
L1(u) [%] 8.84 13.14 7.64 13.22 6.90 6.90
9.18
L0(u) [%] 16.83 21.34 15.79 21.47 14.78 14.78
L1(u) [%] 8.96 12.18 7.94 12.20 7.27 7.27
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continued
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
9.74
L0(u) [%] 6.62 8.78 7.60 8.87 7.80 7.80
L1(u) [%] 2.28 3.89 2.60 3.88 3.03 3.03
11.07
L0(u) [%] 8.79 6.67 9.58 6.70 10.27 10.27
L1(u) [%] 2.64 2.12 3.24 2.09 3.70 3.70
11.84
L0(u) [%] 5.38 4.38 7.05 4.22 7.86 7.86
L1(u) [%] 2.47 1.70 3.12 1.68 3.53 3.53
13.57
L0(u) [%] 5.69 5.49 7.33 5.48 8.03 8.03
L1(u) [%] 2.18 1.87 2.74 1.82 2.94 2.94
L0(u) [%] 14.97 18.27 15.25 18.73 15.00 15.00
L1(u) [%] 7.27 9.22 7.24 9.47 7.08 7.08
ed into their capabilities and restrictions, similarly like RANS turbulence models
which are suitable for one kind of turbulent ows but not generally for all classes of
ows. 2 In this study, the Rusanov's RS was purposefully chosen due to its ability to
stabilise the ow using through dissipation [96], equally, the dierent RS discussed
in Section 2.2 may be used for other various properties. For example, Roe's RS
provides a linearised version of the convective uxes which may be useful in highly
non-linear ows in which the numerical scheme diverges otherwise. Or the HLL /
HLLC RS may be used to increase the resolution of the convective ux and treat it
in a non-linear fashion. Due to the work of Smith et al. [95], showing the compli-
cations arising when using the HLL / HLLC RS in conjunction with the FSAC-PP
method | which would also be inherent by the FSAC-VP method | the Rusanov
RS was found to be the best choice and further allows to use low-dissipative numer-
ical schemes. It can be argued that the dissipation is then again introduced through
the RS, however, as discussed in previous Sections as well, the RS is capable to
introduce only the required amount of dissipation which depends on the local eigen-
values of the system. For the FSAC-PP and FSAC-VP method, it is seen that the
Rusanov RS is providing constantly the best agreement with reference data while
the AC method does not always obtain the most favourable results using a RS-based
approach.
2This is not strictly speaking true. By providing the correct closure coecients for a RANS
turbulence model, any ow can be simulated in theory. Those closure coecients may not, however,
be easily obtained for all ows and thus calibration is usually limited to ows where the transport
properties of the turbulence model are readily available. See Wilcox [167], especially Chapter 3
and 4 for more details on how to obtain the closure coecients.
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Table 6.13: L0 and L1 error norm of the velocity proles at various locations of x=S
for the FSACPP method. Results are given for dierent characteristic-based ap-
proaches including the Rusanov Riemann solver. The central scheme with articial
dissipation is given as a reference solution and the average error, denoted by L0(u)
and L1(u), is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 9.25 9.11 8.11 9.02 9.46 9.48
L1(u) [%] 2.89 3.03 4.70 3.01 2.58 2.58
2.55
L0(u) [%] 7.27 7.15 7.99 7.29 7.19 7.22
L1(u) [%] 2.09 2.04 3.45 2.09 2.11 2.12
3.06
L0(u) [%] 9.49 9.22 12.90 9.39 9.38 9.45
L1(u) [%] 4.59 4.53 6.17 4.61 4.35 4.38
3.57
L0(u) [%] 12.57 12.60 17.51 12.80 12.07 12.20
L1(u) [%] 6.53 6.47 7.95 6.55 6.11 6.16
4.18
L0(u) [%] 15.90 15.88 19.50 15.93 14.56 14.76
L1(u) [%] 8.22 8.15 9.77 8.17 7.59 7.70
4.80
L0(u) [%] 22.95 23.00 28.76 22.96 20.84 21.14
L1(u) [%] 10.52 10.46 11.77 10.41 9.64 9.81
5.41
L0(u) [%] 24.29 24.30 28.21 24.09 22.43 22.80
L1(u) [%] 12.54 12.48 13.98 12.40 11.48 11.70
6.12
L0(u) [%] 31.15 31.22 34.25 30.91 28.65 29.13
L1(u) [%] 16.53 16.48 17.33 16.32 15.31 15.59
7.14
L0(u) [%] 27.68 27.55 28.05 26.95 25.73 26.28
L1(u) [%] 16.01 16.01 15.94 15.69 14.80 15.09
7.76
L0(u) [%] 19.73 19.95 21.65 19.39 17.49 18.03
L1(u) [%] 9.97 10.02 9.99 9.65 8.85 9.16
8.52
L0(u) [%] 13.33 13.50 14.82 13.21 12.15 12.75
L1(u) [%] 7.25 7.31 7.14 7.06 6.46 6.77
9.18
L0(u) [%] 13.55 13.79 15.12 13.60 12.48 12.98
L1(u) [%] 7.35 7.43 7.12 7.32 6.83 7.09
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continued
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
9.74
L0(u) [%] 5.34 5.36 8.66 5.36 5.81 5.56
L1(u) [%] 2.54 2.52 3.71 2.53 2.54 2.50
11.07
L0(u) [%] 11.09 10.89 11.46 11.21 11.67 11.42
L1(u) [%] 3.12 3.09 4.35 3.18 3.17 3.13
11.84
L0(u) [%] 5.57 5.52 8.69 5.52 5.66 5.43
L1(u) [%] 3.07 3.05 4.09 3.03 3.08 2.91
13.57
L0(u) [%] 4.94 5.09 8.82 5.32 4.82 4.76
L1(u) [%] 1.92 1.96 3.19 2.00 1.84 1.81
L0(u) [%] 14.63 14.63 17.16 14.56 13.77 13.96
L1(u) [%] 7.20 7.19 8.16 7.13 6.67 6.78
We simply show for this test case that the FSAC-VP method is able to reduce the
dierence among the dierent numerical schemes while the AC method shows more
reliance on the numerical scheme in terms of accuracy. The same discussion was
omitted in the previous Section on the lid driven cavity as the focus was on the
eect of numerical dissipation at high Reynolds numbers. We purposefully looked
at high Reynolds numbers to see the inuence of the various CB schemes and RS in
an environment where not enough numerical dissipation is provided by the numeri-
cal scheme, with the outcome that RS-based approaches always produced pressure
oscillation free results with better agreement to reference data than non RS-based
schemes. A quick inspection of Figures 6.2{6.5, especially for Reynolds numbers up
to Re=1000, we can see qualitatively that the same observations can be made for
the lid driven cavity in a dissipation equilibrium state. Here, the FSAC-PP method
also produces the least discrepancies between the schemes while the AC method
provides the most, with the FSAC-PP method in-between.
This concludes the current Section for the backward facing step geometry. We
rst investigated the troublesome geometry based on the experiments of Denham
and Patrick [160] to compare the MCB scheme developed in this work with that
of Zamzamian and Razavi [53]. We found that the same conclusion drawn in their
study could not be repeated in this work and that incorrect boundary conditions are
likely the cause for the dierences observed. Using the experimental data of Armaly
et al. [161], it was shown that dierences in the predicted velocity proles and reat-
tachment points were generally low for all schemes and methods. Dierences were
observed in the prediction of secondary vortical structures in the form of a second
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Table 6.14: L0 and L1 error norm of the velocity proles at various locations of x=S
for the FSACVP method. Results are given for dierent characteristic-based ap-
proaches including the Rusanov Riemann solver. The central scheme with articial
dissipation is given as a reference solution and the average error, denoted by L0(u)
and L1(u), is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 8.80 8.71 7.73 9.11 8.74 9.53
L1(u) [%] 3.25 3.35 3.73 3.01 3.21 2.56
2.55
L0(u) [%] 6.80 6.68 7.95 7.62 7.68 7.46
L1(u) [%] 1.96 1.93 2.74 2.23 2.31 2.22
3.06
L0(u) [%] 8.57 8.53 11.17 9.94 9.61 10.00
L1(u) [%] 4.43 4.39 5.54 4.84 4.84 4.61
3.57
L0(u) [%] 12.45 12.38 15.56 13.37 13.44 12.87
L1(u) [%] 6.27 6.19 7.44 6.85 6.73 6.46
4.18
L0(u) [%] 15.62 15.52 18.11 16.46 16.16 15.29
L1(u) [%] 7.84 7.75 9.24 8.53 8.30 8.07
4.80
L0(u) [%] 22.71 22.61 26.34 23.63 23.34 21.79
L1(u) [%] 10.15 10.05 11.37 10.76 10.39 10.19
5.41
L0(u) [%] 24.17 24.07 25.69 24.40 23.58 23.23
L1(u) [%] 12.16 12.06 13.47 12.74 12.33 12.08
6.12
L0(u) [%] 31.40 31.33 32.59 31.08 29.96 29.51
L1(u) [%] 16.32 16.21 17.00 16.56 15.89 15.92
7.14
L0(u) [%] 27.28 27.10 26.68 27.03 25.68 26.55
L1(u) [%] 16.10 16.06 15.67 15.60 14.82 15.13
7.76
L0(u) [%] 20.58 20.70 19.60 18.57 17.60 17.36
L1(u) [%] 10.21 10.23 9.34 9.27 8.58 8.88
8.52
L0(u) [%] 14.42 14.60 12.79 12.11 11.25 12.16
L1(u) [%] 7.64 7.68 6.55 6.51 6.03 6.28
9.18
L0(u) [%] 14.84 15.05 12.94 12.30 11.65 12.25
L1(u) [%] 7.90 7.98 6.54 6.66 6.22 6.50
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AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
9.74
L0(u) [%] 5.84 5.99 7.11 6.61 7.28 6.68
L1(u) [%] 2.34 2.31 3.45 2.85 3.21 2.80
11.07
L0(u) [%] 10.40 10.19 12.75 12.61 13.06 12.80
L1(u) [%] 2.99 2.96 4.15 3.56 3.88 3.44
11.84
L0(u) [%] 5.84 5.84 7.74 6.47 6.86 6.53
L1(u) [%] 2.98 2.93 4.06 3.61 3.87 3.47
13.57
L0(u) [%] 5.73 5.79 7.12 5.47 6.01 4.87
L1(u) [%] 2.12 2.15 2.60 2.09 2.28 1.91
L0(u) [%] 14.72 14.69 15.74 14.80 14.49 14.31
L1(u) [%] 7.17 7.14 7.68 7.23 7.06 6.91
recirculation area at the top wall, where the AC method consistently predicted the
presence of such a region. The FSAC-PP method did not show any secondary re-
circulation area while the FSAC-VP and FSVP method showed a mix, where CB
and RS-based approaches did not predict the second vortex while the non CB and
central scheme both did. The experimental study did suggest that a secondary vor-
tex may be formed but only at a slightly higher Reynolds number and thus it can
be seen that the FSAC-VP method benets from the inclusion of CB or RS-based
schemes while the FSAC-PP method, possibly due to its smoothing properties in
the Poisson solver, contains the innate ability to smooth and reduce any pressure
oscillations that may trigger vortical ows. Furthermore, it was discussed that the
FSAC-VP method is able to reduce the dierences between the various numerical
approaches compared the AC and FSAC-PP method. To this point, no explanation
for this behaviour was given but since the only dierence between the FSAC-PP and
FSAC-VP method is its parabolic pressure transport equation | which is derived
from the set of equations governing the FSAC-PP method | it may be argued that
the representation of the pressure has an important role to play.
In the next Section, the backward facing step geometry is extended to the sudden
expansion test case, in essence a mirrored geometry of the one considered here, which
furthermore allows the investigation of bifurcation. This phenomenon is crucially
depending on the pressure distribution of the ow and may give further insight on
how it is aected by the parabolic transport equation.
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Table 6.15: L0 and L1 error norm of the velocity proles at various locations of x=S
for the FSVP method. Results are given for dierent characteristic-based approaches
including the Rusanov Riemann solver. The central scheme with articial dissipation
is given as a reference solution and the average error, denoted by L0(u) and L1(u),
is provided at the bottom of the table.
AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
0.0
L0(u) [%] 9.67 9.54 - - - -
L1(u) [%] 2.69 2.77 - - - -
2.55
L0(u) [%] 7.32 7.16 - - - -
L1(u) [%] 2.18 2.10 - - - -
3.06
L0(u) [%] 9.86 9.54 - - - -
L1(u) [%] 4.61 4.53 - - - -
3.57
L0(u) [%] 12.83 12.49 - - - -
L1(u) [%] 6.51 6.42 - - - -
4.18
L0(u) [%] 15.63 15.55 - - - -
L1(u) [%] 8.22 8.11 - - - -
4.80
L0(u) [%] 22.33 22.28 - - - -
L1(u) [%] 10.47 10.37 - - - -
5.41
L0(u) [%] 24.05 24.01 - - - -
L1(u) [%] 12.44 12.33 - - - -
6.12
L0(u) [%] 30.77 30.81 - - - -
L1(u) [%] 16.51 16.43 - - - -
7.14
L0(u) [%] 27.60 27.47 - - - -
L1(u) [%] 15.85 15.85 - - - -
7.76
L0(u) [%] 18.63 18.89 - - - -
L1(u) [%] 9.57 9.65 - - - -
8.52
L0(u) [%] 12.97 12.95 - - - -
L1(u) [%] 6.82 6.92 - - - -
9.18
L0(u) [%] 12.81 12.82 - - - -
L1(u) [%] 6.92 7.03 - - - -
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AD no RS Rusanov RS
x=S no CB no CB SCB MCB no CB MCB
9.74
L0(u) [%] 6.03 5.78 - - - -
L1(u) [%] 2.59 2.52 - - - -
11.07
L0(u) [%] 12.35 12.09 - - - -
L1(u) [%] 3.31 3.26 - - - -
11.84
L0(u) [%] 6.25 6.06 - - - -
L1(u) [%] 3.43 3.39 - - - -
13.57
L0(u) [%] 5.18 5.26 - - - -
L1(u) [%] 1.90 1.93 - - - -
L0(u) [%] 14.64 14.54 - - - -
L1(u) [%] 7.13 7.10 - - - -
6.3 Laminar Bifurcation Phenomena in Suddenly
Expanding Channels
As highlighted in the closing comments in the previous Section, the channel geome-
try which contains a sudden expansion into a larger channel is geometrical similar to
the backward facing step problem but contains additional physical ow features that
are absent in the previous tested geometry. Specically, in this case, for some critical
Reynolds number, the Navier{Stokes equations bifurcate into a lower energy state
at which a non-symmetrical ow pattern is found. This change occurs abruptly and
thus presents a challenging case to be predicted correctly. So far, we have seen in
the previous two examples that the MCB scheme is capable to predict vortical ows
to a better degree than other schemes but can prematurely create vortices which
may only exist at higher Reynolds numbers. The latter was especially observed with
the AC method while the FSAC-PP, FSAC-VP and FSVP method did not show a
similar behaviour for the MCB scheme. On the contrary, the MCB scheme combined
with the Rusanov RS showed in most cases the best result or at least results that
matched the best scheme to a close degree. The additional numerical dissipation
in the Rusanov RS and central scheme may also start to play an important role in
predicting the bifurcation phenomena as it occurs at around Re=54, which is still
in the laminar regime. Any added numerical dissipation may damp the ow so as to
delay the onset of bifurcation. Furthermore | and this is also true for the backward
facing step | due to the Cartesian nature of the solver, the mesh cannot be locally
rened near the wall. Thus, the velocity gradient near the wall cannot be captured
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Figure 6.28: Geometry for the sudden expansion geometry with its corresponding
boundary conditions and dimensions.
as accurately as on a rened mesh which will have an impact on the reattachment
point downstream. Since the sudden expansion features a symmetrical domain, two
of those recirculation areas are present and the vortical structures ultimately have
an inuence on the bifurcation itself. A slight change in reattachment length may
trigger the bifurcation incorrectly. Therefore, the case is examined in more detail
the possible advantages and disadvantages of each numerical scheme in combination
with dierent incompressible ow methods.
The geometry, along with its boundary conditions and dimensions, is given in Fig-
ure 6.28. Here the step height is dened similarly as in the backward facing step
case and is valid for both the lower and upper step. Furthermore, the height of the
smaller entrance channel is of the same height so that the expansion ration becomes
1:3. Experimental data for the present case is provided by Fearn et al. [168] while
Oliveira [169] provides a numerical study on Newtonian and non-Newtonian uids
for a sudden expansion geometry of the same geometry. In that study, numerical
data for the reattachment point is given so that a direct comparison can be made.
Both of these studies focus on low Reynolds number ows as the bifurcation oc-
curs in this regime. Higher Reynolds number studies were conducted by Durst et
al. [170] using experiments. Akselvoll and Moin [171] used large-eddy simulations
for their annular sudden expansion while Friedrich et al. [172] provided data for a
direct numerical simulation. Hawa and Rusak [173] further presented a bifurcation
analysis on their two-dimensional ow in which a perturbation was imposed and its
evolution tracked for symmetrical and non-symmetrical ow elds. Further analysis
on the bifurcation in general applied to the sudden expansion geometry can be found
in Sobey and Drazin [174].
In order to establish grid independent results, a grid convergence study has been
conducted and is shown in Table 6.16. Here, the GCI was based on the reattachment
length for the upper and lower wall, denoted by Xr1 and Xr2. The results are still
changing up to the the nest mesh containing 89600 elements which is likely due to
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Table 6.16: Grid dependency study for the FSAC-PP method at a Reynolds number
of Re=30.
Cells Xr1 Xr2 GCI(r1) GCI(r2) time [h] iterations
1 400 2.78324 2.83458 - - 0.003 11 534
5 600 2.85779 2.87495 0.1223 0.0658 0.019 22 408
22 400 2.9544 2.96133 0.1533 0.1367 0.22 58 896
89 600 3.03597 3.03854 0.1259 0.1191 3.19 177 801
Richardson
Extrapolation
3.0414 3.0437 - - - -
the Cartesian mesh near the wall, but the computational time also increases rather
steeply. These results were obtained using the FSAC-PP method which has gener-
ally been proving to be the fastest of the four methods tested in this work. In-fact,
simulations performed on the nest grid using the AC method at low Reynolds num-
bers required approximately six days to converge. Since all simulations are carried
out at relatively low Reynolds numbers and a total of 420 simulations need to be
performed, the more economical grid at 22400 elements was chosen. The number of
simulations is rather high since near the bifurcating Reynolds number, several simu-
lations with only slightly increased Reynolds numbers were performed to predict the
onset of bifurcation accurately. Due to the critical Reynolds number being located
at Re=54, the range of Reynolds numbers simulated for this example were between
10 < Re < 100. The corresponding GCI value is 13.67% which needs to be kept
in mind when comparing the results to the available reference data. Alternatively,
we can also compare the results of Oliveira [169] who provided grid independent
reattachment points and nd that the prediction on the 22400 mesh dier by 4.0%
and 3.85% to the predicted value of x=h = 3:080.
Figures 6.29{6.32 show the velocity proles for each incompressible method using
dierent numerical schemes at various downstream locations x=h of the sudden ex-
pansion geometry. Similar observations as in the previous Section can be made for
the present velocity proles. In Figure 6.29, the velocity proles for the AC method
are shown. The method shows a high reliance on the numerical scheme that is used
and produces either over- or under-predicted values compared to the experimental
data of Fearn et al. [168]. The non CB and MCB scheme both over-predict the ow
while the two Rusanov-based approaches, the SCB and central scheme with arti-
cial dissipation all under-predict the correct velocity proles. It is possible that the
inherent dissipation in these schemes is responsible to amplify the inertia of the ow
which slows the convective force. On the other hand, the non CB and MCB scheme
by themselves, both relying on the polynomial reconstruction where the numerical
dissipation scales with O(x)3 from their Taylor-series truncation, show little inher-
ent resistance and as a result over-predict the velocity at the centre of the channel.
Due to conservation of mass and momentum, it follows that the velocities inside
the recirculation area must be over-predicted as well to slow the ow suciently.
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Figure 6.29: Velocity proles at Re=34.6 for various locations of x=h downstream
of the sudden expansion. The result are shown for the AC method.
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Figure 6.30: Velocity proles at Re=34.6 for various locations of x=h downstream
of the sudden expansion. The result are shown for the FSAC-PP method.
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Figure 6.31: Velocity proles at Re=34.6 for various locations of x=h downstream
of the sudden expansion. The result are shown for the FSAC-VP method.
166 CHAPTER 6. RESULTS AND DISCUSSION
-1 -0.5 0 0.5 1 1.5 2
-0.2
0
0.2
0.4
0.6
0.8
1
(a) x=h = 1:25
-1 -0.5 0 0.5 1 1.5 2
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(b) x=h = 2:5
-1 -0.5 0 0.5 1 1.5 2
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
(c) x=h = 5:0
-1 -0.5 0 0.5 1 1.5 2
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
(d) x=h = 10:0
Figure 6.32: Velocity proles at Re=34.6 for various locations of x=h downstream
of the sudden expansion. The result are shown for the FSVP method.
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Otherwise, a positive mass ux balance would be generated at the outow boundary
which would violate the continuity equation. However, since at a converged state
we require that ru = 0 holds for each computational cell, the continuity equation,
and therefore conservation of mass, is automatically satised. Thus, the lack of
numerical dissipation within the polynomial scheme is responsible for an increased
kinetic energy inside the top and bottom recirculation vortices for which we would
expect an over-prediction in reattachment point. This will be, indeed, later shown
through quantitative data. An increased amount of kinetic energy within those vor-
tices also means that the bifurcation can be triggered before the critical Reynolds
number and thus produce a premature anti-symmetrical state. Since the Reynolds
number is nothing else than a measure of convective to diusive inertia forces, where
the kinetic energy inuences the convective force, it is expected that a change in
the structure of the recirculation vortex will have an inuence on the bifurcation it-
self. In Figure 6.30, the same situation is depicted for the FSAC-PP method. Here,
all numerical schemes are closely matched with the exception of the SCB scheme
again, which shows a slightly less accurate agreement with the experimental data.
The agreement with the reference data becomes better the further downstream the
ow is which is also true for the AC method. The SCB scheme, however, shows
the same under-prediction at all locations compared to the rest of the schemes. For
the FSAC-VP method in Figure 6.31, a similar picture emerges where all schemes
are closely matched. It is the SCB scheme which shows again the least agreement,
although not by much, with the reference data. It is interesting to note there that
the Rusanov scheme in conjunction with the MCB scheme outperforms both the
Rusanov RS and MCB scheme if they are used separately. At a further downstream
location, the ow starts to match the reference data again more closely. The same
observations can be made for the FSVP method which shows similar results as the
FSAC-VP method when the non CB and central scheme are investigated.
Figures 6.33{6.36 show the same velocity proles at a Reynolds number of Re=80,
which is above the critical Reynolds number of Re=54. For this state, it is expected
that the bifurcation has already occurred. In Figure 6.33, the velocity proles for
the AC method are shown. An interesting pattern is observed for the various down-
stream locations x=h. Both Rusanov RS approaches and the SCB scheme fail to
predict the bifurcation while the non CB and MCB scheme, as well as the central
scheme, do predict a symmetry breaking of the Navier{Stokes equations. Although
it is hypothesised that the excessive numerical dissipation inherent in the central
scheme with articial dissipation and the RS-based approaches could damp the
ow so as to prevent the onset of bifurcation, it is shown that only the RS-based
approaches prevent the bifurcation while the central scheme still predicts the bifur-
cation. A possible explanation is found by re-examining Figure 6.29 where it can
be seen that the central scheme is matching the reference data closest, especially
close to the expansion itself. At x=h = 1:25 and x=h = 2:5, the peak velocity at
the centre is slightly under-predicted but the velocity in the recirculation bubble
is matched to a close degree. While the RS-based approaches also provide a good
agreement in the recirculation vortices, they still show less accurate agreement with
the reference data close to the centreline. Thus, the central scheme with articial
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Figure 6.33: Velocity proles at Re=80 for various locations of x=h downstream of
the sudden expansion. The result are shown for the AC method.
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Figure 6.34: Velocity proles at Re=80 for various locations of x=h downstream of
the sudden expansion. The result are shown for the FSAC-PP method.
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Figure 6.35: Velocity proles at Re=80 for various locations of x=h downstream of
the sudden expansion. The result are shown for the FSAC-VP method.
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Figure 6.36: Velocity proles at Re=80 for various locations of x=h downstream of
the sudden expansion. The result are shown for the FSVP method.
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dissipation may just contain enough numerical dissipation which does not prohibit
the bifurcated state to occur, while the RS-based approach may contain too much
inherent numerical dissipation to adequately capture the bifurcation at all. The
FSAC-PP method in Figure 6.34 does not show the same trend and for all velocity
proles, the bifurcation is predicted correctly. The same observations as for the
lower Reynolds number can be made where it is only the SCB scheme which shows
noticeable dierences to the other numerical scheme, which are all closely matched.
The same is true for the FSAC-VP method in Figure 6.35, where all but the SCB
scheme and Rusanov RS show closely matched proles. In turn, the same is true
for the velocity proles of the FSVP method in Figure 6.36.
Figure 6.37 further shows the contour plots of velocity for each incompressible
method at a Reynolds number of Re=34.6 using the non CB scheme. It can be seen
that the recirculation area for the AC method is visibly larger than those obtained
using any of the other methods. For the FSAC-PP, FSAC-VP and FSVP method,
no noticeable dierence in recirculation size can be detected. In Figures 6.38{6.41,
the contour plots of velocity at Re=80 are shown for each method and each numer-
ical scheme. It is worth to investigate the bifurcation for each method and scheme
combination separately to highlight the random bifurcation phenomenon here. By
inspecting these Figures, it becomes apparent that there is no clear trend in which
direction the bifurcation will occur, i.e. if the velocity will experience an upward or
downward movement o the centreline. This may be dierent if a gravitational eld
is considered and included in the governing equations as an external force eld but
for the present case, no such force term is included. For the AC method we have al-
ready discussed that the RS-based approaches, i.e. the two Rusanov RS and the SCB
scheme, produce a symmetric velocity eld. The central and non CB scheme both
generate an upward velocity eld while the one predicted using the MCB scheme
experiences a downward movement. The FSAC-PP method, on the other hand, is
the only method that consistently produces and upward motion of the velocity for
all numerical schemes. Using the FSAC-VP method, only the central scheme and
Rusanov RS with MCB scheme show an upward motion. Interestingly, both the
Rusanov and MCB scheme by themselves produce a downward orientated velocity
eld while their combination produces and upward moving velocity eld. The FSVP
method, again, shows a consistent pattern to that of the FSAC-VP method. The
reason for this seemingly random behaviour is still not fully settled in the literature.
It was found in experimental studies that \the larger separation might attach to ei-
ther side of the channel without preference" [168, p. 602] which further complicates
the situation. No attempt to explain the matter at hand is made and simply note
that the numerical scheme as well as the incompressible method that is used play a
dominant role in the success of predicting the bifurcation correctly.
The computed error L0 and L1 error norms for each velocity prole and numerical
scheme for both Reynolds numbers of Re=34.6 and Re=80 are given in Tables 6.17{
6.20 for all methods. Comparing all errors against each other may be cumbersome
and the bigger picture may be lost. Instead, the average error norms are computed
for both norms and summarised at the end of each section of the Table and denoted
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(a) AC
(b) FSAC-PP
(c) FSAC-VP
(d) FSVP
Figure 6.37: Contour plots of the velocity prole for dierent incompressible methods
at Re=34.6 using a non CB scheme.
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(a) AD
(b) no CB
(c) SCB
(d) MCB
(e) Rusanov
(f) Rusanov, MCB
Figure 6.38: Contour plots of the velocity prole for dierent numerical schemes at
Re=80 for the AC method.
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(a) AD
(b) no CB
(c) SCB
(d) MCB
(e) Rusanov
(f) Rusanov, MCB
Figure 6.39: Contour plots of the velocity prole for dierent numerical schemes at
Re=80 for the FSAC-PP method.
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(a) AD
(b) no CB
(c) SCB
(d) MCB
(e) Rusanov
(f) Rusanov, MCB
Figure 6.40: Contour plots of the velocity prole for dierent numerical schemes at
Re=80 for the FSAC-VP method.
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Table 6.17: L0 and L1 error norms of the velocity proles for the AC method for two
Reynolds numbers. The average errors are given by L0(u) and L1(u), respectively.
AD no RS Rusanov RS
Re x=h no CB no CB SCB MCB no CB MCB
34.6
1.25 L0(u) 9.04 6.64 12.37 7.41 13.23 13.23
L1(u) 3.34 4.32 4.38 4.95 4.74 4.74
2.5 L0(u) 6.45 7.31 9.28 7.77 10.06 10.06
L1(u) 2.85 4.69 4.24 5.04 4.65 4.65
5.0 L0(u) 3.79 5.05 4.38 4.94 4.65 4.65
L1(u) 1.67 2.97 2.18 2.89 2.36 2.36
10.0 L0(u) 1.74 1.37 2.20 1.34 2.44 2.44
L1(u) 0.81 0.59 1.19 0.58 1.37 1.37
L0(u) 5.25 5.09 7.06 5.37 7.59 7.59
L1(u) 2.17 3.14 2.99 3.36 3.28 3.28
80.0
1.25 L0(u) 5.95 9.19 19.20 9.48 19.91 19.91
L1(u) 2.35 2.86 8.41 3.16 8.30 8.30
2.5 L0(u) 3.55 8.38 30.51 9.86 29.72 29.72
L1(u) 1.42 3.31 16.10 4.10 15.94 15.94
5.0 L0(u) 3.42 6.43 41.31 7.14 41.19 41.19
L1(u) 1.18 3.75 25.10 4.19 24.87 24.87
10.0 L0(u) 1.89 2.78 3.91 2.86 4.03 4.03
L1(u) 1.02 0.75 2.28 0.81 2.39 2.39
20.0 L0(u) 2.56 3.01 1.85 3.02 1.73 1.73
L1(u) 1.07 1.34 0.76 1.34 0.64 0.64
20.0 L0(u) 3.47 5.96 19.36 6.47 19.31 19.31
L1(u) 1.41 2.40 10.53 2.72 10.43 10.43
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Table 6.18: L0 and L1 error norms of the velocity proles for the FSAC-PP method
for two Reynolds numbers. The average errors are given by L0(u) and L1(u), re-
spectively.
AD no RS Rusanov RS
Re x=h no CB no CB SCB MCB no CB MCB
34.6
1.25 L0(u) 11.35 11.37 13.82 11.78 11.34 11.28
L1(u) 3.98 3.98 4.89 4.14 3.98 3.96
2.5 L0(u) 8.34 8.33 10.65 8.69 8.25 8.20
L1(u) 3.74 3.73 4.91 3.92 3.70 3.67
5.0 L0(u) 4.06 4.10 4.98 4.19 4.05 4.03
L1(u) 1.94 1.96 2.57 2.03 1.93 1.91
10.0 L0(u) 1.90 1.94 2.75 2.02 1.90 1.88
L1(u) 0.94 0.97 1.63 1.04 0.93 0.92
L0(u) 6.41 6.44 8.05 6.67 6.38 6.35
L1(u) 2.65 2.66 3.50 2.78 2.63 2.62
80.0
1.25 L0(u) 6.73 6.85 9.18 7.37 6.97 6.88
L1(u) 2.05 2.01 1.88 2.09 2.12 2.12
2.5 L0(u) 4.00 4.07 5.33 4.71 4.73 4.65
L1(u) 1.14 1.10 1.68 1.35 1.48 1.46
5.0 L0(u) 4.51 4.25 5.62 4.74 5.18 5.13
L1(u) 2.11 1.99 3.15 2.33 2.51 2.47
10.0 L0(u) 1.72 1.68 3.05 1.47 1.63 1.61
L1(u) 0.99 0.92 1.51 0.86 0.95 0.93
20.0 L0(u) 2.33 2.28 1.71 2.27 2.43 2.45
L1(u) 0.93 0.87 0.58 0.87 1.00 1.02
20.0 L0(u) 3.86 3.82 4.98 4.11 4.19 4.14
L1(u) 1.44 1.38 1.76 1.50 1.61 1.60
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Table 6.19: L0 and L1 error norms of the velocity proles for the FSAC-VP method
for two Reynolds numbers. The average errors are given by L0(u) and L1(u), re-
spectively.
AD no RS Rusanov RS
Re x=h no CB no CB SCB MCB no CB MCB
34.6
1.25 L0(u) 10.69 10.68 12.56 11.12 11.97 10.58
L1(u) 3.74 3.73 4.42 3.89 4.19 3.71
2.5 L0(u) 7.78 7.75 9.51 8.17 8.94 7.63
L1(u) 3.46 3.44 4.35 3.66 4.06 3.38
5.0 L0(u) 3.90 3.92 4.51 4.04 4.31 3.86
L1(u) 1.83 1.83 2.26 1.93 2.12 1.79
10.0 L0(u) 1.77 1.79 2.32 1.90 2.15 1.74
L1(u) 0.84 0.85 1.28 0.94 1.13 0.81
L0(u) 6.03 6.03 7.23 6.31 6.84 5.95
L1(u) 2.47 2.46 3.08 2.60 2.88 2.42
80.0
1.25 L0(u) 5.95 5.99 7.83 6.40 7.26 5.89
L1(u) 2.09 2.06 1.88 2.02 2.06 2.09
2.5 L0(u) 3.28 3.23 4.34 3.35 4.66 3.35
L1(u) 1.03 1.01 1.26 0.98 1.32 1.19
5.0 L0(u) 3.89 3.62 4.52 3.81 5.07 4.22
L1(u) 1.68 1.55 2.38 1.69 2.54 1.86
10.0 L0(u) 1.68 1.61 2.33 1.61 1.98 1.68
L1(u) 0.93 0.84 1.26 0.86 1.18 0.92
20.0 L0(u) 2.45 2.42 1.99 2.34 2.28 2.59
L1(u) 1.02 0.98 0.65 0.91 0.87 1.11
20.0 L0(u) 3.45 3.37 4.20 3.50 4.25 3.55
L1(u) 1.35 1.29 1.49 1.29 1.59 1.44
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Table 6.20: L0 and L1 error norms of the velocity proles for the FSVP method for
two Reynolds numbers. The average errors are given by L0(u) and L1(u), respec-
tively.
AD no RS Rusanov RS
Re x=h no CB no CB SCB MCB no CB MCB
34.6
1.25 L0(u) 10.98 11.01 - - - -
L1(u) 3.84 3.85 - - - -
2.5 L0(u) 8.03 8.05 - - - -
L1(u) 3.60 3.61 - - - -
5.0 L0(u) 3.96 3.99 - - - -
L1(u) 1.88 1.90 - - - -
10.0 L0(u) 1.82 1.86 - - - -
L1(u) 0.87 0.90 - - - -
L0(u) 6.20 6.23 - - - -
L1(u) 2.55 2.56 - - - -
80.0
1.25 L0(u) 6.24 6.34 - - - -
L1(u) 2.06 2.02 - - - -
2.5 L0(u) 3.38 3.44 - - - -
L1(u) 1.01 0.98 - - - -
5.0 L0(u) 4.09 3.83 - - - -
L1(u) 1.82 1.70 - - - -
10.0 L0(u) 1.74 1.69 - - - -
L1(u) 0.97 0.89 - - - -
20.0 L0(u) 2.40 2.35 - - - -
L1(u) 0.98 0.92 - - - -
20.0 L0(u) 3.57 3.53 - - - -
L1(u) 1.37 1.30 - - - -
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(a) AD
(b) no CB
Figure 6.41: Contour plots of the velocity prole for dierent numerical schemes at
Re=80 for the FSVP method.
by L0(u) and L1(u), respectively. In the following, the comparisons are done based
on the averaged L1 norm, unless otherwise stated.
First, the most and least accurate schemes are found and discussed. For the AC
method and for both Reynolds numbers, the central scheme produces the best re-
sults while the least accurate results are obtained with the MCB scheme at Re=34.6
and the RS-based approaches for the higher Reynolds number of Re=80. This is not
surprising since those were the schemes that failed to predict the bifurcation. For
the FSAC-PP method in Table 6.18, the Rusanov scheme with MCB coupling pro-
duces the best agreement at the lower Reynolds number while the non CB scheme
matched the reference data best at Re=80. As observed from a qualitative point
of view, the least agreement was achieved with the SCB scheme for both Reynolds
numbers. For the FSAC-VP method in Table 6.19, the best agreement has once
again been obtained with the Rusanov and MCB scheme combined while both the
non CB and MCB scheme provided the best agreement at Re=80. The SCB scheme
provides the least favourable agreement at Re=34.6 and the Rusanov RS, in this
case, provides the largest discrepancy at Re=80. For the FSVP method, there is no
need to classify which scheme performs best or worst at dierent Reynolds numbers
as only two schemes are investigated. It can be seen, however, that in Table 6.20
both schemes provide very close agreement to one another. In terms of absolute
error norms, all methods provide errors which are approximately in same range and
can be loosely dened as 1% < L1(u) < 3:5%. There is no large dierence between
the methods in terms of accuracy. However, as seen in the velocity proles from
Figures 6.29{6.32 at Re=34.6 and Figures 6.33{6.36 at Re=80, there are dierences
within each method. In-fact, when computing the dierences between the most and
least accurate result for each method, we get dierences of 35.4% (86.7%) for the
AC method, 25.1% (21.6%) for the FSAC-PP method and 21.4% (18.9%) for the
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Figure 6.42: Bifurcation diagram for dierent incompressible ow methods.
FSAC-VP method, where the rst value corresponds to the dierences at Re=34.6
and the values given in parenthesis correspond to Re=80. We see a large dierence
for the AC method at Re=80 which is due to the inability to predict the bifurcation
for some numerical schemes. Even if those schemes are removed from the analysis,
the dierence between the most and least accurate scheme at Re=80 for the AC
method becomes 48.2%. Compared to the FSAC-PP and FSAC-VP method, the
error increases for the AC method once the bifurcated state is encountered while
the other two methods decrease their overall error. At Re=80, the maximum dif-
ference is approximately a factor of 2.5 less for both the FSAC-PP and FSAC-VP
methods compared to the AC method where the FSAC-VP method shows again the
least amount of deviation among the various schemes. The dierence at Re=34.6 is
lower, however, it is still the FSAC-VP method that provides the most consistent
results in terms of dierences between the schemes. The same discussion is, again,
not sensible to do and would be somewhat misleading for the FSVP method as only
two schemes are considered which are matching each other rather well.
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In Figure 6.42, the bifurcation diagrams for the dierent incompressible methods are
shown for all their numerical schemes. Here, the property on the y-axis is dened as
DX = jXr1  Xr2j and we follow the convention of the literature in which DX and
( 1)  DX is plotted against the Reynolds number. In the literature, the ratio of
vref=u0 is sometimes also used to indicated the bifurcation, where vref is the vertical
velocity component at some point x=h downstream on the centreline and u0 is the
freestream velocity. Here, the rst denition is used due to the available reference
data from the literature [168,169].
In Figure 6.42a, the bifurcating diagram for the AC method is shown. The refer-
ence data indicates that the critical Reynolds number is around Re=54 as stated
previously and we can see that the RS-based approaches fail to predict the bifurca-
tion for all Reynolds numbers which is in accordance with the observations made at
Re=80 from the contour plots of velocity, see Figure 6.38. Only the central scheme
with articial dissipation is able to predict the bifurcation at the correct Reynolds
number and follows the reference data closely. Both the non CB and MCB scheme
predict the onset of bifurcation as well, albeit at Re=51 and Re=52, respectively,
but ultimately fail to predict the steady increase in the dierence of the two reat-
tachment points expressed by DX. Looking at Figure 6.42b, showing the FSAC-PP
method, we can see that all schemes predict the bifurcation, although the onset of
bifurcation appearing gradually without the sharp transition from the symmetric to
the anti-symmetric state and delayed, after the critical Reynolds number of Re=54.
The SCB scheme provides the largest delay in onset of bifurcation but close to the
largest Reynolds number tested, here Re=100, all schemes are again in close agree-
ment to each other and the reference data. The FSAC-VP method in Figure 6.42c
shows a much sharper transition from the symmetric to the anti-symmetric state.
Only the Rusanov RS and SCB scheme predict the onset of bifurcation at Re=60
while all the other schemes predict it at Re=58 which is in better agreement with
the reference data. Remarkably, though, there is little visible dierence between
the schemes and the trend of the reference data is matched. The same observations
are again valid also for the FSVP method. This shows once again that the inher-
ent parabolic nature of the FSAC-VP method is able to stabilise the dierences
in the numerical schemes so that their overall behaviour does not show any visible
dierence, as highlighted already during the discussion in the previous Sections. If
we compare the AC method to the FSAC-VP method specically here, recalling
the governing equations of the AC method (Eq.(3.3.3{3.3.4)) and of the FSAC-VP
method (Eq.(3.3.28{3.3.30)), we see that the only dierence is that the pressure gra-
dient is dropped for the FSAC-VP method from the momentum equation and solved
through the newly derived pressure transport equation. However, this simple exten-
sion of having a evolution equation for the pressure has a rather large impact on the
overall solution. Once again, the results suggest that the treatment of the pressure is
of critical importance if the correct physical ow eld is concerned and furthermore
if a scheme-independent solution is sought. This can be also viewed from a dierent
perspective; what high-resolution schemes are to the non-linear term of the Navier{
Stokes equations, are incompressible ow method to treat the pressure. In other
words, various incompressible methods will have a dierent eect on the pressure
eld, just like high-resolution schemes will have on the velocity eld. The analogy
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high-resolution methods may be misleading as there is not a Taylor-series truncation
error associated with an incompressible ow method, but it helps to highlight that
dierent methods produce a dierent behaviour in the pressure. Since the pressure
is driving the velocity eld and not the other way around, it is argued here that
such methods are required to accurately predict a pressure eld which is then used
to capture the velocity eld accurately. Although no discontinuities are present in
the current case, it needs to be remembered that turbulent ows are driven by the
non-linear behaviour of the Navier{Stokes equations and thus an accurate prediction
of the pressure eld may help to accurately describe the underlying turbulent ows.
It is due to this fact that the sudden expansion was investigated here in closer detail
which showed that both the FSAC-VP and FSVP method predict a sharp transition
from the symmetrical to the anti-symmetrical case which is closely followed by the
FSAC-PP method, which however showed a more gradual departure from the sym-
metrical state. Before assessing the bifurcation from a quantitative point of view, it
should be kept in mind that all results were obtained on a medium sized grid with
a GCI of 13.67%. Furthermore, the dierence in the predicted reattachment point
here to those obtained by Oliveira [169] dier by approximately 4%. It is reasonable
to assume that mesh independent results would predict the bifurcating Reynolds
number much closer to the critical one.
In Tables 6.21{6.24, the reattachment point for each method and numerical scheme
is given at each Reynolds number for which reference data is available. Those sim-
ulations for which no reference data is available, have been dropped from the tables
but used in the bifurcation diagrams in Figure 6.42. The number of required iter-
ations is also given as a reference. Starting with the AC method in Table 6.21, it
can be seen that the reattachment point is over-predicted by the non CB and MCB
scheme at lower Reynolds numbers. At Re=10, the dierence is more than a factor
of two while the other schemes match the reference data well. The trend prevails
for increasing Reynolds numbers, but the dierence becomes smaller. At Re=30,
the non CB and MCB scheme still over-predict the reattachment by approximately
25%. In the initial discussion on the velocity proles in Figures 6.29{6.32, it was
stated that the change in recirculation vortices will aect the reattachment length
and in turn the bifurcation itself. It was concluded that the non CB and MCB
scheme both will prematurely predict the bifurcation which is also evident from Ta-
ble 6.21, where the non CB scheme bifurcates at Re=52. Interestingly, the MCB
scheme bifurcates at Re=54, which is the critical Reynolds number. At sub-critical
Reynolds numbers, the reattachment lengths Xr1 and Xr2 always correlate perfectly
to each other and for those schemes experiencing a bifurcation, it appears suddenly
with a sharp departure from the symmetrical case. Those schemes who do not show
a breaking from the symmetry allow their recirculation area to grow and in turn,
this means that the reattachment points become increasingly larger. The perfect
correlation between those two values is retained up to Re=100. It is possible that
the bifurcation eventually occurs outside of the tested Reynolds number range, but
it is not tested here. Even if it would, the error to the non CB and MCB scheme
would be rather large. For those schemes predicting the bifurcation, it can be seen
that the number of iterations increases drastically. This is an eect which will be
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Table 6.21: Prediction of the reattachment length for dierent Reynolds numbers
using the AC method for various combinations of CB schemes and the Rusanov
Riemann solver.
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
10
iteration 696787 3631653 690039 4532716 696382 696476 -
Xr1 1.304 2.655 1.130 2.634 1.117 1.117 1.211
Xr2 1.304 2.655 1.130 2.634 1.117 1.117 1.211
20
iteration 163424 2113766 163702 1547448 166414 166411 -
Xr1 2.183 3.387 1.968 3.364 1.936 1.936 2.111
Xr2 2.183 3.387 1.968 3.364 1.936 1.936 2.111
30
iteration 109341 1221133 107248 785612 106580 106591 -
Xr1 3.120 4.213 2.879 4.194 2.828 2.828 3.080
Xr2 3.120 4.213 2.879 4.194 2.828 2.828 3.080
40
iteration 102533 791709 100955 478125 100464 100460 -
Xr1 4.083 5.085 3.824 5.070 3.753 3.753 4.075
Xr2 4.083 5.085 3.824 5.070 3.753 3.753 4.075
50
iteration 94732 568705 91784 330816 91432 91429 -
Xr1 5.056 5.990 4.785 5.985 4.697 4.697 5.080
Xr2 5.055 5.990 4.785 5.985 4.697 4.697 5.081
52
iteration 95118 858132 91683 318747 90572 90572 -
Xr1 5.249 4.330 4.978 6.169 4.886 4.886 5.279
Xr2 5.251 7.089 4.978 6.169 4.886 4.886 5.285
54
iteration 154541 630303 91897 476622 90803 90803 -
Xr1 5.448 4.088 5.172 3.838 5.076 5.076 5.445
Xr2 5.444 7.369 5.172 7.452 5.076 5.076 5.523
56
iteration 748021 553873 92342 430348 91269 91273 -
Xr1 4.590 3.939 5.366 3.749 5.266 5.266 4.440
Xr2 6.467 7.604 5.366 7.663 5.266 5.266 6.678
58
iteration 356102 533040 97869 403268 96932 96928 -
Xr1 4.164 3.839 5.561 3.683 5.457 5.457 4.107
Xr2 7.022 7.814 5.561 7.857 5.457 5.457 7.208
60
iteration 249418 515231 99678 383592 98563 98556 -
Xr1 3.956 3.770 5.755 3.635 5.648 5.648 3.935
Xr2 7.409 8.008 5.755 8.040 5.648 5.648 7.609
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continued
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
70
iteration 156686 455579 101927 328784 100829 100832 -
Xr1 3.638 3.629 6.732 3.550 6.605 6.605 3.669
Xr2 8.739 8.843 6.732 8.844 6.605 6.605 9.019
80
iteration 149699 411266 104035 304704 104958 104951 -
Xr1 3.610 3.626 7.713 3.562 7.566 7.566 3.658
Xr2 9.731 9.553 7.713 9.538 7.566 7.566 10.060
90
iteration 148799 388146 110098 292355 109346 109341 -
Xr1 3.652 3.668 8.697 3.610 8.529 8.529 3.708
Xr2 10.567 10.039 8.697 9.876 8.529 8.529 10.930
100
iteration 154207 365681 110430 295891 109700 109701 -
Xr1 3.717 3.730 9.683 3.676 9.493 9.493 3.781
Xr2 11.282 9.771 9.683 9.681 9.493 9.493 11.660
discussed later but it should be noted here that the prediction of the symmetry
breaking requires not only a suitable method and numerical scheme combination
but also an increased computational time.
In Table 6.22, the same reattachment points and number of required iterations are
shown for the FSAC-PP method. As was already seen in Figure 6.42b, all numerical
schemes predicted the onset of bifurcation, albeit slightly delayed compared to the
reference data. This can also be seen from the table where the predicted reattach-
ment point agrees well with the reference data and dierences are within 10%. Below
the critical Reynolds number, the agreement is excellent, and dierences are much
smaller. At Re=10, for example, the highest deviation from the reference data is ob-
tained with the SCB scheme at 4.2% while all the other schemes match the reference
data within 1%. The Rusanov scheme even matches the results exactly, although it
has to be kept in mind that these results are still obtained on a medium mesh size.
A full mesh independent result is likely to change these numbers slightly, but it is
expected that the overall agreement will persist. Above the critical Reynolds num-
ber, the agreement to Oliveira [169] stays within the 10% dierences which is largely
due to the delayed prediction of the bifurcation. From Figure 6.42b it can be seen
that the overall experimental trend is matched rather well, and all schemes follow
the same curve. If the critical Reynolds number would be in closer agreement, it is
expected that the predicted reattachment point would be also in closer agreement to
the data given by Oliveira [169]. Since the bifurcation is predicted for all schemes,
we can also make comments on the number of iterations which was more dicult in
the case of the AC method, where the dierent behaviour of the numerical schemes
also produced less consistent data on the iterations. Here, the number of required
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Table 6.22: Prediction of the reattachment length for dierent Reynolds numbers us-
ing the FSAC-PP method for various combinations of CB schemes and the Rusanov
Riemann solver.
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
10
iteration 68164 68164 88652 77805 85234 76780 -
Xr1 1.218 1.218 1.160 1.199 1.211 1.212 1.211
Xr2 1.216 1.217 1.161 1.198 1.211 1.211 1.211
20
iteration 63564 63567 77596 71278 76451 70299 -
Xr1 2.050 2.052 1.960 2.030 2.049 2.050 2.111
Xr2 2.046 2.049 1.958 2.028 2.047 2.048 2.111
30
iteration 58897 58896 68241 64767 67870 63793 -
Xr1 2.957 2.961 2.839 2.936 2.958 2.960 3.080
Xr2 2.950 2.954 2.834 2.930 2.953 2.955 3.080
40
iteration 54292 54291 61483 58382 61441 58369 -
Xr1 3.894 3.902 3.747 3.874 3.897 3.901 4.075
Xr2 3.880 3.888 3.758 3.862 3.887 3.891 4.075
50
iteration 72662 72955 57272 62362 66594 64421 -
Xr1 4.854 4.866 4.705 4.836 4.856 4.861 5.080
Xr2 4.817 4.829 4.682 4.807 4.830 4.836 5.081
52
iteration 101961 103038 68241 88776 94788 91491 -
Xr1 5.055 5.068 4.866 4.994 5.054 5.060 5.279
Xr2 5.000 5.013 4.898 5.035 5.017 5.023 5.285
54
iteration 157548 160834 98874 134456 143614 139714 -
Xr1 5.177 5.190 5.094 5.239 5.200 5.207 5.445
Xr2 5.264 5.279 5.048 5.176 5.257 5.262 5.523
56
iteration 309091 323916 158368 243044 260922 257718 -
Xr1 5.322 5.333 5.221 5.342 5.368 5.374 4.440
Xr2 5.503 5.522 5.299 5.461 5.475 5.480 6.678
58
iteration 896302 878294 334541 768416 865548 901939 -
Xr1 5.127 5.084 5.362 5.377 5.415 5.405 4.107
Xr2 6.031 6.095 5.534 5.802 5.805 5.825 7.208
60
iteration 370621 355946 888435 481042 514272 486624 -
Xr1 4.450 4.427 5.051 4.641 4.655 4.628 3.935
Xr2 6.817 6.861 6.149 6.688 6.700 6.726 7.609
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continued
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
70
iteration 116122 114816 126413 119971 127121 125149 -
Xr1 3.733 3.734 3.782 3.779 3.785 3.782 3.669
Xr2 8.497 8.531 8.278 8.499 8.475 8.485 9.019
80
iteration 92806 91835 94097 92946 99882 98683 -
Xr1 3.647 3.653 3.650 3.679 3.681 3.679 3.658
Xr2 9.583 9.622 9.416 9.618 9.572 9.579 10.060
90
iteration 100257 96853 95949 97232 114014 105340 -
Xr1 3.669 3.676 3.656 3.696 3.703 3.702 3.708
Xr2 10.479 10.525 10.346 10.539 10.480 10.486 10.930
100
iteration 102456 106408 109105 119534 108770 102731 -
Xr1 3.740 3.749 3.705 3.762 3.754 3.753 3.781
Xr2 11.256 11.308 11.147 11.336 11.263 11.269 11.660
iterations is uniformly distributed for each Reynolds number, where the non CB
and central scheme produce the lowest and very similar number of iterations up to
the critical Reynolds number. The predicted reattachment point is in equally good
agreement amongst these two schemes while the number of iterations only becomes
larger than the other schemes above the critical Reynolds number. Suciently far
away from the critical Reynolds number, the number of iterations equalise again and
are more uniformly distributed. The SCB scheme initially produces smaller itera-
tions around the critical Reynolds number, however, this is due to the fact that the
bifurcation itself is delayed the most using the SCB scheme. Thus, while the other
schemes start to predict the bifurcation, requiring more iterations, the SCB scheme
is still in a symmetrical state and therefore seems to require less iterations. Once
the bifurcation is predicted using the SCB scheme, the iterations increase rapidly.
There is a strong correlation between the number of iterations and the bifurcating
critical Reynolds number, which will be discussed later in more detail.
Turning to Table 6.23, the same data is shown for the FSAC-VP method. Similar ob-
servations made for the FSAC-PP can also be done here. At Re=10, the agreement
is overall excellent with the reference data and shows only slightly more deviation
from the reference data than the FSAC-PP method. The central scheme and non CB
scheme also show overall less iterations which holds up to Re=100. The dierence
compared to Oliveira [169] is also within 10% and would be expected from the close
visual agreement of the bifurcating diagrams in Figure 6.42b and 6.42c. The num-
ber of required iterations is again equally distributed suciently far away from the
critical Reynolds number. At Re=10, the lower spectrum of the simulated Reynolds
number range, the iterations appear to increase abruptly which can also be seen in
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Table 6.23: Prediction of the reattachment length for dierent Reynolds numbers us-
ing the FSAC-VP method for various combinations of CB schemes and the Rusanov
Riemann solver.
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
10
iteration 184761 184922 302671 297819 310080 301977 -
Xr1 1.249 1.254 1.164 1.239 1.171 1.251 1.211
Xr2 1.249 1.254 1.164 1.239 1.171 1.251 1.211
20
iteration 102790 102817 104384 104279 103917 103963 -
Xr1 2.079 2.083 1.988 2.065 2.005 2.083 2.111
Xr2 2.079 2.083 1.988 2.065 2.005 2.083 2.111
30
iteration 90622 90639 96830 96645 96454 96398 -
Xr1 2.987 2.994 2.884 2.967 2.910 2.992 3.080
Xr2 2.987 2.994 2.884 2.967 2.910 2.992 3.080
40
iteration 79094 79099 86632 86553 86444 86449 -
Xr1 3.922 3.933 3.811 3.900 3.845 3.931 4.075
Xr2 3.923 3.933 3.811 3.900 3.845 3.931 4.075
50
iteration 73634 73574 79348 82008 76313 77893 -
Xr1 4.871 4.887 4.755 4.848 4.795 4.884 5.080
Xr2 4.872 4.887 4.755 4.849 4.795 4.884 5.081
52
iteration 77585 77532 80567 82248 81251 83123 -
Xr1 5.065 5.081 4.946 5.042 4.987 5.078 5.279
Xr2 5.066 5.082 4.947 5.042 4.987 5.078 5.285
54
iteration 81313 77695 80720 87110 81502 83313 -
Xr1 5.258 5.275 5.137 5.235 5.179 5.271 5.445
Xr2 5.259 5.276 5.138 5.236 5.179 5.272 5.523
56
iteration 197039 216972 109571 209469 81691 88751 -
Xr1 5.451 5.469 5.329 5.428 5.371 5.466 4.440
Xr2 5.454 5.472 5.330 5.431 5.371 5.466 6.678
58
iteration 1154110 1004392 484974 1358168 256720 1605128 -
Xr1 4.751 4.688 5.518 4.816 5.563 4.830 4.107
Xr2 6.377 6.455 5.524 6.299 5.564 6.345 7.208
60
iteration 453449 429991 800466 472976 986158 557505 -
Xr1 4.240 4.217 4.561 4.261 4.647 4.281 3.935
Xr2 7.006 7.054 6.620 6.971 6.626 6.999 7.609
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continued
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
70
iteration 173750 157038 173975 159584 199912 206382 -
Xr1 3.684 3.685 3.725 3.688 3.761 3.702 3.669
Xr2 8.562 8.601 8.410 8.561 8.420 8.559 9.019
80
iteration 124996 129970 137720 135519 184594 151121 -
Xr1 3.621 3.626 3.632 3.623 3.661 3.632 3.658
Xr2 9.623 9.666 9.513 9.639 9.510 9.617 10.060
90
iteration 116331 137315 138234 137822 144780 142072 -
Xr1 3.651 3.658 3.652 3.653 3.676 3.658 3.708
Xr2 10.505 10.555 10.423 10.537 10.409 10.500 10.930
100
iteration 117561 127616 140343 134273 140414 136251 -
Xr1 3.712 3.721 3.708 3.715 3.729 3.715 3.781
Xr2 11.263 11.318 11.206 11.309 11.184 11.262 11.660
Table 6.21 for the AC method but is absent for the FSAC-PP method in Table 6.22.
The FSAC-PP method was introduced to circumvent the shortcomings of the AC
method that produced a sti set of equations at low Reynolds numbers which causes
the convergence rate to slow down as the Reynolds number is decreased. It seems
that this positive feature of the FSAC-PP method is not necessarily inherited by the
FSAC-VP method, although it may only be the case for the present test case and a
range of test cases would be required to settle this question. The aim here, however,
is not to validate the FSAC-VP method at low Reynolds number | for such ows
it has not been specically designed | but rather to test it where the ow features
some complex structures that needs to be resolved, such as the bifurcation in the
present case. Similar to the AC method, the FSAC-VP method shows very little to
no dierence in the dierence of the predicted reattachment points up to the critical
Reynolds number where a sharp bifurcation occurs, here at Re=58. As discussed
previously and can be also seen in Figure 6.42c, the bifurcation for the SCB scheme
and Rusanov RS is delayed up to Re=60. Both the AC and FSAC-VP method (as
well as the FSVP method by proxy) contain at least one real characteristic which
limits the propagation of information in the domain through their hyperbolic and
parabolic pressure behaviour, respectively. This barrier on information propagation
may ultimately be responsible for the sharp triggering of the bifurcation compared
to the FSAC-PP method, where the elliptic pressure behaviour does not impose any
propagation restriction of pressure waves.
In Table 6.24, the same information is given for the FSVP method which generally
agrees well with the FSAC-VP method as in the previous discussion already high-
lighted. The bifurcation occurs here at Re=58 as well, while the iterations required
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Table 6.24: Prediction of the reattachment length for dierent Reynolds numbers
using the FSVP method for various combinations of CB schemes and the Rusanov
Riemann solver.
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
10
iteration 243267 242962 - - - - -
Xr1 1.232 1.232 - - - - 1.211
Xr2 1.232 1.232 - - - - 1.211
20
iteration 104845 104899 - - - - -
Xr1 2.061 2.063 - - - - 2.111
Xr2 2.061 2.063 - - - - 2.111
30
iteration 94739 94799 - - - - -
Xr1 2.966 2.971 - - - - 3.080
Xr2 2.966 2.971 - - - - 3.080
40
iteration 83946 83976 - - - - -
Xr1 3.899 3.908 - - - - 4.075
Xr2 3.900 3.908 - - - - 4.075
50
iteration 78758 78659 - - - - -
Xr1 4.847 4.859 - - - - 5.080
Xr2 4.847 4.860 - - - - 5.081
52
iteration 78925 78815 - - - - -
Xr1 5.040 5.054 - - - - 5.279
Xr2 5.040 5.054 - - - - 5.285
54
iteration 79040 78924 - - - - -
Xr1 5.233 5.247 - - - - 5.445
Xr2 5.233 5.247 - - - - 5.523
56
iteration 154716 141146 - - - - -
Xr1 5.426 5.441 - - - - 4.440
Xr2 5.427 5.443 - - - - 6.678
58
iteration 1715983 1501307 - - - - -
Xr1 4.920 4.854 - - - - 4.107
Xr2 6.214 6.291 - - - - 7.208
60
iteration 507442 496781 - - - - -
Xr1 4.299 4.279 - - - - 3.935
Xr2 6.933 6.975 - - - - 7.609
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continued
AD no RS Rusanov RS
Re no CB no CB SCB MCB no CB MCB Ref [169]
70
iteration 170053 164646 - - - - -
Xr1 3.693 3.695 - - - - 3.669
Xr2 8.529 8.564 - - - - 9.019
80
iteration 135599 134057 - - - - -
Xr1 3.624 3.630 - - - - 3.658
Xr2 9.598 9.638 - - - - 10.060
90
iteration 123168 134735 - - - - -
Xr1 3.652 3.659 - - - - 3.708
Xr2 10.485 10.531 - - - - 10.930
100
iteration 120734 137373 - - - - -
Xr1 3.712 3.721 - - - - 3.781
Xr2 11.246 11.298 - - - - 11.660
are 32.7% and 33.1% higher for the central and non CB scheme, respectively, at the
same Reynolds number. At the sub-critical Reynolds number, the iterations are gen-
erally at the same level while above the critical Reynolds number, iterations can be
approximately up to 20% higher. Thus, the hyperbolisation through the perturbed
continuity equation within the FSAC-VP method does not only allow hyperbolic
schemes such as Riemann solvers and the method of characteristics to be used, it
also can promote convergence acceleration to some degree which is also reported by
Konozsy [109] and Konozsy and Drikakis [21] where the continuity equation of the
AC method provides the initial pressure for the FSAC-PP method which is respon-
sible, in parts, for the increased convergence rate of the FSAC-PP method over the
AC method.
Figure 6.43 shows the number of iterations from Tables 6.21{6.24 in graphical form
for each numerical scheme and method for a direct comparison. For all schemes
that showed a bifurcated state previously, a clear peak in iterations can be observed.
This appears as all ows initially develop as symmetrical ow eld. Once the per-
turbations within the ow eld get strong enough, a bifurcated state can develop.
However, the bifurcation develops from the symmetrical ow eld and therefore re-
quires more iterations. The reason as to why the iterations drop drastically beyond
the critical Reynolds number is due to the perturbation becoming stronger; the
bifurcation can occur sooner than for the critical Reynolds number and therefore
require less iterations. The total number of iterations, however, is larger than for
the symmetrical ow eld, i.e. below the critical Reynolds number. Only the AC
method shows here that the iterations can be considerably higher even below the
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Figure 6.43: Number of iterations required by dierent incompressible methods for
dierent Reynolds numbers.
critical Reynolds number; this is, however, attributed to stiness of the AC method
when used for low Reynolds number ows. As discussed above, the FSAC-VP and
FSVP method show a tendency to increase the residuals as well near low Reynolds
numbers, however, not as drastically as the AC method. While the peak struc-
tures and total number of iterations is comparable for the FSAC-PP, FSAC-VP and
FSVP method, the AC method shows a considerable dierence between the non
CB and MCB scheme as well as the central scheme, for which the bifurcation was
predicted. The other schemes produce a similar level of iterations but ultimately
fail to predict the bifurcation. While the non CB and MCB scheme show a similar
increase in residuals at the critical Reynolds number, the central scheme with arti-
cial dissipation shows a radical increase in iterations. This peak structure is closer
to the one observed in any of the other methods which indicates that the non CB
and MCB schemes have little diculties in changing from a symmetrical to a fully
anti-symmetrical state. Comparing the total number of iterations, it can be seen
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Figure 6.44: Number of iterations required by the non CB scheme for dierent
incompressible methods at Re=34.6 and Re=80.
that it is the AC method again which requires the most iterations, especially near
low Reynolds numbers as discussed above.
In Figure 6.44, the residuals for Re=34.6 and Re=80 are shown for all four methods
using the non CB scheme. At Re=34.6, it can be seen that the residuals are dropping
initially at the same rate up to 10 8. Beyond this point, the AC method reduces
its convergence rate and the simulations require substantially more iterations than
the FSAC-PP, FSAC-VP and FSVP method. The FSAC-PP method does show
the steepest convergence rate, closely followed by the FSAC-VP method which is in
accordance with the discussion of previous Sections. For Re=80 in the bifurcated
state, a fundamentally dierent picture is revealed. At rst, the residuals drop nor-
mally just as if a symmetric state would be obtained. For some critical threshold
value, the residual suddenly starts to increase after which the residuals drop again.
This is the point where the ow starts to bifurcate from the symmetrical to the anti-
symmetrical state. The change in ow pattern causes the residual to rise and once
the ow has settled for a new state, the residual drop again. This is in accordance
with the numerical behaviour of the simulations of oliveira [169]. Since the residuals
are shown for the Re=80 case, it can be assumed that the perturbations are strong
enough and should develop sooner than those around the critical Reynolds num-
ber. For the FSAC-PP method, those perturbations cause the bifurcation between
a residual threshold of 10 7{10 8 while the FSAC-VP and FSVP method bifurcate
at a slightly lower threshold, here between 10 8{10 9. The AC method, on the
other hand, only starts to pick up the bifurcation between 10 10{10 11 which is the
reason that the convergence criterion was set as low as  = 10 12. It can be seen
that a further iteration penalty is given to the AC method due to this late detection
in bifurcation, or, seen from another perspective, the early detection of bifurcation
by the FSAC-PP method ensures that a lower number of iterations are required.
Furthermore, Figure 6.44b may also explain why some schemes may not detect the
bifurcation at all. It might be that for the SCB and RS-based approach, all which
did not predict the bifurcation, will eventually detect the symmetry breaking but
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at a lower residual. This may be problematic as  = 10 12 is already close to the
resolution of double precision oating point variables. Although the residual thresh-
old may have been reduced even further to test this hypothesis, it is also clear from
Figure 6.44 that a further reduction in the convergence criterion would incur a sig-
nicantly increased computational time for the AC method. Decreasing the residual
from 10 11 to 10 12 alone requires approximately 60{80% of the total computational
time. For Reynolds numbers closer to zero, this time would exponentially increase,
see also Figure 6.43a. In light of the need of parametric results for dierent Reynolds
numbers with dierent numerical scheme, no attempt to carry out simulations at a
reduced convergence criterion has been therefore attempted.
This concludes the discussion of the laminar ow through a sudden expansion which
develops a bifurcated state for some critical Reynolds number. Due to the amount
of computations required, a medium sized grid was chosen based on a GCI study.
We saw that the AC method produced the largest dierence in velocity proles and
subsequently in the prediction of reattachment point while the FSAC-PP, FSAC-VP
and FSVP method all shoed much closer agreement to one another. Those three
methods also tended to under-predict the experimental data while the AC method
showed that some numerical schemes could result in over-prediction of the velocity
eld. All this combined resulted in the AC method to produce scheme-dependent
results, where for some schemes the bifurcation was observed while others failed
to predict it at all. The MCB scheme was able to predict the bifurcation in all
cases while the SCB scheme was not. One may nd that the results obtained in
the literature show converged and bifurcated results for the AC method using the
SCB scheme, see Drikakis [175] for example, however in those cases it is impor-
tant to use a locally rened mesh near boundaries or even higher order schemes, all
which the FSAC-PP, FSAC-VP and FSVP method did not show any dependence
on. The predicted bifurcation itself appeared randomly and there were no clear
preferences whether the ow would deect upwards or downwards. Experimental
evidence supports this observation [168]. It was shown that the elliptic treatment
of the pressure in the FSAC-PP method may be responsible for a gradual onset of
bifurcation while the hyperbolic and parabolic AC, FSAC-VP and FSVP method all
showed a sharp transition from the symmetrical to anti-symmetrical state. Finally,
the residuals showed that the FSAC-PP method is once again the most economical
method closely followed by the FSAC-VP and FSVP method while the AC method
gradually decreased its convergence rate which resulted in substantially more itera-
tions. In terms of accuracy, there is no clear best scheme but from Tables 6.17{6.20
it can be seen that the SCB produces most often the least accurate results while
the MCB scheme together with its Rusanov combination, or the Rusanov RS by
itself, consistently provided close agreement with the reference data. The central
scheme with articial dissipation also showed overall good agreement, especially for
the bifurcation diagram of the AC method. It has to be kept in mind, however, that
the used grid is not free of errors and that a ner grid is likely to have some eect
on the accuracy.
Overall, the MCB scheme fared well for all cases and, except for the AC method, its
combination with the Rusanov RS also showed favourable results. In the next Sec-
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Figure 6.45: Geometry for the Taylor{Green vortex problem with its corresponding
periodic boundary conditions and dimensions.
tion, this approach is extended to unsteady ows to examine to long time integration
behaviour of each of those schemes and incompressible methods.
6.4 Vortex Evolution for Periodical Domains
In this nal Section on the evaluation of the various Godunov-type methods against
their benchmark solutions, the Taylor{Green vortex problem is considered to inves-
tigate the transient behaviour for each scheme and method. To do so, the governing
equations have to be solved using a dual time-stepping procedure for which a real
time derivative is added to the momentum equation of each incompressible method,
see Section 3.3. The real time derivative is solved using a second-order accurate
backwards Euler method given by Eq.(5.3.32). The problem is solved on a square
domain with fully periodic boundary conditions as depicted in Figure 6.45. Here,
the primitive variables on the boundaries are copied to the opposing side to realise
the periodic conditions, as described in Section 5.2.3. The initial values of the ow
are given by
u0(x; y; 0) =   cos(2mx) sin(2my);
v0(x; y; 0) = sin(2mx) cos(2my);
p0(x; y; 0) =  1
4
[cos(4mx) + cos(4my)] ; (6.4.1)
where the velocity produces a vortical ow pattern, see Figure 6.46. Here, the
contours correspond to normalised velocity values in the range of  1 < u < 1 and
 0:5 < p < 0:5 for the pressure, according to the initial conditions of Eq.(6.4.1).
The number and size of vortices is controlled by the parameterm which is set here to
unity. A higher value would result in more, but smaller vortices. The advantage of
this type of ow is that it produces a well-dened and periodic vortical ow without
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Figure 6.46: Initial velocity and pressure eld for the Taylor{Green vortex problem.
The streamlines are superimposed onto the velocity eld to highlight the symmetrical
vortical pattern.
any other ow feature so that each schemes' ability to predict such features can be
uniquely tested. For a two-dimensional domain, an analytic solution is found as [72]
u(x; y; t) = u0(x; y; 0) exp
 2(2m)2t ;
v(x; y; t) = v0(x; y; 0) exp
 2(2m)2t ;
p(x; y; t) = p0(x; y; 0) exp
 4(2m)2t ; (6.4.2)
which is depending on the physical dissipation . The exponential dependence on
time hints that the initial vortical structure dissipates over time and thus u = v =
p = 0 is expected for t ! 1. Since the velocity is analytically known, the kinetic
energy and its change over time, i.e. @Ekin=@t, can be computed analytically. Since
dissipation is the mechanism by which kinetic energy reduces over time, the com-
parison of the computed and analytic kinetic energy can be used to quantify the
numerical dissipation inherent in each scheme. Furthermore, any dierences among
incompressible methods may indicate an inuence on the behaviour of numerical
dissipation.
Drikakis et al. [176] investigated the Taylor{Green vortex for a weakly compressible
and three-dimensional case. They found that after Re=3000, the solutions showed a
Reynolds number independence after which there was no noticeable dierence in the
production of kinetic energy, using a dimensionless time-scale. Brachet et al. [177]
investigated the transition to turbulence using Reynolds numbers in the range of
100 < Re < 3000 and investigating the small scale structures in the ow. For that,
a mesh size of 2563 elements was chosen. Their data suggest that the Reynolds
number independent solution may indeed exist but also that the structures require
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longer development times with increasing Reynolds number, here using a dimen-
sional time-scale. This provides a trade-o problem between the computational cost
and highest computable Reynolds number. In this study, a Reynolds number of
Re=1000 is chosen as a middle ground at which two-dimensional turbulent struc-
ture may develop while keeping the computational cost at a reasonable limit. The
time integration period is set to 200 seconds after which the ow is found to have
reached a nearly time-independent solution; here, the pressure values are of the
order of O(10 8). Three dierent mesh sizes are investigated using 322, 642 and
1282 computational elements. For all but the AC method | on the 1282 mesh |
were solutions obtained up to 200 seconds. Due to the excessive computational cost
incurred by the AC method for unsteady ows, the time interval was shortened to
50 seconds of simulated time, which will be discussed in detail below.
Brachet et al. [178] performed direct numerical simulations on a 8002 and 20482
computational grid to study two-dimensional turbulent structures. These did, in-
deed, show qualitative turbulent structures while the quantitative assessment showed
dierences to the expected three-dimensional state. For example, the spectral in-
dex n was slightly higher than Kolmogorov's much celebrated n =  5=3 law which
he postulated should be constant and present for any turbulent ow. Chapelier et
al. [179] proposed a novel multiscale approach within the discontinuous Galerkin
framework. Compared to LES simulations, which provide the needed truncated
physical dissipation through a sub-grid scale model, they showed that only a second-
order scheme was capable to provide sucient numerical dissipation to capture the
correct energy transfer mechanism. Higher-order schemes with less inherent numer-
ical dissipation showed a pile-up of energies at the small scales which resulted in
a non-physical energy transfer from the largest down to the smallest scales. Bull
and Jameson [180] introduced a new ux reconstruction, specically designed for
optimising the wave dissipation and dispersion errors. Their scheme was validated
against the Taylor{Green problem where they showed the need of accurate schemes
to capture turbulent structures. Using a spectral element method, Shu et al. [181]
showed that higher-order ltering can have adverse eects on the convergence rate
and further found that the enstrophy and kinetic energy may not be necessarily
suitable candidates to examine the accuracy of a Taylor{Green solution. Sifounakis
et al. [182] proposed a new adaptive mesh renement approach for Cartesian grids
and showed slightly increased convergence rates for a rened mesh topology, while
Dumbser et al. [155] proposed a unied higher-order framework for solid and con-
tinuum mechanics where the Taylor{Green vortex was tested at laminar Reynolds
numbers where good agreement with the data of Brachet et al. [177] was shown. In
a recent study, El Rafei et al. [153] investigated the Taylor{Green vortex problem
under similar conditions as Drikakis et al. [176] and gave a modied equation anal-
ysis that was capable to predict the shape and structure of the numerical dissipation.
Most of the studies concerned with the Taylor{Green vortex use three-dimensional
domains, with the exception of Brachet et al. [178] studying two-dimensional tur-
bulent structures. The work of Sifounakis et al. [182] and Dumbser et al. [155] also
showed two-dimensional simulations, among others, however these were purely per-
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formed for validation purposes. Those studies concerned with the numerical dissipa-
tion and its inuence on the simulation are all three-dimensional, but no analytical
solution is known for this case, for which then direct numerical simulation data needs
to be consulted. For the current case, the accuracy and numerical dissipation be-
haviour of each scheme in dierent incompressible framework is of interest. Through
the use of the analytic expression, we are able to make a quantitative analysis on
the numerical dissipation. It would be also interesting to conduct three-dimensional
simulations here to gain further insight on turbulent structures, however, as already
stated in previous Sections, the space-time coupling in the MCB scheme does not
allow for a trivial expansion to three-dimensional space as this would result in a
four-dimensional space-time. Thus, the two-dimensional space is examined here for
which further analysis can be done on the behaviour of dierent schemes in an un-
steady regime.
Figure 6.47 and 6.48 show the dierence of the computed kinetic energy knum to the
analytical kinetic energy k. The results are shown on three dierent grids with 322,
642 and 1282 elements, where the results are scaled by the maximum value of k so
as to make them comparable across grid sizes. The results are shown for the rst
50 seconds of simulated time. On the left of Figure 6.47, the AC method is shown.
Here, the non CB and central scheme both produce the highest deviation from the
analytical kinetic energy while the MCB scheme and the RS-based approaches show
a similar level of dierence. The initial dierence of the MCB scheme decays much
faster than the Rusanov RS and its hybridisation with the MCB scheme on the coarse
and medium grid, while on the ne grid the situation is reversed. Here, however,
the SCB and both Rusanov RS approaches produces the highest deviation, making
the non CB and central scheme more accurate. Interestingly, going from a coarse to
a ne grid, an increase in error can be seen for the SCB scheme and Rusanov-based
approaches. The error for the MCB scheme remains largely constant for all grid
levels while both the non CB and central scheme show a slight increase as well.
For the same Figure on the right, results obtained with the FSAC-PP method are
shown. Compared to the AC method, oscillations in the numerical scheme can be
observed for the time interval 10 < t < 20, which are more pronounced on the
coarse level while being almost diminished on the medium grid and absent on the
ne grid. All schemes except the Rusanov-based approaches show this tendency.
In-fact, as can be seen for the coarse and medium grid, the Rusanov RS by itself
shows initially the same error development as its hybrid version combined with the
MCB scheme. In the interval of 5 < t < 10, those two curves part ways and the
hybrid scheme consisting of the Rusanov RS and the MCB scheme provide less error
than the Rusanov RS by itself. The initial peak is initially better predicted by the
MCB scheme than the SCB, central and non CB scheme although the central and
non CB scheme provide a steeper reduction in error and provide again more accurate
results after t > 10 on the coarse and medium mesh. On the ne mesh, all schemes
provide similar error curves where the Rusanov-based approach produce the least
error initially while providing higher errors in the range of 10 < t < 20 on all grids.
This highlights two things; rst, the RS approach does indeed promote accuracy in
the FSAC-PP framework while secondly, the dissipative nature of the Rusanov RS
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Figure 6.47: Evolution of the error in the computed kinetic energy compared to the
analytic kinetic energy for dierent grid sizes of nx  ny = 322, 642 and 1282 using
the AC method (left) and FSAC-PP method (right).
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Figure 6.48: Evolution of the error in the computed kinetic energy compared to the
analytic kinetic energy for dierent grid sizes of nx  ny = 322, 642 and 1282 using
the FSAC-VP method (left) and FSVP method (right).
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is shown when longer time intervals are considered. Another interesting fact can be
observed on the coarse and medium grid, where the MCB scheme provides smaller
error curves than the SCB scheme while the shape and structure of the oscillations
match each other. The oscillatory behaviour of the central and non CB scheme does
not seem to correlate with that of the CB approaches. Similar to the AC method,
those schemes also provide the highest error curves, here for all grid sizes.
In Figure 6.48 on the left, the results for the FSAC-VP method are shown. First of
all, the oscillations shown in the FSAC-PP method are not present which may be
attributed to the parabolic pressure equation, as the pressure is driving the devel-
opment of the velocity eld. This is a reasonable conclusion and is supported by the
curves showing the error of the pressure in Figure 6.49 and 6.50, where no oscilla-
tions in the pressure are observed for the FSAC-VP method while still being present
for the FSAC-PP method. Throughout this work, it has been shown that the elliptic
Poisson equation was able to provide a smooth pressure eld from which the velocity
was developed. This has shown favourable convergence properties of the FSAC-PP
method compared to the other incompressible methods. In this case, however, the
ow is not considered to be stationary but unsteady. The elliptic Poisson equation
of the FSAC-PP method, Eq.(3.3.16) is repeated here for convenience
r2pn+1 =   

r  u
as well as the parabolic pressure transport equation of the FSAC-VP and FSVP
method, Eq.(3.3.30)
1

pn+1   pn
@
=


r2pn+1  r  u:
While Eq.(3.3.16) only contains information in space (hence its elliptic behaviour),
it is unable to provide a smooth pressure eld as time progresses. Eq.(3.3.30), on
the other hand, is bounded in time (hence its parabolic behaviour) which means
that the equation is able to provide not only a smooth pressure eld in space but
also in time. Arguably, the time-derivative in Eq.(3.3.16) is in pseudo-time and it
may be argued that this cannot be interpreted as real time. However, it is only
in pseudo-time because the exact relation between the density and pressure is not
known. As discussed in Section 3.3.1, this ill-dened functional relation is expressed
by the  parameter and once this expression is known, Eq.(3.3.16) would hold for
unsteady ows as well. For the moment, the equation may be seen to be only valid
in pseudo-time but that does not remove its inherent ability to possess some form of
memory eect of the pressure eld for which physical bounds are imposed. Indeed,
the parabolic behaviour is imposing a single characteristic line into the ow which
provides the natural barrier, for example as a limited information propagation speed
or the presence of a domain of dependence and inuence separated by the charac-
teristic. The elliptic Poisson equation does not have the same information in time
so that subsequent time-steps are not related to each other and oscillations may
occur in the pressure, which then form oscillations in the velocity eld. Returning
back to Figure 6.48, for the FSAC-VP method the non CB and SCB scheme show
the least accurate results across dierent grid levels, while from the medium grid
level onwards, the non CB scheme matches the accuracy of the central scheme. It is
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again the Rusanov RS with and without the MCB scheme which produces the least
amount of error for the initial peak while the error curves increase slightly above the
other schemes as time increases. The non CB scheme shows a tendency to reduce
the error when increasing the grid size which is matching by the FSVP method on
the right side of Figure 6.48. For both the AC and FSAC-PP method, this ten-
dency was reversed. The central scheme does not seem to change its accuracy over
dierent grid levels for the FSAC-VP method while Rusanov-based approaches and
MCB scheme do show an increase again in error.
At the nest grid level of 1282 elements, the error curves equalise and little dierence
among the numerical schemes can be observed. However, looking across the dier-
ent grids, we can conrm the observation of Chapelier et al. [179] who stated that
higher-order schemes produce too little numerical dissipation which results in larger
errors. In their case, they observed a pile-up of energy at the small scales which is
not investigated here. However, it can be seen that the third-order accurate non CB
scheme does produce in most cases the least accurate results. Those schemes that
have a sucient amount of inherent numerical dissipation, provide more accurate
dissipation rates and thus smaller errors in the predicted kinetic energy. At the
same time, it has to be mentioned, that the MCB scheme without the Rusanov RS
seems to be located between the two extremes of having either too much or too little
dissipation. For all incompressible methods, it is more accurate than the non CB
scheme which uses the same polynomial ux reconstruction while for the FSAC-PP
and FSAC-VP method its combination with the Rusanov RS and the Rusanov RS
by itself are the only schemes able to produce less errors, at least for the initial
peak in error. For all methods, except the FSVP method due to its non-hyperbolic
nature, the MCB shows smaller error curves than the SCB scheme which may show
its advantage over single-directional treatment of purely vortical ows.
As already highlighted in the discussion above, the pressure plays a dominant role in
the current case. Therefore, the computed L1 error norm at each time-step is plotted
in Figure 6.49 and 6.50 for the dierent incompressible methods. The L1 error curves
for pressure using the AC method are shown in Figure 6.49 on the left-hand side. On
all grids, but especially on the coarse one, a double-peak structure can be spotted
which is most pronounced for the SCB scheme and Rusanov RS with and without
the MCB scheme. They do not present perfect double-peak structure on the medium
and ne grid, but it can be still argued that the structures seen on the coarse grid
are simply more dissipated on the medium and ne grid. Drikakis et al. [176] argued
that these structures are likely due to the dispersive properties of their third-order
scheme. They used a higher Reynolds number but also a three-dimensional space. It
is possible that those two factors alone can produce more pronounced double-peak
structures which are less present at the lower Reynolds number in two-dimensional
space. In terms of the characteristic approach, the SCB and MCB scheme along
with its Godunov-type approach using the Rusanov RS produce the highest errors.
On the ne grid, those approaches reduce in error and are more accurate than the
central and non CB scheme while the MCB scheme produces an almost constant
level of error which on the ne grid becomes the least accurate scheme in terms of
the pressure. That is, while the MCB scheme does not decrease in error, all the
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Figure 6.49: Evolution of the L1 error norm for the pressure for dierent grid sizes
of nx  ny = 322, 642 and 1282 using the AC method (left) and FSAC-PP method
(right).
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Figure 6.50: Evolution of the L1 error norm for the pressure for dierent grid sizes
of nxny = 322, 642 and 1282 using the FSAC-VP method (left) and FSVP method
(right).
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other schemes do.
For the same Figure on the right, the results obtained with the FSAC-PP method
are shown. A much weaker double-peak structure can be identied which may be
again explained by the smoothing properties of the elliptic Poisson equation. How-
ever, the oscillations seen in Figure 6.47 for the dierence in kinetic energy are still
present, especially on the coarse and medium grid. For the ne grid solution, smooth
pressure error curves are obtained. As discussed above, these oscillations are due to
the lack of memory of the ow in the Poisson solver who is smoothing the pressure
eld only locally in time but not with respect to the pressure eld from the previous
time-step. While the central and non CB scheme show a at peak on the medium
grid, they show again smaller errors than the CB approaches. In terms of total error,
however, it can be seen that the error curves for the pressure are approximately a
factor of two smaller than those obtained with the AC method.
For the FSAC-VP method in Figure 6.49f on the left, we can see a sharp increase in
error on the coarse grid for both characteristic schemes. The errors normalise on the
medium and ne grid and approach the same level as that of the FSAC-PP method,
showing a reduction in error by a factor of seven, approximately. Similar to the
FSAC-PP method, the double-peak structures are more dissipated compared to the
AC method but still faintly present. Furthermore, the coarse and medium grid is
free from oscillations in the SCB and MCB scheme as seen for the FSAC-PP method.
The various Godunov-type approaches, i.e. the SCB scheme and the Rusanov RS
with and without the MCB scheme, show smooth curves for all mesh levels but also
the largest errors, except for the coarse grid. The central and non CB scheme show
again the least error with smooth proles, free of dispersive errors. Those dispersive
errors in the non CB scheme as seen in the FSAC-PP method are not present for
the FSAC-VP method which may, again, be attributed to the parabolic pressure
transport equation.
For the FSVP method on the right-hand side of the same Figure, the rst larger
dierence between it and the FSAC-VP method can be observed. Here, the cen-
tral and non CB scheme produce error curves that are a factor of 2{4 higher than
those obtained with the FSAC-VP method. The only dierence here being that the
FSAC-VP method contains the perturbed continuity equation of the AC method
while the momentum and pressure transport equation are identical for both meth-
ods. The original idea of the FSAC-VP method was to extend the FSVP method
by the continuity equation to provide a hyperbolic rst Fractional-Step so as to use
the developed Godunov-type schemes in this work. However, Figure 6.50 reveals
that there is a benet or predicting an initial pressure eld, albeit from a non-
physical continuity equation, for which then reduced error curves are obtained. In
general, this discussion highlights the dependence of the Navier{Stokes equations on
the incompressible method that is used. Although all numerical schemes and other
conditions are kept the same, errors in the pressure can still arise due to dierent
pressure treatments of the incompressible methods and their mathematical charac-
teristics.
Tables 6.25{6.28 show the integrated L0 and L1 error for each method using the
dierent numerical schemes along with the average iterations that were needed to
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Table 6.25: Comparisons of the integrated L0 and L1 errors for the AC method
on dierent meshes at a Reynolds number of Re=1000. The average number of
iterations per time-step is given to judge the computational cost.
AD no RS Rusanov RS
nx  ny no CB no CB SCB MCB no CB MCB
32 32
iterations 882 947 928 960 946 946
L0(u) 6.07e-02 6.19e-02 6.91e-02 6.52e-02 6.17e-02 6.17e-02
L0(v) 6.07e-02 6.19e-02 6.91e-02 6.52e-02 6.17e-02 6.17e-02
L0(p) 2.34e-02 2.36e-02 2.99e-02 2.57e-02 2.68e-02 2.68e-02
L1(u) 2.74e-02 2.74e-02 3.56e-02 3.07e-02 3.27e-02 3.27e-02
L1(v) 2.74e-02 2.74e-02 3.56e-02 3.07e-02 3.27e-02 3.27e-02
L1(p) 1.23e-02 1.22e-02 1.58e-02 1.40e-02 1.37e-02 1.37e-02
64 64
iterations 2433 2662 2487 2701 2583 2583
L0(u) 6.21e-02 6.22e-02 6.81e-02 6.47e-02 7.11e-02 7.11e-02
L0(v) 6.21e-02 6.22e-02 6.81e-02 6.47e-02 7.11e-02 7.11e-02
L0(p) 2.36e-02 2.36e-02 2.82e-02 2.53e-02 3.10e-02 3.10e-02
L1(u) 2.81e-02 2.80e-02 3.18e-02 3.09e-02 3.42e-02 3.42e-02
L1(v) 2.81e-02 2.80e-02 3.18e-02 3.09e-02 3.42e-02 3.42e-02
L1(p) 1.18e-02 1.18e-02 1.50e-02 1.31e-02 1.69e-02 1.69e-02
128 128
iterations 9378 9397 7612 9578 7975 7974
L0(u) 2.11e-01 2.11e-01 2.11e-01 2.15e-01 2.19e-01 2.19e-01
L0(v) 2.11e-01 2.11e-01 2.11e-01 2.15e-01 2.19e-01 2.19e-01
L0(p) 9.26e-02 9.30e-02 8.94e-02 9.87e-02 9.72e-02 9.71e-02
L1(u) 8.92e-02 8.97e-02 8.12e-02 9.75e-02 8.65e-02 8.65e-02
L1(v) 8.92e-02 8.97e-02 8.12e-02 9.75e-02 8.65e-02 8.65e-02
L1(p) 4.60e-02 4.63e-02 4.09e-02 5.06e-02 4.70e-02 4.70e-02
converge in pseudo time. This measure can be used as an indication as to what the
computational cost per time step is. The integral values for the error were obtained
as
Lj() =
1
T
Z T
0
Lj((t))dt; j = 0; 1 (6.4.3)
where the L0 and L1 norm are dened by Eq.(6.1.2) and Eq.(6.1.3), respectively.
In Table 6.25, the errors for the AC method are shown. A sharp increase in error
can be seen for all schemes on the 1282 mesh which is attributed to the shorter
simulated time of 50 seconds in total, while the solutions on the 642 and 322 grid
were obtained for the simulation time of 200 seconds, for reasons stated in the in-
troduction to this Section. The error stays largely constant when going from the
coarse to medium grid for the L1 norm for both velocity and pressure. Due to the
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Table 6.26: Comparisons of the integrated L0 and L1 errors for the FSAC-PP method
on dierent meshes at a Reynolds number of Re=1000. The average number of
iterations per time-step is given to judge the computational cost.
AD no RS Rusanov RS
nx  ny no CB no CB SCB MCB no CB MCB
32 32
iterations 22 24 30 29 802 28
L0(u) 6.31e-02 6.41e-02 7.29e-02 7.11e-02 6.83e-02 5.32e-02
L0(v) 5.37e-02 6.01e-02 3.28e-02 3.38e-02 3.59e-02 5.31e-02
L0(p) 8.43e-03 9.06e-03 1.24e-02 1.12e-02 1.10e-02 1.15e-02
L1(u) 3.04e-02 3.10e-02 3.87e-02 3.79e-02 4.05e-02 3.02e-02
L1(v) 2.49e-02 2.86e-02 1.45e-02 1.55e-02 1.90e-02 2.98e-02
L1(p) 3.88e-03 3.93e-03 5.64e-03 4.96e-03 4.97e-03 5.24e-03
64 64
iterations 52 55 90 85 90 84
L0(u) 5.96e-02 6.00e-02 5.99e-02 5.74e-02 6.73e-02 5.46e-02
L0(v) 5.95e-02 5.97e-02 6.06e-02 5.95e-02 4.66e-02 6.26e-02
L0(p) 8.58e-03 8.62e-03 1.46e-02 1.38e-02 1.40e-02 1.43e-02
L1(u) 2.58e-02 2.59e-02 2.75e-02 2.58e-02 3.43e-02 2.64e-02
L1(v) 2.58e-02 2.58e-02 2.78e-02 2.73e-02 2.15e-02 3.13e-02
L1(p) 3.94e-03 3.96e-03 6.45e-03 6.27e-03 6.59e-03 6.85e-03
128 128
iterations 165 179 276 258 288 263
L0(u) 5.50e-02 5.50e-02 5.50e-02 5.45e-02 5.81e-02 5.69e-02
L0(v) 5.50e-02 5.50e-02 5.50e-02 5.48e-02 5.62e-02 5.74e-02
L0(p) 7.73e-03 7.73e-03 1.28e-02 1.26e-02 1.36e-02 1.36e-02
L1(u) 2.13e-02 2.13e-02 2.15e-02 2.14e-02 2.43e-02 2.36e-02
L1(v) 2.13e-02 2.13e-02 2.16e-02 2.15e-02 2.33e-02 2.39e-02
L1(p) 3.22e-03 3.23e-03 5.34e-03 5.31e-03 6.13e-03 6.15e-03
initial conditions, see Figure 6.46, and the analytic solution for the decay in velocity
according to Eq.(6.4.2), it is expected that the ow should preserve the symmetric
nature and thus the L0 and L1 norm should produce the same result for the u- and
v-velocity component. This is the case for all schemes on all grid levels for the AC
method. The average number of iterations required to converge within one pseudo
time-step is increasing by a factor of 3{4 when decreasing the mesh spacing by half,
which corresponds to a fourfold increase in number of elements. Thus, the increased
resolution comes at the cost of increased computational time.
The results for the FSAC-PP method are shown in Table 6.26. Here, the L0 and
L1 norm are no longer the same for the velocity components. While large dier-
ences are observed on the coarse grid (up to 53% dierence for the Rusanov RS),
the maximum dierence reduces to 37% on the medium and 4% on the ne grid,
respectively. Thus, the symmetric nature of the ow is not preserved. The absolute
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Table 6.27: Comparisons of the integrated L0 and L1 errors for the FSAC-VP
method on dierent meshes at a Reynolds number of Re=1000. The average number
of iterations per time-step is given to judge the computational cost.
AD no RS Rusanov RS
nx  ny no CB no CB SCB MCB no CB MCB
32 32
iterations 104 111 143 128 124 122
L0(u) 7.76e-02 8.95e-02 9.88e-02 9.33e-02 7.29e-02 7.12e-02
L0(v) 7.76e-02 8.95e-02 9.88e-02 9.33e-02 7.29e-02 7.12e-02
L0(p) 1.64e-02 2.16e-02 4.99e-02 4.80e-02 2.39e-02 2.29e-02
L1(u) 3.29e-02 3.64e-02 4.02e-02 3.68e-02 3.57e-02 3.54e-02
L1(v) 3.29e-02 3.64e-02 4.02e-02 3.68e-02 3.57e-02 3.54e-02
L1(p) 1.06e-02 1.41e-02 3.69e-02 3.71e-02 1.43e-02 1.35e-02
64 64
iterations 86 87 95 90 102 103
L0(u) 6.66e-02 6.70e-02 7.53e-02 6.99e-02 7.29e-02 7.17e-02
L0(v) 6.66e-02 6.70e-02 7.53e-02 6.99e-02 7.29e-02 7.17e-02
L0(p) 1.10e-02 1.11e-02 2.38e-02 2.05e-02 2.18e-02 2.10e-02
L1(u) 2.81e-02 2.82e-02 3.17e-02 2.96e-02 3.34e-02 3.34e-02
L1(v) 2.81e-02 2.82e-02 3.17e-02 2.96e-02 3.34e-02 3.34e-02
L1(p) 5.70e-03 5.73e-03 1.37e-02 1.16e-02 1.29e-02 1.24e-02
128 128
iterations 43 43 44 43 49 49
L0(u) 5.84e-02 5.84e-02 6.08e-02 5.97e-02 6.29e-02 6.28e-02
L0(v) 5.84e-02 5.84e-02 6.08e-02 5.97e-02 6.29e-02 6.28e-02
L0(p) 8.56e-03 8.57e-03 1.53e-02 1.48e-02 1.60e-02 1.59e-02
L1(u) 2.31e-02 2.31e-02 2.41e-02 2.37e-02 2.61e-02 2.64e-02
L1(v) 2.31e-02 2.31e-02 2.41e-02 2.37e-02 2.61e-02 2.64e-02
L1(p) 3.67e-03 3.67e-03 6.68e-03 6.48e-03 7.69e-03 7.82e-03
values of the error norms on the ne level are much smaller than those for the AC
method. Since those error norms could be integrated up to 200 seconds of simulated
time, it is expected that the errors are smaller as the kinetic energy, Figure 6.47
and 6.48, shows that most of the error is produced within the rst 50 seconds of
simulated time. For the coarse and medium grid, the errors are of comparable na-
ture for the AC and FSAC-PP method while the error in pressure is an order of
magnitude smaller than the AC method. The required number of iterations show a
signicant reduction compared to the AC method but also increase from the coarse
to ne grid. On the coarse, medium and ne mesh, the speed-up on average com-
pared to the AC method was a factor of 34.6, 33.9 and 36.5, respectively. Here, the
result of the Rusanov RS on the coarse level has been discarded for the FSAC-PP
method. Including this result produces still a speed-up, on average, of a factor of
6.0. This represents signicant gains in terms of computational times while the error
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Table 6.28: Comparisons of the integrated L0 and L1 errors for the FSVP method
on dierent meshes at a Reynolds number of Re=1000. The average number of
iterations per time-step is given to judge the computational cost.
AD no RS Rusanov RS
nx  ny no CB no CB SCB MCB no CB MCB
32 32
iterations 149 167 - - - -
L0(u) 9.51e-02 1.16e-01 - - - -
L0(v) 9.51e-02 1.16e-01 - - - -
L0(p) 3.25e-02 4.91e-02 - - - -
L1(u) 3.56e-02 3.93e-02 - - - -
L1(v) 3.56e-02 3.93e-02 - - - -
L1(p) 2.55e-02 4.06e-02 - - - -
64 64
iterations 106 106 - - - -
L0(u) 7.03e-02 7.07e-02 - - - -
L0(v) 7.03e-02 7.07e-02 - - - -
L0(p) 1.29e-02 1.31e-02 - - - -
L1(u) 2.93e-02 2.95e-02 - - - -
L1(v) 2.93e-02 2.95e-02 - - - -
L1(p) 7.13e-03 7.20e-03 - - - -
128 128
iterations 49 49 - - - -
L0(u) 5.94e-02 5.95e-02 - - - -
L0(v) 5.94e-02 5.95e-02 - - - -
L0(p) 9.06e-03 9.06e-03 - - - -
L1(u) 2.35e-02 2.35e-02 - - - -
L1(v) 2.35e-02 2.35e-02 - - - -
L1(p) 3.90e-03 3.90e-03 - - - -
in pressure is lower than the one obtained with the AC method. The symmetrical
nature, however, has not been preserved using the FSAC-PP method.
The results for the FSAC-VP method are shown in Table 6.27. First of all, error
norms for both the u- and v-velocity component are both identical for all numeri-
cal schemes across dierent grid levels. In terms of their absolute values, they are
located between the AC and FSAC-PP method. In terms of the required number
of iterations to obtain a converged solution in pseudo time, however, the opposite
trend to that observed with the AC and FSAC-PP method is seen; the number of
iterations reduce as the mesh size is increased. While 122 iterations, on average for
all schemes, were required on the coarse mesh, only 94 iterations were needed on the
medium and 45 iterations on the ne grid, respectively. Compared to the FSAC-PP
method, this means that over all 4.5 and 1.2 time more iterations were required on
the coarse and medium mesh, however, on the ne grid, 5.3 times less iterations
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were needed. Compared to the AC method, the overall speed-up on the coarse,
medium and ne mesh is 7.7, 27.4 and 193.0 times, respectively. The FSAC-PP
method already provided signicant gains in terms of computational cost reduction,
however, the FSAC-VP method is able to decrease the computational cost even fur-
ther by a astounding factor of 193.0. This also explains why only the AC method
was negatively aected in terms of computational times and results could only be
presented up to 50 seconds of simulated times while the FSAC-PP and FSAC-VP
method do not share the same problem. It is a known problem in the literature, see
for example [183], that the solution of the pressure can take up to 80% of the overall
simulation time. In this work, the FSAC-VP method has been specically designed
to represent a physical closure for incompressible ows rather than a numerical clo-
sure. The eect can be observed here were a drastic increase in the convergence rate
for unsteady ows can be observed. Furthermore, the parabolic restriction on the
ow, implying a xed information propagation, may also explain why the FSAC-VP
method is ultimately faster than the FSAC-PP method, where the innite pressure
propagation may induce pressure wave oscillations that require further iterations to
be smoothed down to the convergence threshold.
The results for the FSVP method in Table 6.28 show similar results compared to
the FSAC-PP method with slightly increased error norms and number of iterations
that are required for convergence within a pseudo time-step.
In Figure 6.51 and 6.50, the error norms of pressure are shown for the full 200 sec-
onds of simulated time to visualise the decay of error over time. Here, the y-axis is
shown in log scale to further illustrate the exponential decay over time. As can be
seen for the AC method in Figure 6.51 on the left-hand side, error curves are only
available up to 50 seconds as discussed above on the ne grid. For all incompressible
methods, the error is wider spread at t = 200 while the curves are closer together
on the medium grid. The initial bump that can be observed for all methods in
Figure 6.47 and 6.48 is still present, after which an exponential decay sets in, here
shown as a linear decay through the log scale. The oscillations that are present in
the FSAC-PP method can still be made out, although the long term trend shows
that these oscillations are only present during the initial phase after which they
decay. Overall, smooth proles are obtained for all error curves starting at around
t = 50.
At this point, we can make use of the fact that the kinetic energy is analytically
available and start to make judgement on the numerical dissipation inherent to each
numerical scheme. By comparing the computed to the calculated kinetic energy, as
was done in qualitative way in Figure 6.47 and 6.48, a quantitative assessment of
the eect of numerical dissipations can be made. An equation of the form
num / 1
nx  ny
Z
(knum   k)dt; (6.4.4)
is used for this purpose, where num is the numerical dissipation. In a strict sense,
the numerical dissipation is dened to be the dissipation that is added by the numer-
ical scheme and due to the truncation error of the Taylor-series. Through a modied
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Figure 6.51: Evolution of the L1 error norm for the pressure over the full simulation
period of 200 seconds for dierent grid sizes of nx  ny = 322, 642 and 1282 using
the AC method (left) and FSAC-PP method (right).
6.4. VORTEX EVOLUTION FOR PERIODICAL DOMAINS 213
0 50 100 150 200
10-10
10-8
10-6
10-4
10-2
100
(a) FSAC-VP, nx  ny = 322
0 50 100 150 200
10-10
10-8
10-6
10-4
10-2
100
(b) FSVP, nx  ny = 322
0 50 100 150 200
10-10
10-8
10-6
10-4
10-2
100
(c) FSAC-VP, nx  ny = 642
0 50 100 150 200
10-10
10-8
10-6
10-4
10-2
100
(d) FSVP, nx  ny = 642
0 50 100 150 200
10-10
10-8
10-6
10-4
10-2
100
(e) FSAC-VP, nx  ny = 1282
0 50 100 150 200
10-10
10-8
10-6
10-4
10-2
100
(f) FSVP, nx  ny = 1282
Figure 6.52: Evolution of the L1 error norm for the pressure over the full simulation
period of 200 seconds for dierent grid sizes of nx  ny = 322, 642 and 1282 using
the FSAC-VP method (left) and FSVP method (right).
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equation analysis, this numerical dissipation can be given in an exact form. In the
present case, however, no modied equation analysis was carried out which is usu-
ally restricted to model equations in one-dimensional space, although El Rafei et
al. [153] showed that in principle the same approach can be applied to the Navier{
Stokes equations, however, in its current form the result do not show a perfect match
with the computed dissipation. Thus, we follow the general approach adopted in
the literature where the numerical dissipation can be obtained from the dierence
in the analytic and computed kinetic energy. The result is scaled by the mesh size
in Eq.(6.4.4) so as to normalise the result but most importantly, the numerical dis-
sipation is set proportional to the expression on the right-hand side and not equal.
This is done with respect to other possibilities through which numerical dissipa-
tion can be induced. For example, the time-integration, both in pseudo and dual
time will have an eect on the numerical dissipation. Since those time integration
schemes are the same for all simulations, they still permit a fair comparison among
the schemes and dierent methods, but we are not able to obtain the exact value
for the numerical dissipation.
In Figure 6.53, the numerical dissipation obtained for each method and scheme is
shown for all mesh sizes. The AC method shows an increase of numerical dissipa-
tion from the coarse to medium grid for the non CB, central and both Rusanov
approaches. The MCB scheme produces the same amount of dissipation on both
grids while the SCB scheme is the only one capable or reducing the numerical dissi-
pation. Going from the medium to ne grid, all schemes show a reduction. For the
FSAC-PP method, only the two Rusanov variants show an increase in numerical
dissipation from the coarse to medium grid. From the medium to the ne grid,
however, those two approaches reduce the numerical dissipation, as does the SCB
scheme, while the other schemes do not show a change in numerical dissipation,
at best a slight increase can be observed. In contrast, the FSAC-VP and FSVP
method both show a consistent reduction in numerical dissipation for all grid sizes.
It is interesting to note here that the central scheme with articial dissipation pos-
sesses the least amount of numerical dissipation for all grids and method, expect the
FSAC-PP method. Despite its articial nature, it still produces reliable results. As
highlighted by Chapelier et al. [179], it was indeed the second-order central scheme
in their work that provided the right amount of dissipation to obtain the correct
transfer of kinetic energy from the larger to smaller scales.
In Table 6.29, the absolute values of the numerical dissipation are given for all meth-
ods and numerical schemes for each grid level to complement Figure 6.53. It can be
seen that the central scheme is indeed the most accurate scheme for all grids and
methods except the FSAC-PP method where the Rusanov RS together with the
MCB scheme provides the least amount of numerical dissipation. On average, the
AC and FSAC-PP method produces again very similar results where the FSAC-PP
method is the more accurate approach. The FSAC-VP method, in turn, is more
accurate than the FSVP method by itself for the non CB and central scheme but
more dissipative than the FSAC-PP and AC method. On the ne grid with 1282
elements, however, the absolute values of all methods are closer together than on
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Figure 6.53: Integrated and normalised dierence of computed and analytical kinetic
energy for dierent mesh sizes for dierent incompressible methods and numerical
schemes.
the medium or coarse mesh. In-fact, on this mesh level it was seen in Figure 6.47
and 6.48 for the kinetic energy, as well as in Figure 6.49 and 6.50 for the pressure,
that the overall error curves were closely matched. The higher amount of numerical
dissipation associated to the FSAC-VP and FSVP method may also provide extra
stability to suppress numerical oscillations, as those seen in the FSAC-PP method,
in addition to the discussion on the dierent pressure treatments through elliptic
and parabolic equations. The Rusanov Riemann solver shows a reduction in numer-
ical dissipation when it is combined with the MCB scheme for all grid levels using
the FSAC-PP and FSAC-VP method, which are better than or similar to the MCB
scheme by itself. For the AC method, there is no dierence between the Rusanov RS
and its combination with the MCB scheme and it generally shows more numerical
dissipation than the MCB scheme by itself. For the AC, FSAC-PP and FSAC-VP
method, the MCB scheme also provides less numerical dissipation compared to the
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Table 6.29: Comparisons of the integrated numerical dissipation for dierent incom-
pressible methods and numerical schemes on dierent meshes at a Reynolds number
of Re=1000.
AD no RS Rusanov RS
nx  ny no CB no CB SCB MCB no CB MCB
AC
32 32 1.64 1.68 2.18 1.78 2.06 2.06
64 64 1.70 1.71 1.94 1.79 2.13 2.13
128 128 1.66 1.67 1.71 1.73 1.77 1.77
FSAC-PP
32 32 1.67 1.78 2.31 2.11 1.79 1.44
64 64 1.61 1.62 1.67 1.54 1.89 1.52
128 128 1.62 1.62 1.58 1.54 1.56 1.53
FSAC-VP
32 32 2.29 2.84 3.19 2.62 2.33 2.25
64 64 1.93 1.95 2.28 2.01 2.09 2.02
128 128 1.81 1.81 1.92 1.86 1.84 1.80
FSVP
32 32 2.72 3.32 - - - -
64 64 2.10 2.12 - - - -
128 128 1.89 1.89 - - - -
SCB scheme, except on the ne mesh for the AC method, where the SCB scheme
is 1.1% less dissipative. Overall the central scheme provides either the least amount
of numerical dissipation or matches the least dissipative numerical scheme closely
for all methods and grids. This may indicate that the default parameter for the
articial dissipation may work well for the current case. However, as highlighted
in previous Sections, the articial dissipation may be ne-tuned to give the best
possible results and so is depending on the user's input. The advantages of pro-
viding the solution with a numerical scheme with inherent numerical dissipation is
able to provide the right amount of numerical dissipation which requires no ne
tuning, such as the Rusanov RS or the Godunov RS which forms part of the SCB
scheme. Those RS may not always provide the lowest level of numerical dissipation,
but they provide enough for a wide range of applications. As pointed out above,
the dissipation may, however, be positively inuenced by coupling the Rusanov RS
with the MCB scheme. The gain of treating the ow with physical sound numerical
methods is the reduction of numerical artefacts, as shown here through the analysis
of numerical dissipation.
This concludes the discussion on the periodic vortex evolution of the Taylor{Green
vortex problem. We saw that the dierence in the computed to analytical kinetic
energy showed smooth proles for the AC, FSAC-VP and FSVP method but oscil-
latory results for the FSAC-PP method. It was argued that the parabolic treatment
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of the pressure was able to prevent the same oscillations to occur in the FSAC-VP
method due to a limit on the information propagation speed. The error curves for
the pressure showed a similar oscillatory behaviour for the FSAC-PP but not the
FSAC-VP method, which was taken as further evidence that a dierent pressure
treatment can have a signicant eect on the results. Over the full spectrum of
simulated time, the pressure ultimately reached a smooth decay in error where no
further oscillations were present. It was shown that the overall L0 and L1 error
norms for the velocity and pressure were lowest for the FSAC-PP method, followed
by the FSAC-VP method and then the AC and FSVP method. In terms of itera-
tions, the FSAC-PP method was able to speed up the computations by a factor up
to 36.5 times compared to the AC method, while the FSAC-VP was able to provide
a speed up of up to 193.0 times compared to the AC method. The speed up ob-
tained with the FSVP method were comparable to those of the FSAC-VP method
and just slightly lower. In terms of numerical dissipation, it was shown that the
FSAC-PP and AC method provided the overall least dissipative results while the
FSAC-VP and FSVP method showed the most amount, especially on the coarse
grid. On the ne grid, the error curves were generally closer matched which resulted
in the numerical dissipation to be equally close together.
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Chapter 7
Conclusions
In this concluding Chapter, the work conducted so far will be summarised and
important ndings highlighted. A list of possible extensions of the current work is
given at the end of this Chapter.
7.1 Summary of the Current Work
This work has been concerned with mainly two research streams; the rst was deal-
ing with the method of characteristics and the Riemann problem while the second
was looking at methods to solve the incompressible Navier{Stokes equations. For the
method of characteristics, a single- and multi-directional approach can be found in
the literature which has been, however, only applied to the hyperbolic AC method.
While the single-directional CB scheme has been used for the FSAC-PP method, it
has not been extended to the multi-directional CB scheme. This work provided rst
the application of the MCB scheme to the FSAC-PP method and secondly a gener-
alisation procedure which makes the method applicable to any hyperbolic system of
equations. To make the MCB scheme independent of the underlying numerical re-
construction scheme, it was further extended to include the Rusanov Riemann solver
to provide needed numerical dissipation to avoid the onset of the pressure-velocity
decoupling phenomenon at high Reynolds numbers. In this way, a multi-directional
Godunov-type framework has been created, based on the Rusanov RS and the MCB
scheme. In order to make the Rusanov Riemann solver fully compatible with the
MCB scheme, it was necessary to construct a geometric multi-directional version
of the RS to obtain the wave speeds at cell interfaces. This made the RS directly
applicable to unstructured grids as well. Unlike the SCB scheme, the RS was not
incorporated into the MCB scheme so that it can be exchanged for any other suit-
able RS which may depend on the application. The SCB scheme is relying on the
Godunov RS internally which cannot be simply substituted or taken away from
the scheme. Furthermore, the MCB scheme has been extended to unsteady ows
through a dual time-stepping procedure which has not been done so far in the liter-
ature.
For the second research stream, dealing with the incompressible Navier{Stokes equa-
tions, a novel procedure was developed which was based on considerations of the
pressure on the atomistic level. It has been shown that the expected behaviour
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of the pressure should be parabolic, in a mathematical sense, so as to restrict the
propagation of information through system-imposed propagation speeds. It has also
been argued that the pressure should have a transport or evolution equation which
determines the pressure in space and time uniquely. Starting from the FSAC-PP
method, a velocity projection concept has been invoked on the perturbed continuity
equation which led to a parabolic pressure transport equation. This new concept has
been named the Fractional-Step with Velocity Projection, or FSVP, method, which
was further extended by the perturbed continuity equation to form the FSAC-VP
method. In this way, the pressure and velocity treatment are separated into a hyper-
bolic treatment of the velocity eld while the pressure follows a parabolic transport
equation. Thus, the developed multi-directional Godunov-type framework can also
be applied to the FSAC-VP method through its hyperbolic Fractional-Step.
In essence, this research has been undertaken to solve the Navier{Stokes equations
according to their expected physical behaviour. The pressure is hypothesised to
be parabolic and therefore a parabolic transport equation has been derived. The
non-linear term is expected to have an anisotropic behaviour and therefore a multi-
directional CB scheme is developed for any hyperbolic incompressible method. This
has been done to remove numerical modelling errors and to introduce physical fea-
tures into the modelling approaches.
To validate the developed numerical schemes and incompressible methods, four val-
idation cases were selected. The rst consisted of the lid driven cavity to test the
high Reynolds number capabilities of each scheme and method. The second was the
ow over a backward facing step and mainly considered here due to biased results in
the literature. Results have been obtained for two dierent geometries to show the
shortcomings of the selected geometry in the literature while the second geometry
with well-dened boundary conditions did not show any negative inuence on the
results. The third test case was an extension of the backward facing step where the
ow through a sudden expansion was modelled. In this case, where a bifurcation of
the Navier{Stokes equations is present, the behaviour of the dierent schemes and
methods were tested to capture this symmetry breaking eect. The last test case
was the time evolution of a symmetrical and vortical ow eld, also known as the
Taylor{Green vortex problem. The ability to retain the symmetry as well as the
inuence of the dierent methods on the computational costs were investigated.
Some trends that were observed in the results are highlighted in the following, based
on available errors or other metrics to judge the accuracy of each scheme and incom-
pressible method. The AC method generally showed best results with a non CB and
central scheme with articial dissipation, while the Rusanov RS-based approaches
showed generally more error. The MCB and SCB schemes were located somewhere
between these two extremes with no clear preference as to which performed bet-
ter. For the FSAC-PP and FSAC-VP method, the SCB scheme produced the most
discrepancies while the MCB scheme and its combination with the Rusanov RS
compared more favourable to reference data or in terms of error norms. Similarly,
the Rusanov RS produced equally good results. The central scheme with arti-
cial dissipation cannot be dismissed which showed generally good results as well.
It is, however, depending on the user-dened scaling parameters which control the
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amount of numerical dissipation. Since classical test cases are considered here, it
is possible that those scaling parameters have been ne tuned in the literature for
exactly these test cases which would explain their good comparison. Despite their
good results, the Rusanov-based approaches provided usually equally good or bet-
ter results which required no user-dened parameters to be set. The FSVP method
showed generally similar results to the FSAC-VP method but occasionally provided
higher errors or less agreement with reference data. More interestingly, the FSAC-
VP and FSVP method both showed a higher degree of scheme-independence than
the FSAC-PP and AC method. The dierences among the numerical schemes were
less pronounced using the FSAC-VP and FSVP method compared to the other two
methods. A similar trend was observed for the FSAC-PP method [21, 109] where
ow structures usually captured only with higher-order schemes were resolved with
rst-order schemes. This behaviour may be attributed to the elliptic Poisson equa-
tion which provides an inherent smoothing of the pressure eld. The results for
the tested cases suggests that the FSAC-VP method is capable of increasing the
scheme-independence even further. Thus, it is reasonable to expect the parabolic
transport equation to have an equal eect on the results. This behaviour was es-
pecially pronounced for the backward facing step and sudden expansion geometry
when judging the velocity proles. The lid driven cavity did not show the same be-
haviour which was simply due to the fact that the simulations were run on purpose
with low levels of inherent numerical dissipation to examine each scheme under such
environments. For the lid driven cavity problem, it was shown that only numerical
approaches relying on a RS were able to provide physical results up to a Reynolds
number of Re=5000 while no onset in pressure-velocity decoupling was observed.
The central scheme was able to provide equally well resolved results for the velocity
eld but was unable to prevent the oscillation in the pressure eld.
When the dierent incompressible methods were tested for their computational cost,
it was found that the FSAC-PP method performed usually fastest for steady state
simulations. The FSAC-VP method performed similar but required slightly more
iterations, as did the FSVP method. The AC method required consistently more it-
erations which could be up to six times more than the FSAC-PP method. Although
it may be argued that the iterations are not the true indicator for computational
cost, it was found to be the most reliable indicator as results were obtained on dif-
ferent HPC clusters and personal computers of dierent clock speeds. For unsteady
ows, the parabolic pressure transport equation has been found to provide not only
smoothing of the pressure in space but also in time, resulting in error curves free
of oscillations (unlike the FSAC-PP method) for which speed-ups of a factor of up
to 193.0 times were obtained, compared to the AC method. This behaviour is ex-
plained by the fact that the parabolic pressure transport equation represents the
expected and hypothesised behaviour of the pressure in a real uid. By aligning the
mathematical equation of the pressure with the expected physical reality, it is pos-
sible that this approach fairs better in terms of convergence rate than an articially
constructed pressure equation based on the compressible Navier{Stokes equations.
On the other hand, the parabolic behaviour may be unfavourable in other ow
situations. Rezzolla and Zanotti [184], for example, argued that the parabolic be-
haviour introduces an instantaneous propagation speed into the governing equations
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of a compressible or relativistic uid. Here, however, the considered time scales are
much smaller than those encountered for incompressible ows. In order to capture
discontinuities it is important to retain the hyperbolic behaviour in these cases and
a parabolic pressure treatment may not be favourable.
Some more specic observations may be highlighted here. The MCB scheme has
shown capabilities to resolve vortical structures more favourably where other schemes
may fail, see for example the lid driven cavity using the FSAC-PP and FSAC-VP
methods at Re=5000. For the backward facing step, the tested Reynolds num-
ber of Re=389 was close to the critical Reynolds number after which a secondary
recirculation area forms. The AC method incorrectly predicted the onset of the
secondary recirculation area for all numerical schemes while the FSAC-PP method
did not predict any secondary vortex structure. Using the FSAC-VP method, only
the characteristic- and RS-based approaches were able to correctly predict that no
secondary vortex should exist, while the non CB and central scheme with arti-
cial dissipation failed to do so. For the sudden expansion test case, the bifurcation
showed a high dependence on the incompressible method. The AC method showed
that the numerical scheme was important to predict the bifurcation at all, while
the FSAC-PP, FSAC-VP and FSVP predicted the bifurcation for all schemes. The
FSAC-PP method showed a gradual prediction of the bifurcation which resulted in a
smooth onset of symmetry breaking. The FSAC-VP and FSVP methods, however,
showed a sharp transition close to the critical Reynolds number from the symmetric
to the anti-symmetric state. For the AC method, the MCB scheme was able to
sharply predict the bifurcation while the SCB scheme was not able to do so.
Thus, the discussion above can be summarised in the following. The multi-directional
Godunov-type framework has shown favourable vortex treatment capabilities. Its
full potential may only be observed, however, when it is applied to a three-dimensional
space for which a four-dimensional MCB scheme needs to be developed rst (see
also next Section). But even for two-dimensional ows in space, a stronger pressure-
velocity coupling could be observed using the current framework while the overall
accuracy compared well with other schemes and reference data. The treatment of
the pressure, however, had a stronger eect, even for just two-dimensional cases.
In-fact, there is a lack of comparison of elliptic, parabolic and hyperbolic pressure
treatments in the literature for which this study may have presented results for all
treatments within the same framework. Keeping the geometry, boundary conditions,
numerical schemes and parameters the same, it was observed that the dierent in-
compressible methods had a strong impact on the overall accuracy and general
behaviour. It was concluded that the attention of numerical scheme development
that has been undertaken to capture the non-linear properties of the Navier{Stokes
equations needs to be given to incompressible method development as well. More
specically, while high-resolution numerical schemes try to capture the non-linear
behaviour of the Navier{Stokes equations, incompressible methods should be equally
constructed with a respect to the physical behaviour of the pressure. Despite the
linearity of the pressure gradient, it is important to treat the pressure in a way which
aligns with its expected behaviour, be it elliptic, parabolic or hyperbolic. Further-
more, due to the pressure-velocity coupling, some non-linear aspects of the velocity
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eld may inuence the pressure eld so that the interplay of numerical schemes to
capture the non-linearities and the incompressible method to provide the correct
pressure responds becomes even more important.
7.2 Future Work
Although all the aims of the projects have been met through the objectives, there
are several areas which require further research. The following will give a list of
possible extensions for future work.
As was already highlighted, the main bottleneck of the current form of the MCB is
its two-dimensional restriction in space. A three-dimensional version is required for
further observations on its capabilities to capture vortical and turbulent structures.
The extension of the scheme to three-dimensional space is straight forward and fol-
lows the two-dimensional case, however, the normal vector is not readily available.
Since in this case, the normal vector dened in Eq.(4.1.58) correspond to the unit
normal vector of a cylindrical coordinate system, it may be postulated that the nor-
mal vector for a three-dimensional MCB scheme requires the normal vector from a
spherical coordinate system, i.e.
n =
24cos  sinsin  sin
cos 
35 ; (7.2.1)
where  and  are the azimuthal and polar angles, respectively. This is, however,
not tested and may turn out to bear unforeseen complications.
Another extension of the MCB scheme is to include the viscous terms into the
derivation, which is commonly neglected. There is, however, no general barrier to
do so and Homann and Chiang [4] have shown how second-order derivatives can be
included in the classication of system of partial dierential equations. The process
to derive the MCB scheme is closely related to the classication of system of equa-
tions and thus the same approach can be done. If one wishes to do so, the result of
the stream surface 	2 in Eq.(4.1.40) has to be modied by the contribution of the
second-order derivatives. Carrying out the derivation, one would arrive at
n  rnt + 
nt

n2t + nt(u  n)

= 0 (7.2.2)
which results in a dierential equation for the normal vector component in space.
With the MCB scheme being directly applicable to unstructured grids, another ex-
tension of this work could be the application of the presented and newly developed
incompressible methods to unstructured grids together with the multi-directional
Godunov-type framework. Although this extension is trivial, an unstructured mesh-
ing approach would allow for locally rened mesh topologies which may further help
to increase the accuracies for the test cases presented in this work.
From the incompressible method point of view, there are a few possible extensions
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as well. The AC method introduced the time derivative of the pressure into the
continuity equation for which the functional relationship of the pressure and density
was lumped together into the  parameter, which is a purely numerical artefact.
Since the FSAC-PP method is based on the AC method, and the FSAC-VP and
FSVP method are based on the FSAC-PP method, this articial time-derivative
problem is inherited by each method. In order to remove this shortcoming from the
AC method, the physical relation for the  parameter needs to be established. Clas-
sical routes from thermodynamics may not work here but should not be discarded.
A rst theory which shows how the  parameter can be given physical meaning
again has been developed and initial tests have shown its potential, however, at this
stage the theory is not mature enough to be presented in this work and further work
is required to establish its correctness. With this extension, the need for the dual
time-stepping procedure would be eliminated. This would also support the discus-
sion hold on the smoothing abilities of the parabolic pressure transport equation
in time, which for the moment is only smoothing the pseudo time derivative. As
discussed, however, the pseudo time derivative has a direct inuence on the dual
time-stepping procedure so that the smoothing in pseudo time is also aecting the
real time derivative.
Finally, more tests for unsteady ows are required to establish the behaviour of the
FSAC-VP and FSVP method for dierent test cases and to conrm the favourable
convergence properties observed in the Taylor{Green vortex ow problem.
Bibliography
[1] P. D. Lax, \Weak solutions of nonlinear hyperbolic equations and their nu-
merical computation," Communications on Pure and Applied Mathematics,
vol. 7, no. 1, pp. 159{193, 1954.
[2] P. D. Lax and B. Wendro, \Systems of conservation laws," Communications
on Pure and Applied Mathematics, vol. 13, no. 2, pp. 217{237, 1960.
[3] S. K. Godunov, \A dierence scheme for numerical solution of discontinu-
ous solution of hydrodynamic equations," Mathematics of the USSR-Sbornik,
vol. 47, pp. 271{306, 1959.
[4] K. A. Homann and S. T. Chiang, Computational Fluid Dynamics for Engi-
neers, Vol 1. Wichita: Engineering Education System, 1993.
[5] A. Harten, \High resolution schemes for hyperbolic conservation laws," Jour-
nal of Computational Physics, vol. 49, no. 3, pp. 357{393, 1983.
[6] H. K. Versteeg and W. Malalasekera, An Introduction to Computational Fluid
Dynamics: The Finite Volume Method. Harlow, England: Prentice Hall,
2nd ed., 2007.
[7] A. Harten, P. D. Lax, and B. V. Leer, \On Upstream Dierencing and
Godunov-Type Schemes for Hyperbolic Conservation Laws," SIAM Review,
vol. 25, no. 1, pp. 35{61, 1983.
[8] A. Harten, B. Engquist, S. Osher, and S. R. Chakravarthy, \Uniformly High
Order Accurate Essentially Non-oscillatory Schemes, III," Journal of Compu-
tational Physics, vol. 71, pp. 231{303, 1987.
[9] X. D. Liu, \Weighted essentially non-oscillatory schemes," Journal of Compu-
tational Physics, vol. 115, no. 1, pp. 200{212, 1994.
[10] A. Jameson, W. Schmidt, and E. Turkel, \Numerical Solution of the Eu-
ler Equations by Finite Volume Methods Schemes," in AIAA 14th Fluid and
Plasma Dynamic Conference, (Palo Alto, California, USA), pp. 1{19, 1981.
[11] A. N. Kolmogorov, \The Local Structure of Turbulence in Incompressible
Viscous Fluid for Very Large Reynolds Numbers," Proceedings of the USSR
Academy of Sciences, vol. 30, pp. 299{303, 1941.
225
226 BIBLIOGRAPHY
[12] I. Grattan-Guinness and S. Engelsman, \The manuscripts of Paul Charpit,"
Historia Mathematica, vol. 9, no. 1, pp. 65{75, 1982.
[13] N. Saltykow, Methodes classiques d'integration des equations aux derivees par-
tielles du premier ordre a une fonction inconnue. Gauthier-Villars, 1931.
[14] V. V. Rusanov, \Characteristics of the General Equations of Gas Dynamics,"
Noi Mathematiki Mathematicheskoi Fiziki, vol. 3, no. 3, pp. 508{527, 1963.
[15] D. Drikakis, P. A. Govatsos, and D. E. Papantonis, \A Characteristic-based
Method for Incompressible Flows," International Journal for Numerical Meth-
ods in Fluids, vol. 19, pp. 667{685, 1994.
[16] A. J. Chorin, \A Numerical Method for Solving Incompressible Viscous Flow
Problems," Journal of Computational Physics, vol. 2, pp. 12{26, 1967.
[17] S. E. Razavi, K. Zamzamian, and A. Farzadi, \Genuinely multidimensional
characteristic-based scheme for incompressible ows," International Journal
for Numerical Methods in Fluids, vol. 57, no. 8, pp. 929{949, 2008.
[18] A. J. Chorin, \Numerical solution of the Navier-Stokes equations," Mathemat-
ics of Computation, vol. 22, no. 104, pp. 745{762, 1968.
[19] R. Temam, \Sur l'approximation de la solution des equations de Navier-Stokes
par la methode des pas fractionnaires (I)," Archive for Rational Mechanics and
Analysis, vol. 33, pp. 377{385, 1969.
[20] S. Patankar and D. Spalding, \A calculation procedure for heat, mass and mo-
mentum transfer in three-dimensional parabolic ows," International Journal
of Heat and Mass Transfer, vol. 15, pp. 1787{1806, oct 1972.
[21] L. Konozsy and D. Drikakis, \A Unied Fractional-Step, Articial Com-
pressibility and Pressure-Projection Formulation for Solving the Incompress-
ible Navier-Stokes Equations," Communications in Computational Physics,
vol. 16, no. 5, pp. 1135{1180, 2014.
[22] L. Konozsy, D. Drikakis, M. Ashcroft, A. Dixon, and J. Persson, \Exper-
imental and numerical investigation for trapping and positioning cryogenic
propellants," in 8th European Symposium on Aerothermodynamics for Space
Vehicles, (Lisbon, Portugal), 2015.
[23] J. D. Anderson, Modern Compressible Flow: With Historical Perspective. New
York: McGraw-Hill Education, 2002.
[24] M. J. Zucrow and J. D. Homan, Gas Dynamics, Vol 2: Multidimensional
Flow. New York: John Wiley & Sons, Inc., 1977.
[25] R. A. Delaney, A second-order method of characteristics for two- dimensional
unsteady ow with application to turbomachinery cascades. PhD thesis, Iowa
State University, 1974.
BIBLIOGRAPHY 227
[26] M. C. Cline and J. D. Homan, \Comparison of Characteristic Schemes for
Three-Dimensional, Steady, Isentropic Flow," AIAA Journal, vol. 10, no. 11,
pp. 1452{1458, 1972.
[27] V. H. Ransom, J. D. Homan, and H. D. Thompson, \A Second-Order Bichar-
acteristics Method for Three-Dimensional, Steady, Supersonic Flow," AIAA
Journal, vol. 10, no. 12, pp. 1573{1581, 1972.
[28] C. Ferrari, \Interference Between Wing and Body at Supersonic Speeds-
Analysis by the Method Characteristics," Journal of the Aeronautical Sciences,
vol. 16, no. 7, pp. 411{434, 1949.
[29] P. I. Chushkin and O. N. Katskova, \Three-dimensional supersonic equilib-
rium ow of a gas around bodies at the angle of attack," tech. rep., NASA,
Washington, 1965.
[30] J. V. Rakich and J. W. Cleary, \Theoretical and Experimental Study of Su-
personic Steady Flow around Inclined Bodies of Revolution," AIAA Journal,
vol. 8, no. 3, pp. 511{518, 1970.
[31] H. Sauerwein, \The method of characteristics for the three-dimensional un-
steady magnetouid dynamics of a multi-component medium," Journal of
Fluid Mechanics, vol. 25, 1966.
[32] M. C. Cline and J. D. Homan, \The analysis of nonequilibrium, chemically re-
acting, supersonic ow in three dimensions using a bicharacteristics method,"
Journal of Computational Physics, vol. 12, no. 1, pp. 1{23, 1973.
[33] J. D. Homan and A. R. Maykut, \Gas Dynamic Gain of Supersonic Thrust
Nozzles," Journal of Spacecrafts and Rockets, vol. 11, no. 10, pp. 697{704,
1974.
[34] R. A. Delaney and P. Kavanagh, \Transonic Flow Analysis in Axial-Flow
Turbomachinery Cascades by a Time-Dependent Method of Characteristics,"
Journal of Engineering for Power, vol. 98, no. 3, pp. 356{363, 1976.
[35] D. L. Marcum and J. D. Homan, \Calculation of Three-Dimensional Flow-
elds by the Unsteady Method of Cahracteristics," AIAA Journal, vol. 23,
no. 10, pp. 1497{1505, 1985.
[36] P. Roe, \Characteristic-Based Schemes for the Euler Equations," Annual Re-
view of Fluid Mechanics, vol. 18, no. 1, pp. 337{365, 1986.
[37] M. J. Zucrow and J. D. Homan, Gas Dynamics, Vol 1. New York: John
Wiley & Sons, Inc., 1976.
[38] H. Sauerwein, The Calculation of two- and three-dimensional inviscid unsteady
ows by the method of characteristics. PhD thesis, Massachusetts Institute of
Technology, 1964.
228 BIBLIOGRAPHY
[39] A. Eberle, \Characteristic ux averaging approach to the solution of Euler's
equations," tech. rep., Von Karman Institute, 1987.
[40] D. Drikakis, \A parallel multiblock characteristic-based method for three-
dimensional incompressible ows," Advances in Engineering Software, vol. 26,
no. 95, pp. 111{119, 1996.
[41] D. Drikakis, O. Iliev, and D. Vassileva, \A Nonlinear Multigrid Method for
the Three-Dimensional Incompressible Navier-Stokes Equations," Journal of
Computational Physics, vol. 146, pp. 301{321, 1998.
[42] P. Neofytou, \Revision of the characteristics-based scheme for incompressible
ows," Journal of Computational Physics, vol. 222, no. 2, pp. 475{484, 2007.
[43] X. Su, Y. Zhao, and X. Huang, \On the characteristics-based ACM for incom-
pressible ows," Journal of Computational Physics, vol. 227, no. 1, pp. 1{11,
2007.
[44] C. H. Tai and Y. Zhao, \Parallel unsteady incompressible viscous ow compu-
tations using an unstructured multigrid method," Journal of Computational
Physics, vol. 192, pp. 277{311, 2003.
[45] C. Tai, Y. Zhao, and K. Liew, \Parallel computation of unsteady three-
dimensional incompressible viscous ow using an unstructured multigrid
method," Computers & Structures, vol. 82, no. 28, pp. 2425{2436, 2004.
[46] C. Tai, Y. Zhao, and K. Liew, \Parallel-multigrid computation of unsteady
incompressible viscous ows using a matrix-free implicit method and high-
resolution characteristics-based scheme," Computer Methods in Applied Me-
chanics and Engineering, vol. 194, no. 36-38, pp. 3949{3983, 2005.
[47] C. Tai, Y. Zhao, and K. Liew, \Parallel computation of unsteady incom-
pressible viscous ows around moving rigid bodies using an immersed object
method with overlapping grids," Journal of Computational Physics, vol. 207,
no. 1, pp. 151{172, 2005.
[48] Y. Zhao and B. Zhang, \High-order characteristics upwind FV method for
incompressible ow and heat transfer simulation on unstructured grids,"
Computer Methods in Applied Mechanics and Engineering, vol. 190, no. 5-
7, pp. 733{756, 2000.
[49] E. Shapiro and D. Drikakis, \Articial compressibility, characteristics-based
schemes for variable density, incompressible, multi-species ows. Part I.
Derivation of dierent formulations and constant density limit," Journal of
Computational Physics, vol. 210, no. 2, pp. 584{607, 2005.
[50] E. Shapiro and D. Drikakis, \Articial compressibility, characteristics-based
schemes for variable-density, incompressible, multispecies ows: Part II.
Multigrid implementation and numerical tests," Journal of Computational
Physics, vol. 210, no. 2, pp. 608{631, 2005.
BIBLIOGRAPHY 229
[51] I. Abdollahi, K. Zamzamian, and R. Fathollahi, \High-accuracy upwind
method using improved characteristics speeds for incompressible ows," Inter-
national Journal for Numerical Methods in Fluids, p. Article in press, 2015.
[52] A. Atashbar Orang, \Genuinely characteristic-based scheme for the incom-
pressible turbulent ows," Computers & Fluids, vol. 103, pp. 175{185, 2014.
[53] K. Zamzamian and S. E. Razavi, \Multidimensional upwinding for incom-
pressible ows based on characteristics," Journal of Computational Physics,
vol. 227, no. 19, pp. 8699{8713, 2008.
[54] S. E. Razavi, Far Field Boundary Conditions for Computation of Compressible
Aerodynamic ows. PhD thesis, McGill University, 1995.
[55] M. Hashemi and K. Zamzamian, \Ecient and non-reecting far-eld bound-
ary conditions for incompressible ow calculations," Applied Mathematics and
Computation, vol. 230, pp. 248{258, 2014.
[56] K. Zamzamian and M. Y. Hashemi, \Multidimensional characteristic-based
solid boundary condition for incompressible ow calculations," Applied Math-
ematical Modelling, vol. 39, no. 22, pp. 7032{7044, 2015.
[57] R. Fathollahi and K. Zamzamian, \An improvement for multidimensional
characteristic-based scheme by using dierent selected waves," International
Journal for Numerical Methods in Fluids, vol. 76, no. 10, pp. 722{736, 2014.
[58] M. Hashemi and K. Zamzamian, \A multidimensional characteristic-based
method for making incompressible ow calculations on unstructured grids,"
Journal of Computational and Applied Mathematics, vol. 259, pp. 752{759,
2014.
[59] S. E. Razavi and M. Hani, \A Multi-Dimensional Virtual Characteristic
Scheme for Laminar and Turbulent Incompressible Flows," Journal of Applied
Fluid Mechanics, vol. 9, no. 4, pp. 1579{1590, 2016.
[60] S. E. Razavi and T. Adibi, \A Novel Multidimensional Characteristic Mod-
eling of Incompressible Convective Heat Transfer," Journal of Applied Fluid
Mechanics, vol. 9, no. 3, pp. 1135{1146, 2016.
[61] A. Atashbar Orang, S. E. Razavi, and H. Pourmirzaagha, \Computational
study of incompressible turbulent ows with method of characteristics," Jour-
nal of Computational and Applied Mathematics, vol. 259, no. PART B,
pp. 741{751, 2014.
[62] O. C. Zienkiewicz and R. Codina, \A general algorithm for compressible and
incompressible ow - Part I. the split, characteristic-based scheme," Interna-
tional Journal for Numerical Methods in Fluids, vol. 20, no. 8-9, pp. 869{885,
1995.
230 BIBLIOGRAPHY
[63] O. C. Zienkiewicz, K. Morgan, B. V. K. Satya Sai, R. Codina, and M. Vasquez,
\A general algorithm for compressible and incompressible ow - Part II. tests
on the explicit form," International Journal for Numerical Methods in Fluids,
vol. 20, no. 8-9, pp. 887{913, 1995.
[64] P. Nithiarasu, \An ecient articial compressibility (AC) scheme based on
the characteristic based split (CBS) method for incompressible ows," In-
ternational Journal for Numerical Methods in Engineering, vol. 56, no. 13,
pp. 1815{1845, 2003.
[65] P. Nithiarasu, J. S. Mathur, N. P. Weatherill, and K. Morgan, \Three-
dimensional incompressible ow calculations using the characteristic based
split(CBS) scheme," International Journal for Numerical Methods in Fluids,
vol. 44, pp. 1207{1229, apr 2004.
[66] P. Nithiarasu and C.-B. Liu, \An articial compressibility based characteristic
based split (CBS) scheme for steady and unsteady turbulent incompressible
ows," Computer Methods in Applied Mechanics and Engineering, vol. 195,
no. 23-24, pp. 2961{2982, 2006.
[67] A. G. Malan and R. W. Lewis, \An articial compressibility CBS method
for modelling heat transfer and uid ow in heterogeneous porous materials,"
International Journal for Numerical Methods in Engineering, vol. 87, pp. 412{
423, jul 2011.
[68] V. V. Rusanov, \The calculation of the interaction of non-stationary shock
waves and obstacles," USSR Computational Mathematics and Mathematical
Physics, vol. 1, no. 2, pp. 304{320, 1961.
[69] P. L. Roe, \Approximate Riemann solvers, parameter vectors, and dierence
schemes," Journal of Computational Physics, vol. 43, no. 2, pp. 357{372, 1981.
[70] E. F. Toro, M. Spruce, and W. Speares, \Restoration of the contact surface
in the HLL-Riemann solver," Shock Waves, vol. 4, pp. 25{34, jul 1994.
[71] E. F. Toro, Riemann Solvers and Numerical Methods for Fluid Dynamics.
Heidelberg: Springer, 2009.
[72] D. Drikakis and W. Rider, High-Resolution Methods for Incompressible and
Low-Speed Flows. Heidelberg: Springer, 2005.
[73] R. Saurel, M. Larini, and J. C. Loraud, \Exact and Approximate Riemann
Solvers for Real Gases," Journal of Computational Physics, vol. 112, pp. 126{
137, 1994.
[74] W. Roger and L. David, \Implicit lower-upper/approximate-factorization algo-
rithms for viscous incompressible ows," 12th Computational Fluid Dynamics
Conference, pp. 1091{1099, 1995.
BIBLIOGRAPHY 231
[75] C. Sheng, L. Taylor, and D. Whiteld, \Multiblock multigrid solution of three-
dimensional incompressible turbulent ows about appended submarine cong-
urations," in 33rd Aerospace Sciences Meeting and Exhibit, (Reston, Virigina),
American Institute of Aeronautics and Astronautics, jan 1995.
[76] Y. Aiming, N. Yunhua, and W. Peifen, \Numerical Analysis of Low Reynolds
Number Flows Around Thin Wings for Micro Air Vehicles," in 24th Congress
of International Council of the Aeronautical Sciences, (Yokohama, Japan),
2004.
[77] M. Azhdarzadeh and S. Razavi, \A Pseudo-Characteristic Based Method for
Incompressible Flows with Heat Transfer," Journal of Applied Sciences, vol. 8,
pp. 3183{3190, dec 2008.
[78] W. H. Wang and Y. Y. Wang, \An essential solution of water entry problems
and its engineering applications," Journal of Marine Science and Application,
vol. 9, no. 3, pp. 268{273, 2010.
[79] W.-H. Wang, Y. Huang, and Y.-Y. Wang, \Analysis of Mechanical Energy
Transport on Free-Falling Wedge during Water-Entry Phase," Journal of Ap-
plied Mathematics, vol. 2012, pp. 1{21, 2012.
[80] H. Lee and S. Lee, \Articial Compressibility Method and Preconditioning
Method for Solving Two Dimensional Incompressibile Flow," in ASME-JSME-
KSME 2011 Joint Fluids Engineering Conference, (Hamamatsu, Japan), 2011.
[81] H. Lee and S. Lee, \Convergence characteristics of upwind method for modied
articial compressibility method," International Journal of Aeronautical and
Space Sciences, vol. 12, no. 4, pp. 318{330, 2011.
[82] C. Ma, Z. and Qian, L. and Causon, D. and Mingham, \Simulation of Soli-
tary Breaking Waves Using a Two-Fluid Hybrid Turbulence Approach," The
Twenty-rst International Oshore and Polar Engineering Conference, vol. 8,
pp. 231{237, 2011.
[83] Y. Y. Niu, C. H. Chang, W. Y. I. Tseng, H. H. Peng, and H. Y. Yu, \Numerical
simulation of an aortic ow based on a HLLC type incompressible ow solver,"
Communications in Computational Physics, vol. 5, no. 1, pp. 142{162, 2009.
[84] J. C. Mandal, C. R. Sonawane, a. S. Iyer, and S. J. GosaviInamdar, \In-
compressible ow computations over moving boundary using a novel upwind
method," Computers and Fluids, vol. 46, no. 1, pp. 348{352, 2011.
[85] J. Mandal and C. R. Sonawane, \Simulation of ow inside dierentially heated
rotating cavity," International Journal of Numerical Methods for Heat & Fluid
Flow, vol. 23, no. 1, pp. 23{54, 2013.
[86] J. C. Mandal and C. R. Sonawane, \Simulation of Moderator Flow and Tem-
perature Inside Calandria of CANDU Reactor Using Articial Compressibility
Method," Heat Transfer Engineering, vol. 35, no. 14-15, pp. 1254{1266, 2014.
232 BIBLIOGRAPHY
[87] Z. Qian and C. H. Lee, \Preconditioned HLLC scheme for incompressible
viscous ow simulation," WIT Transactions on Engineering Sciences, vol. 74,
pp. 85{96, 2012.
[88] Z. Qian and C.-H. Lee, \HLLC scheme for the preconditioned pseudo-
compressibility Navier-Stokes equations for incompressible viscous ows," In-
ternational Journal of Computational Fluid Dynamics, vol. 8562, no. Novem-
ber, pp. 1{11, 2015.
[89] L. K. Taylor, K. Sreenivas, R. S. Webster, and J. Kress, \An Articial Com-
pressibility Algorithm for Convective Heat Transfer," 44th AIAA Thermo-
physics Conference, pp. 1{17, 2013.
[90] F. Golay and P. Helluy, \Numerical schemes for low Mach wave breaking,"
International Journal of Computational Fluid Dynamics, vol. 21, no. 2, pp. 69{
86, 2007.
[91] A. N. Sambe, F. Golay, D. Sous, P. Fraunie, V. Rey, R. Marcer, and C. de Jou-
ette, \Two-phase-ow unstructured grid solver: Application to tsunami wave
impact," International Journal of Oshore and Polar Engineering, vol. 21,
no. 3, pp. 186{191, 2011.
[92] A. N. Sambe, D. Sous, F. Golay, P. Fraunie, and R. Marcer, \Numerical wave
breaking with macro-roughness," European Journal of Mechanics, B/Fluids,
vol. 30, no. 6, pp. 577{588, 2011.
[93] D. G. Hyams, K. Sreenivas, R. Pankajakshan, D. Stephen Nichols, W. Roger
Briley, and D. L. Whiteld, \Computational simulation of model and full scale
Class 8 trucks with drag reduction devices," Computers and Fluids, vol. 41,
no. 1, pp. 27{40, 2011.
[94] Z. Li, Y. Zhang, and H. Chen, \A low dissipation numerical scheme for Implicit
Large Eddy Simulation," Computers and Fluids, vol. 117, pp. 233{246, 2015.
[95] K. Smith, T.-R. Teschner, and L. Konozsy, \On Approximate Riemann Solvers
within the Concept of the Unied Fractional-Step, Articicial Compressibil-
ity and Pressure-Projection Method," in MultiScience - XXXI. microCAD,
(Miskolc, Hungary, 20-21 April), 2017.
[96] O. San and K. Kara, \Evaluation of Riemann ux solvers for WENO re-
construction schemes: Kelvin-Helmholtz instability," Computers and Fluids,
vol. 117, pp. 24{41, 2015.
[97] D. S. Balsara, \Multidimensional HLLE Riemann solver: Application to
Euler and magnetohydrodynamic ows," Journal of Computational Physics,
vol. 229, no. 6, pp. 1970{1993, 2010.
[98] D. S. Balsara, \A two-dimensional HLLC Riemann solver for conservation
laws: Application to Euler and magnetohydrodynamic ows," Journal of Com-
putational Physics, vol. 231, no. 22, pp. 7476{7503, 2012.
BIBLIOGRAPHY 233
[99] D. S. Balsara, M. Dumbser, and R. Abgrall, \Multidimensional HLLC Rie-
mann solver for unstructured meshes - With application to Euler and MHD
ows," Journal of Computational Physics, vol. 261, pp. 172{208, 2014.
[100] S. V. Patankar, Numerical Heat Transfer and Fluid Flow. New-Work:
McGraw-Hill, 1980.
[101] R. I. Issa, a. D. Gosman, and a. P. Watkins, \The Computation of Com-
pressible and Incompressible Recirculating Flows by a Non-iterative Implicit
Scheme," Journal of Computational Physics, vol. 62, pp. 66{82, 1986.
[102] J. L. Guermond, P. Minev, and J. Shen, \An overview of projection meth-
ods for incompressible ows," Computer Methods in Applied Mechanics and
Engineering, vol. 195, pp. 6011{6045, 2006.
[103] J. B. Bell, P. Colella, and J. a. Trangenstein, \Higher order Godunov methods
for general systems of hyperbolic conservation laws," Journal of Computational
Physics, vol. 82, no. 2, pp. 362{397, 1989.
[104] J. B. Bell, P. Colella, and H. M. Glaz, \A second-order projection method
for the incompressible navier-stokes equations," Journal of Computational
Physics, vol. 85, no. 2, pp. 257{283, 1989.
[105] F. Xiao, \Unied fomulation for compressible and incompressible ows by us-
ing multi-integrated moments I: One-dimensional inviscid compressible ow,"
Journal of Computational Physics, vol. 195, no. 2, pp. 629{654, 2004.
[106] F. Xiao, R. Akoh, and S. Ii, \Unied formulation for compressible and in-
compressible ows by using multi-integrated moments II: Multi-dimensional
version for compressible and incompressible ows," Journal of Computational
Physics, vol. 213, no. 1, pp. 31{56, 2006.
[107] E. Turkel, \Preconditioned methods for solving the incompressible and low
speed compressible equations," Journal of Computational Physics, vol. 72,
no. 2, pp. 277{298, 1987.
[108] H. S. Tang and F. Sotiropoulos, \Fractional step articial compressibility
schemes for the unsteady incompressible Navier-Stokes equations," Computers
and Fluids, vol. 36, no. 5, pp. 974{986, 2007.
[109] L. Konozsy, Multiphysics CFD Modelling of Incompressible Flows at Low and
Moderate Reynolds Numbers. PhD thesis, Craneld University, 2012.
[110] L. Konozsy and D. Drikakis, \A Coupled High-Resolution Fractional-Step Ar-
ticial Compressibility and Pressure-Projection Formulation for Solving In-
compressible Multi-Species Variable Density Flow Problem At Low Reynolds
Numbers," in European Congress on Computational Methods in Applied Sci-
ences and Engineering, (Vienna, Austria), 2012.
234 BIBLIOGRAPHY
[111] T.-R. Teschner, L. Konozsy, and K. W. Jenkins, \Numerical investigation of an
incompressible ow over a backward facing step using a unied fractional-step,
articial compressibility and pressure-projection (fsac-pp) method," in Multi-
Science - XXX. microCAD International Multidisciplinary Scientic Confer-
ence, (Miskolc, Hungary), 2016.
[112] J. D. Anderson, \Brief History of the Early Development of Theoretical and
Experimental Fluid Dynamics," 2010.
[113] G. Hellwig, Partial Dierential Equations: An Introduction. Heidelberg:
Springer, 1960.
[114] A. Jameson, \Time Dependent Calculations Using Multigrid, with Applica-
tions to Unsteady Flows Past Airfoils and Wings," AIAA 10th Computational
Fluid Dynamics Conference, p. 14, 1991.
[115] S. Davis, \Simplied Second-Order Godunov-Type Methods," SIAM Journal
on Scientic and Statistical Computing, vol. 9, no. 3, pp. 445{473, 1988.
[116] R. Courant, K. Friedrichs, and H. Lewy, \Uber die partiellen Dierenzen-
gleichungen der mathematischen Physik," Mathematische Annalen, vol. 100,
pp. 32{74, dec 1928.
[117] V. Thomee, \From Finite diierences to Finite elements A short history of
numerical analysis of partial diierential equations," Journal of Computational
and Applied Mathematics, vol. 128, pp. 1{54, 2001.
[118] R. W. Clough, \The Finite Element Method in Plane Stress Analysis," in
Proceedings of American Society of Civil Engineers, vol. 8, (Pittsburg, Penn-
sylvania), pp. 345{378, 1960.
[119] L. Rayleigh, Theory of Sound, Vol. 1. London: Macmillan, 1894.
[120] L. Rayleigh, Theory of Sound, Vol. 2. London: Macmillan, 1896.
[121] W. Ritz, \Uber eine neue Methode zur Losung gewisser Variationsprobleme
der mathematischen Physik.," Journal fur die reine und angewandte Mathe-
matik (Crelle's Journal), no. 135, pp. 1{61, 1908.
[122] J. H. Ferziger and M. Peric, Computational Methods for Fluid Dynamics.
Berlin: Springer, 2002.
[123] J. Y. Murthy and S. R. Mathur, \Numerical Methods in Heat, Mass, and
Momentum Transfer," tech. rep., Purdue University, West Lafayette, Indiana,
2002.
[124] C. Hirsch, Numerical Computation of Internal and External Flows, Volume 1:
Fundamentals of Numerical Discretization. Chichester: John Wiley & Sons,
Inc., 1988.
BIBLIOGRAPHY 235
[125] C. Hirsch, Numerical Computation of Internal and External Flows, Volume
2: Computational Methods for Inviscid and Viscous Flows by Charles Hirsch.
Chichester: John Wiley & Sons, Inc., 1990.
[126] J. Blazek, Computational Fluid Dynamics: Principles and Application. Ox-
ford: Elsevier, 2006.
[127] R. LeVeque, Finite Volume Methods for Hyperbolic Problems. Cambridge:
Cambridge University Press, 2002.
[128] R. LeVeque, Numerical Methods for Conservation Law. Basel: Birkhauser
Verlag, 2008.
[129] R. Lohner, Applied Computational Fluid Dynamics Techniques: An Introduc-
tion Based on Finite Element Methods. Chichester: Wiley, 2008.
[130] C. M. Rhie and W. L. Chow, \Numerical study of the turbulent ow past an
airfoil with trailing edge separation," AIAA Journal, vol. 21, pp. 1525{1532,
nov 1983.
[131] R. L. Sani and P. M. Gresho, \Resume and remarks on the open boundary
condition minisymposium," International Journal for Numerical Methods in
Fluids, vol. 18, pp. 983{1008, may 1994.
[132] R. Steijl and G. Barakos, \Coupled Navier-Stokes/molecular dynamics simula-
tions in nonperiodic domains based on particle forcing," International Journal
for Numerical Methods in Fluids, vol. 69, pp. 1326{1349, 2012.
[133] M. K. Borg, G. Macpherson, and J. Reese, \Controllers for imposing
continuum-to-molecular boundary conditions in arbitrary uid ow geome-
tries," Molecular Simulation, vol. 36, pp. 745{757, 2010.
[134] R. Delgado-Buscalioni and P. V. Coveney, \USHER: An algorithm for particle
insertion in dense uids," Journal of Chemical Physics, vol. 119, no. 2, pp. 978{
987, 2003.
[135] R. Delgado-Buscalioni, J. Sablic, and M. Praprotnik, \Open boundary molecu-
lar dynamics," The European Physical Journal Special Topics, vol. 2349, pp. 1{
19, 2015.
[136] G.-S. Jiang and C.-W. Shu, \Ecient Implementation of Weighted ENO
Schemes," Journal of Computational Physics, vol. 126, no. 1, pp. 202{228,
1996.
[137] S. B. Pope, Turbulent Flows. Cambridge: Cambridge University Press, 2000.
[138] P. A. Davidson, Turbulence. Oxford: Oxford University Press, 2004.
[139] H. Tennekes and J. L. Lumley, A rst course in turbulence. Cambridge: MIT
Press, 1972.
236 BIBLIOGRAPHY
[140] S. Kuksin and A. Shirikyan, Mathematics of Two-Dimensional Turbulence.
Cambridge: Cambridge University Press, 2012.
[141] W. K. George, \Lectures in Turbulence for the 21st Century," Tech. Rep.
January, Imperial College London, 2013.
[142] E. Erturk, \Discussions on driven cavity ow," International Journal for Nu-
merical Methods in Fluids, vol. 60, no. 3, pp. 275{294, 2009.
[143] A. K. Prasad and J. R. Kose, \Reynolds number and end-wall eects on a
lid-driven cavity ow," Physics of Fluids A: Fluid Dynamics, vol. 1, no. 2,
pp. 208{218, 1989.
[144] A. Fortin, M. Jardak, J. J. Gervais, and R. Pierre, \Localization of Hopf bifur-
cations in uid ow problems," International Journal for Numerical Methods
in Fluids, vol. 24, pp. 1185{1210, jun 1997.
[145] J. J. Gervais, D. Lemelin, and R. Pierre, \Some experiments with stability
analysis of discrete incompressible ows in the lid-driven cavity," International
Journal for Numerical Methods in Fluids, vol. 24, pp. 477{492, mar 1997.
[146] A. Abouhamza and R. Pierre, \A neutral stability curve for incompressible
ows in a rectangular driven cavity," Mathematical and Computer Modelling,
vol. 38, pp. 141{157, jul 2003.
[147] M. Sahin and R. G. Owens, \A novel fully implicit nite volume method
applied to the lid-driven cavity problem?Part I: High Reynolds number ow
calculations," International Journal for Numerical Methods in Fluids, vol. 42,
pp. 57{77, may 2003.
[148] M. Poliashenko and C. K. Aidun, \A direct method for computation of simple
bifurcations," Journal of Computational Physics, vol. 121, pp. 246{260, oct
1995.
[149] O. Goyon, \High-Reynolds number solutions of Navier-Stokes equations using
incremental unknowns," Computer Methods in Applied Mechanics and Engi-
neering, vol. 130, pp. 319{335, apr 1996.
[150] G. Tiesinga, F. Wubs, and A. Veldman, \Bifurcation analysis of incompressible
ow in a driven cavity by the Newton-Picard method," Journal of Computa-
tional and Applied Mathematics, vol. 140, pp. 751{772, mar 2002.
[151] Y.-F. Peng, Y.-H. Shiau, and R. R. Hwang, \Transition in a 2-D lid-driven
cavity ow," Computers & Fluids, vol. 32, pp. 337{352, mar 2003.
[152] U. Ghia, K. N. Ghia, and C. T. Shin, \High-Re solutions for incompressible
ow using the Navier-Stokes equations and a multigrid method," Journal of
Computational Physics, vol. 48, no. 3, pp. 387{411, 1982.
BIBLIOGRAPHY 237
[153] M. El Rafei, L. Konozsy, and Z. Rana, \Investigation of Numerical Dissipation
in Classical and Implicit Large Eddy Simulations," Aerospace, vol. 4, no. 4,
p. 59, 2017.
[154] M. Dumbser, O. Zanotti, R. Loubere, and S. Diot, \A posteriori subcell lim-
iting of the discontinuous Galerkin nite element method for hyperbolic con-
servation laws," Journal of Computational Physics, vol. 278, pp. 47{75, dec
2014.
[155] M. Dumbser, I. Peshkov, E. Romenski, and O. Zanotti, \High order ADER
schemes for a unied rst order hyperbolic formulation of continuum mechan-
ics: Viscous heat-conducting uids and elastic solids," Journal of Computa-
tional Physics, vol. 314, pp. 824{862, 2016.
[156] W. Boscheri, R. Loubere, and M. Dumbser, \Direct Arbitrary-Lagrangian-
Eulerian ADER-MOOD nite volume schemes for multidimensional hyper-
bolic conservation laws," Journal of Computational Physics, vol. 292, pp. 56{
87, jul 2015.
[157] J. Jeong and F. Hussain, \On the identication of a vortex," Journal of Fluid
Mechanics, vol. 285, pp. 69{94, feb 1995.
[158] A. Leroy, D. Violeau, M. Ferrand, and C. Kassiotis, \Unied semi-analytical
wall boundary conditions applied to 2-D incompressible SPH," Journal of
Computational Physics, vol. 261, pp. 106{129, mar 2014.
[159] F. Archambeau, N. Mechitoua, and M. Sakiz, \Code Saturne: A Finite Volume
Code for the Computation of Turbulent Incompressible Flows - Industrial
Applications," International Journal on Finite Volumes, vol. 1, no. 1, 2004.
[160] M. Denham and M. Patrick, \Laminar ow over a downstream-facing step in
a two-dimensional ow channel," Chemical Engineering Research & Design,
vol. 52, pp. 361{367, 1974.
[161] B. Armaly, F. Durst, J. Pereira, and B. Schonung, \Experimental and the-
oretical investigation of backward-facing step ow," J. Fluid Mech, vol. 127,
pp. 473{496, 1983.
[162] F. Durst, S. Ray, B. Unsal, and O. A. Bayoumi, \The Development Lengths
of Laminar Pipe and Channel Flows," J. Fluids Eng., vol. 127, no. 6, p. 1154,
2005.
[163] R. J. Goldstein, V. L. Eriksen, R. M. Olson, and E. R. G. Eckert, \Laminar
separation, reattachment, and transition of ow over a downstream-facing
step," Journal of Basic Engineering, vol. 94, no. 4, pp. 732{739, 1970.
[164] L. G. Leal and A. Acrivos, \The eect of base bleed on the steady separated
ow past blu objects," Journal of Fluid Mechanics, vol. 39, no. 04, pp. 735{
752, 1969.
238 BIBLIOGRAPHY
[165] P. J. Roache, \Perspective: A Method for Uniform Reporting of Grid Rene-
ment Studies," Journal of Fluids Engineering, vol. 116, no. 3, p. 405, 1994.
[166] I. B. Celik, U. Ghia, P. J. Roache, C. J. Freitas, C. Hugh, and P. E. Raad,
\Procedure for Estimation and Reporting of Uncertainty Due to Discretiza-
tion in CFD Applications," Journal of Fluids Engineering, vol. 130, no. 7,
p. 078001, 2008.
[167] David C. Wilcox, Turbulence Modeling for CFD. DCW Industries Inc., 1993.
[168] R. M. Fearn, T. Mullin, and K. a. Clie, \Nonlinear ow phenomena in a
symmetric sudden expansion," Journal of Fluid Mechanics, vol. 211, no. -1,
p. 595, 1990.
[169] P. J. Oliveira, \Asymmetric ows of viscoelastic uids in symmetric planar
expansion geometries," Journal of Non-Newtonian Fluid Mechanics, vol. 114,
no. 1, pp. 33{63, 2003.
[170] F. Durst, J. C. F. Pereira, and C. Tropea, \The plane Symmetric sudden-
expansion ow at low Reynolds numbers," Journal of Fluid Mechanics,
vol. 248, pp. 567{581, 1993.
[171] K. Akselvoll and P. Moin, \Large-eddy simulation of turbulent conned coan-
nular jets," Journal of Fluid Mechanics, vol. 315, no. -1, p. 387, 1996.
[172] R. Friedrich, T. J. Huttl, M. Manhart, and C. Wagner, \Direct numerical
simulation of incompressible turbulent ows," Computers & Fluids, vol. 30,
pp. 555{579, 2001.
[173] T. Hawa and Z. Rusak, \The dynamics of a laminar ow in a symmetric chan-
nel with a sudden expansion," Journal of Fluid Mechanics, vol. 436, pp. 283{
320, 2001.
[174] I. J. Sobey and P. G. Drazin, \Bifurcations of two-dimensional channel ows,"
Journal of Fluid Mechanics, vol. 171, no. 6, pp. 263{287, 1986.
[175] D. Drikakis, \Bifurcation phenomena in incompressible sudden expansion
ows," Physics of Fluids, vol. 9, no. 1, pp. 76{87, 1997.
[176] D. Drikakis, C. Fureby, F. F. Grinstein, and D. Youngs, \Simulation of transi-
tion and turbulence decay in the Taylor-Green vortex," Journal of Turbulence,
vol. 8, no. July 2013, p. N20, 2007.
[177] M. E. Brachet, D. I. Meiron, B. G. Nickel, R. H. Morf, U. Frisch, and S. A.
Orszag, \Small-scale structure of the taylor-green vortex," Journal of Fluid
Mechanics, vol. 130, pp. 411{452, 1983.
[178] M. E. Brachet, M. Meneguzzi, H. Politano, and P. L. Sulem, \The dynamics
of freely decaying two-dimensional turbulence," Journal of Fluid Mechanics,
vol. 194, pp. 333{349, 1988.
BIBLIOGRAPHY 239
[179] J. B. Chapelier, M. de la Llave Plata, and E. Lamballais, \Development of
a multiscale LES model in the context of a modal discontinuous Galerkin
method," Computer Methods in Applied Mechanics and Engineering, vol. 307,
pp. 275{299, 2016.
[180] J. R. Bull and A. Jameson, \Simulation of the Taylor-Green Vortex Using
High-Order Flux Reconstruction Schemes," AIAA Journal, vol. 53, no. 9,
pp. 2750{2761, 2015.
[181] C. W. Shu, W. S. Don, D. Gottlieb, O. Schilling, and L. Jameson, \Numeri-
cal convergence study of nearly incompressible, inviscid Taylor-Green vortex
ow," Journal of Scientic Computing, vol. 24, no. 1, pp. 569{595, 2005.
[182] A. Sifounakis, S. Lee, and D. You, \A conservative nite volume method
for incompressible Navier-Stokes equations on locally rened nested Cartesian
grids," Journal of Computational Physics, vol. 326, pp. 845{861, 2016.
[183] K. N. Premnath, J.-C. Nave, and S. Banerjee, \Computation of Multiphase
Flows With Lattice Boltzmann Methods," Fluids Engineering, vol. 2005,
pp. 403{420, 2005.
[184] L. Rezzolla and O. Zanotti, Relativistic Hydrodynamics. Oxford: Oxford Uni-
versity Press, 2013.
240 BIBLIOGRAPHY
Appendices
241

Appendix A
The Method of Characteristics for
the Linear and non-Linear
Advection Equation
In the following section, the Method of Characteristic (MOC) will be explained in
its general form. To visualise the concept, we will apply the method to the linear
and non-linear advection equation, the latter also being referred to as the Burger's
equation.
A.1 General Derivation of the Method of Char-
acteristics
The main idea behind the MOC is that each system governed by partial dierential
equations, either just one or a system of equations, possesses physical properties that
are unique to these equations. From linear algebra we know that we can compute
the eigenvalues and eigenvectors of a matrix which will give physical meaningful
quantities, and a similar philosophy applies to the MOC. Take the advection equa-
tion, for example, which we will investigate in more detail in the following. It is
written in general, 1D form as
@u
@t
+ 
@u
@x
= 0: (A.1.1)
Here we have introduced  as either linear ( = a = const:) or non-linear ( =
u(x; t) 6= const:). If we use the linear coecient a and provide an initial prole for
u, then the prole for u will just get advected with the speed a in the positive or
negative x-direction, depending on the sign of a. Similarly, if we use  = u(x; t)
instead, our initial prole would get advected with the local speed u and further the
shape of the initial prole of u may change and form discontinuities. For simplicity
we will stick with a for the moment. We could say that the physical properties of
Eq.(A.1.1) is that any initial prole of u will simply get advected with speed a. This
is demonstrated in Figure A.1. The arbitrary prole of u at t0 is getting advected
until a time t1 and travels a distance a(t1   t0). If we follow a specic point on our
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t = t
t = t1
u
u
x
x
x
t
t
t1
characteristic
  
t1  t)
Figure A.1: Advection of the initial prole of u and the transformation from the
u; x into the t; x space.
prole of u, say the peak as shown in Figure A.1, then we can follow the advection
of the peak instead of the whole prole of u in time. We can show this by going from
the u; x space into the t; x space and see that the peak is following a linear curve,
as we would expect, which depends on the advection speed a. This line, shown here
in red, is referred to as the characteristic curve. We could follow any other point
on the prole of u, not just the peak and we would get the advected prole of u at
an arbitrary time tx. In this way we could obtain the solution at any point in time
without having to perform any descritisation of Eq.(A.1.1).
This serves as a physical interpretation, but we need to develop the mathematical
tools to apply the MOC to any general partial dierential equation. In the following
we will do so for the general advection equation.
A.2 Derivation based on the Advection Equation
The main idea of the MOC was developed in the previous section. We have char-
acteristic curves in the physical space along which our solution (here the advection
of the initial prole of u) changes according to the eigenstructure of the partial
dierential equation we are looking at. In case of the linear advection equation,
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the initial prole did not change across our characteristic curve and was advected
with a constant speed of a. Generally speaking, this does not need to be the case
and the prole may change along the characteristic. The equation, which is valid
along the characteristic curve is called the compatibility equation and is unique for
each characteristic. The mathematical constraint of the characteristic is, that the
function (here u) is continuous along the characteristic and the derivative of it may
be discontinuous. In order to put this into a mathematical constraint, we need to
nd a system of equations to represent Eq.(A.1.1) in terms of its derivatives. We see
that we have partial derivatives with respect to time and space. We can construct
a second equation based on the total derivative as
du =
@u
@t
dt+
@u
@x
dx: (A.2.1)
With Eq.(A.1.1) and Eq.(A.2.1), we express the system in matrix form as
1 
dt dx



ut
ux

=

0
du

; (A.2.2)
where we introduced the shorthand notation ut and ux for the partial time and space
derivative, respectively. We have separated the derivatives from the coecients, now
we can apply the idea of the MOC. Solving the system for ut via Cramer's rule we
get
ut =
 0 du dx
 1 dt dx
 =
 du
dx  dt (A.2.3)
and
ux =
 1 0dt du
 1 dt dx
 =
du
dx  dt (A.2.4)
for ux. Since we stated that the derivative may be discontinuous, the denominator of
Eq.(A.2.3) and Eq.(A.2.4) has to become zero, and therefore, the numerator has to
be zero as well. The numerator has to be zero in order to keep the derivative nite.
The characteristic equation is obtained from the denominator while the compatibility
equation is derived from the numerator. Therefore, we have for the characteristic
equation
dx  dt = 0: (A.2.5)
After separating the variables, we have
dx = dt: (A.2.6)
Integrating yields
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x = t+ C1 (A.2.7)
and the integration constant C1 is obtained from data at the previous timestep (or
initial conditions at the rst timestep). Lets return to Section A.1, where we ob-
tained the characteristic equation of the advection equation by physical arguments
as a(t1   t0). Let us set t0 = 0 and drop the subscript, then we have for the char-
acteristic x = at. Let us insert a for  in Eq.(A.2.7) and for the sake of argument
assume that C1 = 0, then we have xchar = at, which is what we obtained from phys-
ical reasoning. Also note that the characteristic equation for xchar can be obtained
from both Eq.(A.2.3) and Eq.(A.2.4). The compatibility equation is obtained as
well from both equations and we have from Eq.(A.2.3)
  du = 0: (A.2.8)
Divide by ( 1) and integrate to obtain
u = C2: (A.2.9)
Eq.(A.2.9) is the general compatibility equation. From Eq.(A.2.4) we see that we
would end up with the same compatibility equation if we were to derive it from the
solution of ux. The only thing left to do is to obtain values for C1 and C2 and we
can solve Eq.(A.1.1). Before we do that, there are two comments in order. First,
only hyperbolic partial dierential equations can be used in conjunction with the
MOC. Hyperbolic equations have the properties that its eigenvalues are all real and
distinct. Non-hyperbolic equations result in complex eigenvalues and thus complex
characteristics for which this method cannot be applied. Secondly, have a look at
Eq.(A.2.5). We could also write this equation as
dx
dt
= : (A.2.10)
Commonly it is said that the MOC transforms a system of partial dierential equa-
tions (PDEs) into a system of ordinary dierential equations (ODEs) which we can
solve analytically. However, the compatibility equation, in general, changes along
the characteristic and therefore we have to obtain a new compatibility equation at
each timestep where a solution is sought. The MOC can thus be regarded as a
semi-analytic solution.
Let us now return to a general approach to obtain the coecients C1 and C2.
A.3 General Procedure to Obtain the Integration
Constants
We assume the general advection equation () for this example as we already have
derived the characteristic equation, Eq.(A.2.7), and the compatibility equation,
Eq.(A.2.9), previously. We need initial data to solve the PDE and lets simply
assume that we have a prole of
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n 1
n
i 2 i 1 i i 1 i 2
x
t
evaluate  here
xchr
evaluate 2 here
Figure A.2: Schematic showing how to evaluate the integration constants C1 and
C2 along the characteristics.
u(x; 0) = sin(x) (A.3.1)
at time t = 0. The general procedure is as follows:
1. Solve for C1: Eq.(A.2.7) is solved for the integration constant and we have
C1 = x  at: (A.3.2)
The location x is the position at which we want to to evaluate C1 at the next
time level, i.e. xn+1i . The product at can be expressed as a(t
n+1   tn) which
simplies to at.
2. Insert C1: We now substitute Eq.(A.3.2) back into Eq.(A.2.7) and obtain
xchar = at+ C1: (A.3.3)
Note that xchar is the intersection of the characteristic line with the x-axis.
Thus, since the x-axis intersects the t-axis at t = 0, the above simplies to
xchar = a  0 + C1 = C1.
3. Obtain C2: We need to obtain the value for C2 from the initial data. We can
do that because C2 is the integration constant of the compatibility equation
which is, per denition, valid along the characteristic. Therefore, we can
evaluate it at any point along that curve and have
C2 = u(xchar; t
n): (A.3.4)
Usually, we do not have data available for u at xchar and need to obtain values
for u through interpolation from neighbouring points. Since u itself is simply
the integration constant itself, we have found the solution at the next time
level tn+1 and can iterate through time.
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The procedure detailed above is shown schematically in Figure A.2. A matlab code
is given which demonstrates the above for the general advection equation which can
solve both the linear and non-linear case.
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A.4 A Matlab Script for the Method of Charac-
teristics
1 %===================================================================
2 %
3 % The Method o f Cha r a c t e r i s t i c s app l i ed to the l i n e a r and non l i n e a r
4 % advect ion equat ion in 1D.
5 %
6 % Tom Robin Teschner , 2016 , Cran f i e l d Univer i s ty , UK
7 %
8 %===================================================================
9
10 c l e a r ;
11 c l c ;
12 c l o s e a l l ;
13
14 % number o f po in t s
15 n = 101 ;
16
17 % s t a r t and end o f domain , s t a r t cannot be lower than zero
18 d s ta = 0 ;
19 d end = 4 pi ;
20
21 % time step
22 CFL = 1 . 0 ;
23 dt = CFL( d end d s ta ) /(n 1) ;
24 t t = 22 ;
25
26 % equat ion type , 1 : l i n e a r , 2 : non l i n e a r
27 l i n e a r = 1 ;
28
29 % advect ion speed i f l i n e a r equat ion i s used
30 a = 1 ;
31
32 % 1D ( l i n e ) domain
33 x = l i n s p a c e ( d sta , d end , n) ;
34
35 % i n i t i a l p r o f i l e f o r func t i on
36 u = ze ro s (1 , n ) ;
37 f o r i =1:n
38 u( i ) = s i n (x ( i ) ) ;
39 end
40
41 % i n i t i a l va lue f o r advect ion speed , i f l i n e a r , i t i s constant
42 phi = ze ro s (1 , n ) ;
43
44 i f ( l i n e a r == 1)
45 phi ( : ) = a ;
46 e l s e
47 phi = u ;
48 end
49
50 % in t e g r a t i o n cons tant s C1 and C2
51 C1 = ze ro s (1 , n ) ;
52 C2 = ze ro s (1 , n ) ;
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53
54 %% main loop , use method o f c h a r a c t e r i s t i c s to advance in time
55 f o r t=1: t t
56
57 %======================================================================
58 % 1: obta in C1 f o r the c h a r a c t e r i s t i c equat ion x = phi  t + C1 by
59 % advancing in time by dt => C1 = x   phi dt
60 %======================================================================
61
62 f o r i =1:n
63 C1( i ) = x ( i )   phi ( i ) dt ;
64 end
65
66 %======================================================================
67 % 2: obta in the l o c a t i o n x at the prev ious time l e v e l t . Find c l o s e s t
68 % lo c a t i o n in x array and l i n e a r l y i n t e r p o l a t e u to t h i s p o s i t i o n .
69 % The compa t i b i l i t y equat ion i s constant in t h i s case and
70 % corresponds to u = C2 , th e r e f o r e , we have u char = C2
71 %======================================================================
72
73 f o r i =1:n
74 x char = C1( i ) ; % c h a r a c t e r i s t i c equat ion
75 i f ( x char<d s ta ) % pe r i o d i c boundary cond i t i on s
76 x char = x char + d end d s ta ;
77 e l s e i f ( x char>d end )
78 x char = x char   d end d s ta ;
79 end
80
81 [ ~ , j ] = min ( abs (x x char ) ) ; % f i nd c l o s e s t va lue o f x char in x
82 i f ( s i gn ( x char x ( j ) )>0) % r i gh t s ided i n t e r p o l a t i o n
83 u char = in t e rp1 ( [ x ( j ) x ( j +1) ] , [ u ( j ) u( j +1) ] , x char ) ;
84 e l s e i f ( s i gn ( x char x ( j ) )<0) % l e f t s ided i n t e r p o l a t i o n
85 u char = in t e rp1 ( [ x ( j ) x ( j 1) ] , [ u ( j ) u ( j 1) ] , x char ) ;
86 e l s e i f ( x char == x( j ) )
87 u char = u( j ) ;
88 end
89 C2( i ) = u char ;
90 end
91
92 %======================================================================
93 % 3: update the s o l u t i o n at the next t ime l e v e l from the compa t i b i l i t y
94 % equat ion . There fore the new value f o r u w i l l be u = C2
95 %======================================================================
96 u ( : ) = C2 ( : ) ; % compa t i b i l i t y equat ion
97
98 i f ( l i n e a r == 2) % update phi
99 phi ( : ) = u ( : ) ;
100 end
101 %======================================================================
102 % 4: p l o t the s o l u t i o n
103 %======================================================================
104 p lo t (x , u )
105 pause ( 0 . 1 )
106 end
