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ABSTRACT
Segmentation is one of the key steps in the process of de-
veloping anatomical models for calculation of safe medical
dose of radiation for children. This study explores the po-
tential of the Statistical Region Merging segmentation tech-
nique for tissue segmentation in CT images. An analytical
criterion allowing for an automatic tuning of the method is
developed. The experiments are performed using a data set
of 54 images from one patient, demonstrating the validity
of the proposed criterion. The results are evaluated using
the Jaccard index and a measure of border error with tol-
erance which addresses, application-dependant, acceptable
error. The outcome shows that the technique has a great
potential to become a method of choice for segmentation
of CT images with an overall average boundary precison,
for six representative tissues, equal to 0.937.
KEY WORDS
Voxel model, image segmentation, statistical region merg-
ing.
1 Introduction
Computed tomography (CT) is a relatively high dose ra-
diological procedure but accurate estimates of the dose to
an individual are difficult to obtain. Models of human
anatomy are required in order to allow the calculation of
organ doses and effective dose received from diagnostic ra-
diography procedures such as computed tomography [1].
The cross-sectional (tomographical) medical images pro-
duced by medical imaging are a source of data for con-
structing models of human anatomy. The models are called
voxel tomographic models as the pixels of an image are ex-
trapolated into volume elements by extending them into the
third dimension - the space between adjoining images [2].
These computational models, when coupled to a
Monte Carlo radiation transport code, can be used to cal-
culate the energy deposited by individual x-ray photons in
each voxel. The energy deposited in all the voxels assigned
to an organ or tissue are summed to obtain the organ dose of
interest [3]. A motivation for accurately calculating radia-
tion dose to organs from CT, is to reduce the dose (once
known), by more appropriate choice of exposure factors
for the CT examination. Modifying the exposure factors
to make them appropriate for children of different size is
necessary, as x-rays are attenuated by different amounts de-
pending on the distance that they travel through tissue. The
dose delivered to children who undergo CT procedures is of
particular interest as children have a long lifetime ahead of
them during which they may develop a cancer, one cause of
which may be their exposure to medical x-rays. In the case
of calculating dose to children, it is most useful to have on
hand a range of anatomical models that span the size range
of children from newborn to about 15 years of age. Then
by choosing the anatomical model whose size most closely
matches that of the child undergoing a procedure, a realistic
dose to that child may be calculated.
Two impediments to the development of a range of
anatomical models are: it is difficult to obtain an exten-
sive data set of medical images (one that covers the entire
anatomy of a person from head to toe); and it is very time-
consuming to segment the entire internal anatomy of the
several hundred images that constitute an extensive CT ex-
amination. Consequently, few such voxel models of chil-
dren exist [4], [5].These models are created using labour
intensive manual image segmentation with various degrees
of software assistance. In the case of [5] the head, torso
and limbs from different individuals were scaled and joined
together to form composite models.
The first impediment is to some extent overcome by
the availability of images from combined PET/CT ma-
chines where the entire body may be imaged with low-dose
CT prior to positron emission tomographical scanning. Un-
fortunately the resulting CT images have lower resolution
when compared to the images from a normal CT scanner.
Attempts to overcome the second impediment have gener-
ated various semi-automated or supervised methods of seg-
menting images by using PC image processing software
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and some basic functions and facilities such as B-spline
functions, threshold numbers and region growing to man-
ually draw organ boundaries (e.g. [5], [6], [7]). Never-
theless these existing methods are still time-consuming to
apply to the hundreds of images that span a human body.
There remains a need to develop semi-automated image
processing techniques capable of segmenting all organs and
tissues visible in images.
Ideally, the desirable segmentation method will be
highly accurate, time and memory efficient, require min-
imum user interaction and allow for an intuitive tuning for
a precise delineation of organs. Statistical Region Merging
(SRM) [8] is an image segmentation algorithm which has
a potential to fulfill all these requirements.
As shown in [9], SRM outperforms state-of-the art
segmentation methods such as mean-shift segmentation,
JSEG and the efficient graph-based segmentation in terms
of processing speed. This is important as there are several
hundred images in just one single CT examination. SRM
is also found to be more stable with respect to different im-
ages than JSEG and the mean-shift but comparable in per-
formance to the efficient graph-based method. However, as
proved in [8], SRM is significantly better than the efficient
graph-based method in handling noise.
The SRM method is backed up by solid well-
established probability theory. It was proved in [8] that
with a proper choice of the parameter value δ, described
in Section 2.3, the probability of undermerging (overseg-
mentation) is very small. Furthermore, the segmentation
granularity is tuned using a single intuitive parameter, Q,
which, as we show later, can be well-determined allow-
ing for an optimal tissue segmentation. Being only con-
trolled by a single parameter the method requires very little
user interaction; as shown below the parameter value can
be estimated analytically prior to experiments saving users
time and decreasing overall cost of the application. Finally,
SRM merging strategy is linear with respect to the number
of pixels and has low time and memory complexity thus
making the technique a good candidate for our task.
In what follows, we explore capabilities of the method
in the context of CT images. Our ultimate goal in this study
is to set the ground for building an automatic image anal-
ysis system utilizing SRM method. Thus, the objective is
not necessarily to make it optimal or exact in terms of organ
delineation but rather evaluate its potential towards both
accuracy and robustness of the results. The true measure
of the method performance would be a reliable anatomi-
cal model of a child but this is an unrealizable criterion
during the development stage. Thus, the approach adopted
here is to compare segmented organs with those provided
by an expert in human anatomy. To keep the outcome as
generic as possible we do not apply any noise reduction on
images (which is always highly related to a particular set of
images) and allow for multiple (carefully optimized) seg-
mented regions within organs. This way, the full potential
of SRM towards accurate CT segmentation is explored.
The SRM technique, although fairly new, has already
Named tissues Remainder tis-
sues
Other tissue
Red Bone-marrow Adrenals Fat
Colon Thoracic region Internal Gas
Lung Gall bladder
Stomach Heart Trachea
Breast Kidneys Soft tissue
Gonads Lymphatic
nodes
Spinal cord
Bladder Muscle
Oesophagus Oral mucosa
Liver Pancreas
Thyroid Prostate
Bone surface Small intestine
Brain Spleen
Salivary glands Thymus
Skin Uterus/cervix
Table 1: List of tissues.
been applied in medical images on several occasions. In
[10] and [11] SRM was used for an automatic diagnosis
of melanoma, in [12] for an automatic detection of breast
cancer, and in [13] for evaluation of the post-operative out-
come of knee prosthesis implantation.
2 Methods and Materials
2.1 Data Set
The 54 images employed in this study are of the torso
of a 14-year-old female patient whose weight was about
48kg. The images were retrieved from the archive of nor-
mally scheduled procedures and patient identifying data
were deleted. The images have a field of view of radius
145mm from the scanner,s isocentre. This resulted in the
truncation of some of the anatomy at the shoulders and
hips. The images have a pixel size of 2.53 × 2.53mm and
slice separation of 10mm. The data set is referred to as
ADELAIDE [1].
2.2 Ground Truth
To validate the ability of our image segmenting algorithm
to produce an accurate segmentation, the automatically
segmented images are compared to images manually seg-
mented by one of the authors (MC) who has 20 years of
experience teaching human anatomy and physiology. For
feasibility of manual segmentation the images were resized
to 126 × 128 pixels. Subsequently the automatic segmen-
tation with the SRM method was performed on the resized
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images.
To calculate effective dose, the organ dose to 14
named tissues and 14 remainder tissues must be known
[14]. Consequently these tissues (see Table 1) must be
identified by the segmentation. Other tissues that were
manually segmented are listed in the third column of the
table.
region size
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Figure 1: Estimation of the parameter Q for SRM method.
(a) Estimation for the heart, liver and kidney. (b) Estima-
tion for the bones, spinal cord and the lungs.
2.3 Statistical Region Merging
The statistical region merging technique proposed in [8]
considers image segmentation as an inference problem.
The image itself is considered as an observed instance of
some unknown perfectly segmented image. The true (or
statistical) regions of the perfect image are to be recon-
structed. One of the important advantages of the technique
is that it is backed up by probabilistic concentration theory
and as a result, as shown in Section 2.4, its outcome can be
estimated prior to the experiment.
Let I be an observation of a true image I∗. Suppose
that each pixel in I∗ is represented by a family of distri-
butions from which the observed intensity is sampled. The
optimal (statistical) regions in I∗ possess the homogene-
ity property: all pixels have the same expectation across
the region and the expectations of adjacent regions differ.
Thus, I is obtained from I∗ by sampling statistical pixels
for the observed intensity. More precisely, the intensity of
each pixel in I is realized as a sum of Q independent ran-
dom variables, each taking values in [0, g/Q], where g is
the number of image intensity levels. The observation was
made in [8] that the parameter Q can be seen as a measure
of statistical complexity of the image I∗. Higher values of
Q result in a finer segmentation.
SRM comprises of two components: a merging pred-
icate and the order of testing the predicate for growing re-
gions. To develop the predicate authors of [8] prove the
following: For any fixed couple (R,R′) of regions of I and
any fixed 0 < δ ≤ 1, the probability is no more than δ that
∣∣(R¯ − R¯′)− E(R¯− R¯′)∣∣ ≥ g
√
1
2Q
(
1
|R|
+
1
|R′|
)
ln
2
δ
,
(1)
where R¯ denotes the average intensity across the region R
and E(R) is the expectation over all corresponding statis-
tical pixels of I∗ of their sum of expectations of their Q
random variables for their intensity values. | · | denotes car-
dinality. Assuming that regions R,R′ should be merged if
E(R¯ − R¯′) = 0 formula (1) yields the merging predicate
P (R,R′) =
{
true if |R¯− R¯′| ≤
√
b2(R) + b2(R′)
false otherwise
(2)
where
b(R) = g
√
1
2Q|R|
ln
2
δ
. (3)
Note that in the setting of 4-connectivity (which is utilized
in this paper) the number of merging tests N for adjacent
regions is bounded above, that is, N < 2|I| for an image
I . Thus the predicate will be satisfied with the high prob-
ability p ≥ 1 − Nδ for N merging tests assuming δ is
sufficiently small (in the sequel we follow [8] and use the
value δ = 1
6|I|2 ).
The order of merging satisfies the invariant which im-
plies that if two parts of the true regions are tested then all
tests inside each of those regions have already being done.
Let SI be a set containing all pairs of adjacent pixels in I
(based on 4-connectivity) and let R(p) be the region con-
taining pixel p. The algorithm first sorts those pairs in in-
creasing order according to a function f(p, p′). Then the
order is traversed one time with the merging performed for
regions R(p) and R(p′) if the predicate P (R(p), R(p′))
holds true. A common choice for function f (utilized in
this study) is to use the pixel intensity difference
f(p, p′) = |pint − p
′
int| . (4)
2.4 SRM for CT images
Despite the solid mathematical base and clarity of the con-
dition, the predicate (2) was found to result in overmerg-
ing in [8] and replaced by a more sophisticated version for
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natural scene images. Our experiments revealed that the
original version (2) works well for CT images. Moreover,
its simplicity allows for an insight into the connection be-
tween the statistical complexity of the image and the size
and texture of segmented objects, which allows for a reli-
able a priori estimation of Q.
In our case, the parameter Q needs to be selected in a
way that small segmented regions corresponding to various
tissues are not merged with other comparable in size and
texture regions. Otherwise, those tissues would be lost.
Using the value of spatial resolution of images, one
can estimate that the minimum size of regions correspond-
ing to various organs varies approximately from 25 (for
small organs like the spinal cord) to 50 pixels for larger or-
gans like kidneys or heart. Further inspection of CT images
reveals that the difference of intensity across the organs can
be as small as 15. Armed with these numbers we can use
the predicate (2) to estimate the optimal value for Q as
follows.
Let T0 =
∣∣R¯− R¯′∣∣ and assume that the merging pred-
icate (2) is true for the regions R,R′, where R¯ denotes the
average intensity across the region R. Solving (2) for Q
yields
Q ≤
g2
2T 2
0
(
1
|R|
+
1
|R′|
)
ln
2
δ
. (5)
This gives an upper bound on the value of Q such that two
regions with average intensity difference T0 (or less) will
merge. Thus, to prevent merging of regionsR,R′ such that
|R∪R′| ≈ 100 and T0 = 15, we get from (5), that Q must
be at least equal 123. For T0 = 30 and the objects of total
size about 50 the Q value must be at least equal 62 to allow
for separation of these objects.
The graphs in Figure 1 show the behaviour of Q as a
function of size of one of the regions, with the other region
size fixed to 50 or 25 pixels, and threshold T0 set to 15 and
30, respectively. Note that bigger Q values will result in
oversegmentation. Thus, we consider the smallest Q value
allowing for region separation being optimal.
In this study we focused on six representative organs:
lungs, the spinal cord and bones - with an optimal Q set to
64; and the heart, liver and kidneys - with the optimal Q
value chosen as 128, in line with the analytical estimation
illustrated by Figure 1.
Figure 2 (a), (c), (e) shows the heart segmented into
three different components (left ventricle, right ventricle
and aorta) while the expert annotated heart area constitutes
of only one component. A close look at the original im-
age reveals that the heart indeed composes of clearly dis-
tinguishable three areas of varying texture. Thus, a prior
knowledge must be used to guide the segmentation in this
case. The goal of this study is to explore full potential of
the SRM itself. Accordingly, a suitable criterion for mea-
suring the quality of the segmentation of tissues is to com-
pute how well the union of all relevant components which
overlap the annotated tissue fits the annotation. By a rel-
evant component is meant a component with at least half
of its area residing within the annotated region. Thus a
component C is said to overlap the annotated region T if
|C ∩ T | > |C \ T |, where |A| indicates the number of pix-
els in the component A. The accuracy of the segmentation
is evaluated by using Jaccard index (Section 2.5.1) and the
Ht metric (Section 2.5.2) by taking the union of all relevant
components for the given tissue.
2.5 Evaluation
Manual segmentation by experts is considered as the
ground truth in medical image segmentation task. Evalu-
ation on machine segmentation results is made against the
ground truth. The following sections describe two eval-
uation measures that were used in this study. These two
measures highlight different attributes of the ’goodness’ of
the machine segmentation.
2.5.1 Jaccard index
One of the most widely used measures for accuracy assess-
ment is the Jaccard index [15]. It is based on sets agree-
ment and, in this project, is used to quantify the similar-
ity between the machine segmentation and the ground truth
(the expert segmentation). The Jaccard index takes on a
value between 0 and 1. A value of 1 means that the seg-
mentation result and the ground truth are identical. A value
of 0 indicates that the two sets have no common elements.
The Jaccard index is defined as
J(A,B) =
|A ∩B|
|A ∪B|
and is simply the number of elements common to both sets
divided by the total number of elements in the two sets.
2.5.2 Border errors with tolerance (Ht metric)
Border positioning errors are usually taken as the average
of the pixel deviation from the true border over the entire
length of the border. This gives an overall error measure-
ment but washes out the local deviation information. A
more sophisticated measure that retains the local deviation
information and takes tolerance into consideration is theHt
metric ([16], [17]). TheHt metric is the average of the frac-
tions of border A and border B correctly identified within a
certain tolerance. It is given as
Ht(A,B) =
1
2
(
NAt
NA
+
NBt
NB
)
where t is the tolerance (in pixels), NA and NB are the
number of pixels in boundary A and B, respectively, and
NAt and NBt are the number of pixels in boundary A and
B correctly identified with a tolerance t. The Ht metric
increases monotonically with t, and converges to 1. For
two borders that are exactly the same, the Ht is equal to
the unity with t set to zero.
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(a) (b)
(c) (d)
(e) (f)
Figure 2: Comparison of an expert and software segmentation. For illustration random colors are used to show segmented
regions. Panels in the first column show a slice image containing the heart with (a) the original image, (c) the expert segmented
heart (heart area in green) and (e) the SRM segmented heart (yellow, green and blue components). Panels in the second column
show a slice image containing the spinal cord with (b) the original image, (d) the expert segmented spinal cord (in green) and
(f) the SRM segmented spinal cord (which spills all across the lower part of the image).
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Figure 3: SRM segmentation using a range of Q values.
Six different profiles are shown, one for each individual
organ/tissue. For each organ, the mean Jaccard index over
all relevant slices for SRM results obtained for a given Q
value is plotted against that Q value. The estimated Qmin,
the smallest Q value allowing for region separation, for an
organ, is listed in the figure legend.
3 Results
Six anatomical tissues in a torso CT scan were segmented
using the SRM method. The six anatomical tissues are
lungs, heart, kidneys, liver, spinal cord and bone. For each
of the six organ/tissue, Qmin, the smallest Q value allow-
ing for optimal region separation (Section 2.4), was com-
puted and approximated by either 64 or 128 .
Results of the SRM segmentations were assessed
against the ground truth. Two different measures were used
in the evaluation, the Jaccard index and theHt metric (Sec-
tion 2.5). Figure 3 shows the Jaccard index for the six
organs/tissues. The SRM segmentation was performed on
each organ/tissue with the Q value ranging from 8 to 128
in a step of 8. As each organ/tissue appears in more than
one CT slices, the Jaccard index shown is the average Jac-
card index over all relevant CT slices. It can be observed
that for the group with a Qmin value of 64 (bone, lungs and
spinal cord), the SRM segmentation has reached the opti-
mal point at Q = 64. Further increase in the Q value gives
no significant improvement in the segmentation, hence Jac-
card index stays roughly the same with Q in the range of
64 to 128. In fact, it can be observed that when the ex-
perimental Q value is below the Qmin, the Jaccard index
does not show any significant drop. This is because the
Qmin is a conservative estimation. The true Qmin for this
group of organs/tissues is likely to be lower than 64, hence
the observation of no change in the experimental Q range
of [8, 128]. On the other hand, for the group with a Qmin
value of 128 (heart, liver and kidneys), the experimental Q
value is below the optimal value of 128, hence the Jaccard
index increases with the increase of Q. Table 2 shows the
Table 2: Evaluation of the SRM segmentations using the
Jaccard index. Qmin value is the smallest Q value for
optimal region separation. Segmentation of the six or-
gans/tissues using the SRM method with a Q value of 64
and 128 are reported. The corresponding Jaccard index (av-
eraged over all relevant CT slices) and the standard devia-
tion (std) are shown.
Tissue Qmin
Q = 64 Q = 128
Jaccard std Jaccard std
Lungs 64 0.768 0.053 0.775 0.054
Sp. cord 64 0.647 0.005 0.652 0.005
Bone 64 0.775 0.006 0.784 0.005
Heart 128 0.885 0.007 0.911 0.004
Liver 128 0.837 0.004 0.876 0.004
Kidneys 128 0.756 0.015 0.815 0.005
Table 3: Evaluation of the SRM segmentations using the
Ht metric. Qmin value is the smallest Q value for optimal
region separation. Segmentation of the six organs/tissues
using the SRM method with a Q value of 64 and 128 are
reported. The Ht metric for t has the value of 1 and 2
(pixels) is reported.
Tissue Qmin
Q = 64 Q = 128
H1 H2 H1 H2
Lungs 64 0.890 0.912 0.894 0.913
Spinal cord 64 0.876 0.974 0.879 0.980
Bone 64 0.956 0.979 0.963 0.982
Heart 128 0.813 0.902 0.861 0.944
Liver 128 0.746 0.827 0.825 0.910
Kidneys 128 0.750 0.837 0.810 0.893
Jaccard index for the SRM segmentations displayed in Fig-
ure 3 with an experimentalQ value of 64 and 128 only. For
the group of tissues with a Qmin of 64, increasing Q value
to 128 results in the insignificant increase of approximately
0.01 in the Jaccard value. On the other hand, for the group
of tissues with a Qmin of 128, using a lower Q value of 64
results in the decrease of approximately 0.05 in the Jaccard
value.
The Ht metric is another index used in this study,
specifically for the evaluation of the border precision of the
segmentation results. The parameter t prescribes the preci-
sion tolerance (in pixels). As the tolerance t increases (i.e.
becomes more lenient), Ht increases. Figure 4 shows the
Ht value for t in the range of [0, 6] for the two groups of
organs/tissues, with a Qmin of 64 (Figure 4, first column)
and 128 (Figure 4, second column), separately. SRM seg-
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Figure 4: Evaluation of the SRM segmentations using the
Ht metric. Organs/tissues depicted in the first column have
a Qmin of 64 and those in the second column 128. Plots in
the first row were obtained with an experimental Q value
of 64 and those in the second row have Q = 128.
mentations with experimentalQ value of 64 (Figure 4, first
row) and 128 (Figure 4, second row) are reported. Though
the Ht metric and the Jaccard index evaluate different char-
acteristics of the SRM segmentation results, the same trend
can be observed over the range of the experimental Q val-
ues. Figure 4, first column shows the Ht results for the
group with a Qmin of 64. Again, as the SRM segmentation
has reached the optimal point at Q value of 64, further in-
crease in the Q value gives no significant improvement in
the segmentation. Hence the Ht line plot for individual or-
gan stays roughly the same with the Q value of 64 and 128.
For the group with a Qmin of 128, using an experimentalQ
value lower than the Qmin will see a drop in the Ht value.
Hence, Ht line plot for an individual organ/tissue is lower
in the top panel than in the bottom panel in the second col-
umn in Figure 4. Table 3 highlights the values H1 and H2
in Figure 4. The H1 andH2 values are of particular interest
as they measure the accuracy of the segmentation within 1
and 2 pixels, which can be considered as an acceptable tol-
erance error for the manual expert segmentation.
4 Discussion
In two CT slice images the SRM method did not segment
the spinal cord. Figure 2(f) shows ones of those slice im-
ages. The expert segmentation Figure 2(d) clearly delin-
eates the tissue based on the knowledge of human anatomy
but the method, being entirely intensity-based, cannot dis-
tinguish the object from the surrounding muscle/soft tissue.
The two images were not included in the evaluation of the
spinal cord segmentation.
Furthermore, the SRM segments the images in a CT
examination slice by slice individually. The SRM region
labels used in two different images are unrelated. This
means that the SRM region label assigned to, say, the liver
in one CT slice is different from that assigned to the liver
in the neighbouring CT slice. Segmented regions of the
same organ appeared in different slice images need to have
a unique label. This can be achieved by implementing algo-
rithms identifying the connectedness of segmented regions
in neighbouring images. In this study, the connectedness is
identified by the user.
5 Conclusion
The study shows that Statistical Region Merging can be
tuned to automatically segment CT images with a great
level of accuracy and robustness. Using six different repre-
sentative tissues it was shown that the accuracy of an expert
segmentation can be well matched. The result is particu-
larly promising since no pre or post processing was incor-
porated into the process. Neither filtering nor post segmen-
tation merging of regions was performed. The addition of
those steps will certainly improve the outcome for a spe-
cific application at hand. It is expected that the obtained
approximate contours will be subject of further process-
ing using one of the numerous region-merging algorithms
available in literature (e.g. [17] or [18], [19]) and active
contour models (e.g. [20], [21]) to futher improve their ac-
curacy. To keep the results applicable to a wide range of
CT images those steps were not performed in this study.
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