Abstract -Particle filters have been widely used in solving nonlinear filtering problems. Proposal Distribution design is a key issue for these methods and has vital effects on simulation results. Various proposal distributions have been proposed to improve the performance of particle filters, but practical situations have encouraged the researchers to design better candidate for proposal distributions in order to gain better performance. This paper proposes a hybrid proposal distribution designed for particle filtering framework. The algorithm uses hybrid Kalman filter to generate the proposal distribution, which make efficient use of the latest observations and generates more close approximation of the posterior probability density. The yielded algorithm is named as hybrid Kalman particle filter. In the experiments, a scalar estimation model and a real world application problem are used to evaluate the new algorithm. The experimental results show that the new algorithm outperforms any other algorithm with different proposal distributions. In order to reduce the time consumption of the new algorithm, an improvement strategy, namely partition-conquer strategy, is proposed, in which the particles are partitioned into two parts, with one part drawn from the hybrid Kalman filter, the other part from the transition prior. The validity of the strategy is verified through an experiment.
I. INTRODUCTION
Many signal processing problems involve the estimation of the unobserved state of a random dynamical system from a sequence of related observations. When the dynamical system is linear and Gaussian, the optimal solution is given by the well-known Kalman filter. But, many real world applications such as target tracking, positioning, and financial options pricing etc., can not be well represented with linear Gaussian state space models. The nonlinearity of these nonlinear state estimation problems has invalidated the Kalman filter in practice. There are a variety of solutions to these problems, among which the extended Kalman filter (EKF) is well known [1] . The EKF is based on the Taylor series expansion of the nonlinear functions around the estimates of the state. However, the EKF is likely to diverge when the linearizing approximation methods gives poor representations of the nonlinear functions.
The unscented Kalman filter (UKF), also known as sigma point Kalman filter, is another kind of interesting solution, which is founded on the fact that it is easier to approximate a Gaussian distribution than an arbitrary nonlinear function [2, 3] . Unlike the EKF, the UKF does not use the approximated models of the nonlinear dynamic system, but approximates the distribution of the state random variables by using a set of carefully chosen sigma points. It is shown that the UKF can acquire more accurate estimation results than the EKF, but might lead to notable errors for non-Gaussian distributions.
Recently, many researchers have focused on another solution strategy -sequential Monte Carlo methods, also known as particle filters. The aim of these methods is to approximate the filtering probability density function of the system state using a collection of weighted samples (also call particles) in the state-space. These methods can generate a good representation of the posterior distribution of the system states, so that any statistics such as the mean, the modality and the variance can be easily calculated [4] . An important issue in these methods is the selection of the proposal distributions, which can give vital effects on simulation results and forms the main focus of this paper. In this paper, a new proposal distribution generating scheme for the particle filtering framework is proposed, and the algorithm obtained is named as the hybrid Kalman particle filter (HKPF). This scheme uses hybrid Klman filter (HKF) to generate proposal distribution. In this algorithm, each particle is updated by the UKF and the EKF sequentially. Through this procedure, efficient use of the latest observations is made, which consequently improves the performance of particle filters. For comparison purposes, in the experiments, we present a synthetic, scalar estimation problem to show that the proposed algorithm outperforms the existing particle filters with different proposal distributions. We also address the application of the new algorithm on a real world problem concerning the pricing of financial options. In order to reduce the time consumption of the proposed algorithm, an improving strategy is propounded in which the particles used in the algorithm are partitioned into two parts and are drawn from different proposal distributions. This strategy makes a trade-off between accuracy and time-consumption.
The paper is organized as follows. The related work is introduced in Section 2. In section 3, a brief introduction of the standard particle filter will be given. In section 4 firstly, a brief introduction of the EKF and the UKF is given, and then the hybrid Kalman filter will be introduced, followed by the hybrid Kalman particle filter algorithm. In the last part of this section, some experimental results are drawn. The performance of the new particle filtering algorithm is compared with that of several other particle filters. Section 5 gives an improving strategy to the hybrid Kalman particle filter aiming at circumventing the high time cost of the HKPF algorithm. Finally, Section 6 concludes this paper.
II. RELATED WORK
Particle filters were originally introduced in the early 1950s by physicists. But its actual development and implementation began in the 1990s, because of the powerful ability of computation provided by computers which made this method a reality. It is commonly considered by the researchers that particle filters were first proposed in [5] . This algorithm is known variously as bootstrap filtering, the condensation algorithm, interacting particle approximation and survival of the fittest.
Since particle filters were proposed, many researchers have been working in this area and have acquired several significant results. Liu and Chen [6] proposed to draw particles based on a tail importance density which was also used similarly by Guo et al. [7] . N. Bergeman [8] introduced the effective sample size to measure the degeneracy problem, which was the main drawback of particle filtering algorithms. In order to solve the degeneracy problem, researchers have proposed several solutions. Resampling is an effective solution to the degeneracy problem [1, 4] . Liu and Chen [6] proposed a residual sampling method. Kitagawa [9] proposed a systematic resampling method which was preferred by other researchers. Joaquín Míguez [10] investigated distributed resampling algorithm in detail, and applied it to vehicle navigation and tracking the dynamic variables of the chaotic Lorenz system. Jeroen D. Hol et al. [11] gave a detailed introduction of several resampling methods. Although resampling can improve the performance of particle filters, some other practical problems appear, which are particle impoverishment problems. Gilks and Berzuini [12] proposed to rejuvenate particles based on Markov chain Monte Carlo (MCMC), and there were some other similar contributions like Doucet [13] and Chopin [14] . Benlian Xu et al. [15] combined the particle filter and ant colony optimization (ACO) algorithm and devised an ant estimator which was applied to target tracking. In their work, the ACO algorithm is extended to the parameter estimation field. They proposed to replace the resmapling process in particle filter with the stochastic searching behaviour.
The second method to reduce degeneracy problem is to choose a good proposal distribution which is used to generate the importance sampling density, and this forms the main topic of this paper. Doucet et al. [16] has proved that the optimal proposal distribution that can minimize the variance of the particle weights is
The choice of proposal distribution has also been advocated by other researchers, e.g., Liu and Chen [17] , Kong, Liu and Wong [18] , etc.
The optimal proposal distribution can not be used efficiently in practice because it suffers some drawbacks [1] . And researchers have worked on this topic and have proposed several suboptimal candidates. The most popular choice is the transition prior, that is,
, which is proposed by Gordon et al. [5] . This proposal function is easy to implement. Particle filter using this proposal distribution with resampling step is usually named as the generic particle filter [4] . The generic particle filter has been used successfully in visual tracking [19] . However, as a result of not incorporating the most recent observations, the transition prior is not always effective. Doucet et al. [20] analysed this problem in detail and proposed another approximation method, that is, local linearization technique. This is a popular method for devising proposal distributions that approximate the optimal importance distribution, by incorporating the most current observation with the optimal Gaussian approximation of the state. It relies on the first order Taylor expansions of the likelihood and transition prior. Within the particle filtering framework, a separate EKF is used to generate a Gaussian proposal distribution for each particle, i.e., ) , ( ) , | (
The algorithm is called extended Kalman particle filter (EKPF) [4] . However, this choice of proposal distribution can be ineffective due to inaccuracies introduced by linearization. Merwe et al. [4] has pointed out the drawbacks of the EKF proposal distribution and proposed a better candidate, the UKF. Because UKF can calculate the posterior covariance accurately to the 3 rd order, this merit makes the UKF a better choice for more accurate proposal distribution generation within the particle filtering framework. The resulting algorithm is named as unscented particle filter (UPF) [4] .
Li Liang-qun et al. [21] gave another choice of proposal distributions. In their work, the iterated extended Kalman filter (IEKF) is used in the particle filtering framework to generate the proposal distribution. IEKF can reduce the linearization errors introduced by the EKF through iteratively updating the estimations k x and 1 | − k k x , because the accuracy of the EKF is determined by
. This makes the IEKF a better candidate for proposal distribution generation. The yielded particle filter is named as iterated extended Klman particle filter (IEKPF) [21] . For some nonlinear systems, IEKPF outperforms the UPF and the EKPF.
Kiyoshi Nishiyama [22] proposed to generate proposal distribution using the extended ∞ H filter (EHF), and the resulting filter is called the extended ∞ H particle filter.
This particle filter had better estimation accuracy than the EKPF and less computational cost than the UPF. It obviously made a trade-off between accuracy and computational cost. In addition, WANG [23] proposed a mixed particle filter which combines two filters for proposal distribution and performs better than the IEKPF. But the time consumption of the new algorithm is very high.
Over the past several years, particle filters have been applied in a variety of fields. M. Isard [19] firstly applied particle filtering algorithm (condensation) to solving visual tracking problems. Since then, other researchers have applied some improved particle filters in vision tracking [24, 25, 26] . Dr. Rickard Karlsson made particle filter more attractive by applying this method in navigation under the sea, which could make the global satellite system missing their places for under-water positioning [27] . On the other hand, the particle filters have also achieved great success in robot area, especially in robot localization problems [28, 29] .
Yihua Yu et al. [30] investigated maneuvering target tracking problem using particle filters. In their work, a suitable model was proposed to characterize the maneuvering acceleration and a state space model was developed to describe the maneuvering target tracking problem. Some tracking algorithms based on particle filters were developed and applied to single and multi target tracking problems. Branko Ristic et al. [31] addressed the problem of bearing-only maneuvering target tracking using particle filters.
Recently, M.H. Jaward et al. [32] propounded to apply particle filters to contour tracking for airborne emission of contaminant clouds. They proposed to estimate the contour boundary positions using a set of particle filters, and obtained importance result through experiments. In addition, particle filters are also successfully applied to positioning and tracking [33, 34] , communication [35] , signal processing [36, 37] , financial and economics [38, 39, 40] , etc.
Arulampalam et al.
[1] gave a tutorial of particle filters for online nonlinear non-Gaussian Bayesian tracking, in which they summarized several popular types of particle filters with their properties and adaptation. Doucet et al. [41] discussed in detail about the particle filters, improved particle filters and corresponding applications in various fields. O. Cappé et al. [42] summarized recent advances of particle filters and reviewed a range of existing core topics in particle filters. C. Andrieu et al. [43] gave a tutorial of particle filters for solving problems like change detection, parameter estimation, and control.
III. STANDARD PARTICLE FILTER
Considering the following nonlinear system, ) , (
Where k x denotes the system state, and k y denotes the 
where δ(⋅) is the Dirac Delta function.
Many particle filters rely on the principle of importance sampling. Because it is usually difficult to draw particles directly from the posterior density ) | (
to represent the density function, particles can be alternatively generated from a proposal distribution density function ) | (
, which is also known as an importance function, and can be decomposed as
The weights are computed recursively according to
Detailed derivation of the formulations can be found in [1, 3, 37] .
Suppose we have gained the approximation of the posterior distribution at time A thorny problem of particle filters is the degeneracy phenomenon, that is, after several iterations all but one particle would probably have negligible weights. This phenomenon will deteriorate the performance of particle filters. In order to solve the problem, a resampling scheme is introduced [20] . During the resampling process, the particles with low importance weights are eliminated, and those particles with high importance weights are multiplied. Choosing a good proposal distribution can also weaken the degeneracy phenomenon as we have discussed in section 2. For more details, please refer to [1, 20, 41] .
The standard particle filter with resampling step can be shown as Algorithm 1.
Algorithm 1. Standard Particle Filter
Step
Assign the particle a weight according to Equation (5) 
IV. HYBRID KALMAN PARTICLE FILTER
Before the hybrid Kalman particle filter is introduced, firstly the extended Kalman filter and the unscented Kalman filter will be briefly introduced.
A. Extended Kalman Filter
The extended Kalman filter (EKF) is a minimum mean-square-error (MMSE) estimator based on the Taylor series expansions of the nonlinear functions (.) f and (.) h around the current estimates. In the EKF, the state distribution is represented by using a Gaussian random variable. It only uses the linear expansion terms to compute the estimations. For more details of EKF, please refer to [2, 44] . For systems with strong nonlinearity, the EKF tends to yield large errors in the estimated data of the states, because it only uses the first order terms of the Taylor series expansion of the nonlinear functions. The method can only achieve first-order accuracy in estimations.
B. Unscented Kalman Filter
The unscented Kalman filter (UKF) is also a MMSE estimator. In the UKF, the state distribution is still represented by a Gaussian random variable, but it is now specified by a set of carefully chosen sample points (sigma points), which can completely capture the true mean and the true covariance of the state variable. When these sample points are propagated through the true nonlinear models, the third order accuracy of the Taylor series expansion can be achieved.
The UKF is a straightforward extension of the unscented transformation [2, 45, 46] . The unscented transformation is used for calculating the statistics of a random variable which undergoes a nonlinear transformation. Suppose the dimension of a state random variable x is L , and it has the mean x and the 
The meanings of some notations in the above are given as follows.
. λ is a scaling parameter. The parameter α decides the diffusion of the sigma points around x , usually set to be a small positive value.
The parameter κ is a secondary scaling parameter, usually set to be zero. In the UKF, the state random variable is redefined as the combination of the original state and noise
, where the subscript a indicates that a k x , is the augmented state at time k. In the unscented transformation, the selection method (Equ. (7) 
Algorithm 2. The UKF algorithm
Step 1. Initialization
, go to step 2 or end the algorithm. 
C. The Hybrid Kalman Filter
The hybrid Kalman filter (HKF) is a combination of the UKF and the EKF. Like the UKF and the EKF, the state distribution in the HKF is represented by a Gaussian random variable and is specified by a set of deterministically chosen sample points. At time k , the UKF is firstly used to obtain the estimates of the state mean (2) Using the EKF to obtain the updated estimates. 
D. The Hybrid Kalman Particle Filter
The HKF inherits the excellent properties of the UKF, and can make efficient use of the latest observations, which make it very attractive for the generation of proposal distribution within the particle filtering framework. The new particle filter results from a HKF for proposal distribution generation is called hybrid Kalman particle filter (HKPF).
At time k , the UKF is firstly used to update the particles, and to obtain the state estimate 
(a) Update the particles using the UKF Calculate the sigma points
Propagate samples into future and compute the one-step-ahead estimates: 
(b) Use the EKF to update the estimations obtained through UKF update process
Compute one-step-ahead estimates of the state and the covariance:
Compute the updated mean and the covariance estimates: 
E. Experimental Results
In this part, we present the simulation results of the HKPF and give a performance comparison between the HKPF and several other existing filters, including the generic particle filter (PF), EKPF, UPF, IEKPF. The first problem is a synthetic, scalar estimation problem and the second is a real world applications In the second experiment, we will apply the HKPF to pricing options, and compare the performance of different particle filters with different proposal distributions.
(1) Scalar estimation problem
Suppose the nonlinear process model and measurement model are: parameters are set to be α=1, β=0, and κ=2. Fig.1 shows the estimates of the system state generated from a single run of different filters. It is shown that the estimates of the particle filter and the EKPF deviate from the true states very large at some time steps, but the UPF, the IEKPF and the HKPF can improve the performance. Table 1 gives states estimation results of different filters. From the means and the variances of the mean square error (MSE), we can clearly see that the HKPF gives the best performance among these filters, with the lowest mean 0.01131 and the lowest variance about 0.0004. Fig.2 shows the MSE in each independent runs for different filters. In this figure, the bottom real line with round shape is the HKPF performance line. It also obviously shows that the HKPF gives the best results almost at every independent run.
The time consumption of the particle filters will be discussed in section 5. 
(2) Real world application
In this example, we will use the HKPF to solve the real world problem, pricing financial options, to predict the call and the put option prices, and compare its performance with the other four particle filters.
The Black-Scholes partial differential equation is the main industrial standard for option pricing [47] . The related parameters in the equation are: current value of an option o f to the current value of underlying cash product S , the volatility of the cash product σ , and the risk-free interest rate r . More information about the model can be found in [48] . The system model used is the same as in [40] , where the prices of the call option and put option are calculated by, ) ( ) ( We use the state-space representation to model the system given by the equation (18) and (19) as in [48] . r and σ are treated as the hidden states, p C and p P are the output observations, m t and S are input observations. In this experiment, five pairs of call and put option contracts on the British FTSE 100 index (from Feb. 1994 to Dec. 1994) are used to evaluate the HKPF algorithm. The strike prices of the five contracts are: 2925, 3025, 3125, 3225, and 3325. One hundred particles are used, and the program is repeated 100 times. The onestep-ahead normalized square errors (NSE) obtained using different particle filters on a pair of options with strike price 3025 is compared. In Table 2 , the average one-step-ahead NSEs over 100 runs obtained with each algorithm are compared. The NSEs are only measured over the last 100 days of trading (from 104 th day to 204 th day), so as to allow the algorithms to converge. The results show the superiority of the HKPF to the other four algorithms. In this experiment, the variances of NSE are so small that they are all set to be zero. Figure 5 plots the NSEs of the algorithms acquired after 100 runs. In this figure, the bottom red line with round shape marker is the HKPF prediction NSEs curve in each run, and the top line with black point marker is trivial prediction NSE curve. The trivial prediction is obtained by assuming that the price on the following day corresponds to the current price. We can see that the IEKPF shows better performance than the UPF, the EKPF, and the PF. The HKPF gives the best performance. V. IMPROVEMENT TO THE HKPF As for computational complexity, the HKPF's time assumption is a bit higher, because it undergoes two particle-update steps. This is the major problem of this new particle filter. In section 4.5.1, the average time consumption of different particle filters are also counted, as shown in Table 3 .
From Table 3 , it is clear that the generic PF algorithm has the least time cost, about one second. The UPF has higher consumption than the EKPF and IEKPF. The HKPF has the highest run time consumption, about 16 seconds. 
A. Partition-Conquer Strategy
In order to reduce the time consumption of HKPF, a partition-conquer strategy is adopted, that is, a part of the required particles ( c percent) are drawn from the HKF proposal and the remaining part (1-c percent) are drawn from the transition prior. The particles are drawn from two distributions. Figure 6 gives a schematic description of the partition-conquer strategy. In this way, the time consumption of HKPF can be dropped, because the transition prior ) | (
costs less time than the HKF generated proposal distribution. The improved HKPF algorithm is written as Algorithm 5. The same as
Step (3) in Algorithm 4; (5) Output: calculate the required estimations using the particle set. END FOR Step 3. 1 + = k k , go to Step 2 or end the algorithm.
B. Experimental Results
In order to evaluate the performance of the improved HKPF algorithm, the same models as in Section 4.5.1 are used in this experiment. The improved HKPF is only compared with the HKPF. All the parameters are the same as that in section 4.5.1. The parameter c is set to be 0.5 in this experiment. c can be set to be a random number in a closed interval [0, 1] . When c =0, the improved HKPF algorithm turns to the generic particle filter, and when c =1.0, it becomes the HKPF algorithm.
From Table 4 , it can be found that the improved HKPF needs less time consumption than the HKPF does, about half of the time of the HKPF. Meanwhile, the estimation accuracy does not lose much. By using the partitionconquer strategy, a trade-off can be drawn between accuracy and time consumption. For practical use, people can choose a proper c according to the real situations. VI. CONCLUSION
In this paper, a new particle filtering algorithm is proposed, using the hybrid Kalman filter to generate the proposal distribution. Because the hybrid Kalman filter inherited the excellent attributes of the unscented Kalman filter and makes efficient use of the current observations, it could produce a closer approximation of the posterior distribution, which makes it a better choice for the proposal distribution. A simulation experiment and a realworld application experiment show that the HKPF can give better results than some other particle filters with different proposal distributions. In order to decrease the time consumption of the new algorithm, a new sampling strategy -partition-conquer strategy is given. This strategy can decreases the time consumption of the new particle filter algorithm with acceptable influence on the accuracy. Users can flexibly choose the parameter c to obtain desirable performance.
