The major drawback to the deterministic method for MPC robust design is computational complexity on-line and control conservatism. From the probabilistic point of view, Randomized Algorithm of constrained MPC is developed in this paper, in which the additive disturbances are taken as random variables and then the control algorithm is simplified into on-line QP problem at each sampling time with off-line computation of the empirical mean of the cost function based on quasi-Monte Carlo method. This is quite different from Min-Max MPC that is formulated as an optimization of the worst case of the cost function at each sampling time. Although the proposed algorithm is similar to Stochastic MPC in some principle, it provides another feasible and computationally efficient approach for Robust MPC. Finally, a simulation result of liquid level control of two-tank network demonstrates the effectiveness of the proposed algorithm.
INTRODUCTION
Due to the ability to deal with all kinds of constraints of plant simultaneously, Model Predictive Control (MPC) has been widely used in the industrial process control (Qin and Badgwell [2003] , Shead et al. [2010] , Rossiter [2003] ). As for the system is not always assumed to be known exactly, uncertainty, such as a small parameter disturbance may lead to unsatisfied performance, constraints violation or even unstable regulation. In order to guarantee both certain stability and performance in the presence of uncertainty, Robust MPC (RMPC) is proposed to deal with such uncertainty, and it has been one of the topics of interest in MPC in recent years. Various kinds of RMPC schemes for uncertain systems that subject to constraints have been developed in literature (Garcia et al. [1989] , Kothare et al. [1996] , Mayne et al. [2000] , Mayne et al. [2005] , Mayne et al. [2006] ).
Invariant sets is an useful technique for reachability and robust stability analysis. It has been used for the design of stabilizing model predictive controller. As for perturbed polytope system with uncertainties, Li and Xi [2009] designed several approximate polyhedral invariant sets offline. It is claimed that the on-line computation of RMPC is merely some simple algebra calculation, which vastly reduces the online computational complexity. Besides it can obtain higher control performance and larger feasible region. The ellipsoidal invariant set was adopted to design the RMPC controller (Wan and Kothare [2003] ), and it introduces the concept of asymptotically stable invariant ellipsoid to develop a robust constrained MPC ⋆ corresponding author, email : chqhuang@yahoo.com.cn algorithm, which gives a sequence of explicit control laws corresponding to a sequence of asymptotically stable invariant ellipsoids constructed off-line one within another in state space. But the design by ellipsoidal sets bring out some conservativeness and limit their feasibility (Li and Xi [2009] ).
The most common approach used in RMPC is to minimize the cost function for the worst case with respect to uncertainty, which is known as MMMPC. In framework of MMMPC, MPC controllers with the cost functions based on 1−norm and ∞−norm have been obtained in explicit form (Bemporad et al. [2003] , Kerrigan and Maciejowski [2004] ). However, the proposed schemes present high computational complexity, and can be applied to the systems with small size or slow dynamics so far. In recent years, some approaches have been developed to overcome these shortcomings. It was claimed that the worst case cost approximated by an upper bound based on a diagonalization procedure is a computationally efficient MMMPC control strategy (Ramirez et al. [2006] ). However, in some sense degree, the computational complexity remains relatively high and the strategy is conservative.
In contrast to previous deterministic robustness techniques, the probabilistic approach to system robustness has emerged as a complementary for handling uncertain systems. Taking expected values of the cost provides an obvious way to utilize probabilistic information (Couchman et al. [2006b] ). As for MPC strategies, Batina et al. (2001a and 2001b ) presented a probabilistic algorithm for MPC, in which stochastic disturbances and constraints on input were both taken into account. However, this approach is still computationally complex in some sense and the constraints are not essentially taken into consideration in the control law. It should be noted that in Couchman et al. [2006a] , a stochastic MPC strategy incorporating a probabilistic cost and constraints is proposed to solve a sustainable development policy assessment problem. It demonstrates that a moving average (MA) model with random coefficients is suitable for the assessment problem. Due to the nature of the model, a terminal equality can be used to guarantee recursive feasibility and stability of the controller. Couchman et al. [2006b] extends the work of Couchman et al. [2006a] and the proposed method is to gain greater control authority by relaxing equality into inequality stability constraints. Kouvaritakis et al. [2004] reviews some recent advances in Stochastic MPC and provide a study that shows the efficacy of stochastic MPC as a toll for assessing policy in a sustainable development.
Based on Randomized Algorithm, this paper is to explore a novel stategy for Robust MPC , and it will greatly reduce the computational complexity and overcome the control conservatism due to deterministic approaches like MinMax MPC accordingly. It also provides a more feasible and efficient approach for RMPC although it is similar with Stochastic MPC in some probabilistic principle. This paper is organized as follows: Section 2 illustrates problem formulation. Section 3 presents the algorithm of Randomized MPC on the basis of framework from MMM-PC. An example is given in Section 4. The conclusions are drawn in Section 5.
PROBLEM FORMULATION
Consider the following discrete linear time invariable (LTI) model with bounded additive uncertainties (Camacho and Bordons [1999] )
are the addictive uncertainties, A, B, C, D is designed dimension, and the system (1) subjects to constraints on x, u, ∆u. The control sequence u(k) over N c control horizon can be denoted as
We can get the control sequence u(k) by defining a cost function J 0 (x, u, w) that depends on future system stateŝ x(k +i|k) and control sequence u(k) in a form of quadratic criterion, namely
is the prediction of the state (uncertainty) for k + i at sampling time k, u(k + i|k) is the future control input for k + i at sampling time k, and Q i , R i are weighting matrices of symmetric positive definite.
RANDOMIZED ALGORITHM OF CONSTRAINED MPC
The objective of probabilistic and randomized methods is to provide probabilistic assessments on the system characteristics. In the context of control system design, a randomized algorithm should be able to determine some parameters of controller to guarantee the desired system specifications up to a given probabilistic level of performance. Meanwhile, randomized algorithms have low complexity and they are associated with robustness bounds which are less conservative than conventional methods (Calafiore et al. [2011] ). It's obvious that randomized algorithms can be introduced into robust design of MPC for uncertain systems.
Min-Max MPC
MMMPC is one of the popular strategies to deal with uncertainties of control systems (Camacho and Bordons [1999] , Mayne et al. [2000] , Alamo et al. [2005] ). The aim of MMMPC is to minimize the cost function (2) for the worst possible realization of the uncertainty, in which the Min-Max problem is expressed as follows
As we know, most RMPC schemes can be classified into two categories: open-loop MMMPC and feedback MMMPC (Kerrigan and Maciejowski [2004] ). As for feedback MMM-PC, the control law is accepted as the form of (see Rossiter [2003] , Ramirez et al. [2006] , etc.)
where v(k) denotes the input correction vector, and the feedback gain K is chosen to obtain desired property such as nominal stability or Linear Quadratic Regulators (LQR) optimality without the consideration of constraints.
Remark 1. Note that, in feedback MMMPC, the state of every sampling time is assumed to be observable over the whole predictive horizon, and feedback control laws are always treated as degrees of freedom to be optimized, rather than input sequence, which reduces the conservatism (Bemporad et al. [2003] , Ramirez et al. [2006] ).
In the case of the feedback MMMPC, the resulting system can be reformulated as follows
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where A c = A − BK. The cost function (2) can be rewritten as
and then the corresponding algorithm is to find the optimal solution v * for (6), i.e.
wherex
After some mathematical manipulations, the cost function J(·, ·, ·) in (6) can been written as follows
Empirical Mean of cost function
As for system (1), suppose that the states are bounded, namely Assupmtion 1. State x i in system (1) satisfies
where a i , b i and c are all constant.
Assume that the density function of disturbances w is f w (w), the mathematical expectation of cost function (2) or (6) is
or
where
Obviously, it's very difficult to compute the multiple integral in (10) and (11). An alternative approach is to approximate E w (·) in (10) (11) by empirical meanÊ N (·) according to quasi-Monte Carlo method.
With help of quasi-Monte Carlo method, the empirical mean of cost function J 0 (·, ·, ·) or J(·, ·, ·) can be computed as followŝ
orÊ
when N independent random samples of disturbances w are available, which are generated within the set of disturbances Ω as
Combined with Assumption 1 and the result in AppendixA, it is easy to verify the following result, Lemma 1. For the specified accuracy ϵ and confidence δ, when the number N is chosen as follows
then, with probability greater than 1 − δ, we have
It shows that, for the desired confidence δ and accuracy ϵ, the number of N is chosen according to (15) in Lemma 1.
Randomized Algorithm of Constrained MPC
In the proposed algorithm of this paper, feedback MPC is applied, in which the robust controller of MPC is to find an optimal control in the sense of probability. Therefore, from the probabilistic point of view, uncertainties in the form of disturbances can be taken as random variable and hence Min-Max problem (3) in case of deterministic approach becomes of the so-called Min-Mean problem as follows,
when the empirical mean of cost function is available. Both (18) and (19) can be solved via standard QP approach.
As we can see, Min-Max procedure conducted at each sampling time in MMMPC is reduced to QP problem on-line in the proposed randomized MPC with off-line computation of the empirical mean in (12). In a word, the corresponding robust MPC is formulated to find the probabilistic optimal control when feedback MPC is applied
when open-loop MPC is applied.
With help of standard solving technique of QP problem, the optimal control variable v * (k + 1) (u * (k + 1)) is obtained from sequence v * (k) (u * (k)).
Randomized Algorithm of constrained M P C
The major steps of the proposed algorithm are given as follows
I) Initialization
Step 1 Set x(0) = x 0 ,u(0) = u 0 .Off-line compute the LQR linear feedback gain K.
Step 2 Given accuracy ϵ and confidence δ∈(0, 1), decided the number N according to Lemma 1.
Step 3 Given the distribution density function of w, generate N samples of w: w (1) , w (2) . . . w (N ) , compute the empirical mean of cost function (12).
II) Repeat Step4 and Step5
Step 4 At each sampling time k, feed the states (errors) into the controller and solve the optimization problem (21) using standard QP approach and return v * .
Step 5 Obtain the control law for next sampling time u * (k + 1) = −Kx(k) + v * (k + 1) when states (or errors) are available.
Remark 2. It should be emphasized that, for the given confidence δ and accuracy ϵ, the empirical mean in (12) is computed off-line when number N is decided by (15) and N independent random samples are generated accordingly. This implies significant computational efficiency on-line and hence makes the proposed algorithm for Robust MPC easy to implement in real systems.
Remark 3. In Batina et al. [2001a] , the structure of the controller is given as
where the linear feedback gain F is the solution of the unconstrained infinite horizon LQ problem, obtained by solving the Riccati equation. Here the saturation function σ(·) is introduced to set σ(u) ∈ U for all u ∈ R m so as to make the input constraints is satisfied compulsorily. In other words, the constraints is not actually taken into accounts in control design stage. Another algorithm based on a standard Dynamic P rogramming approach is proposed in Batina et al. [2001b] to minimizes the empirical mean of the cost function and the empirical mean is achieved by generating a certain number of samples for the disturbance. It can be seen that, in this algorithm, the number of samples of disturbance grows exponentially with the horizon, and for the same Fig. 1 . Two-tank model number times it has to compute the estimated optimal cost at each sampling time. Thus, it implies unacceptable computational burden in the real-time systems. Compared with MMMPC and the algorithms presented in Batina et al. [2001b] and Batina et al. [2001a] , only a QP problem is required to be solved on-line in the proposed algorithm in this paper, and hence it means much less computational complexity and conservatism. Meanwhile, all constraints can be dealt with effectively.
EXAMPLES
A two-tank model is shown in Fig.1 . Liquid streams flow into tanks 1 and 2 at respective volumetric rates F 1 and F 2 ; the outflow from each tank is assumed to be proportional to the respective liquid levels h 1 and h 2 in each tank. The liquid leaving tank 2 is split into two with a fraction F exiting, and the remainder R pumped back to the first tank (Ramirez et al. [2006] ).
The following continuous time state-space model can be obtaineḋ 
A random disturbance of ±0.05m is considered to affect both inlet flowrates. On the other hand, tank 1 suffers an unexpected loss of liquid at sampling time t = 60 that reduces the level 0.1m.
In this example, the linear feedback gain K is chosen to obtain Linear Quadratic Regulators (LQR). The simulation results are presented in Fig.2, Fig.3, Fig.4 , Fig.5 and Fig.6 . Fig.2 shows the actual liquid levels of the system and Fig.3 demonstrates the inlet flow variable in the process of control, where constraints on u and ∆u are all satisfied at each sampling time. Fig.4 and Fig.5 demonstrate the disturbances imposed on the tanks. In Fig.6 , the dashed line illustrates the history of predictive value of the cost function and the solid line describes the history of actual value of the cost function. From Fig.2 it shows that the levels finally stabilize around the expectation even with the liquid level of tank 1 descends 0.1m at the sampling time 60.
CONCLUSION
Randomized Algorithm of constrained MPC for linear systems with bounded additive disturbances under constraints has been developed in this paper, in which disturbances are taken as random variable and the performance is evaluated in sense of probability. According to quasi-Monte Carlo method, the empirical mean of the cost function is computed off-line, and then the corresponding robust control of MPC in the proposed algorithm is reduced to an on-line QP problem at each sampling time. This means much less on-line computational complexity as well as control conservatism and hence much more implementation easiness and simplicity for the real-time system comparing with other robust algorithms of MPC. It shows that the proposed algorithm in this paper can be taken as a promising alternative for robust MPC.
Appendix A. HOEFFDING INEQUALITY
Hoeffding's inequality (Tempo et al. [2005] ) provides an upper bound on the probability for the sum of random variables to deviate from its expected value. Let x 1 , . . . , x N be independent bounded random variables with x i ∈ [a i , b i ], define the new random variable 
