Abstract. In this paper we present a convergence analysis for some inexact (polynomial) variants of the infeasible-interior-point-algorithm of Kojima, Megiddo and Mizuno. For this analysis we assume that the iterates are bounded. The new variants allow the use of search directions that are calculated from the de ning linear system with only moderate accuracy, e.g. via the use of Krylov subspace methods like CG or QMR. Furthermore, some numerical results for the proposed methods are given.
1. Introduction. Considering the fact that the primal-dual algorithm of Kojima, Megiddo and Mizuno 3] (henceforth called the KMM-Algorithm) does not use a predictor-corrector approach, it is surprising that it is an e cient algorithm for solving linear programming problems in practice. Of course, this e ciency does not only follow from the use of the Newton search direction, which is clearly inferior to the predictor-corrector direction proposed by Mehrotra 7] , but from the fact that the KMM-Algorithm features some other useful properties that are missing in most other infeasible-interior-point-algorithms: It allows the use of arbitrary starting points and long step sizes that can be di erent in the primal and dual subspaces. Moreover, because of the simple structure of the KMM-Algorithm, it can easily be modi ed to handle inexact search directions.
In this paper we give a variant of the KMM-Algorithm that allows the use of search directions that are only calculated to moderate accuracy (inexact search directions) and prove its convergence behavior under the assumption that the iterates are bounded. This is a di erence to the analysis of the exact algorithm in 3], which gives some information about the infeasibility of the given problem if the iterates are unbounded. This (theoretical) information can not be obtained with the analysis of the present paper.
The use of inexact search directions is a major di erence to most interior-pointalgorithms, whose convergence is proved under the assumption that the search directions are calculated exactly. Algorithms featuring similar search directions were proposed by Freund, Jarre and Mizuno (see 1], 2] and 8]).
After some basic notes and de nitions (x2) we give a motivation for the use of inexact search directions and state our inexact variant of the KMM-Algorithm (x3).
In x4 we show that the (polynomial) convergence of the new variant can be proved in almost the same way as the convergence of the original algorithm. After that we give a short analysis of the behavior of the algorithm if unsolvable problems are processed.
In x5 we give a method to incorporate the predictor-corrector direction of Mehrotra in the inexact framework of this paper. Finally, we state some numerical results in x6.
Throughout the paper we use the following notation: If x k and z k are elements of IR n , then X k and Z k denote the diagonal matrices X k = diag(x k ) and Z k = diag(z k ). By e we denote the vector e = (1; : : : ; 1) T 2 IR n , by 0 and I the zero resp. the identity matrix with sizes apparent from the context. As usual, the notation x > 0 (x 0) means that every component of x is greater then zero (nonnegative is an element of N (and satis es an additional descent condition). This procedure together with the fact that the search direction cannot be calculated exactly in practice, leads us to the consideration that it should be su cient to calculate an approximation of ( x k ; y k ; z k ) and then proceed as stated before. In this paper we use search directions that can be calculated without any knowledge of ( x k ; y k ; z k ) from (3.1): We accept ( x k ; y k ; z k ) as an inexact (Newton) search direction, if
where the \residual components" satisfy Note that (3.3) can be interpreted as a condition of the relative exactness on each of the three components individually. Therefore, as was pointed out by one of the referees, we can not guarantee that an iterate calculated via some iterative solver applied to system (3.1) will eventually satisfy condition (3.3), even if the iteration is known to converge. However, (3.3) will be satis ed if we perform an iteration on an appropriately reduced system. This will be explained in detail at the beginning of x6, where we report on our numerical experiments.
As the new \inexact" algorithm follows the central path in a less rigorous way than the \exact" KMM-Algorithm, we expect an increase in the number of iterations. But the use of inexact search directions can nevertheless result in a decrease of the total processing time, because inexact search directions can sometimes be calculated very e ciently (see x6).
We are now ready to state our inexact variant of the KMM-Algorithm: 1. For 1 = 1, 2 = 1 and 3 = 0 Algorithm 1 reduces to the \exact" KMMAlgorithm.
2. jj(x 0 ; z 0 )jj 1 is generally quite large, hence ! should be chosen to be large too. satis es ( x k ; z k ) 6 0, hence ;k 2 (0; 1). 5 . Since (x k ; y k ; z k ) + k ( x k ; y k ; z k ) 2 N and (
it is always possible to choose k p = k d = k . 6. Usually it is not necessary to calculate k . The conditions in step 6 are met for a given vector (x k+1 ; y k+1 ; z k+1 ) 2 The following lemma can be easily proved with the help of step 3 and step 6 of Algorithm 1, its proof is therefore omitted. is an ("; " p ; " d )-solution of (PD). This is a contradiction, because Algorithm 1 would have stopped in step 4 of iteration k. So we have shown _ k < ;k . Using the de nitions of _ k and k , one also sees that k = _ k < ;k holds. We note that by (x k ; z k ) 2 M and the fact that M is a compact set, there exists a compact set K which contains the matrix of equation We nish this section with some notes on the stopping criterion given in step 7 of Secondly, even for simple unsolvable problems the exact KMM-Algorithm behaves in the following way (see 4], the search directions are calculated with high accuracy and treated as exact): After a few iterations ( 10) the norm of the search direction becomes very large and the algorithm is forced to use very small step sizes to stay in N. At this point, k(x k ; z k )k 1 is usually quite small ( 10 20 ) compared with ! ( 10 40 ), and k(x k ; z k )k 1 is increased by only approx. 100 in each iteration. Since this means that the stopping criterion in step 7 will not be met in a reasonable time, the exact KMM-Algorithm is unable to detect the instability or the unsolvability of a problem in practice.
Since Algorithm 1 is a variant of the KMM-Algorithm, it is not surprising that Algorithm 1 behaves in a similar way when being applied to unsolvable problems. It is therefore natural not to restart Algorithm 1, but to terminate in step 7 with the statement that (PD) is probably unstable or unsolvable.
Moreover, because of the behavior of the norm of the search direction, it seems reasonable to use the following stopping criterion: Stop, if k( x k ; z k )k 1 > !. If this stopping criterion is used by Algorithm 1, it is easy to prove (see 4]) that under the assumptions of Remark 4.5 Algorithm 1 terminates after at most O(n 2 L) iterations. 5. Inexact Predictor-Corrector-Methods. We now give a variant of Algorithm 1 that allows the use of a whole class of inexact search directions. This class includes an inexact variant of the predictor-corrector search direction of Mehrotra 7] , which is of one of the most e cient search directions in practice (see e.g. Lustig 5], 6]). The convergence of the given variant is ensured in a simple way: If the current search direction does not allow for su ciently large step sizes, we use an inexact Newton search direction instead. After we state our algorithm, we therefore give only one remark that states the convergence of Algorithm 2.
Algorithm 2
The steps 2, 4 and 6 are identical to steps 2, 4 and 6 of Algorithm 1. (1 ? 1 )jjAx k ? bjj 2 ; jjs k jj 2 (1 ? 2 )jjA T y k + z k ? cjj 2 ; and j k 2 IR n and t k 2 IR n are arbitrary:
If ( x k ; z k ) 0, set N k = 1 and go to step 3. This approach has the following drawback: One of the main reasons for the eciency of the exact search direction of Mehrotra is the fact that it can be calculated with the help of only one matrix factorization. But if we determine \inexact" directions ( x k a ; y k a ; z k a ) and ( x k ; y k ; z k ) with the help of Krylov subspace methods, we have to do the Krylov iteration for two linear systems. The calculation of a search direction with Krylov subspace methods can therefore be more time-consuming than the calculation via direct methods. We make some more notes on this topic in the following section. y k is then set to ỹ k , and for both methods x k and z k are then calculated as stated in (6.1 (3.3) . This means that ( x k ; y k ; z k ) is a valid inexact search direction in the sense of this paper.
The search direction which is calculated with the help of Method A is usually treated as an \exact" search direction, although, due to the e ect of round-o , it is sometimes not even an inexact search direction in the sense of this paper. Nevertheless, we always treat the di erences in the results of Method A and Method B as being caused by the use of inexact search directions in Method B. Note that Algorithm 1 reduces to the KMM-Algorithm if the search direction is calculated with Method A.
Algorithm 2 always tried to use the inexact predictor-corrector search direction of the proceeding section, which were calculated analogous to inexact Newton search directions. Note that Algorithm 2 reduces to a variant of the algorithm of Mehrotra (see e.g. We notice two facts: First, the use of Method C results in an increase in the number of iterations, but because of the high number of search directions that are calculated with Method B a speed-up between 1.72 and 7.13 (usually 3) is reached. Secondly, the shortest running time is reached with Algorithm 2 and Method C. This is somewhat surprising, because in most iterations it is necessary to use the CGalgorithm for the solution of two linear systems. We nally have a look at the time that Algorithm 2 needs to calculate a search direction via Method A and Method B for the problem NETGEN 103: The plot shows that in the rst iterations Method B is much faster than Method A. Because the number of iterations of Algorithm 2 increases by only two if Method C is used instead of Method A, the use of Method C results in a huge decrease in processing time.
7. Concluding Remarks. In this paper we proved the (polynomial) complexity of a class of inexact infeasible-interior-point-algorithms. This class includes inexact variants of some practically e cient infeasible-interior-point-algorithms, in particular variants of the algorithms of Kojima et. al. and Mehrotra. The theory developed in this paper usually justi es the use of the Cholesky decomposition for determining a search direction, because the calculated search direction, which is a icted with rounding errors, is in most cases an inexact search direction in the sense of this paper. Furthermore we have seen that the use of Krylov subspace methods results in an increase in the number of iterations, and for large problems in a huge decrease of the processing time. To make this kind of calculation more time-e cient, it seems necessary to use a more sophisticated preconditioner and to calculate the searchdirections with the help of stable linear systems if (x k ) T z k approaches zero (e.g. one can try to use (M + I) for some > 0). Another approach is to use smaller step sizes, because the used long step sizes are at least partially the reason for the high condition number of M even for small k. The use of smaller step sizes will result in an increase of the number of iterations of Algorithm 1 and Algorithm 2, but if the step sizes are chosen carefully, this can nevertheless lead to a decrease in the total processing time. Some numerical evidence for this is, that we can achieve a decrease of 22% in processing time for problem israel and Algorithm 1 with Method B, if we set 4 = 0:99 instead of 4 = 0:99995.
