On infinite products of stochastic matrices  by Leizarowitz, Alle
su by 
-.- 
initial value on a certain characteristic direction. 
N 
0 s s 
Y . . . 
Ii 
of integers. In certain situations condl- 
than those which we imposed on finite 
difkult to verifjp. It may happn, e.g., 
gleton, so that verif$ng the conditions 
mes relatively easy. Indeed, this is the situ;iticn desc&ed in Section 5 
z;any eases a property shared by evecb Qk, k 2 0, 
nd then the conditions imposed on ~8 
s of the conditrons impased on wery (I&. 
the following su!,space of R”. 
striction of Q to S. a given norm 1 l 1 on R” let 
injluced by 1 1 on t X n matries. Our results 
Ehving obsfwation (The various ergodicity notions 
iz Section 2.) 
nom induced or; n X n mattices by 
nt C be dejhed by 
t&32 e ahme co~dusio e t;e n gwnetric rate. 
‘7s in $1 the more stringent condition (1.4) is required t d only for 
e Q, while the reiaxed condition stated in (ii) is suppos o hold for 
every Q E 9. 
Our results will eorem A by considering various 
special norms I= I on especially convenient for dealing 
with s’.+:hastic matrices. have C = 1 in (1.31, and we will 
:5how that a stochtt s satisfies l]Q&, < 1 If and 
scrambling. It thus follows that e ergo&city results asserted i 
obtain under the mere nditron that ~2 contains a scrambling matrix. Other 
results (which will b 11 be derived from Theorem bY 
considering the L,- and L,-norms. 
Ergodrcity results for infini products of stochastic matrices appear, e.g., 
in Chatterjee and Seneta Es], a&e1 [5, 7, S], Mott [El, and Seneta 
These will be described and compared with our results, and some of 
will shown to be immediate consequences of Theorem and its corollar- 
ies. the other hand, xamples will demonstra 
cannot be deduced from iency results in the 
o!ivatiora ‘0 stu 
192 
tid value 0 the 
n 
will employ the following te~ino~o~ (see Seneta [13, nitions 
jk -B 
i . . k-- as --+a. 
e class of scra 
0 rows are 0 
=. 1 ow 
can write in the 
. . . 
Pe 
for some stoc astic matrices 
(2.3) and (2.4) tha 
e 
view of 
c rate of convergence follows 
sewA results by considering 
e con&tions of eomn A are satisfied 
p1 
:== . 
I . , 
I = i I = 
matrices in commute, an e 
same matrix 
oose a sequence 
(2‘10) 
where 
ence 
l (l-Za,). But if(2 ) holds, then d, tends to 
nds to infinity Since tr = tr rN l l l To, it follows 
its as M tends nity along the odd or the 
$& 1 does not converge to a single limit as 
ese sets also stay close 
nother result of Chatterjee an 
for everv . k 2 0, (2.12) 
and ,p E G, for every 30, pa. 
Similar results are obtained for weak ergodicity for the forward products 
in Seneta [13] (Theorem 4.8 on p. KG’, and Theorem 4. 
condition in (2.11) involves products Uk+ of the matrices 
always easily verified. compare our results with the 
(2.12) we consider the following situation: let ( 
for some scrambling 0 with Qi j,= 0, and 
evt-iy k > 0; then (2.12) does not P;old. owever, ergodicity 
. . = 
8.J ij - ‘9 J 
n 
E 
j 
ij l (2.17) 
i-l 
view of 
. 622 
ij - . 
a si 
not 
ciency results for e ici &SC in is section. 
= -5 . 
1 
3 3 3 
me 
e eve 
ece 
- - rl - - 
. 
. . . 
m - rl - - 
. 
. . 
- - 7; - - 
_-gal 3.3 
men eigenvee 
- - - - 
. 
. . 
- m 7; - _ 
- - - - 
. 
. . . 
- v -- - 
ence 
- - - - 
. 
. 
. 
- - - - 
efinition Of (Qj)F* ()’ 
r the norm 
case (ii) follows 
e o-limit set of ( and msunze 
ve results is come 
e at is such 
exactly to ensure this 
92 x 92 atrices with 
constant c >, 1 such 
pi tive 
that 
entries. 
a st 
uct 
. ..> 0’ 
stie 
ere a is a stoc (#)in_ 1 are sue 
6 : 
5: i! . . . 
z‘ 1 n 
6 P 
4 z = . . . 
e 0 n
ction to obtain 
re 
e 
- - rl - - 
. 
. 
. 
- - - - 
eorem 2.4 once we ave shown that 
v ij 0 nitely many integers k 3 andall l<i,j<n. 
(4 . 
vie it 
we e if is sue 
se 
e 
ies (4. 
e next exami 
YN 
for a fixed column vector u 
se- 
for some integer k, >/ re is a co 
2 1, assuming that (4.1) r every 3 k, for 
the matrices Xk may 
interval of integers, say 
growth rate itself, 
is determined 
y of linear nonautonomous di 
et-e nts QS ce tk -+f20 sue 
ij ( 12 r eve 
spending to x(O) = v satkjies 
k 
= 1 + s . . e 08 - 1 + ( Sl 
m-m 
Si = si - Sj_l> kv s,,, = t& + Sk, 
- - - - 
. r some 
- -_ - - 
(i,j a.i 
e action ak = a E 
e action ak at time 
n 
k:x-” 
i = 1 
(5.2) 
every 
functions in (5.2) are independent of k 
ile the system occupies state 0’ 
associated with emplqkg t 
ing at state x0 E X is 
N - 1 
r(xk,ak), 
k=o 
r eve str eve 
ere exists a cons 
for every strategy cr, every 2 1, and every q, E X. 
EMARK 5.2. ly optimal strategy is, i 
minimizer of 
ng opti~ali~ 
.3) and has a minimal long-run ave 
ove is indeed a refinement of the o 
average cost. 
EMARK 5.3. ost stuck of the optimal control problem descti 
above were concerned eithc with minimizing the long-run average cost or 
minimizing discounted cost expressions 
216 
e state i and the action 
imensional column vector 
e ~mrnunication 
strategies we can guarantee a solution 
in [lQ]). A consequence of the ex 
e following representation of the cost 
state x() = 1’ 
) 
(iI* = . . . 
x .v I N 9 
a situation where 
forevery I<i,j<n. (5 9 . 
k’ 
- - - - 
. 
. 
- - - - 
4 
f.v as 
H w x 
for which = t follows (5.6) 
.‘I’ - 1 
ere exist more 
s 219 
8 
9 
12 
13 
