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Введение
В задачах параметризации объектов изо-
бражений часто используется скелетизация 
(утоньшение) –  преобразование однородной 
области, соответствующей объекту, во множе-
ство тонких линий, взаимное расположение, 
размеры и форма которых передает инфор-
мацию о размере, форме и ориентации в про-
странстве соответствующей области. Алго-
ритмы скелетизации делятся на две основные 
группы [1]: неитерационные и итерационные. 
Неитерационые алгоритмы реализуют ске-
летизацию за один проход, что обеспечивает 
высокое быстродействие, но приводит к низ-
кому качеству скелетов. Итерационные алго-
ритмы постепенно удаляют слои пикселей на 
границе области до получения тонких линий, 
что улучшает качество скелетов, но приводит 
к высокой вычислительной сложности. Итера-
ционные алгоритмы разделяются на последо-
вательные и параллельные. В последователь-
ных алгоритмах результат скелетизации на 
каждой итерации зависит от порядка выборки 
пикселей, что приводит к неинвариантности 
скелета к повороту изображения. В параллель-
ных алгоритмах порядок обработки пикселей 
на каждой итерации не влияет на результат, 
что повышает стабильность скелета к пово-
роту изображения. Основными проблемами 
параллельных алгоритмов является сохране-
ние связности фрагментов скелета и чувстви-
тельность к контурному шуму. Для их реше-
ния в некоторых параллельных алгоритмах 
каждая итерация разбивается на несколько 
шагов. Широкую известность получил парал-
лельный алгоритм Занга- Суена (ZS) с двумя 
шагами на каждой итерации [2], основанный 
на 6-ти логических условиях и обеспечива-
ющий средние характеристики по скорости 
и качеству по сравнению с другими параллель-
ными алгоритмами [3]. Как установлено в [4], 
основными недостатки алгоритма ZS являют-
ся размытие диагональных линий толщиной 
2 пикселя и удаление областей размером 2х2 
пикселей. Для устранения данных недостатков 
и развития алгоритма ZS предложены следую-
щие его модификации: изменение порогового 
значения в первом логическом условии [4]; из-
менение логических условий на втором шаге 
[5]; расширение набора логических условий 
на первом и втором шагах [6–10] в сочетании 
с масками [10]; обработка скелетов после при-
менения алгоритма ZS с использованием до-
полнительных логических условий [11–14], 
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расширенных прямоугольной [11] и квадрат-
ных [13] масок, измененного порогового зна-
чения в первом логическом условии [14]; 
предварительная обработка скелета перед ал-
горитмом ZS с использованием дополнитель-
ных логических условий [15]. Повышение ка-
чества скелетов в этих модификациях достига-
ется за счет роста вычислительной сложности. 
Некоторые из рассмотренных алгоритмов ори-
ентированы на обработку специфических изо-
бражений: сканированных символов [2, 4, 8, 
11–15], топологических схем [10], отпечатков 
пальцев [5]. Целью работы является предель-
ное утоньшение и повышение устойчивости 
к контурному шуму скелетов бинарных объек-
тов произвольной формы при сохранении вы-
сокой скорости скелетизации.
Постановка задачи
Для бинарного изображения 
( ) ( )0, 1, 0, 1, y Y x XI i y x = − = −=  размером Y X× , 
пиксели которого имеют значения 1 или 0 в за-
висимости от принадлежности площадному 
объекту или фону соответственно, алгоритмы 
скелетизации формируют матрицу 
( ) ( )0, 1, 0, 1, y Y x XS s y x = − = −=  скелетизации, зна-
чения элементов которой 1 или 0 указывают на 
фрагменты скелета или фона соответственно.
В алгоритме ZS каждая итерация состоит 
из двух шагов и приводит к обнулению части 
единичных элементов ( ),ZSs y x  матрицы ZSS  
скелетизации (перед первой итерацией значе-
ния пикселей бинарного изображения I  пере-
носятся в матрицу ZSS  скелетизации), смеж-
ные элементы в окрестности которых 
(рис. 1,  а, ( ) ( )1 ,ZSp s y x= ) удовлетворяют 
определенным условиям.
На первом шаге обнуляются элементы 









≤ ≤∑ ,  (1)
 ( )( )1 1A p = , (2)
 ( ) ( ) ( )2 4 6 0p p p = ,  (3)
 ( ) ( ) ( )4 6 8 0p p p = ,  (4)
где ( )( )1A p  –  число комбинаций 01, встре-
чающихся среди элементов ( )2p  –  ( )9p .
На втором шаге обнуляются элементы 
( ),ZSs y x , смежные элементы которых удов-
летворяют условиям (1), (2) и условиям
 ( ) ( ) ( )2 4 8 0p p p = ,  (5)
 ( ) ( ) ( )2 6 8 0p p p = .  (6)
Итерации продолжаются до тех пор, пока 
элементы ( ),ZSs y x обнуляются.
Из выражений (1) –  (6) следует, что эле-
менты ( )2p , ( )4p , ( )6p , ( )8p  выбираются 
для обработки 7 раз, остальные элементы –  4 
раза. Таким образом, на каждый единичный 
элемент ( ),ZSs y x  матрицы ZSS  приходится 44 
операции обработки смежных элементов.
В качестве примера на рис. 1 приведены 
бинарное изображение I  размером 15х15 пик-
селей (рис. 1, б), содержащее несколько объек-
тов, бинарное изображение матрицы скелети-
зации S , соответствующее этому изображе-
нию и сформированное с помощью алгоритма 
ZS [2] (рис. 1, в). Из рис. 1 следует, что алго-
ритм ZS не обеспечивает минимальную тол-
щину линий скелета (многие неузловые эле-
менты имеют более двух соседей) и теряет не-
которые диагональные линии и области 2х2.
Предлагаемые математическая модель 
и алгоритм скелетизации
Для построения предельно тонких, устой-
чивых к контурному шуму связанных скелетов 




а б в г
Рисунок 1. Бинарное изображение и результаты его скелетизации:  
а –  бинарная маска алгоритма ZS; б –  бинарное изображение; в –  скелеты ZS; г –  скелеты ZSM (г - угол)
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двух соседей и каждый фрагмент скелета, со-
ответствующий некоторому бинарному объек-
ту, имеет в своем составе элемент, граничащий 
с элементом другого фрагмента, соответству-
ющего тому же бинарному объекту) бинарных 
изображений с низкой вычислительной слож-
ностью предлагается математическая модель 
ZSM (Zhang- Suen Super Mask) двухшаговой 
скелетизации на основе модифицированной 
модели ZS, дополненной базовой маской 5х5 
элементов (рис. 2, а), которая является порож-
дающей для одной производной маски 4х4 
элемента (рис. 2, б) и 4-х производных масок 
4х3 элемента (рис. 2, в), и двумя логическими 
условиями оценки элементов порождающей 
маски.
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Рис. 2. Бинарные маски ZSM: а –  порождающая маска 5x5; б –  производная маска 4х4; в –  производные маски 4х3
На первом шаге в модели ZSM единичный 
элемент ( ),ZSMs y x  матрицы ZSMS  скелетиза-
ции обнуляется (перед первой итерацией зна-
чения пикселей бинарного изображения I  пе-
реносятся в матрицу ZSMS  скелетизации), если 
значения элементов выборки ( ) ( )2,11kP p k == , 
формируемой из элементов окрестности 
( ),ZSMs y x , показанной на рис. 1,  а
( ) ( )( )1 ,ZSMp s y x= , удовлетворяет условию (1) 
модели ZS, а также для элементов выборки 
( ) ( )2,25kM m k == , формируемых из элемен-
тов окрестности ( ),ZSMs y x  покрываемых по-
рождающей маской, показанной на рис. 2, а 
( ( ) ( )1 ,ZSMm s y x= ), выполняется условие:
 
( )( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )
( )( )( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 1 4 0 6 0 9 1 10 0 24 0 25 0
3 7 10 11 12 0
2 1 4 0 5 0 6 0 8 1 9 0
1 2
5 9 18 19 20 0
2 0 3 0 4 0 6 1 7 0 8 1
A p m m m m m m
m m m m m
m m m m m m
A p
m m m m m
m m m m m m
= ∧¬ = ∧ = ∧ = ∧ = ∧ = ∧ = ∨
   + + + + > ∧
  ∨  ∧ = ∧ = ∧ = ∧ = ∧ = ∧ =   ∨ = ∧  
 + + + + > ∧  
∨      ∧ = ∧ = ∧ = ∧ = ∧ = ∧ =   
,  (7)




1 mod 2 1 2
k
A p p k p k
=
= − − + +∑  – 
эквивалентно ( )( )1A p  в ZS.
На втором шаге в модели ZSM единичный 
элемент ( ),ZSMs y x  матрицы ZSMS  скелетиза-
ции обнуляется, если значения элементов вы-
борки ( ) ( )2,11kP p k == , формируемой из эле-
ментов окрестности ( ),ZSMs y x , показанной на 
рис. 1, а, удовлетворяет условию (1) модели 
ZS, а также для элементов выборки 
( ) ( )2,25kM m k == , формируемых из элемен-
тов окрестности ( ),ZSMs y x  покрываемых по-
рождающей маской, показанной на рис. 2, а, 
выполняется условие:
( )( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )
( )( )( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 1 4 0 6 0 9 1 10 0 24 0 25 0
5 9 10 11 12 0
2 1 3 0 4 1 6 0 7 0 8 0
1 2
3 7 18 19 20 0
2 0 4 1 5 0 6 1 8 0 9 0
A p m m m m m m
m m m m m
m m m m m m
A p
m m m m m
m m m m m m
= ∧¬ = ∧ = ∧ = ∧ = ∧ = ∧ = ∨
   + + + + > ∧
  ∨  ∧ = ∧ = ∧ = ∧ = ∧ = ∧ =   ∨ = ∧  
 + + + + > ∧  
∨      ∧ = ∧ = ∧ = ∧ = ∧ = ∧ =   
. (8)
Из выражений (1), (3) –  (8) следует, что 
элементы ( )2p  –  ( )9p  выбираются такое же 
число раз, как в алгоритме ZS. Иногда, при вы-
полнении условия ( )( )1 1A p =  дополнительно 
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выбираются элементы ( )4m , ( )6m , ( )9m , 
( )10m , ( )24m , ( )25m , что увеличивает число 
операций на 6 раз. А при невыполнении усло-
вия ( )( )1 1A p = , проверяется условие 
( )( )1 2A p =  и дополнительно выбираются еще 
ряд элементов из набора ( )2m  –  ( )25m . 
С учетом того, что контурных элементов, об-
рабатываемых алгоритмом ZSM, значительно 
меньше по сравнению с общим числом эле-
ментов матрицы I, условия ( )( )1 1A p =  и 
( )( )1 2A p =  выполняются относительно ред-
ко. Таким образом, вычислительная сложность 
алгоритма ZSM несколько выше вычислитель-
ной сложности алгоритма ZS.
Алгоритм ZSM состоит из следующих шагов.
Вход: Бинарное изображение I.
Инициализация матрицы ZSMS  скелетиза-
ции: ZSMS I← .
Цикл 1 (итеративная обработка матрицы ZSMS ):
Инициализация счетчика удаленных эле-
ментов: 0DEN ←
Цикл 2 по (y, x) (удаление избыточных эле-
ментов матрицы ZSMS ):
Если для ( ), 1ZSMs y x =  выполняются ус-
ловия (1), (7), то ( ), 0ZSMs y x ← ;
1DE DEN N← + .
Конец цикла 2.
Цикл 3 по (y, x) (удаление избыточных эле-
ментов матрицы ZSMS ):
Если для ( ), 1ZSMs y x =  выполняются ус-
ловия (1), (8), то ( ), 0ZSMs y x ← ;
1DE DEN N← + .
Конец цикла 3.
Если 0DEN = , то выход из цикла 1.
Конец цикла 1.
Выход: Матрица ZSMS  скелетизации.
Таким образом, в результате выполнения 
алгоритма ZSM формируется матрица ZSMS  
скелетизации, единичные элементы которой 
указывают на линии скелетов, соответствую-
щих бинарным объектам на исходном изобра-
жении I.
Оценка эффективности  
алгоритма скелетизации
Произведено сравнение предложенного 
алгоритма ZSM с алгоритмом двухшаговой 
ZS скелетизации [2], а также алгоритмом од-
ношаговой скелетизации OPTA [16] и его мо-
дификацией OPCA [17]. Алгоритм OPCA 
отличается от алгоритмов ZS и OPTA исклю-
чением избыточных масок и упрощением ус-
ловий удаления пикселей, что делает его бо-
лее быстрым. Алгоритмы реализованы на 
языке программирования С++ и протестиро-
ваны на компьютере с ОС Windows 8 64-бит, 
CPU i7 2,6 GHz, RAM 8 GB. При этом ис-
пользованы, предложенные в [6, 18] оценки: 
толщина скелета ST ( 0,1ST   ∈ ; чем значе-
ние ST ближе к единице, тем скелет тоньше) 
[6], скорость скелетизации TS (число удаляе-
мых элементов в секунду; чем значение TS 
больше, тем скорость утоньшения выше) 
[18], средняя ось MA (определяет возмож-
ность восстановления исходного изображе-
ния по скелету; чем значение MA ближе 
к единице, тем восстанавливаемость выше) 
[6], определяемые с помощью выражений 
(9) –  (11).
( ) ( ) ( )
41 1 1 1
0 0 0 01
, ,1
Y X Y X
y x y xk
s y x Q k s y xST
− − − −
= = = ==
= −∑∑ ∑∑ , (9)
где ( )Q k  –  бинарная маска (рис. 3), позво-
ляющая выявить избыточные элементы 
скелета.
1








Рис. 3. Бинарные маски
( ) ( )
1 1 1 1
0 0 0 0
, ,
Y X Y X
y x y x
i y x s y x ETTS
− − − −




= ∑∑ ∑∑ , (10)
где ET –  время скелетизации в секундах.
 ( ) ( )
1 1 1 1
0 0 0 0
, ,
Y X Y X
y x y x
i y x i y xMA
− − − −
= = = =
′=∑∑ ∑∑ ,  (11)
где ( ),i y x′  –  пиксели восстановленного по 
скелету S изображения 
( ) ( )0, 1, 0, 1, y Y x XI i y x = − = −′ ′= .
Результаты скелетизации 6-ти тестовых 
изображений ( )1I  –  ( )6I  и значения их оце-
нок ST, TS, MA для алгоритмов ZS и ZSM при-
ведены на рис. 4 и в табл. 1.
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Из табл. 1 следует, что по оценке ST алго-
ритм ZSM превосходит алгоритм ZS, уступая 
ему в большинстве случаев в производитель-
ности (оценка TS), что подтверждает теорети-
ческую оценку. Оценка MA не дает однознач-
ного результата. Поэтому в табл. 1 приведены 
также значения избыточности связей между 
пикселями скелета SC ( 0SC ≥ ; чем значение 
SC ближе к нулю, тем меньше избыточных 
связей и пикселей в скелете; неконцевые и не-
узловые пиксели предельно тонкого скелета 
должны иметь связи только с двумя смежными 
пикселями), для определения которой предла-
гается использовать выражение
( ) ( ) ( ) ( )
2 2 1 1 2 2 2 2
1 1 1 1 1 1 1 1
, , 1 2 , ,
Y X Y X Y X
EP
y x j i y x y x
SC s y x s y j x i s y x N s y x
− − − − − −
= = =− =− = = = =
     
               
= + + − − −∑∑ ∑∑ ∑∑ ∑∑ , (12)
где EPN  –  число концевых элементов скелета.
Тестовое изображение с выделенным фрагментом для 
алгоритма ZSM
Увеличенные изображения фрагментов, ограниченных окружностями







Рис. 4. Результаты скелетизации тестовых изображений с помощью алгоритмов ZS и ZSM
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Т а б л и ц а  1.  Оценки результатов скелетизации тестовых изображений I(1) –  I(6)
Изображение Алгоритм ST TS MA SC
SE
CN=5 % CN=10 % CN=20 % CN=40 %
I(1)
ZS 0,78 854 0,92 0,19 0,79 0,83 1,21 0,99
ZSM 0,99 802 0,91 0,02 0,86 0,83 1,17 0,99
OPTA 0,86 645 0,85 0,12 1,21 1,33 1,87 1,32
OPCA 0,99 1318 0,93 0,02 3,52 4,54 4,04 3,15
I(2)
ZS 0,88 462 0,96 0,12 0,85 1,67 2,15 2,32
ZSM 1,00 431 0,96 0,01 0,81 1,57 2,16 2,09
OPTA 0,90 195 0,91 0,10 1,38 2,19 2,57 2,85
OPCA 1,00 575 0,96 0,00 4,36 7,67 7,41 7,48
I(3)
ZS 0,84 516 0,95 0,15 0,46 1,16 1,77 1,79
ZSM 0,99 482 0,95 0,02 0,57 1,13 1,83 1,70
OPTA 0,98 204 0,89 0,03 0,90 1,98 1,87 2,42
OPCA 1,00 705 0,95 0,01 6,46 7,91 9,93 9,73
I(4)
ZS 0,80 1352 0,95 0,17 0,88 1,11 1,12 1,21
ZSM 0,99 1116 0,94 0,01 0,94 1,11 1,13 1,31
OPTA 0,94 793 0,90 0,07 1,28 1,40 1,18 1,16
OPCA 1,00 2549 0,95 0,00 4,87 5,38 5,55 5,56
I(5)
ZS 0,66 766 0,93 0,28 0,77 1,33 1,50 1,56
ZSM 0,99 649 0,94 0,01 0,86 1,38 1,49 1,37
OPTA 0,70 428 0,85 0,24 1,64 1,75 2,42 1,59
OPCA 0,99 1092 0,94 0,02 3,96 4,71 4,80 5,55
I(6)
ZS 0,73 633 0,94 0,22 1,14 1,20 2,07 2,40
ZSM 0,99 632 0,92 0,02 1,17 1,34 2,06 2,26
OPTA 0,96 351 0,72 0,04 1,23 2,16 2,54 2,37
OPCA 0,99 916 0,95 0,01 4,26 6,64 6,68 6,45
В табл. 2 приведены значения оценок (9)–
(12), усредненные по 100 бинарным изображе-
ниям, содержащихся в работах [2, 4, 6] и те-
стовой базе Kimia’s 99 [19]. Из табл. 2 следует, 
что алгоритм ZSM превосходит алгоритм ZS 
на 21 % по оценке ST и в 9,5 раза по оценке SC, 
уступая ему в производительности (оценка TS) 
только 2 %.
В табл. 1 и 2 приведены данные по алго-
ритмам одношаговой скелетизации OPTA [16] 
и OPCA [17], из которых следует, что алго-
ритм ZSM по производительности (оценка TS) 
и качеству (оценки ST, MA, SC) превосходит 
OPTA, но уступает OPCA. Произведена оцен-
ка устойчивости рассматриваемых алгоритмов 
к контурному шуму. На рис. 5 приведены за-
шумленное изображение I(1) и соответствую-
щие ему скелеты, полученные с помощью ал-
горитмов ZS, ZSM, OPTA и OPCA, для уровня 
CN контурного шума 20 %.
Т а б л и ц а  2.  Средние значения оценок результатов скелетизации для 100 изображений
Алгоритм ST TS MA SC
SE
CN=5 % CN=10 % CN=20 % CN=40 %
ZS 0,78 640 0,93 0,19 0,82 1,22 1,64 1,71
ZSM 0,99 627 0,93 0,02 0,93 1,23 1,61 1,62
OPTA 0,92 305 0,86 0,10 1,27 1,80 2,08 1,95
OPCA 1,00 860 0,95 0,01 4,57 6,14 6,40 6,32
Уровень CN контурного шума (в процен-
тах) определяется на основе базового I  (неза-
шумленного) и зашумленного I  изображений 
с помощью выражения


















⊕= ∑∑∑∑  , (13)
где ⊕  –  операция поэлементного сумми-
рования по модулю два.
В табл. 1 и 2 приведены значения взвешен-
ной ошибки SE формирования скелета, ха рак-
теризующей устойчивость к контурному шуму. 
Значения SE вычисляются на основе изображе-
ний I , I  и соответствующих им матриц скеле-
тизации S и S  с помощью выражения
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Числитель выражения (14) показывает ко-
личество несовпадающих пикселей скелетов S 
и S , а знаменатель –  количество несовпадающих 
пикселей изображений I  и I . Из табл. 1 и 2 
следует, что по сравнению с ZS алгоритм ZSM 
уступает в устойчивости к слабому контурно-
му шуму (CN=5 %) в 1,13 раза и выигрывает 
в устойчивости к сильному контурному шуму 
(CN=40 %) в 1,06 раза. При этом алгоритм 
ZSM в среднем в 1,33 и 4,45 раза более устой-
чив к контурному шуму по сравнению с OPTA 
и OPCA соответственно.
Заключение
Предложена математическая модель двух-
шаговой скелетизации на основе модифици-
рованной модели Занга- Суена, дополненной 
порождающей маской и двумя логическими ус-
ловиями оценки ее элементов. Реализация пред-
ложенной модели обеспечивает по сравнению 
с моделью Занга- Суена утоньшение скелета на 
21 % и сокращение числа избыточных связей 
между пикселями скелета в 9,5 раза при прибли-
зительно такой же производительности и сниже-
нии устойчивости к контурному шуму в 1,1 раза.
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