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Abstract
From earth system sciences to climate modeling and ecology, many of the greatest
empirical modeling challenges are geographic in nature. As these processes are
characterized by spatial dynamics, we can exploit their autoregressive nature to
inform learning algorithms. We introduce SXL, a method for learning with geospa-
tial data using explicitly spatial auxiliary tasks. We embed the local Moran’s I, a
well-established measure of local spatial autocorrelation, into the training process,
“nudging” the model to learn the direction and magnitude of local autoregressive
effects in parallel with the primary task. Further, we propose an expansion of
Moran’s I to multiple resolutions to capture effects at different spatial granularities
and over varying distance scales. We show the superiority of this method for
training deep neural networks using experiments with real-world geospatial data
in both generative and predictive modeling tasks. Our approach can be used with
arbitrary network architectures and, in our experiments, consistently improves
their performance. We also outperform appropriate, domain-specific interpolation
benchmarks. Our work highlights how integrating the geographic information
sciences and spatial statistics into machine learning models can address the specific
challenges of spatial data.
1 Introduction
When monitoring the physical environment, from crop yields to air pollution, the gathered data are
often geographic in nature and follow some spatial process: data values depend on their spatial
locations, which violates a key assumption of many statistical learning frameworks, that data are
independent and identically distributed (iid). Even models which are explicitly designed to account
for these dependencies, such as kernel methods, may struggle with over- and under-smoothing of
spatial patterns or with distinguishing stationary from non-stationary spatial effects. The complexities
of geographic data concern researchers in many academic fields and even spawned dedicated sub-
domains such as geographic information science (GIS) and spatial statistics. These fields have a long
tradition of analyzing spatial phenomena, developing metrics to measure spatial effects and deploying
models to account for spatial dependencies [10, 1, 24]. Most of this research has not made its way into
the field of machine learning yet. And while the use of machine learning methods for geographic data
is not novel, these applications have only rarely inspired methodological innovation [20]. Recently,
[33] pointed to a lack of particularly deep learning methods tailored to geospatial and spatio-temporal
data in the context of earth system science. In the light of this call-to-action, we propose SXL, a novel
learning method for geospatial data domains, that explicitly learns spatial dependencies contained
within the data. This is facilitated through a multi-task learning process, where a spatial embedding
capturing local autoregressive effects at each data point is learned as an auxiliary task, sharing the
model parameters with the main task and hence nudging the model to learn both the original data
and its embedding in parallel. We integrate one of the most prominent and widely used metrics
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in GIS into the model: the Moran’s I measure of local spatial autocorrelation [2]. To also account
for longer-distance spatial relations, we propose a novel multi-resolution Moran’s I by gradually
coarsening the input data. By providing a learner with prior knowledge on the autoregressive nature
of the data we seek to improve performance on a broad range of spatial modeling tasks.
Our main contributions can thus be summarized as follows: (1) We propose a multi-resolution
expansion of the Moran’s I measure of local spatial autocorrelation. 2) We use the traditional and
multi-resolution local Moran’s I as embeddings to be learned in an auxiliary learning procedure to
capture both short- and long-distance effects. (3) We provide a practical framework to adapt our
method to arbitrary neural network architectures and different learning tasks. (4) We evaluate SXL on
both generative and predictive modeling tasks, providing empirical evidence for performance gains
through several synthetic and real-word experimental settings.
2 Related work
2.1 Machine learning with geospatial data
While geography has a long tradition of modeling and empirical analysis, the interactions between the
academic disciplines geography and machine learning so far are mostly defined through applications
of existing machine learning methods to geographic data. Only rarely have concepts and ideas from
geography, and GIS in particular, motivated methodological advancements in machine learning–
whereas application areas such as bioinformatics or computational linguistics have shaped much of
the machine learning state-of-the-art we know today. Nevertheless, some recent advances in machine
learning have been exceptionally useful to the GIS community. Kernel methods such as Gaussian
Processes (GPs), widely used in geography as “Kriging”, have recently seen huge progress towards
overcoming computational bottlenecks stemming from the complexities of working with pair-wise
distance matrices. Kernel interpolation techniques and GPU acceleration have allowed GPs to easily
scale up to a million data points [13, 38]. Beyond kernel methods, the emergence of graph neural
networks and particularly graph convolutions have allowed for the modeling of asymmetric and
non-Euclidean spatial relationships [23].
Nevertheless, as geographic context has proven to be of relevance in many machine learning appli-
cations [40, 3, 8], concepts from GIS and geography have gradually attracted more attention in the
community: For example, [26] propose a vector-embedding to capture spatial context, inspired by
word embeddings such as Word2Vec [28]. [41] propose to model complex spatial covariance patterns
through injective warping functions, learned by a deep net. The Moran’s I metric has previously
only been used once in an explicit machine learning setting: [21] propose to use it as a heuristic for
early stopping in generative adversarial network (GAN) training, however not explicitly for learning.
More generally, geographic metrics describing spatial phenomena have barely been used in machine
learning–which we believe this is a missed opportunity.
2.2 Learning with auxiliary tasks
In this paper, we use auxiliary learning, an approach using multi-task learning to improve performance
on a primary task, originally conceptualized by [37]. The authors propose to give learners “hints”
related to the original task throughout training in order to improve training speed and model perfor-
mance. This can be understood as forcing the learner (e.g., a neural network) to focus its attention on
certain patterns in the data, highlighted by the auxiliary objective. It also implies that the auxiliary
task has to provide some meaningful embedding of the primary task. Auxiliary learning has been
particularly successful in reinforcement learning and is widely utilized [12]: for example, learning to
steer can be improved using auxiliary tasks related to image segmentation and optical flow estimation
[18]. These auxiliary tasks are already related to spatial perception, which is common when working
with image data: recent work has highlighted the applicability of pixel control tasks [19] or depth
estimation [29]. Auxiliary tasks have also been successfully deployed for generative modeling with
GANs: Auxiliary Classifier GAN (AC-GAN) [30] extends the original GAN loss function by an
auxiliary classifier to improve the fidelity of generated images. However, this approach comes with
complications. As recent work [14] notes, AC-GANs can lead to perfect separability–where the GAN
discriminator is winning the two-player game against the generator easily. Another use of spatial
semantics in an auxiliary task GAN setting is proposed by [39]: the authors propose to generate
surface normal maps, a 3D representation of the 2D image, and use these in an auxiliary task. In
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Figure 1: Multi-resolution local Moran’s I calculation with an example input at three different
resolutions: Original input size (n×m), downsampled by factor 2 (n/2×m/2) and downsampled
by factor 4 (n/4×m/4).
an explicit geospatial setting, auxiliary tasks have been used in semantic visual localization [34]
and semantic segmentation [6]. Nevertheless, to the best of our knowledge, measures of spatial
autocorrelation have never been used in any kind of multi-task learning setting.
3 Methodology
3.1 Multi-resolution local Moran’s I
As outlined above, working with geospatial data requires a careful assessment of and accounting for
potential autoregressive effects. One of the most prominent measures, capturing spatial autocorrelation
at the point-level, is the local Moran’s I metric [2]. Local Moran’s I measures the direction and extent
of similarity between each observation and its local spatial neighbourhood. As such, it provides an
intuition for both, local spatial clusters and spatial outliers.
Formally, let X be a 2-d spatial matrix (image)
Xn×m =
[
x1,1 . . . x1,m
. . . . . . . . .
xn,1 . . . xn,m
]
(1)
and the vector x = vec(X) consists of nx = nm real-valued observations xi, referenced by
an index set Nx = {1, 2, ..., nx}. We define the spatial neighbourhood of observation i to be
Nxi = {j ∈ Nx : wi,j > 0}. Here, wi,j corresponds to a binary spatial weight matrix, indicating
whether any observation j is a neighbor of i. For continuous data, the creation of this matrix requires
computing a pair-wise distance matrix or kd-tree, however in our case using discrete n×m matrices,
this problem is trivial. Throughout this study, we utilize a queen neighborhood structure (i.e. all
adjunct grid cells, including diagonals, are neighbors), but the approach generalizes to arbitrary
neighborhood definitions. We can now compute the local Moran’s I statistic, Ii, of observation xi
with mean x¯ as:
Ii = (nx − 1) xi − x¯∑nx
j=1,j 6=i(xj − x¯)2
nx∑
j=1,j 6=i
wi,j(xj − x¯) (2)
Combining all local Moran’s I values gives the matrix In×m, of same size as Xn×m.
One of the main limitations of the local Moran’s I metric is its restriction to represent local spatial
dependence only at the scale provided by the immediate neighbors as defined by the neighborhood
matrix w. Thus longer-range spatial dependencies can be lost. This scale sensitivity of the local
Moran’s I is known as a common challenge in applications [11, 27, 42]. To overcome this, we propose
a multi-resolution representation of the local Moran’s I by increasingly coarsening the input data
for the Moran’s I computation and then upsampling the output back to the original data shape. The
3
coarsening step here is analogous to a 2-d average pooling operation, so that our coarsened input is
given as:
X
n/a×m/a
d (i, j) = mean{Xn×m(ai+ k, aj + l)}, for 0 ≤ k < a and 0 ≤ l < a, (3)
where a gives the kernel size and the subscript d indicates downsampling. The coarsened spatial
matrix Xd corresponds to the vector x(d) of length nx(d) . The coarsened local Moran’s I I(x(d)) is
then computed according to Equation (2), using the spatial weight matrix wx
(d)
, corresponding to the
new size n/a×m/a of the input. In the last step, the coarsened Moran’s I is upsampled again to the
original input size n×m using nearest-neighbor interpolation. This whole process can be repeated
several times to compute the local Moran’s I at increasingly coarse resolutions. We illustrate this with
an example in Figure 2.
3.2 Auxiliary learning of spatial autoregressive structures
Auxiliary task learning shares the benefits of multi-task learning: auxiliary tasks hint at specific
patterns in the data for the model to focus attention on. Further, they introduce a representation
bias, whereas the model prefers latent representations of the data that work for both primary and
auxiliary tasks, thus helping with generalization. Lastly, auxiliary tasks can work as regularizers
by introducing inductive bias, hence decreasing the risk of overfitting the model. Here, we want to
use the local Moran’s I embedding and our newly introduced multi-resolution Moran’s I as auxiliary
tasks. The main motivation for any auxiliary tasks is “relatedness” to the primary task: Spatial
theory characterizes a spatial pattern as a reflection of underlying spatial processes. Accordingly, [7]
concludes that "[...] the capability of generalizing and quantifying spatial patterns is a prerequisite to
understanding the complicated processes governing the distribution of spatial phenomena."–explicitly
mentioning the power of the Moran’s I metric to capture these effects. This statement can be
translated directly into a learning algorithm, where the learning of a spatial pattern is constrained by a
simultaneous learning of the underlying spatial process. Together with the well documented success
of spatial auxiliary tasks in computer vision (see Related Work), this makes auxiliary tasks based
on the local Moran’s I well motivated by both spatial theory and machine learning research. Recent
research further highlights the importance of learning at multiple resolutions for a comprehensive
understanding of spatial processes [31]. Lastly, the local Moran’s I (and the multi-resolution variant)
can be computed for any numerical input, and can thus easily be utilized as auxiliary task in a broad
range of learning settings and with arbitrary neural network architectures.
With our experiments, we focus on generative modeling using GANs [15] and predictive modeling in
the form of spatial interpolation. To outline the application of our proposed auxiliary task approach,
we first focus on the GAN example. GANs are a family of generative models comprised of two neural
networks, a Generator G that produces fake data and a Discriminator D that seeks to distinguish
between real and fake data. These two networks are agents in a two-player game, where G learns to
produce synthetic data samples that are faithful to the true data generating process, and D learns to
separate real from fake samples, thus pushing G to produce better synthetic data. The standard GAN
loss function is thus given as:
min
G
max
D
LGAN (D,G) = Ex∼pdata(x)
[
logD(x)
]
+ Ez∼pz(z)
[
log(1−D(G(z)))] (4)
consisting of the Discriminator and Generator losses
L(D)GAN = max
D
[log(D(x)) + log(1−D(G(z)))] (5)
L(G)GAN = min
G
[log(D(x)) + log(1−D(G(z)))]. (6)
Our auxiliary task approach augments the Discriminator with a loss based on the Moran’s I embed-
dings of the real and the fake data:
L(D)AT = max
D
[log(D(I(x))) + log(1−D(I(G(z))))] (7)
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Figure 2: GAN with spatially explicit auxiliary tasks, using the Moran’s I (a) and multi-resolution
Moran’s I (b) embeddings in the Discriminator.
so that the GAN-Moran’s I Auxiliary Task (GAN-MAT) loss is given as:
min
G
max
D
LMAT (D,G) = LGAN (D,G) + λ(L(D)AT ) (8)
and, by extending the auxiliary losses, the multi-resolution GAN-MRES-MAT loss is given as:
min
G
max
D
LMRES−MAT (D,G) = LGAN (D,G)+
λ(L(D)AT1 + · · ·+ L
(D)
ATN
)
(9)
Both loss functions use a customary weight hyper-parameter λ for the auxiliary losses. The approaches
are further illustrated in Figure 3. Integrating the auxiliary tasks into predictive models for spatial
interpolation is more straightforward: We simply let a regressor f predict the (multi-resolution)
local Moran’s I of the output, I(y) ∼ f(I(x)), simultaneously with the main task y ∼ f(x). In the
following experiments, we report on auxiliary learning settings with hard-parameter sharing, where
the top layers of the respective models are task-specific. In the Appendix we also provide results for
a setting where a standalone network is trained on all tasks.
4 Experiments
4.1 Experiment 1: Generative modeling
Evaluation: In our first experiment, we want to examine whether our proposed method can improve
the learning of spatial data generating processes. We generate synthetic data from several types
of GANs, with and without including the Moran’s I auxiliary tasks, and compare how faithful the
generated samples are compared to the true distribution of samples. To assess model quality, we use
two common metrics for analysing GANs: first, the Maximum Mean Discrepancy (MMD) metric [5],
a distance measure between distributions based on mean embeddings of the features. A lower MMD
score between samples of real and synthetic data indicates higher quality of the synthetic samples.
Second, we use a classifier two-sample test (C2ST) with 1-nearest neighbor classifier, as proposed by
[25], which trains a classifier to distinguish real data and synthetic samples from the fully trained
GAN model. The accuracy of this classifier on held-out data gives an indication of the quality of the
synthetic data. The closer the classification accuracy is to random chance (i.e. 50%), the better the
synthetic data. Both metrics are described in more detail in the Appendix.
Data: We select four datasets for our experiments: (1) A toy dataset of 7000 32 × 32 tiles with a
Gaussian peak and a Gaussian dip, where the position of the dip mirrors the position of the peak.
(2) The PetrelGrid seabed relief dataset [22], processed into a grid of 195 32× 32 tiles. (3) Digital
Elevation Model (DEM) data of the area surrounding Lake Sunapee (NH, USA), as found in the
elevatr R package 1, processed into a grid of 1156 32 × 32 tiles.(4) Tree canopy data of the
1See: https://github.com/jhollist/elevatr
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(a) PetrelGrid: Smoothing out
spatial artifacts.
(b) DEM: Preventing
oversmoothing.
(c) TreeCanopy: Reducing
(partial) mode collapse.
Figure 3: Example images highlighting the positive effects of MAT / MRES MAT on different GAN
architectures, across different datasets.
Model Toy PetrelGrid DEM
GAN [15] 0.00060(±0.00124) 0.35079(±0.08255) 0.26261(±0.02639)
GAN-MAT λ = 1 0.00082(±0.00113) 0.27553(±0.07228) 0.21552(±0.04644)
GAN-MAT λ = 0.1 0.00087(±0.00182) 0.35368(±0.06642) 0.23361(±0.03076)
GAN-MAT λ = 0.01 0.00084(±0.00150) 0.28026(±0.07227) 0.27543(±0.03849)
GAN-MRES-MAT λ = 1 0.00047(±0.00142) 0.20026(±0.07290) 0.14417(±0.03806)
GAN-MRES-MAT λ = 0.1 0.00075(±0.00138) 0.27211(±0.08324) 0.23765(±0.03318)
GAN-MRES-MAT λ = 0.01 0.00079(±0.00149) 0.37184(±0.09067) 0.27561(±0.02771)
WGAN [4] 0.01360(±0.00778) 0.32947(±0.07315) 0.33378(±0.03532)
DCGAN [32] 0.00129(±0.00205) 0.23500(±0.11883) 0.32004(±0.11472)
DCGAN-MAT λ = 1 0.00164(±0.00325) 0.33158(±0.07471) 0.35526(±0.03821)
DCGAN-MAT λ = 0.1 0.00108(±0.00159) 0.22816(±0.16184) 0.33030(±0.11420)
DCGAN-MAT λ = 0.01 0.00066(±0.00134) 0.28158(±0.10026) 0.35661(±0.02766)
DCGAN-MRES-MAT λ = 1 0.00183(±0.00249) 0.26079(±0.08604) 0.37026(±0.03563)
DCGAN-MRES-MAT λ = 0.1 0.00139(±0.00274) 0.27026(±0.11606) 0.35691(±0.05942)
DCGAN-MRES-MAT λ = 0.01 0.00091(±0.00178) 0.25605(±0.07479) 0.34261(±0.11969)
EDGAN [43] 0.06353(±0.01175) 0.26789(±0.07503) 0.45117(±0.03275)
EDGAN-MAT λ = 1 0.02366(±0.01799) 0.38053(±0.05860) 0.42583(±0.03558)
EDGAN-MAT λ = 0.1 0.00757(±0.01228) 0.36921(±0.06654) 0.45752(±0.03239)
EDGAN-MAT λ = 0.01 0.00552(±0.00852) 0.36368(±0.06829) 0.42904(±0.02582)
EDGAN-MRES-MAT λ = 1 0.01312(±0.01032) 0.30868(±0.10331) 0.42613(±0.03538)
EDGAN-MRES-MAT λ = 0.1 0.00490(±0.00669) 0.34447(±0.07666) 0.43378(±0.03587)
EDGAN-MRES-MAT λ = 0.01 0.00565(±0.00575) 0.29579(±0.08023) 0.44283(±0.03151)
Table 1: Model C2ST scores (higher is better) and standard deviations for experiments Toy, PetrelGrid
and DEM. The scores from the TreeCanopy experiment are not provided here (but can be found in
the Appendix), as they all converge towards the perfect score of 0.5. We train 10 models each and
compare synthetic samples to held-out test data to compute the average scores.
University of Maryland’s "Global Tree Change" project [16], processed into a grid of 1800 64× 64
tiles. These datasets are chosen to represent a range of different geospatial patterns occurring in
real-world physical environments and all relate to important modeling challenges in the earth sciences,
ecology or geography. More details can be found in the Appendix.
Benchmark Models: The modularity of our proposed auxiliary task learning method allows us to test
it on a range of different GAN models. We chose the original GAN implementation, denoted here as
GAN[15], the Wasserstein GAN (WGAN) [4], the DCGAN [32] and lastly an Encoder-Decoder GAN
(EDGAN) architecture recently proposed by [43] and explicitly designed for geospatial applications.
Out of these benchmarks we test GAN, DCGAN and EDGAN with the proposed auxiliary tasks.
More details on architectures and parameters can be found in the Appendix.
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Model Toy PetrelGrid DEM TreeCanopy
GAN [15] + 1.27×10−2(±2.7×10−4) 4.89×10−7(±1.3×10−6) 6.15×10−7(±9.8×10−7) 4.37×10−7(±1.1×10−6)
MAT λ=1 1.23×10−2(±2.5×10−4) 1.88×10−4(±2.6×10−4) 1.72×10−7(±2.4×10−7) 6.52×10−4(±9.0×10−4)
MAT λ=0.1 1.28×10−2(±3.1×10−4) 8.95×10−8(±2.3×10−7) 3.98×10−7(±6.6×10−7) 6.14×10−10(±1.6×10−9)
MAT λ=0.01 1.27×10−2(±2.1×10−4) 1.30×10−7(±2.5×10−7) 4.79×10−7(±7.1×10−7) 4.99×10−6(±1.5×10−5)
MRES-MAT λ=1 1.24×10−2(±4.5×10−4) 1.30×10−4(±2.2×10−4) 1.34×10−6(±2.6×10−6) 7.76×10−5(±1.5×10−4)
MRES-MAT λ=0.1 1.22×10−2(±2.8×10−4) 1.63×10−5(±3.5×10−5) 1.10×10−7(±2.9×10−7) 2.69×10−8(±6.0×10−8)
MRES-MAT λ=0.01 1.24×10−2(±2.6×10−4) 6.11×10−6(±1.5×10−5) 3.88×10−7(±5.5×10−7) 3.85×10−7(±1.2×10−6)
WGAN [4] 1.01×10−2(±8.1×10−6) 2.73×10−28(±8.2×10−28) 6.36×10−25(±1.9×10−24) 0.00(±0.0)
DCGAN [32] + 1.04×10−2(±3.0×10−4) 2.71×10−10(±8.2×10−10) 9.90×10−25(±3.0×10−24) 1.25×10−6(±3.5×10−6)
MAT λ=1 1.09×10−2(±9.9×10−4) 1.56×10−30(±4.4×10−30) 2.32×10−10(±7.0×10−10) 3.75×10−8(±6.2×10−8)
MAT λ=0.1 1.61×10−1(±3.0×10−1) 5.43×10−10(±1.6×10−9) 1.52×10−24(±2.1×10−24) 8.73×10−7(±2.2×10−6)
MAT λ=0.01 1.07×10−2(±4.0×10−4) 3.06×10−29(±9.1×10−29) 6.49×10−22(±2.0×10−21) 1.55×10−5(±3.0×10−8)
MRES-MAT λ=1 1.57×10−2(±1.5×10−2) 5.80×10−16(±1.8×10−15) 1.47×10−19(±4.4×10−19) 8.08×10−7(±2.1×10−6)
MRES-MAT λ=0.1 1.05×10−2(±4.0×10−4) 4.61×10−7(±1.4×10−6) 5.37×10−24(±1.4×10−23) 3.13×10−7(±6.9×10−7)
MRES-MAT λ=0.01 1.13×10−2(±1.5×10−3) 5.69×10−26(±1.7×10−25) 1.34×10−20(±3.9×10−20) 2.77×10−7(±8.0×10−7)
EDGAN [43] + 9.94×10−3(±9.8×10−5) 4.53×10−5(±9.8×10−5) 6.75×10−20(±1.4×10−19) 8.76×10−7(±2.6×10−6)
MAT λ=1 1.04×10−2(±3.2×10−4) 3.23×10−5(±4.4×10−5) 1.82×10−21(±4.8×10−21) 2.61×10−6(±5.4×10−6)
MAT λ=0.1 1.07×10−2(±3.5×10−4) 6.32×10−5(±1.6×10−4) 2.08×10−20(±5.8×10−20) 3.74×10−6(±7.8×10−6)
MAT λ=0.01 1.06×10−2(±3.3×10−4) 3.87×10−5(±6.9×10−5) 1.87×10−21(±4.0×10−21) 3.30×10−8(±8.4×10−8)
MRES-MAT λ=1 1.05×10−2(±2.3×10−4) 4.51×10−4(±7.5×10−4) 2.47×10−22(±5.0×10−22) 3.73×10−8(±8.9×10−8)
MRES-MAT λ=0.1 1.08×10−2(±3.4×10−4) 9.14×10−6(±1.7×10−5) 5.11×10−19(±1.1×10−18) 2.36×10−10(±7.1×10−10)
MRES-MAT λ=0.01 1.05×10−2(±1.3×10−4) 2.68×10−5(±4.0×10−5) 3.99×10−20(±1.2×10−19) 1.79×10−7(±3.7×10−7)
Table 2: MMD scores for different GAN architectures with and without MAT / MRES-MAT across
the four experimental datasets. We train 10 models each and compare synthetic samples to held-out
test data to compute the average scores.
Metric
Model Selection λ MMD C2ST
DCGAN - 0 1.28×10−23 0.206
DCGAN MAT MMD 0.01 1.74×10−28 0.22
DCGAN MAT C2ST 1 2.57×10−25 0.212
DCGAN MRES MAT C2ST, MMD 0.1 2.64×10−24 0.237
EDGAN - 0 2.79×10−18 0.376
EDGAN MAT MMD 0.1 3.24×10−22 0.382
EDGAN MAT C2ST 1 3.49×10−24 0.38
EDGAN MRES MAT MMD 0.01 2.40×10−19 0.395
EDGAN MRES MAT C2ST 1 3.21×10−20 0.385
Table 3: Results for models with λ selection on the DEM
dataset. MMD and C2ST are used for model selection
and we report final scores on held-out data using models
trained with the respective optimal λ.
Findings: The findings of our experi-
ments are presented in Table 1 and 2.
We can see that the auxiliary task set-
ting improves performance in almost all
experiments (except some cases for the
simple Toy example), agnostic of the un-
derlying GAN architecture. However,
the optimal setting for applying the aux-
iliary task appears to vary, both in terms
of the loss weight λ and using the simple
MAT versus the MRES MAT. We believe
the auxiliary tasks support the learning
process in two ways: (1) GAN Discrim-
inators are known to exhibit spare capac-
ity (i.e., they can be too powerful), which
can cause them to over-specialize, leading to worse generalization performance [17]—thus adding
a second, closely correlated task should not pose a problem but might even help prevent over-
specialization in the bottom Discriminator layers. (2) The losses stemming from the auxiliary tasks
have a regularizing effect throughout training, further preventing Discriminator over-specialization.
This leads to several beneficial effects, some even visual (see Figure 3): Generators using MAT /
MRES MAT appear to be better at smoothing out spatial artifacts, residual, noisy spatial patterns
introduced by the model. Further, they are not as prone to oversmooth spatial patterns (e.g. hard
edges). Lastly, they exhibit less mode collapse, where a Generator always produces the same image
or some parts of the image are always the same. When eliminating the last task-specific layer of the
discriminators, we observe that using equally weighted losses (λ = 1) can cause the auxiliary task to
“overpower” the main task, leading to Generators to produce Moran’s I embeddings instead of the
data that these embeddings are based on.
Selecting λ: Finding optimal weights for auxiliary tasks is known to be challenging and highly
dependent on data input and task. Here we examine two possible approaches to select λ. First, we
perform model selection by training models with different λ values using a separate set of training
and validation data, selecting the λ value that optimizes the desired MMD or C2ST metric. We then
use this optimized λ value to train a model on the actual training data, and compute the final MMD
and C2ST scores using the actual test data. We evaluate this approach with the most successful
GAN models (DCGAN, EDGAN) on the DEM dataset and show that this model selection technique
identifies λ weights that improve performance as compared to the original GAN model, λ = 0, with
respect to both MMD and C2ST (see Table 3). Further results from these λ selection experiments
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can be found in the Appendix. An alternative is to directly optimize λ as part of the training process,
requiring an adaption of the loss function. We also provide an example implementation of this
approach in the Appendix, showing smooth convergence.
4.2 Experiment 2: Predictive modeling RMSE
Model / Task 32→ 64
BicInt 0.0675
IDW 0.069
OK 0.0783
UK 0.0782
CNN 0.0539(±0.0064)
CNN + MAT λ = 1 0.0544(±0.0067)
CNN + MAT λ = 0.1 0.0528(±0.0062)
CNN + MAT λ = 0.01 0.0528(±0.0063)
Table 4: Model RMSE scores on held-
out data for the 32 → 64 interpolation
task. The CNN scores are obtained by
averaging over 10 runs each. For each
of the runs, the models with the minimal
loss (MSE loss objective) are selected
and used for the held-out data.
Evaluation: In the second experiment, we tackle spatial
interpolation, that is obtaining high-resolution spatial data
from a low-resolution input. Spatial interpolation is a re-
gression task and can be evaluated using the residual mean
squared error (RMSE) between real and predicted high-
resolution output.
Data: As a common use case in geography and ecology, we
use hillshades of DEM data from the National Ecological
Observatory Network (NEOS) 2 for the interpolation task.
The data is processed into a grid of 1674 64 × 64 tiles
(output) and a low-res 32× 32 version (input) by removing
every second row and column.
Benchmark Models: Spatial statistics provides a range of
tools to tackle interpolation problems. Commonly used
methods we focus on here are: (1) Bicubic interpolation
(BicInt), commonly used for interpolating 2-d regular grids, (2) Inverse Distance Weighting (IDW)
[35], a weighted rolling-average approach, (3) Ordinary Kriging (OK) [9], spatial interpolation
closely related to Gaussian Process regression and (4) Universal Kriging (UK) [36], a generalization
of OK assuming a polynomial trend model. We compare these established methods to a simple CNN
implementation with two hidden layers (5). Again, the modularity of SXL allows us to simply add our
MAT by having the CNN interpolate the spatial pattern and its Moran’s I embedding from low to high
resolution, making the last two layers task-specific. In this setting, we do not use the multiresolution
MAT, as further coarsening the already-reduced image is counterproductive.
Findings: The results of our experiments are presented in Table 3. We can again see a positive effect
of the MAT on the performance of the CNN model—outperforming all other benchmarks.
5 Conclusion
In general, our experiments give some insight into the way the auxiliary learning mechanism works,
allowing us to compare the method to related ideas in machine learning: First, as mentioned before,
we believe the auxiliary tasks to have a regularizing effect on the learning process, preventing models
from overfitting on the primary task by forcing them to follow “spatial rules”. Second, we believe the
multiresolution MRES-MAT shares the intuition of moment matching, as we seek to simultaneously
minimize the loss of one function at several coarsened resolutions. Third, the MRES-MAT also
shares the same goal as recent developments in visual self-attention: moving beyond the short distance
spatial learning of convolutional layers and accounting for longer distance spatial effects. We also
make some empirical observations with respect to the most important design choices of our models:
(1) The use of the single- vs. multi-resolution MATs appears to depend on both the input data and
the GAN backbone used. (2) The optimal λ value varies across the experiments, but in most cases
is either 1 or 0.1. (3) We observe a high capacity of a single network (without task-specific layers)
working with both the input and its Moran’s I embedding. We believe this is due to the similarity
of the tasks and spare capacity in the respective neural networks (the GAN Discriminators and the
interpolation CNNs).
In summary, with SXL we propose the use of single- and multi-resolution measures of local spatial
autocorrelation for improving the learning of geospatial processes. We introduce a multi-resolution
version of the local Moran’s I statistic and demonstrate its integration as an auxiliary task into
generative and predictive neural network models. We empirically show performance gains through
our auxiliary task settings. We comment on the importance of the exact configuration of the auxiliary
tasks, especially choosing single- versus multi-resolution auxiliary tasks and the weight of the
2See: https://www.neonscience.org/da-viz-neon-lidar-co13flood-R
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auxiliary losses. We see this study as a first step towards integrating ideas from quantitative geo-
sciences deeper within the machine learning community. In future work, we plan to expand this idea
beyond discrete, regularly gridded data to continuous spatial processes and to assess the applicability
of other common spatial metrics for a more comprehensive learning of complex geospatial patterns.
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Appendix
A: Data Description
Due to a lack of geospatial benchmark datasets within the machine learning community, we run our
experiments using one toy dataset and three datasets from real-world geospatial applications:
Toy: The Toy dataset consists of 32× 32 matrices with values coming from a function creating a
Gaussian peak at a random location, which is mirrored diagonally by a Gaussian dip. This function is
given as:
f(cX, cY, s) = 0.75exp(−((9cX−a)2+(9cY−b)2)/s)−(0.75exp(−((9cX−d)2+(9cY−e)2)/s))
(10)
where cX and cY are the spatial coordinates mapping the values to the 32 × 32 matrix (so in our
cases, integers in the range [0, 32− 1], s is a positive constant determining the size of the Gaussian
peak / dip (we use s = 7), a and b are random draws from integers in the range [0, 10], determining
the location of the Gaussian peak and d = 10− a and e = 10− b are the location of the Gaussian
dip, mirroring the peak diagonally.
PetrelGrid: The PetrelGrid dataset [22] is composed of geo-referenced seabed relief data. It can
be accessed via R here: https://rdrr.io/cran/spm/man/petrel.grid.html
DEM (Generative Modeling): We use two different digital elevation model (DEM) based datasets,
one for the generative modeling experiments and one for the spatial interpolation experiments. The
DEM for generative modeling is chosen as it is rather small, enabling us to assess how our proposed
method deals with data scarcity. An applicably small DEM dataset, providing a DEM of the area
surrounding Lake Sunapee, NH, USA can be found as part of the elevatr R package; accessible via:
https://rdrr.io/cran/elevatr/man/lake.html.
TreeCanopy: This dataset contains data on global forest coverage. We use tree canopy, which
describes canopy closure for all vegetation taller than 5m in height. The data comes from the
University of Maryland’s "Global Forest Change" project [16], documenting the global loss of forests
in the light of climate change and forest exploitation. Specifically, we use data within the geographic
area 50-60N / 100-110W; an area lying in continental Canada and representing a broad range of
forest coverage types. The data can be accessed via: http://earthenginepartners.appspot.
com/science-2013-global-forest/download_v1.6.html.
DEM (Spatial Interpolation): The second, larger DEM dataset used for the spatial interpolation
experiments is part of a LiDAR data collection conducted by the National Ecological Observatory
Network (NEOS). Specifically, we use DEM hillshades from the NEOS training exercise outlined here:
https://www.neonscience.org/da-viz-neon-lidar-co13flood-R. Hillshades are used to
visualize terrain as shaded reliefs, where shades depend on a (synthetic) light source (e.g. the sun
shining at a modelled angle). This dataset contains
All our data is processed into regular grids of either size 32× 32 or 64× 64. For the exact processing
of each of the datasets, please refer to our code. All data is chosen to represent different spatial
patterns and to be closely related to important applications in fields such as climate science or geology.
Dataset n Min q1 x˜ x¯ q3 Max s IQR #NA
PetrelGrid 199680 0 3 7 11.2 15 153 12.2 12 0
DEM (Gen.Mod.) 1183743 76.2 246.9 327.5 331.0 406.6 886.4 117.2 159.7 1
TreeCanopy 10240000 0 0 31 33.8 67 100 34.1 67 0
DEM (Sp.Int) 6856704 0 126 165 157.1 186 254 47.6 60 0
Table 5: Descriptive statistics of the four real world datasets used for the generative modeling and
spatial interpolation experiments.
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B: Relationship between X and I(X)
As noted in the main paper, the Local Moran’s I statistic is closely correlated to its input. Nevertheless,
this relationship can take different forms, depending on the complexity of the inputs’ spatial com-
plexity. To highlight this, Figure 4 exemplary compares (normalized) input data and its (normalized)
local Moran’s I embedding for some of our experimental data.
(a) Toy dataset. (b) PetrelGrid dataset.
(c) DEM (Gen.Mod.) dataset. (d) TreeCanopy dataset.
Figure 4: Exemplary images from the four datasets used in the generative modeling experiments,
portraying the input data X , its local Moran’s I embedding I(X) and the relationship between X and
I(X). Both X and I(Y ) values are normalized in the range [−1, 1], a common procedure for GAN
training.
The Figure explores the different shapes the relation between spatial data and its Moran’s I represen-
tation can take. For example, our Toy data and the real-world DEM data share a similar, u-shaped X
vs. I(X) relationship. On the other hand, the TreeCanopy dataset exhibits a vastly different relation.
The Figure also shows how the local Moran’s I can work both, as a measure of spatial outliers (see
Figure eeg. b) and homogenous spatial clusters (see e.g. Figure 4d).
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C: Experimental Setting, Model Architectures and Compute
Generative Modeling: Setup: Our main experimental findings, the MMD and C2ST scores dis-
played in Table 1 and Table 2, are obtained from training generative models on 80% of the data,
holding out 20% of the data to compute unbiased scores. This setting is used for all four experimental
datasets. We also provide results for selecting the optimal auxiliary task loss weight λ on the Toy,
DEM and TreeCanopy dataset (the size of the DEM (Gen.Mod.) dataset is too small). For the DEM
dataset, which is also rather small, we do this using 4/9 training, 2/9 λ selection and 1/3 testing data.
For the Toy and TreeCanopy, which are larger in size, we apply a 3-fold cross validation approach,
where the data is split into equal parts of size 1/3 and during each fold, each part is iteratively used
for training, selection and testing.
Model Architecture and Optimization: This paragraph briefly describes the model architectures of the
different generative models used in the experiments working with 32 × 32 inputs (the models for
the 64× 64 input are adapted to fit the larger input). For the implementation of these models, please
refer to our code.
The Vanilla GAN architecture used consists of a Generator with four hidden linear layers, supported
by Leaky ReLU and 1d BatchNorm layers. The Discriminator has two hidden linear layers supported
by Leaky ReLU layers and one linear task-specific layer.
The DCGAN architecture used consists of a Generator with a linear initialization layer, followed
by three hidden (de-)convolutional layers, supported by ReLU and 2d BatchNorm layers. The
Discriminator contains two convolutinal layers supported by Leaky ReLU and 2d BatchNorm layers,
followed by one task-specific convolutional layer with a final linear transformation. For more
information on DCGAN, please refer to the original publication [32].
The EDGAN architecture used consists of an Encoder-Decoder Generator, where the Encoder
contains three convolutional layers, supported by Leaky ReLU and 2d BatchNorm layers and the
Decoder contains three (de-)convolutional layers supported by ReLU layers. The Discriminator has
five hidden convolutional layers suppoertedby Leaky ReLU and 2d BatchNorm layers, followed by a
last, task-specific convolutional layer. For more information on the EDGAN architecture, please refer
to [43]; the study which motivated the use of this benchmark.
The results reported as WGAN stem from a model with DCGAN architecture, but trained using the
Wassertstein loss proposed by [4].
Model Training: All models are trained using the binary cross entropy criterion to compute losses.
Optimization through backpropagation is conducted using the Adam algorithm with a learning rate
of 0.001 and β values of [0.5, 0.999]. Experiments with the Toy dataset run for 40 epochs, with the
PetrelGrid dataset for 300 epochs, with the DEM dataset for 100 epochs and with the TreeCanopy
dataset for 100 epochs. All training is conducted on GPUs provided via Google Colab, which includes
Tesla K80, Tesla T4 and Tesla P100 GPUs. The model training times do not exceed 30 minutes at the
longest.
Evaluation: To evaluate our models, we generate synthetic data from the different types of GANs,
including and excluding the Moran’s I auxiliary tasks, and compare how faithful the generated
samples are compared to true samples. To assess model quality, we use two common metrics for
analysing GANs: First, the Maximum Mean Discrepancy (MMD) metric [5], a distance measure
between distributions based on mean embeddings of the features. For distributions P and Q, the
MMD is defined as MMD(P,Q) = ||µP − µQ||Rd . The empirical MMD for random variables xi
and yi of length n is given as
M̂MD
2
= 1/n(n− 1)
∑
i6=j
k(xi, xj) + 1/n(n− 1)
∑
i 6=j
k(yi, yj)− 2/n2
∑
i,j
k(xi, yj) (11)
where k : X × X represents a positive-definite kernel—in our case a Gaussian kernel. The MMD
metric approaches 0, the more similar the data distributions P and Q are.
Second, we use a classifier two-sample test (C2ST) [25], which trains a classifier to distinguish real
data and synthetic samples from the fully trained GAN model. The accuracy of this classifier on
held-out data gives an indication of the quality of the synthetic data (the higher the classifier error,
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the better the synthetic data). Keeping our notation from the MMD, we use the random variables
xi and yi to construct training and test datasets Dtr and Dte so that D = Dtr ∪ Dte. A classifier
f : X → [0, 1] is then trained on the training data Dtr. The accuracy of the trained classifier on the
test set Dte is given as:
tˆ = 1/nte
∑
(zi,li)∈Dte
I[(f(zi) > 1/2) = li] (12)
with f(zi) estimating the conditional probablility distribution p(l = 1|zi). The closer the classifica-
tion accuracy is to random chance (i.e. 50%), the better the synthetic data. Here, we chose a 1−NN
classifier, as proposed by [25].
Predictive Modeling: Setup: Our main experimental findings for the spatial interpolation experi-
ments, the RMSE scores displayed in Table 3, are obtained from training the CNN models on 60%
of the data, selecting the best model using 20% and finally computing the scores on held-out 20%
held-out test data. Note that the non-neural network based benchmark models (bicubic interpolation,
IDW, kriging) do not require training; rather inference is made directly on the testing samples.
Model Architecture and Optimization: We use a simple CNN for the predictive modeling experiments.
It consists of three convolutional layers, supported by ReLU and 2d BatchNorm layers. When
applying the auxiliary tasks to the model, the last two convolutional layers are made task-specific.
Please refer to our code for the exact implementation of the models.
Model Training: All models are trained using the mean squared error (MSE) criterion to compute
losses. Optimization through backpropagation is conducted using the Adam algorithm with a learning
rate of 0.001 and β values of [0.5, 0.999], running for 150 epochs. All training is conducted on
GPUs provided via Google Colab, which includes Tesla K80, Tesla T4 and Tesla P100 GPUs. The
individual model training times do not exceed 15 minutes at the longest.
Evaluation: The final evaluation scores on held-out test data are computed as the root mean squared
error (RMSE) between real values yi and predicted values yˆi of length n:
RMSE(yi, yˆi) =
√
1/n
∑
(yi − yˆi)2 (13)
D: Additional Results and Figures
Generative Modeling: Here, we provide additional figures and empirical results from our genera-
tive modeling experiments. Figure 5 provides an additional visual overview on the experimental data
and tested GAN models; always including a EDGAN MRES MAT model with λ = 0.1 marked as
"Ours". Differences to the naive EDGAN model are particularly apparent in the Toy dataset, where
the MRES MAT helps with smoothing the zones around the peaks and dips.
Table 6 provides results for GAN models trained without task-specific layers. While these results
are not as strong as when using task-specific last layers, they nevertheless highlight the remarkable
capacity of GAN discriminators to perform well beyond one task.
Table 7 provides further results on selecting the optimal auxiliary task loss weight λ. We apply a 3-fold
training, selection and testing split to the data. Since this requires larger datasets, we only conduct
these experiments on the Toy and TreeCanopy datasets. The results show that if model selection is
applied, most of the time we are able to select optimal λ values which improve performance over the
respective benchmark λ = 0.
Predictive Modeling: We also report additional findings and figures for the predictive modeling
experiments. Figure 6 exemplary shows interpolation results for the different benchmarks and our
approach.
Table 8 provides results for interpolation models without model selection step. For each λ value
tested, we fully train 10 models for 150 epochs and report the average RMSE scores on held-out data.
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Toy PetrelGrid DEM TreeCanopy
Model MMD ↓ C2ST ↑ MMD ↓ C2ST ↑ MMD ↓ C2ST ↑ MMD ↓ C2ST ↑
GAN [15] 1.27E-02 0.00043 1.89E-06 0.38684 6.00E-07 0.26696 1.55E-05 0.50833
(±2.80×10−4) (±0.000 90) (±4.82×10−6) (±0.070 23) (±1.27×10−6) (±0.023 12) (±8.69×10−8) (±0.035 43)
GAN-MAT λ = 1 1.23E-02 0.00071 1.15E-07 0.07368 7.80E-05 0.27913 7.00E-03 0.50111
(±2.01×10−4) (±0.000 89) (±3.53×10−7) (±0.036 80) (±5.56×10−5) (±0.035 43) (±3.14×10−3) (±0.027 54)
GAN-MAT λ = 0.1 1.23E-02 0.00036 6.78E-07 0.27632 7.76E-07 0.24261 2.37E-05 0.50361
(±3.29×10−4) (±0.000 61) (±1.34×10−6) (±0.068 23) (±2.03×10−6) (±0.024 23) (±7.18×10−5) (±0.034 84)
GAN-MAT λ = 0.01 1.26E-02 0.00071 2.03E-07 0.27105 9.99E-08 0.23913 2.14E-06 0.48028
(±1.89×10−4) (±0.001 06) (±5.41×10−7) (±0.064 52) (±9.27×10−8) (±0.033 80) (±4.62×10−6) (±0.032 77)
GAN-MRES-MAT λ = 1 1.45E-02 0.00000 1.27E-03 0.26579 1.07E-06 0.01870 1.70E-04 0.49778
(±6.60×10−4) (±0.000 00) (±1.58×10−3) (±0.067 32) (±2.45×10−6) (±0.006 17) (±1.47×10−4) (±0.022 82)
GAN-MRES-MAT λ = 0.1 1.19E-02 0.00114 5.63E-05 0.33158 5.70E-07 0.19261 2.65E-03 0.51028
(±1.08×10−3) (±0.002 66) (±1.34×10−4) (±0.077 67) (±1.37×10−6) (±0.029 21) (±8.55×10−4) (±0.018 10)
GAN-MRES-MAT λ = 0.01 1.24E-02 0.00021 1.66E-05 0.32105 9.70E-08 0.29522 6.87E-05 0.50556
(±3.87×10−4) (±0.000 35) (±4.96×10−5) (±0.036 80) (±1.30×10−7) (±0.032 95) (±2.15×10−4) (±0.029 54)
WGAN [4] 1.01E-02 0.01257 -2.37E-41 0.38421 -2.73E-29 0.31870 -9.53E-38 0.49056
(±9.06×10−6) (±0.008 08) (±7.20×10−41) (±0.073 60) (±6.42×10−29) (±0.025 44) (±3.01×10−37) (±0.029 14)
DCGAN [32] 1.07E-02 0.00100 -1.44E-25 0.21316 -1.76E-19 0.31130 2.65E-07 0.51667
(±3.04×10−4) (±0.001 31) (±4.56×10−25) (±0.098 82) (±5.57×10−19) (±0.116 31) (±6.21×10−7) (±0.017 95)
DCGAN-MAT λ = 1 1.10E-02 0.00000 -6.84E-35 0.27895 -1.71E-22 0.36130 5.41E-07 0.49472
(±6.86×10−4) (±0.000 00) (±2.16×10−34) (±0.131 40) (±4.78×10−22) (±0.023 50) (±5.70×10−7) (±0.026 27)
DCGAN-MAT λ = 0.1 1.04E-02 0.00000 8.72E-07 0.15000 -3.21E-24 0.36783 2.19E-07 0.49917
(±2.89×10−4) (±0.000 00) (±1.53×10−6) (±0.127 75) (±1.01×10−23) (±0.046 48) (±4.02×10−7) (±0.031 94)
DCGAN-MAT λ = 0.01 1.05E-02 0.00014 1.63E-09 0.30263 -1.85E-23 0.33043 4.85E-07 0.49139
(±4.55×10−4) (±0.000 45) (±5.15×10−9) (±0.063 56) (±5.33×10−23) (±0.046 87) (±1.52×10−6) (±0.032 70)
DCGAN-MRES-MAT λ = 1 1.14E-02 0.00036 5.53E-08 0.25263 1.51E-09 0.28043 2.83E-07 0.49083
(±1.06×10−3) (±0.000 69) (±1.75×10−7) (±0.097 05) (±4.76×10−9) (±0.098 81) (±5.05×10−7) (±0.025 09)
DCGAN-MRES-MAT λ = 0.1 1.02E-02 0.00000 5.01E-07 0.12632 3.34E-06 0.02913 2.07E-08 0.50361
(±8.26×10−5) (±0.000 00) (±1.58×10−6) (±0.112 88) (±1.02×10−5) (±0.014 21) (±3.96×10−8) (±0.038 42)
DCGAN-MRES-MAT λ = 0.01 1.05E-02 0.00071 3.69E-03 0.19474 -3.39E-22 0.35130 1.25E-07 0.48611
(±4.07×10−4) (±0.002 02) (±1.17×10−2) (±0.077 67) (±1.06×10−21) (±0.062 63) (±2.43×10−7) (±0.050 80)
EDGAN [43] 9.77E-03 0.06350 1.11E-05 0.28158 -1.07E-19 0.41870 1.30E-06 0.50333
(±9.72×10−5) (±0.010 24) (±1.89×10−5) (±0.089 50) (±3.35×10−19) (±0.035 50) (±4.10×10−6) (±0.027 65)
EDGAN-MAT λ = 1 1.04E-02 0.01071 2.61E-03 0.39474 -1.18E-21 0.41913 9.87E-07 0.49417
(±1.39×10−4) (±0.010 29) (±7.61×10−3) (±0.076 47) (±2.88×10−21) (±0.026 34) (±3.12×10−6) (±0.024 02)
EDGAN-MAT λ = 0.1 1.07E-02 0.00564 2.58E-04 0.21053 -6.50E-19 0.45304 1.90E-07 0.47639
(±2.59×10−4) (±0.008 22) (±8.10×10−4) (±0.066 81) (±1.82×10−18) (±0.030 39) (±5.54×10−7) (±0.012 98)
EDGAN-MAT λ = 0.01 1.08E-02 0.00600 1.33E-04 0.34211 -7.40E-17 0.45609 1.99E-06 0.49806
(±2.20×10−4) (±0.006 07) (±2.74×10−4) (±0.097 68) (±2.17×10−16) (±0.036 46) (±4.45×10−6) (±0.039 78)
EDGAN-MRES-MAT λ = 1 1.03E-02 0.02421 9.36E-03 0.15526 -1.05E-19 0.35522 -5.43E-08 0.49417
(±3.67×10−4) (±0.012 93) (±1.10×10−2) (±0.172 54) (±3.32×10−19) (±0.102 30) (±1.01×10−7) (±0.041 31)
EDGAN-MRES-MAT λ = 0.1 1.01E-02 0.01564 3.22E-02 0.01579 -4.28E-18 0.46870 3.32E-06 0.48500
(±2.96×10−4) (±0.014 49) (±7.75×10−2) (±0.022 19) (±1.23×10−17) (±0.032 20) (±4.36×10−6) (±0.020 96)
EDGAN-MRES-MAT λ = 0.01 1.02E-02 0.01779 2.34E-03 0.02632 -1.71E-20 0.44435 1.48E-06 0.49972
(±1.97×10−4) (±0.018 83) (±2.30×10−3) (±0.024 81) (±5.19×10−20) (±0.041 69) (±4.70×10−6) (±0.041 15)
Table 6: Experimental results for the generative modeling experiments. Here, no task-specific layers
are used for the MAT / MRES MAT modesl. Instead, a singular Discriminator network is used to
perform all tasks, primary and auxiliary.
E: Learning the optimal λ
We also experiment with learning the optimal auxiliary task loss weight λ. λ can be integrated with
the model optimizer, which requires an adaption of the loss function in order allow for λ values to
converge. We exemplary show how this can be implemented in our generative modeling experiments.
First, let us revisit the original loss function of the GAN models with auxiliary tasks:
min
G
max
D
LMRES−MAT (D,G) = LGAN (D,G)+
λ(L(D)AT1 + · · ·+ L
(D)
ATN
)
(14)
This loss can be adapted to allow for optimization of the λ parameter as follows:
min
G
max
D
LMRES−MAT (D,G) = LGAN (D,G)+
1/(2exp(λ))(L(D)AT1 + · · ·+ L
(D)
ATN
) + λ
(15)
This formulation can also easily be expanded to include individual weights λAT1 , . . . , λATN for each
auxiliary task.
In Figure 7, we present the evolution of the GAN losses and λ values throughout training of an
EDGAN MRES MAT model, trained on PetrelGrid data. The figure shows a smooth convergence of
exp(λ) around 0.5. We seek to further experiment with optimizing the weight of spatial losses in
future work.
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Metric
Model Selection λ MMD ↓ C2ST ↑
Toy
GAN - 0 1.132×10−2 0
GAN MAT MMD 1, 0.1, 0.01 1.133×10−2 0
GAN MRES MAT MMD 0.1, 0.01 1.131×10−2 0
DCGAN - 0 1.224×10−2 0.00003
DCGAN MAT MMD, C2ST 0.1, 0.01 1.237×10−2 0.00003
DCGAN MRES MAT MMD, C2ST 1, 0.1 1.161×10−2 0.0002
EDGAN - 0 1.011×10−2 0.0439
EDGAN MAT MMD, C2ST 0.1, 0.01 1.008×10−2 0.0462
EDGAN MRES MAT MMD, C2ST 0.01 1.008×10−2 0.0387
TreeCanopy
GAN - 0 2.51×10−4 -
GAN MAT MMD 0.1, 0.01 1.01×10−6 -
GAN MRES MAT MMD 0.1, 0.01 3.81×10−6 -
DCGAN - 0 4.04×10−6 -
DCGAN MAT MMD 1, 0.1, 0.01 2.40×10−6 -
DCGAN MRES MAT MMD 1, 0.1 3.30×10−6 -
EDGAN - 0 1.21×10−5 -
EDGAN MAT MMD 1, 0.01 9.59×10−6 -
EDGAN MRES MAT MMD 1, 0.1, 0.01 3.23×10−6 -
Table 7: Results for models with λ selection on the Toy and TreeCanopy datasets. MMD and C2ST
are used for model selection and we report final scores on held-out data using models trained with the
respective optimal λ. Note that these values are average values over 3-fold cross validation, where
the data from each fold alternate as training, selection and testing data. Also note that C2ST scores
are not reported, nor used for selection in the TreeCanopy dataset.
RMSE
Model / Task 32→ 64
BicInt 0.0675
IDW 0.069
OK 0.0783
UK 0.0782
CNN 0.0722(±0.0162)
CNN + MAT λ = 1 0.0722(±0.0152)
CNN + MAT λ = 0.1 0.0721(±0.0153)
CNN + MAT λ = 0.01 0.0733(±0.0182)
Table 8: Model RMSE scores on held-out data for the 32→ 64 interpolation task. The CNN scores
are obtained by averaging over 10 runs each. For each of the runs, the final model, trained for 150
epochs, is used to compute the test scores. No model selection is applied (contrary to the results in
Table 4).
F: Code
All our experiments are implemented using PyTorch3. The code for our experiments can be found
here: https://drive.google.com/file/d/1avSwdz64pbye2DV8BMoPme7Z651fpgiS/view?
usp=sharing.
3https://pytorch.org/
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(a) Toy dataset.
(b) PetrelGrid dataset.
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(c) DEM dataset.
(d) TreeCanopy dataset.
Figure 5: Real samples and draws from the different GAN models across the four experimental
datasets. We always provide the results for an EDGAN MRES MAT with λ = 0.01, marked as
"Ours", to highlight its performance across different datasets.
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Figure 6: Interpolation results on samples from the test set, across the different benchmark models.
Our CNN + MAT model shown here was trained with λ = 0.1. The orange boxes highlight areas
where the improvement over the benchmark models becomes visually apparent.
Figure 7: Evolution of Generator losses, Discriminator losses and weight parameter λ across a typical
run of a EDGAN MRES MAT model with 8000 training steps, using data from the PetrelGrid
dataset.
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