The average cost of Duval's algorithm for generating all Lyndon words up to a given length in lexicographic order is proved to be asymptotically equal to (q+ l)/(ql), where 4 is the size of the underlying alphabet.
Introduction
Several years ago, Duval [4] has presented an amazingly simple algorithm for generating all Lyndon words up to a given length in lexicographic order. He observed that the worst-case behavior of his algorithm for computing the next Lyndon word is linear; it still remains an open problem to determine the average-case running time.
We answer this question by showing that the average number of operations required for computing a Lyndon word of length at most n is constant, and independent of n.
More precisely, we show that the cost is asymptotically equal to (q + l)/(q -l), where q is the size of the alphabet.
Given a totally ordered alphabet, a Lyndon word is a word that is smaller than all its conjugates, for the lexicographic ordering. Lyndon words were introduced by Lyndon [9] under the name "standard lexicographic sequences" in order to give a base for the free Lie algebra over A (see Lothaire [8], Reutenauer [lo] ). One of the basic properties of the set of Lyndon words is that every word is uniquely factorizable as a nonincreasing product of Lyndon words. There is also a close relationship between Lyndon words and irreducible polynomials over a finite field (Golomb [6] ). There are several algorithms dealing with Lyndon words. Booth [l] shows how to compute, in linear time, the smallest among the conjugates of a given word. This is in fact an application of another algorithm by Duval [3] that computes, in linear time, the factorization of a word into Lyndon words. The algorithm for systematic generation of Lyndon words is similar, in structure, to algorithms for systematic generation of trees [l 1 , 141 or of other combinatorial objects [12] . For these objects, known algorithms have constant average running time. We show that the same holds for Duval's algorithm: the average cost is given by
We even give an evaluation of the constant of the big-0 in order to describe the behaviour of the average cost for all values of n.
The paper is organized as follows: the Section 2 reviews Duval's algorithm and gives an expression for the cost. Then the asymptotic constant running time is proved. The Section 4 contains the effective constants. We conclude by some remark about possible developments.
The algorithm
Let A be a totally ordered alphabet, and let -=C denote the lexicographical ordering induced on the free monoid A*. Recall that the conjugacy class of a word w is the set of all words uu such that w = vu. A Lyndon word is a word that is smaller than all other elements in its conjugacy class. Consider a fixed integer n. Duval's algorithm computes, from a given Lyndon word w, the next Lyndon word N(w) of length at most n in two steps
Algorithm.
Input: An integer n, and a Lyndon word w #z of length at most n.
Step 1: Compute the word v=D(w)= whw', where h> 1 and w' is the proper prefix of w defined by n=hlw)+lw'l.
Step 2: Compute the word P(v).
output: P(D(w)).

Duval proved that N(w)=P(D(w)).
The implementation of the algorithm is straightforward.
For the evaluation of the cost of the algorithm, we need some notation. We denote by 9 the set of Lyndon words, and by _Y,, the set of Lyndon words of length at most n. Consequently, the total cost of Duval's algorithm for generating all Lyndon words of length at most n is 
Proof. For the proof, we use the transfer technique for the asymptotics of generating functions to the asymptotics of their coefficients, as developed in [S] . 
of l/( 1 -z) and l/(1 -2') in the neighborhood of
C (i+ l)s+&Cz-r)*+l {g+&}, 
(8) 
Evaluation of the constant
In this section, we evaluate the constant of the big-0 which figures in Proposition 
For the clarity of exposition, we decompose the proof into several lemmas. The first lemma allows us to replace e, by q"/n in developments of L, and A,. The two next lemmas give an upper bound for A, and a lower bound for L,.
Lemma 4.2.
For all n3 1, we have
Proof. See exercise 3.27, page 142 of [7] . 0
Recall that the functions fk(z) are defined by 1 fk(Z)=(qZ-l)klog-1 -qz ' We introduce an operator # by setting
Next, we consider the developments (6) and (7), to the order 3 and 2 respectively, and we multiply them by &(z). This gives ._,(n-3)(n-2)(n-l)nz" (12) Since the coefficient u, of z" in f3(z) is positive for n 34, it suffices to observe that
is positive, and this is straightforward. Using Lemma 4.2 we get that
The first sum of (13) can be bounded from below, in view of (lo), by
We show that on the complement of the domain D,
4"
2 n qk/2 n (q-1)2(n-l)(n-2)'Tk.
For this, we bound each term in the right-hand side by qni2/n, and thus the whole right-hand side by q"'2. Consequently, it suffices to prove that 2 1
Since the expression d(q n)=(q-l)2n(n-l)(n-2)_2 9 9 4 42 is decreasing in n and in q for all q > 2 and n > 11, it suffices to observe that d( 6,11) and d(2,26) are negative to conclude the proof. 0
In order to prove the proposition, we now introduce a function F(n, N, q) which will allow us to parametrize the constant of the big-O. For this, note that f2~4=4z-;q2z2+n~3(n_2:;i:i_l) zn, n
and set u"= Cz"lf2(zL and define
Then by definition F(n,N,q)=G(n,N,q)+H(n,N,q),
H(n,N,q)=n(n-l)'* qn+I i(n-N+3)v,P,+wPI}.
Observe that G and H are decreasing in n (for H, this holds for n 3 8 as one may verify by taking the logarithmic derivative). Next, letting first go n to infinity and then q to infinity, one sees that F( n, N, q) is bounded from below by 6. The proposition we look for is a consequence of the following more general statement.
Proposition 4.4. The average cost ;j,, of'Duval's algorithm, for a q-letter alphabet and for
all n 3 N > 11, satisjies the inequality
Furthermore, F(n, N, q) decreases in n and q.
Lemma 4.5. For all n 3 N 3 6 and all q 3 2, one has
Proof. In view of equation (11) it suffices to prove that
We show first that for n 3 N 3 6 and q 3 2, since cr4<(c-2)r3 for ~36. The inequality follows. We have already proved that F is a decreasing function of n. To prove that F is decreasing in q, we show that this holds separately for the functions G and H. It is straightforward to see that G is decreasing in q. For H, one may proceed by proving that both UN_i/qn-' and w,_,/q"- ' are decreasing functions of q. The first expression can be written as In this expression, the second term is decreasing with q because each Ui is, up to a positive multiplicative constant, an ith power of q. The first term is decreasing because ulo/qlo is decreasing for integral values of q as may be verified (for instance by some symbolic manipulation system). One proceeds in a similar manner to prove that WN-llqn-l decreases, using the fact that vk/qk is decreasing for k3 11. 0 Table 1, obtained with Maple [a] , gives several values of the function F(n, N,q) which allow to adjust the constant of our proposition as a function of q and n. In particular, the value of F( 1 1, 11,12) gives Proposition 4.1. We conclude by comparing the real value of the cost yn to the bound, denoted r,,N, as given in Proposition 4.4, for some values of n and q (see Table 2 ). This shows that our bound is rather good.
Conclusion
We have shown that the computation of the next Lyndon word is the set of Lyndon words up to some fixed length requires constant time. In the same paper [4] , Duval has presented another algorithm that generates all Lyndon words of fixed length in lexicographic order. It is an easy consequence of our result that the average cost of this second algorithm is asymptotically bounded by (q + 1)/q. However, we were unable to give a sharp asymptotic estimation. ' Another open problem is to prove a stronger claim, namely that Duval's algorithm has amortized constant worst-case running time, in the sense of Tarjan [13] . This would mean that the computation of an interval of Lyndon word costs a constant times the length of the interval plus the difference of some potential. Such a potential seems to be difficult to find, perhaps because the computational cost increases for the "last" words in a sequence.
