Neural network (NN) models have gained much attention for river flow forecasting because of their ability to map complex non-linearities. However, the selection of appropriate length of training datasets is crucial and the uncertainty in predictions of the trained NNs with new datasets is a crucial problem. In this study, self-organising maps (SOM) are used to classify the datasets homogeneously and the performance of four types of NN models developed for daily discharge predictions -namely traditional NN, wavelet-based NN (WNN), bootstrap-based NN (BNN) and wavelet-bootstrap-based NN (WBNN) -is analysed for their applicability cluster-wise. SOM classified the training datasets into three clusters (i.e. cluster I, II and III) and the trained SOM is then used to assign testing datasets into these three clusters. Simulation studies show that the WBNN model performs better for the entire testing dataset as well as for values in clusters I and III; for cluster II the performance of BNN model is better compared with others for a 1-day lead time forecasting. Overall, it is found that the proposed methodology can enhance the accuracy and reliability of river flow forecasting.
INTRODUCTION
River flow forecasting for short time horizons (hourly, daily) can help to improve water resources management. The task of river flow forecasting is a great challenge. Neural network where small changes in training datasets/parameter selection can produce a large change in predicted outputs (Naftaly et al. ; Carney & Cunningham ) . NN models are computationally fast and efficient, which makes them a highly suitable tool for river flow forecasting.
performance of the NN model for long-term predictions was only probabilistic depending on the arrangement of calibration and testing datasets.
Ensemble forecasting has been suggested to overcome the drawbacks of traditional NN models, and increases the forecasting accuracy by controlling the generalization of predictive model ( Jeong & Kim ) . Boucher et al. () found that ensemble forecasts using stacked NNs outperform point forecasts. Ensemble predictions using bootstrap techniques are found to be more accurate and reliable (Sharma & Tiwari ; Tiwari & Chatterjee a) .
Processing the inputs to NN models using wavelet transformation have further improved the accuracy and con- Despite having an appropriate training dataset, there is a probability that an extreme event (i.e. unfamiliar input) beyond the range of recorded datasets might occur in the future and could not be forecasted correctly. Even though it is not straightforward to classify an event as regular or extreme with many input variables, the extreme event can be identified by clustering techniques (Kentel ) .
In the traditional clustering method (e.g. K-means method), the number of clusters is determined subjectively (Lin & Wang ) . For similar types of data, different clustering techniques generate different clustering results (Nathan & McMahon ) . Kentel () tested the fuzzy c-means clustering algorithm and found that it satisfactorily classified input vectors into 'regular event' or 'extreme event'
classes. Self-organising maps (SOMs) (Kohonen ) are also recognized as a powerful clustering technique and have recently been used in water resources studies (Astel et al. ; Kalteh et al. ) . SOMs map high-dimensional input datasets into low-dimensional output space, which helps to understand the relationship between complex data. Moradkhani et al. () explored the applicability of a self-organising radial basis (SORB) function to one-step ahead forecasting of daily streamflow. Composed of a Gaussian radial basis function architecture and self-organising feature map (SOFM), SORB was used in data classification.
It was found that SORB outperformed the two other NN algorithms. Jain & Srinivasulu () decomposed the flow hydrograph into different segments based on physical concept and modelled different segments using conceptual and NN models. The major finding was that decomposing a flow hydrograph into different segments corresponding to different dynamics based on physical concepts was better than using soft decomposition employed using SOM. Chang et al. () found that SOM NNs can adequately produce streamflow forecasting. They proposed an enforced self-organising map (ESOM) network by recycling the highflow data to retrain the SOM network. They found that it not only increased the mapping spaces of peak flow in the topological structure of the SOM, but also improved the performance of flood forecasting at high flows. Gopakumar et al. () evaluated the performance of NN models for the modelling of daily river flows in a humid tropical river basin with seasonal rainfall pattern. They explored the rainfall and discharge data using SOM and identified the subset of data which had a distinct relationship with the selected hydrologic variables. NN models were developed for each subset and the SOM technique was found to be very helpful for developing logically sound NN models.
Abrahart & See () assessed the performance of NN and ARIMA models for hydrologic forecasting and found that, even though the performance of the models was similar, the NN model performance was improved when the training data were clustered in distinct groups using the SOM technique. Ismail et al. () introduced the SOM and least-square support vector machine (LSSVM) model, referred to as SOM-LSSVM model, by combining the capabilities of SOM and LSSVM. The SOM algorithm was used to cluster the training data into several disjointed clusters, and the individual LSSVM models were developed to forecast the river flow. The models were evaluated using flow data from Bernam River located in Selangor, Malaysia.
Results showed that the SOM-LSSVM model outperformed other models for forecasting river flow.
In this study, we propose a novel method to improve the predictive capacity of hydrologic forecasting by analysing the performance of different developed NN models cluster-wise. First, NN models are developed for 1-day lead time forecasting considering the effect of length of training datasets. The effect of input patterns is also investigated using the bootstrap resampling method considering different training algorithms. Thereafter input data are clustered using SOM. Subsequently, the performance of NN models is assessed with cluster-wise model predictions.
In an earlier study, Tiwari & Chatterjee (b) developed different NN models such as traditional NN, waveletbased NN (WNN), bootstrap-based NN (BNN) and wavelet-bootstrap-based NN (WBNN). Firstly, NN models are developed using the significant inputs and optimising the NN structure by trial and error method. Thereafter, wavelets are used to decompose the original time series data at each station into different discrete wavelet components (DWCs).
Significant DWCs are then selected and combined to make new time series data at each gauging station. The new time series data are used as input to the NN model to develop WNN models. BNN models are the ensemble of several NN models developed using bootstrap resamples of training dataset, whereas WBNN models are the ensemble of BNN models developed by resampling newly constructed time series using wavelets instead of raw dataset.
In this study, we have used these models to evaluate their performance in simulating clustered datasets using SOMs.
Note that we have not developed separate NN models for each identified input cluster, as the number of datasets in some of the clusters was too few. Instead, we have developed NN models using the entire training datasets and then evaluated their performance in forecasting the clustered testing datasets using SOMs. To the best of our knowledge, this is the first such attempt in this direction and will prove to be extremely useful in improving the river flow forecasts. 
where N is the number of training datasets and e represents the error between observed values O i and predicted values P i . The gradient of error is calculated:
where J(W ) is a Jacobian matrix containing the first derivatives of network errors with respect to the weights and biases. The Hessian is determined by:
where
is usually small and can be ignored. The Hessian can therefore be written:
). Assume that the data consist of i.i.d. (independent and identically distributed) sample T n ¼ X 1 , X 2 , … X n of size n with an unknown cumulative distribution function (CDF)
F. Let θ be a parameter to be estimated using a function of the dataθ ¼θ X 1 , X 2 , … X n . We want to know the true sampling distribution ofθ to determine its bias as an estimator of the true value θ and its variance to know the average and variability in terms of percentiles. Since F is unknown, true sampling distribution ofθ cannot be derived. A bootstrap technique that uses true resampling with replacement can approximate the sampling distribution ofθ by replacing unknown CDF F with the empirical distribution functionF by putting mass 1/n on X 1 , X 2 , … X n to generate a bootstrap resample T*. Thus, a set of bootstrap samples B can be gen- 
and the BNN estimateθ x ð Þ is given by the average of the outputs of NN models developed using B bootstrapped resamples:
Wavelet analysis
Wavelet analysis is multi-resolution analysis and provides time and frequency representation of a signal. The continuous wavelet transform of time series f (t) is defined:
where CWT(a, b) is the wavelet coefficient, a is scale parameter, b is translation parameter and * corresponds to the complex conjugate. Wavelet function ψ t ð Þ is called the mother wavelet and is defined:
The shifted and scaled version of the mother wavelet ψ a,b t ð Þ is obtained as:
Time series decomposition using wavelet transformation generates a wavelet coefficient contour map CWT(a, b) known as a scalogram, which allows the frequency to be determined at different scales. However, a large number of data is generated by computing the wavelet coefficients at every possible scale or resolution level. To avoid this, logarithmic uniform spacing can be used for the a scale discretization with correspondingly coarser resolution of the b locations. This transform is called the discrete wavelet transform (DWT) and is defined (Mallat ):
where m and p are integers that control the wavelet scale and translation, respectively; a 0 is a specified fined dilation step greater than 1; and b 0 is a location parameter greater than zero. A general choice for these parameters is: a 0 ¼ 2 and b 0 ¼ 1. By adjusting the scale and the translation parameters based on the powers of dyadic scales and translation (i.e. a 0 ¼ 2 in Equation (9)), the volume of data may be reduced considerably and analysis can be more efficient.
DWT operates high-pass and low-pass filters on the original time series. The time series is decomposed into one comprising low frequencies and its trend (the approximation) and another comprising the high frequencies and the fast events (the detail).
Self-organising maps (SOMs)
SOMs are a kind of NN which use an unsupervised learning algorithm to map high-dimensional input space into low-dimensional space. The SOM clustering technique is non-linear and it has an ability to preserve the topological structure of the data (ASCE a). 
where q is the dimension of the input data pattern x. The synaptic weight vectors of neurons of the Kohonen layer are denoted (Kohonen ):
where w j is the synaptic weight vector of neuron j in the Kohonen layer and l is the total number of neurons in the Kohonen layer. The synaptic weights are initialized with small random numbers at the beginning of training process.
The SOM algorithm computes the similarity measures in terms of Euclidean distance between random input pattern x and synaptic weight vector w j as:
Smaller Euclidean distance indicates higher similarity between the input pattern x and the synaptic weight vector w j . The winning neuron is therefore selected using the smallest distance from the current input vector to all neurons of the Kohonen layer. After determining the winning neuron, the neurons in the topological neighbourhood are updated as
where η(t) is the learning rate at time t and w j (t þ 1) is the synaptic weight vector of neuron j at time t þ 1. Here, h j,i(x) determines the degree of neighbourhood between the winning neuron and a new neuron for an input x. This function is required to be symmetric about the winning neuron and decreasing to zero with growing lateral distance from the winning neuron (Haykin ) . This topological neighbourhood function is represented mathematically as:
where d j,i is the Euclidean distance between the winning neuron i and the neighbouring neuron j and σ(t) is the effective width of the topological neighbourhood, defined: where σ(0) is set to be equal to the radius of the lattice in the output layer of SOM and τ 2 is a constant, defined: 
METHOD Input determination
One of the most important steps in the development of an NN hydrologic model is determining the significant input The cross-correlation statistics for daily discharge are presented in Figure 3 . The CCF between the discharge at
Kantamal and discharge at Naraj shows a significant correlation for 1-2 days lag as shown in Figure 3 (a). For Hirakud dam release and Naraj, the significant correlation is for 1-3 days (Figure 3(b) ). To select significant input variables from the Naraj time series itself, the ACF and PACF are used. The ACF (Figure 3(c) ) shows a significant correlation at the 95% confidence level for 0 to >20 days, whereas the PACF (Figure 3(d) ) shows a significant correlation for up to 2 days lag. The decaying pattern of the PACF confirms the dominance of the autoregressive process, relative to the moving-average process.
A similar procedure is applied to select significant inputs from the discharge data of six gauging stations and Hirakud dam release for daily discharge forecasting.
The total input vectors identified are 17 for daily discharge forecasting models, listed in Table 2 . These 17 input variables are used to forecast 1-day lead time discharge at Naraj gauging station. The river flow forecast at 1-day lead time (Q tþ1 ) at Naraj gauging station is therefore a function of 17 input variables as identified in Table 2 . Optimal NN model structure identification
The identification of the optimal network geometry is one of the major tasks in developing NN models. As discussed earlier, the performance of an NN model during training is evaluated using the generalization error which estimates the average error on the testing dataset by a trained NN model built using 200 bootstrap resamples of training dataset. The optimum number of hidden neurons is calculated using the generalization error of various NN structures tested for one to six hidden neurons. The NN structure with four hidden neurons is selected as optimum, for which the generalization error is minimum.
Selection of training algorithms and length of training datasets
In this study, 200 bootstrap resamples are generated to create various data scenarios for each length of training datasets 
NN model development
Once an appropriate length of training dataset and an appropriate training algorithm is selected, an NN model is Hirakud Dam and discharge at Naraj; (c) ACF of discharge at Naraj; and (d) PACF of discharge at Naraj. 
established. Four NN models (NN, WNN, BNN and WBNN), described in detail in Tiwari & Chatterjee (b) , are then developed. A brief explanation of these models is provided here.
First, NN models are developed as described in the previous section using the most significant inputs. In the next step, all the time series data are decomposed using DWT and the effective discrete wavelet components (DWCs) are the selected optimal structure is that for which the generalization error is minimum.
Cluster analysis
A SOM is trained using the training datasets (375 input patterns from 17 input variables) and the trained SOM is used to cluster the training and testing datasets (75 data patterns The density map can be constructed using feature map.
First, the number of data patterns in each grid/node of the feature map is counted. The number of data patterns representing the frequency of grids in the output layer is 'imaged' by specific input data patterns. By visually inspecting the feature and the density maps, the number of clusters and the members of each cluster can be objectively determined.
Performance indices
The Nash-Sutcliffe coefficient E, root mean square error (RMSE) and mean absolute error (MAE) performance indices are used to evaluate the model performance. These performance indices are defined:
where O i and P i are observed and predicted discharge; O i is mean of the observed discharge; and n is the number of data points: It is observed that with 1-, 3-and 5-year training datasets, the training performances of LM and BR are much better than that of CGB. It is also observed that the LM algorithm is more effective than the BR and CGB algorithms to train NN models. It is observed that testing performance using the 3-and 5-year training dataset is much better than the 1-year training dataset for NN models. With a 1-year training dataset, the BR algorithm performed better compared with LM and CGB algorithms for NN models. It can therefore be concluded that the CGB algorithm is less effective for NN models; it is therefore not considered for further analysis.
CDFs are developed to assess the performance and stability of NN models with randomly selected training datasets. Finally, with the 5-year training dataset, the optimal performance of the NN model is ensured with the LM algorithm; this configuration has therefore been used for cluster analysis.
In this study SOM is used to classify each data pattern shown in Table 2 . Each data pattern was taken successively as input vector x to the input node of SOM. SOM was initially applied to the training dataset (375 input patterns). These input patterns were iteratively used as input to the SOM and, after training, all data patterns were classified as either nodes of output layer or Kohonen layer. The SOM technique is used to classify the training and testing dataset objectively by considering three groups which can be representative of low-, medium-and high-discharge values. Several output layer dimensions of SOM were selected (e.g. 4 × 4, 5 × 5, 6 × 6, 7 × 7 and 8 × 8) and all dimensions were tested using visual inspection. The 6 × 6 dimension yielded comparatively better distinction among the desired three clusters, and was therefore selected as the optimal dimension.
A trained SOM or SOM feature map (Figure 8 ) shows topological relationships among input data patterns where datasets with similar characteristics are closely neighboured, whereas datasets with significant differences are located at a distance from each other. The SOM feature map is used to group the dataset into three groups by visual inspection (two lines in Figure 8) ; the distance or dissimilarity between the nodes increases as the connection between the nodes changes from bright to dark.
A SOM density map yields the number of clusters for input patterns objectively. The number of training and testing data patterns assigned in different clusters for (a) training datasets and (b) testing datasets are shown in Figure 9 . As discussed earlier, SOM is trained using the training datasets and the trained SOM is used to cluster the training and testing datasets. Generally, empty nodes are used to separate different clusters (Lin & Wu ) , but instead in our study we used SOM neighbour distances The trained SOM neural network is used to cluster the testing dataset. Clustering of different data patterns in the testing dataset is based on 17 input variables (Table 2) . However, for the sake of simplicity, clustering of the testing dataset at Naraj gauging station is shown in Figure 10 . The data are grouped into clusters I, II and III using the SOM feature map. It is observed that cluster I represents low-discharge values, cluster II represents medium-discharge values and cluster III represents high-discharge values.
From Figure 10 , it appears that a few data within the medium-discharge cluster are located in the high-discharge cluster; this is because the classification is based on the non-linear relationship among the 17 input variables. Table 4 shows the number of data patterns in different clusters for training and testing datasets. SOM is first trained using training datasets, three clusters are developed, and the trained SOM is then used to assign corresponding cluster for new datasets (i.e. testing datasets). It is observed that cluster I has the highest percentage of low-discharge values for training and testing datasets and cluster III has the highest percentage of high-discharge values for testing datasets.
However, cluster II features the lowest percentage of training datasets and shows unclear grouping as shown in Figure 10 . It is observed from Table 4 that the number of data points for training dataset in Clusters II and III are too few to develop separate NN models for these individual clusters. The NN models are therefore developed for the entire training dataset. The performance of these models is then tested for the entire testing dataset and then for different clusters of the testing dataset. It is also seen in Table 6 that the variation in the NashSutcliffe coefficient for different clustered values is very high compared with that in Table 5 for the entire testing dataset, This study shows that the selection of a particular model for a particular cluster can play a significant role when the representation of data in a particular cluster is not sufficient. This study has shown the effectiveness of SOM to cluster the data into different groups and to apply a selected model. This approach has the potential to be applied in different fields of engineering and medical sciences. In this study, NN architecture with 17 input variables is selected based on cross-correlations, autocorrelations and partial autocorrelation functions between the variables. However, in future, efforts may be made to examine alternative combinations of inputs for the NNs. Other hydrological data such as precipitation and temperature may also be considered to improve the river flow forecasts.
