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This dissertation describes two scientific experimental techniques, namely two-dimensional
infrared (2D-IR) spectroscopy and time–resolved multiprobe spectroscopy. These methods
probe metal coordination geometry in multi-carboxylates and proton transfer kinetics in
protic ionic liquids, respectively. Another aspect of this dissertation discusses making the
scientific literature accessible to students early in their undergraduate careers.
For the metal–carboxylate structural investigation, symmetric stretch vibrational peaks
were probed using the EDTA molecule and divalent Ca2+ and Mg2+ ions. Multi–carboxylates
are components of proteins. The carboxylate symmetric stretching vibration is sensitive to
metal–induced structural changes. In EDTA’s carboxylate stretching region, the symmetric
stretch mixes with the CH bending modes. With 2D-IR spectroscopy, density functional
theory, participation coefficient analysis, and energy decomposition analysis calculations, the
different vibrational contributions were disentangled and associated with the ion binding
geometry. Hence, the ion–binding information from EDTA’s symmetric stretch region can be
utilized in protein–ion binding research.
In the second investigation, time-resolved multiprobe spectroscopy probed a photoacid
dissolved in a protic ionic liquid to unravel the proton transfer kinetics in an ionic liquid
environment. Our investigation with this system suggests that proton transport has fast
kinetics falling within the Grotthuss mechanism and slow rates that match vehicular transport.
The time-resolved multiprobe spectroscopy data, ranging from a few hundred femtoseconds to
several nanoseconds, reflect the complicated kinetic pathway of the proton in such a system.
This work indicates that protic ionic liquids have complex reaction kinetics that must be
modeled using the proton conduction models for water.
Thirdly, this document describes a curriculum that helps undergraduates assess the re-
search presented in scientific literature. The first semester of this curriculum teaches students
iv
to read and comprehend existing original research literature. With worksheet assignments,
workshops, and office hours, the students interpret hypotheses, experimental methods, conclu-
sions, and future directions in research. This curriculum provides undergraduates a starting
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Preface
As far back as I can remember, I have been fascinated with colors. Hence, I was not
surprised to realize my love for lasers one cloudy afternoon in Rochester, NY, in 2012. Thus
began my venture to switch my specialization from biophysics to ultrafast spectroscopy.
After a year of whirlwind applications to various graduate programs with nonlinear optical
spectroscopy groups, it was a pleasure to get an offer from Pitt Chemistry in 2014.
At first, I was apprehensive of my potential as a physical chemist due to my biochemistry
background. When I joined Sean Garrett-Roe’s laser lab, however, I found my true calling!
I thank Sean as I grew to be an independent researcher in his lab, well-versed in nonlinear
spectroscopy, with a knack for accuracy, clear communication, and able to pursue my passion.
During this journey in Sean’s lab, I was introduced to fascinating science, gained new
knowledge, met terrific people, and tackled the most challenging problems. Without the
thesis committee, progress towards graduation is a difficult hurdle to surpass. Therefore, I
thank Sunil Saxena, Daniel Lambrecht, and Jennifer Laaser for their valuable input in my
graduation progress.
Next, I thank Eugene Wagner for championing me in my teaching research. One morning
at the end of the 2017 Fall semester, I went to his office with my teaching-as-research
project idea, and since then, he has supported all my teaching efforts. Dr. Wagner mentored
me to grow as a teacher, implement my teaching project, and enjoy facilitating students’
understanding of scientific literature. Dr. Wagner’s devotion to teaching and drawing lucid
connections between chemistry and the everyday occurrence of science is energizing. Under
his guidance and unfailing trust, I learned to teach from the undergraduates’ perspective
and became an efficient educator. Working with him has shaped my teaching and mentoring
capabilities.
Paul Donaldson, with whom I have a central laser facility (CLF), RAL collaboration, has
a vital role in my research journey. He is a wizard at laser experiments and a marvelous
scientist, and I am grateful to have worked with him on several laser experiments. During my
first CLF visit, Paul inspired me to keep trying even when things do not go according to plan.
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My inspiration to master laser spectroscopy comes from my mentor David W. McCamant.
Seeing his group and working on optical projects in his lab, influenced me to learn ultrafast
spectroscopy. Dave has cheered me on to perform my best and be courageous during my
graduate years.
I am beholden to all the members of the Garrett-Roe group. Being in this group has
allowed me to meet immensely supportive, witty, and empathetic colleagues. Samrat, Zhe,
Tom, Clinton, Kai (Tycho), CJ, Tyler, and Sydney (Salem & Vlad) thank you for your
unflinching support. When I ramble on, your patience with me is exceptional! All the
humorous tea breaks, meaningless banter, movie nights, pet adoption talks, crazy jokes during
the lunch and dinner outings, late evening chats in the laser lab, and emotional support hold
special meaning. Thank you, CJ, for all the refreshing ‘Akatsuki time,’ conversations and
outings! Clinton thanks for patiently explaining cultural references, being understanding,
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1.0 Introduction
Ultrafast vibrational spectroscopy addresses fundamental questions about molecular
structure and dynamics. Time–resolved ultrafast techniques interrogate femtosecond to
picosecond timescale processes of a chemical or biological system. This thesis will describe
two broad categories of time–resolved vibrational spectroscopy, each of which will address
two distinct problems in vastly different systems. To elucidate ion–coordination by proteins,
we first interrogate ion–carboxylate geometry with two dimensional infrared spectroscopy.
Secondly, to better understand the proton transport mechanism in a protic ionic liquid,
the kinetics of a proton is monitored with time–resolved multiprobe spectroscopy. A final
chapter of this thesis describes a curriculum development, where undergraduates are trained
to evaluate primary research.
1.1 Broad Research Goals
1.1.1 Ion–binding
Protein–ion chelation is ubiquitous in all lifeforms. Ion–chelation is critical to protein
function. Metals can participate in signaling (e.g., voltage activated Na+ and K+ channels),
ion–sensing and transport (e.g., Ca2+ and Mg2+ binding by EF–hand domains), enzymatic
reactions (e.g., Fe in cytochromes), and structural functions (e.g., zinc finger proteins).1–24
Interacting with the ions can change protein structure, enzyme and protein function, or
downstream signaling pathways.25–28 Among these ions, Ca2+ is a second messenger in G-
protein coupled receptor (GPCR) mediated signaling pathways. Almost always, an EF–hand
domain resides downstream to the GPCR, which can bind both Ca2+ and Mg2+ ions. Ca2+
and Mg2+ ions modulate the structure of the EF–hand domains, which in turn opens or closes
these GPCR proteins. Therefore, the structural changes and fluctuations in the EF–hand
lead to their ion-sensing properties, global reorganization of structure, and their downstream
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structure modulation capability.
Structural changes in such EF–hand proteins can be monitored in real time with two
dimensional infrared (2D-IR) spectroscopy. 2D-IR spectroscopy reports the Ångstrom length
fluctuations in a system and its environment at an ultrafast timescale–in the range of
100 fs to over a couple of hundreds of picoseconds.29 The critical factors controlling the
system’s dynamics are the vibrational lifetime and the molecular environment of the IR
chromophore. In this time range, we can observe events such as solvent cage motion, molecular
reorientation, ion–induced geometry changes in proteins, and chemical exchange. Utilizing
2D-IR spectroscopy, we look at the earliest local changes in and around the carboxylate
reporter group. Correlating that information to the changes in the EF–hand protein can then
give insight on their ion–induced structural changes in ultrafast timescales, and how those
changes are translated to downstream changes in conformation.
Multi-carboxylates interact with a Ca2+ or Mg2+ ion in an EF–hand binding pocket.
These approaching ions are ‘sensed’ by the EF–hands. Also, these domains are ion–specific
and selective. With ion binding, a structural change starts in the binding pocket, which
is translated to an overall alteration of the EF–hand protein conformation. A mechanistic
picture of this molecular recognition process, leading to the conformation change of the
protein, is yet to be established. Using model compounds that mimic the EF–hand binding
pocket is the first step to explain the Ca2+ and Mg2+ binding interactions. In section 1.2,
we will try to understand the EF–hand binding site interactions. Then in chapter 4, we
will study EDTA ion–binding to see how it aids in the understanding of these EF–hand
multi-carboxylate interactions.
1.1.2 Protic Ionic Liquids
Protic ionic liquids (PILs), room temperature molten salts with a labile proton, are the
result of a proton transfer from a Brønsted acid to a Brønsted base. As a subset of a broader
class of ionic liquids, PILs have interesting features that separate them from aprotic ionic
liquids. The first ever reported and synthesized ionic liquid, ethylammonium nitrate, is a
PIL. There are a wide variety of PIL–forming cations and anions, with a range of nanoscale
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structure and heterogeneity giving rise to unique properties in the different PILs. Just like
aprotic ionic liquids, PILs have polar and non–polar domains that give rise to their molecular
heterogeneity. Some properties, like low vapor pressure, thermal stability, ionic conductance,
amphiphilic subassembly, and the ability to form hydrogen–bonding networks similar to
water, are of great importance in the design of fuel cell replacements.
There is a drive to better understand the proton transfer phenomenon so that we can
easily tune a PIL’s physicochemical properties for future electrolytic applications. PILs with
complete proton transfer show high ionicity and proton conductance, which are necessary
processes for a fuel cell application.30–35 Thus, developing the different PILs for new fuel cell
technology requires us to fully understand proton transport in a PIL system. The proton
transfer kinetics in PILs is not yet established. Proton transport can occur either by a
Grotthuss or by vehicular mechanism. While the Grotthuss pathway involves the hopping of
the proton from one molecule donor to the next molecule proton acceptor in picoseconds, in
vehicular diffusion the molecule carries the proton in solution at a much slower nanosecond
proton conduction rate. Not understanding the exact nature of proton conduction in PILs
hinders the implementation of these solvents as future battery resources. Therefore, in
section 1.3, we will learn more about the proton transport phenomenon, and in chapter 5, we
will explore the proton transport in a protic ionic liquid system using an initiator photoacid.
1.1.3 Curriculum Development
Undergraduates will benefit if they can evaluate scientific research at an early stage of
their degree. Comprehension of the different research areas will help undergraduates utilize
techniques and make advances in applications. Therefore, undergraduates must be able access
these concepts. This leads us to the last section, where we will outline a teaching curriculum
that was developed during the course of my research. This curriculum prepares them to
read and evaluate primary research and extrapolate. Section 1.4 will introduce the need
for academic institutions to better equip undergraduate students to understand scientific
literature. Utilizing the variety of experimental techniques presented in the different research
publications will help undergraduates to build their own critical thinking repertoire. So, in
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chapter 6, we will present a curriculum aimed to develop these skills in an undergraduate
student.
1.2 Multi-carboxylate Ion Binding
2D-IR spectroscopy informs us about the bond–length and picosecond resolution events.
The binding loop in EF–hands undergo ultrafast fluctuations which contribute to the ion–
induced structural changes in the protein. These fluctuations are sensitive to the overall
changes in the environment such as an approaching ion. The ultrafast time resolution of
2D-IR spectroscopy provides a way to investigate those changes. Studying those picosecond
fluctuations with 2D-IR spectroscopy offers better understanding of the ion–sensing by these
EF–hands than NMR and EPR spectroscopies or stopped flow techniques. EPR spectroscopy
cannot look at changes faster than µs and require invasive spin labels. NMR techniques have
been used to study EF–hands but cannot probe faster than ms timescale required for the
binding loop examination. Single molecule techniques also have been used to study these EF–
hands but fail to offer the picosecond time resolution and also require a large non-native dye
insertion, thereby disrupting the structure. Stopped flow methods can measure rapidly up to
100 µs and are incapable of inspecting the binding loop dynamics. With 2D-IR spectroscopy,
the information in these binding loop multicarboxylates can be unpacked, and we can extract
both structural changes and ultrafast conformational flexibility of these proteins.36–47
This section will now expand on the importance of understanding the ion–induced
structural changes in the EF–hand multi-carboxylate domains. The broad goals above
mention that Ca2+ and Mg2+ ion–binding triggers the structural changes in EF–hand, which
regulates functional responses in the downstream signaling scheme. EF–hand–Ca2+–binding
proteins always contain more than one EF–hand domain. An EF–hand motif has a helix–
loop–helix structure, with 12 residues per helix and about 29 residues per domain. The
canonical EF–hand binding loop starts and ends with carboxylate side–chain amino acid
residues, aspartate and glutamate, respectively.48
X-ray crystal structures of several EF–hand–containing proteins show that these domains
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function in pairs. A hydrophobic residue (usually isoleucine, valine, or leucine) in the secondary
structure of the ion–binding loop hydrogen bonds to the other EF–hand, maintaining the
structural integrity of the pair. An exclusive EF–hand domain unpaired to another is rarely
seen in nature and almost always has diminished Ca2+ binding capability. This suggests that
cooperativity between the domain pair plays a role in ion–selectivity, affinity, and specificity.49
The effect of ion–selectivity can be better understood in the context of the cellular
environment. Intra-cellular Ca2+ is in the ∼ 100 nM range, while intra-cellular Mg2+ is in the
∼ 2 mM range. Therefore, the EF–hand proteins encounter an intra-cellular Ca2+ : Mg2+ =
1 : 1000 concentration ratio, whereby the Mg2+ ion concentration dominates over Ca2+ in the
cytoplasm. Despite this significant concentration disproportionality between the two ions, the
EF–hand proteins are highly selective to Ca2+.50 To explain this selectivity and specificity, a
thorough understanding of the binding loop structure is necessary.
The composition and length of the Ca2+ binding loop in EF–hand proteins can widely
vary, from being 12 residues in parvalmumin to a 20 residue binding loop in the neuronal
calcium sensor proteins. In all these variants of the EF–hand loop, it is the N–terminal
domain amino acid residues that get replaced, whereas the C–terminus composition remains
constant in length. Despite the variety in the loop length and composition, the pentagonal
bipyramidal binding geometry, the Ca2+ binding affinity, and the Ca2+ and Mg2+ specificity is
preserved. This pentagonal bipyramidal geometry of the loop is a byproduct of one backbone
carbonyl coordination, the four side chain oxygen and one carboxylate interactions, and one
ordered water molecule ligand. Additionally, the last glutamate residue in the binding loop,
that donates a carboxylate side–chain, is conserved in all EF–hand structures.51
The multi-carboxylate interaction in the EF–hand binding loop utilizes seven oxygen
atoms to bind a Ca2+ ion in the pentagonal bipyramidal Ca2+ binding geometry. As mentioned
earlier, the N-terminus of the Ca2+ binding loop can vary, having changeable amino acid
residues and length. The N–terminus does not disturb the bipyramidal geometry. This is
not true for the C–terminus, where a residue change almost always disrupts the pentagonal
bipyramidal Ca2+ coordination. These carbonyl oxygens bind the Ca2+ ion in a unidentate
coordination, and the glutamate in the last position binds in a bidentate geometry.52
Infrared spectroscopy is extensively used to determine the different EF–hand ion–binding
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geometries. Existing literature has utilized the carboxylate stretching vibration to understand
the unidentate, bidentate, bridging, and pseudo–bridging coordination for EF–hand proteins.
The carboxylate antisymmetric stretch, with a high absorption coefficient, is the preferred
mode for studying the structure of these proteins. However, the peakshape changes in the
antisymmetric stretch upon Ca2+ and Mg2+ coordination is small. Oftentimes, the energy
gap between the symmetric and antisymmetric stretch is also used to elucidate EF–hand
ion–coordination structure.53,54 This correlation between the spectrum and the ion–binding
geometries was developed in the acetato-carboxylate complexes in the mid–1950s, and all
these empirical structure relations are for single carboxylate coordination. In chapter 4,
we will detail how to utilize the complex symmetric stretch region of multi-carboxylates to
elucidate ion–binding conformations.
After an ion binds to an EF–hand motif, the changes in the infrared peaks are more evident
in the carboxylate symmetric stretch than the carboxylate antisymmetric stretch. In all the
previous work, the origin of the vibrational structure in the EF–hand protein’s carboxylate
symmetric stretch region remained unresolved. Mostly the carboxylate antisymmetric stretch
and the energy gap between the two stretches are used to decipher the ion–binding geometry.
After a Ca2+ or Mg2+ ion binds the peak structures in the symmetric stretch region, clearly
reflect the specific ion–induced geometry changes in the new peaks. Thus, to comprehensively
explain these binding–induced conformational changes, we must understand the vibrational
shapes of the carboxylate symmetric stretch region.
To elucidate the protein–ion binding pocket interaction in an EF–hand domain, we can
use model compounds. Multi-carboxylate model compounds can mimic the ion interactions
seen in the EF–hand binding pocket. By first analyzing how the binding pocket interacts
with an ion, we can deduce how that structural change is relayed to the rest of the EF–hand
domain. Such a focused scrutiny on the active site will reflect the interplay between the
carboxylate residues and the ion in the pocket, providing insights on ion–sensitivity and
selectivity. Ethylenediaminetetraacetic acid (EDTA) is such a model compound, which
binds divalent ions with its tetra–carboxylate groups. The heptadentate coordination of
the EF–hand binding loop is closely modeled by the hexadentate chelation of EDTA. The
carboxylate symmetric stretch region of EDTA is rich in structure, in the presence or absence
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of ions. In chapter 4, the origins of these vibrational structures will be correlated to the
binding geometry of Ca2+ and Mg2+ ions.
Understanding the binding induced changes in real time is essential for elucidating prop-
erties such as ion–sensing, ion–specificity, ion–selectivity, and global structural reorganization
in these EF–hand proteins. X–ray crystallography provides high resolution static structures
of these Ca2+– and Mg2+–binding proteins. NMR55–57 and EPR58 spectroscopies are unable
to give insights on the fast timescale structural changes of these proteins, while stopped flow
methods are unable to resolve the ultrafast timescale changes in these EF–hand proteins.59–62
2D-IR spectroscopy can interrogate both dynamics and structure of these multi-carboxylate
ion–binding domains.
2D-IR spectroscopy can reveal protein structure and dynamics with cross-peaks, bond
length specific spatial resolution, and sub–picosecond temporal resolution. The 2D-IR
chromophores can be either internal or external. Internal probes, such as Amide I–IV
backbone vibrations, report the global structures of proteins.40–47 External probes, such as
nitriles63, azide64, thiocyanate65, or isotope labels in CH, COO, and CN residues of proteins66
also elucidate structure and dynamics. These external probes can be placed inside a protein
sequence either by chemical alteration or by inserting artificial amino acids in regions of
interest.67–70 Placing an unnatural amino acid residue inside a protein has also been utilized
to determine structural and dynamical information.71–73 Couplings, lineshapes, and dynamics
of a K+ voltage gated channel residing in the membrane reflect the structural changes in the
protein upon voltage gating.74
Combining 2D-IR spectroscopy with molecular modeling, MD simulations, and density
functional theory (DFT) calculations yields atomistic insights into protein structure and
dynamics. Using sophisticated spectroscopic maps, the 2D-IR spectra of folded, disordered,
globular, fibrillar, and multisubunit protein structures and dynamics can be modeled and
replicated, correlating the vibrational structure to the protein function. Simulating the cou-
plings between different vibrations, from model Hamiltonians, has aided in the interpretation
of many complex protein 2D-IR spectra. Since the past decade, MD simulations have had
a critical role in reproducing the 2D-IR spectra from the individual trajectories, leading to
better understanding of the protein dynamics.75–91
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Utilizing side–chain carboxylates as internal 2D-IR chromophores informs us about the
localized binding–induced changes. Local binding changes require probes that are site specific,
such as amino acid side chains in the region of interest. Side chain groups are sensitive to
specific events in localized positions, such as metal binding, hydrogen bonding environment,
or salt bridges in proteins.92,93 2D-IR spectroscopy of the carboxylate antisymmetric stretch,
which is a local vibration, reports EF–hand–metal active site structural distortions and
mutation effects.94,95 Therefore, 2D-IR spectroscopy can probe these ion–induced active site
coordination changes, opening up the possibility to examine complicated EF–hand mediated
downstream structural changes. Chapter 4 will detail how couplings from the cross-peaks in
a multi-carboxylate 2D-IR spectrum tells us about the different ion–binding geometries. This
structural knowledge will facilitate our understanding of how an EF–hand binding to a Ca2+
or Mg2+ triggers a chain of downstream functional responses.
In chapter 4, we will learn how 2D-IR spectroscopy combined with participation coefficient
analysis can furnish binding geometry information. The carboxylate symmetric stretch region
is free of overlap from the amide vibrations common in proteins, thereby offering a structurally
sensitive region with the least amount of spectral congestion to interrogate structural changes.
Focusing on that carboxylate symmetric stretch of EDTA, we show that this region of the
vibrational spectrum is rich in structural information due to the overlap with CH bending
vibrations. We then show how to unscramble that information by developing a participation
coefficient methodology. Finally, we will assign the peaks in the linear IR spectra, determine
the origin of the couplings in the 2D-IR spectrum, and correlate the spectral changes to
metal–coordination induced changes in EDTA. This EDTA research opens a new part of
the spectral window that can be used as a 2D-IR chromophore that was unavailable before.
Moreover, the uncongested carboxylate symmetric stretch region, the participation coefficient
analysis method along with the ultrafast time resolution of 2D-IR spectroscopy yields a
region of the spectrum that can cleanly probe and is sensitive to the binding loop fluctuation
and ion–sensing by EF–hand proteins. In the future, this comprehensive spectroscopic tool
developed through this research will allow us to explore binding geometry structure and
dynamics of more complex EF–hand proteins.
The research conducted in chapter 4 adds the carboxylate symmetric stretch region as a
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probe to the wide variety of vibrational bands available for 2D-IR spectroscopy of protein
structure and dynamics elucidation. Chapter 4 will reveal the origin of vibrational bands in
the carboxylate symmetric stretch of condensed phase EDTA in the presence and absence
of ions. New peaks and peak shape changes in the carboxylate symmetric stretch indicate
the structural changes in EDTA as metal binds. This research opens the possibility to
explore ion–binding in more complicated biophysical systems, such as Ca2+ and Mg2+ binding
EF–hands utilizing 2D-IR spectroscopy and electronic structure theory of the carboxylate
symmetric stretch region.
1.3 Proton Kinetics in Protic Ionic Liquids
This section unravels the different methods contributing to the understanding of proton
transport in PILs. We will also see how techniques applied to understand water’s proton
transfer can help us examine the PIL systems. Proton transfer from the acid to base determines
the hydrogen bonding ability of PILs.96,97 With a strong acid and base combination, each
with their respective pKa values, there is an increase in the proton transfer capacity of the
PIL. The pKa values come from the constituent acids and conjugate acid of the respective
base dissolved in water. Thermodynamics of proton transfer can be approximated from
these pKa values. In some liquid PIL, a high aqueous ∆pKa value results in a complete
proton transfer from the acid to the base, whereas in a solid state PIL, a low ∆pKa value can
complete the proton transfer process. Therefore, ∆pKas obtained from the aqueous medium
acid and base starting materials are inaccurate representation of the proton transfer process.
∆pKa values do not fully reflect the ionic contributions due to the structural heterogeneity of
the cations and anions in PILs.98–100
The nature of the cation, the chain length, and the functional groups in both cations
and anions all affect the proton transfer process.101,102 Cations that are commonly used
in PIL synthesis are primary, secondary, and tertiary ammonium ions, mono– and di–
imidazolium ions, and guanidium ions, while nitrate, formate, acetate, hydrogen sulfate,
and trifluoroacetate are frequently used anions. A Walden plot can approximate the proton
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transfer in newly synthesized PILs. An ideal line in a Walden plot is created from a reference
KCl salt that undergoes complete ionization. The closer the acid dissociation constant (pKa) is
to the ideal line in a Walden plot, the more complete is the proton transfer in the PIL. Primary
amines are closer to this line than secondary and tertiary amines, demonstrating a near
complete proton transfer process in the former.103 Using the Walden plot, PILs with different
cations and anions have been investigated for their proton transfer characteristics.96,97,101,104
Walden plots utilize the acid dissociation constants from aqueous solutions to characterize the
ionicity in PILs, however, they fail to characterize if a low ionization occurs from ion pairing
or a deficit in proton transfer.103 Even though aqueous ∆pKa and Walden line depictions are
ambiguous metrics of the proton transfer process, they are conveniently used to determine
the conduction mechanism of the proton in PILs.
It is yet to be determined if PILs have a Grotthuss or vehicular mode of proton transport
or a combination of both these mechanisms. The fast proton transfer, in a Grotthuss hopping
process, induces a rearrangement in the hydrogen bond network. A study of the far-IR
region, which contains the low frequency intermolecular stretching and bending of hydrogen
bond modes, revealed the similarities in hydrogen bonding structure of both water– and
ammonium– based PILs. This finding along with DFT calculations indicate the strong
resemblance between the hydrogen bond network of water and PILs.105 Johnson et al.106
have further established that ethylammonium nitrate and water have comparable dynamical
heterogeneity and fluctuations in their hydrogen bond network.
Proton transfer reactions require a free H+ in solution. When the proton is a component
of the donor or acceptor molecule, it might be difficult to track its motion initially. To
circumvent this problem in a PIL solution, we can introduce and track an external proton from
a photoacid molecule. Photoacids can initiate the excited state proton transfer process.107,108
Photoacids have low acid dissociation constant when in the excited state. This low pKa of
the photoacid ensures that it is a strong acid in the excited state, which can release a proton
into solution, whose movement is monitored with spectroscopic measurements. In practice,
the photoacids used in proton transfer studies have extensive aromatic ring structures. Initial
absorption of a photon by the photoacid triggers a charge transfer to its ring system, leading
to a charge redistribution in the molecule. This redistribution in the excited state decreases
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the pKa and a proton is released. Solvent influences a lot of the photoacid characteristics
by modulating the charge reorganization after photoexcitation. Therefore, isotope content,
presence of salts, water concentration, solvent polarity, and temperature regulate the pKa of
the photoacid and its excited states in any particular solvent.
Water, which has a similar hydrogen network as PIL, can facilitate our understanding of
proton transfer in PILs. Acid catalysed proton conduction in water is a picosecond timescale
event and is extensively studied, as proton transfer reactions in water play significant roles in
chemical reactions and biological pathways.109–115 In water, conduction of the proton occurs
via two pathways: vehicular and Grotthuss. In the diffusion (vehicular) pathway, the molecule
moves with the proton in solution in slow nanosecond timescales, while in the Grotthuss
pathway the proton hops from one molecule donor to the next molecule proton acceptor in
picoseconds. The H3O+ (Eigen cation), H5O2+ (Zundel cation), and H9O4+ (highly solvated
Eigen cation) participate in the Grotthuss type proton hopping motion, which results in the
hydrogen bond network rearrangement of water.116 In the Grotthuss pathway, where the
mobile entity is a shift in the hydrogen bond partner, the proton charge can travel great
distances in solution via the extensive hydrogen bond network.
Utilizing time-resolved spectroscopy techniques, Erik Nibbering’s group has pioneered
in understanding the complex kinetic mechanism by which the released proton journeys
through an aqueous acidic solution.117 Doing so has revealed the different categories of
intermediate complexes of varying sizes, depending on the number of solvent molecules
attached to them. Mohammed et al.118,119 investigated the effect of proton transfer in dilute
and concentrated quantities of acetate aqueous solution and found that several intermediate
complexes participate in the Grotthuss type proton conduction. Proton transfer in water
proceeds in a sequential manner, with the proton hopping from an acid donor to a base
acceptor via intermediate water bridges. These water bridges are structurally diverse and
can be just one hydronium to two hydronium ions or can extend to a chain of H2O molecules
carrying the positive charge. These femtosecond time-resolved experiments have revealed the
existence of ‘tight–complexes’, ‘loose–complexes’, and ‘solvent switches’ in aqueous solution.
Ultrafast transient mid-IR spectroscopy is largely used to follow the proton trajectory in
water. Both Grotthuss and vehicular proton transport is found to be prevalent in aqueous
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solutions. In water, the complete kinetics of acid–base neutralization models consider the
participation from all the donors, acceptors, and the solvent molecules in the relevant shells.
There can be a variety of loose complexes and solvent switches in solution, each with a
different number of connecting water molecules. These bridges of water molecules can be
thought of as ‘proton wires’ conducting the charge through solution. Each of these loose
complexes and solvent switches have their distinct donor and acceptor kinetics.
In an acidic aqueous solution, whether the proton transfer mechanism will be Grotthuss
or vehicular depends on the type of intermediate complexes formed.117 In all these species,
the criteria for the proton to be passed on from the donor to acceptor depends on the absolute
or relative reactivities, the geometry of the reactants, the number of water molecules between
the acid and the conjugate base as well as their relative orientation. Proton transfer in tight
complexes, where the donor and acceptor are contact pairs, follows a Grotthuss mechanism
with minimum disruption of the solvent shell around the reactants. In loose complexes, the
solvent shells have a major contribution in the proton transfer process. As the acid donor
and the base acceptor is separated by a string of water molecules, the proton can traverse a
large distance through the solvent and be stabilized by the water molecule bridge between
them, or the solvent shell between the acid and base can reorganize to create a tight complex
and ultimately transfer the proton at ultrafast rates. When the concentration of acceptor is
low, the proton in the system will diffuse through the solution to reach a base molecule and
diffusion limited kinetics is observed.
Following the footsteps of the Nibbering group’s work on proton kinetics in water and
implementing the technology on PILs will give a comprehensive picture of the proton transfer
mechanism in PILs. To inspect the proton transport mechanism in PILs, we will employ time–
resolved multiprobe spectroscopy (TRMPS)99 in chapter 5. With TRMPS, we can observe the
proton kinetics from 100 fs to several milliseconds.120 TRMPS can track both the ultrafast
Grotthuss hopping of the proton and report slower nanosecond vehicular proton transfer
process. Chapter 5 will detail how TRMPS uses 400 nm UV light to initiate the proton release
from the photoacid into solution and then probes the PIL solution at different timescales
to track the H+ trajectory. We interrogate the proton transfer kinetics in ethylammonium
formate by photo–ejecting a proton into solution using the photoacid pyranine. A careful
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evaluation of the vibrational bands of the photoacid and the acceptor anion from the PIL
aids in the understanding of the proton conduction process. The analysis of this transient
experiment gives us insight on the kinetics of the proton transfer mechanism in PILs.
1.4 Undergraduate Curriculum Development
In this section, we will introduce the need for a curriculum that was developed as as
part of this thesis. Gaining an undergraduate degree in any academic institution implies
that a student is developing their analysis, evaluation and synthesis skills. This educational
process is supposed to help students develop the ability to review and analyze information
and draw meaningful conclusions. It is a long term endeavor that requires regular practice
in order to become proficient. Hence, students need to start understanding the process of
scientific research early. Then they can evaluate primary research efficiently by the end
of their undergraduate career. Survey data from students in our honors general chemistry
course indicate that students are quite aware that research documented in the literature
significantly contributes to the development of the different existing technologies. They even
understand the importance of research literature in shaping their education, future career, and
understanding of the world. Skillful reading of research journals requires students to master
the art of understanding the terminologies and concepts presented in the primary literature.
It takes much practice to gain expertise in the efficient evaluation of academic literature.
Therefore, an early start to familiarize undergraduates to original research literature is
imperative.
Students need to grasp the differences between original research and secondary literature
in the process of getting acquainted with scientific literature. Both primary and secondary
articles have a specific order of documenting research, and the students need to be aware of
the nuances. For instance, broad goals and broad conclusions are found in both secondary and
primary article, whereas the specific hypotheses and results are exclusive to primary research
papers. Besides, the students should gain the ability to connect their textbook concepts with
cutting-edge research in real-time. From their freshman year, the students should recognize
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the interconnections between the various aspects of their course work concepts and original
research. This mental exercise will hone their critical thinking skills. An undergraduate
curriculum is comprehensive only when a student can successfully apply the knowledge from
a course and extrapolate it to generate new ideas. In chapter 6, we will show a new scaffolded
approach to introduce undergraduates to scientific literature early in their first year. This
method is tested on the honors general chemistry I course and shows promising results on
the student research performance in class and later in the semester.
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2.0 Theory
Theory in this chapter will aid in the understanding of concepts found in chapter 4.
The first two sections, 2.1 and 2.2, in this chapter are based on the textbook Concepts and
Methods of 2D Infrared Spectroscopy by Hamm and Zanni.29. Concepts in these two sections
will build our understanding of the origin of a two-dimensional infrared (2D-IR) spectrum
from ultrafast pulses and the structural information we gather from cross-peaks in a spectrum.
In section 2.3, density functional theory is discussed. This will help us comprehend some of
the computational calculations used in this thesis.
2.1 Two-Dimensional Infrared Spectroscopy
2.1.1 System Perturbation with Radiation
Spectroscopy aims to discern the interplay between matter and electromagnetic radiation.
Picosecond to femtosecond interactions between the molecule and its environment are probed
by nonlinear ultrafast spectroscopic methods. 2D-IR spectroscopy, a third order nonlinear
technique, utilizes three electric field interactions with the molecule to interrogate its structure
and dynamics.29 In 2D-IR spectroscopy, a semi–classical approach is commonly used to
interpret this interaction where the electric field is treated classically and the vibrational
states of the system are considered to be quantum mechanical in nature. The classical electric
field, →εt, is
→
ε(t) = ε′(t) cos
(→





ε(t) = ε′(t)(e−iωt + e+iωt) = ε(t) + ε∗(t), (1b)
where in equation 1a, ε′(t) is the pulse envelope,
→
k is the wavevector with information about
direction of light propagation, ω is the frequency, and φ is the phase. →εt is then represented








Figure 2.1: The pulse envelope includes both the electric field ε and its complex conjugate
ε∗.
With a time-dependent wavefunction, ψ(t), and Hamiltonian, Ĥ(t), for our system, we can
describe its evolution from the instant of perturbation using the time-dependent Schrödinger
equation.121,122 For 2D-IR spectroscopy the interaction between the radiation and the system
is weak; i.e., the laser pulse excitation is a weak driving field, so it is sufficient to consider
the time-dependence after a perturbation. Then we write the total Hamiltonian, Ĥ(t), as a
combination of the time-independent Hamiltonian and the time-dependent perturbation.
Ĥ(t) = Ĥ0 + Ŵ (t), (2)
where
Ŵ (t) = −µ̂ε(t). (3)
Here, the external laser pulse field is represented by the scalar valued function ε(t) and µ̂ is
the molecular transition dipole moment. µ̂ is the expectation value of transition between
two unlike states, m → n. By calculating the relevant off-diagonal elements of the dipole
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matrix, which is a sum of the product of all the charges and the electron positions, we get
the transition dipole integral,
µ̂nm =
∫
ψ∗nµ̂ψm = 〈m| µ̂ |n〉 . (4)
As the laser pulse strikes our molecular system, the latter goes into a non–equilibrium
state. From the moment of system perturbation by a pulse, we measure the evolution of
time-dependent coefficients, which eventually give the energy gap between the initial (Em)
and final (En) states. Vibrational spectroscopists tend to look at energy differences in a
system in the units of frequency, so it is convenient to define the ωnm ≡ En−Em~ . After
substituting the time-dependent perturbation with equation 3, we can recover the effect of
the transition dipole moment on the time-dependent coefficients and gain information on
the frequency, ωnm. The transition dipole moment (TDM, equation 4) is a combination of
transition dipole strength, dµ
dx
, and the coordinate of the vibrating bond, x̂,
〈m| µ̂ |n〉 = dµ
dx
〈m| x̂ |n〉 . (5)
The latter, 〈m| x̂ |n〉, is responsible for the vibrational selection rules, where n = m ± 1.
Throughout this text, the description of the TDM is considered time-independent; however,
in some situations where the orientation of the TDM affects the system, its time dependence
becomes important in understanding the system’s evolution.122–124
When a single wavefunction can describe the system, it is called a pure state. Disorder
in an ensemble does not allow us to describe a system with one wavefunction. To fully
characterize a condensed phase system, an ensemble, we need the density matrix formalism
ρ̂(t). In the ensemble density matrix representation, the diagonal elements are the population
states. In a population state, the ensemble average resides in one of the energy levels of
the system. The off-diagonal elements of the density matrix are the coherence states, which
give rise to the emitted field in the observed system. In the coherence states, the molecular
ensemble is in a time-dependent linear superposition state between two energy levels inside
the density matrix. In a sense, the density matrix defines the eigenstates of the molecular
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ensemble as a linear combination of the initial pure states. The density matrix evolves with




ρ̂ = [Ĥ, ρ̂], (6)
where the [Ĥ, ρ̂] is the commutator of the Hamiltonian and the density matrix operators.
We can expand the density matrix in the interaction picture using the perturbative power
expansion and obtain its time evolution, which gives a nested commutator expression for
the density matrix. The nested commutator contains information about the evolution of
the molecular ensemble after the perturbation and thoroughly lays out the effect of the
transition dipole from the side of the electric field and its complex conjugate. Each of these
interactions are easier to track when using double sided Feynman diagrams, which organize
the interactions, time-intervals, states of the system, and absolute times.121–124
2.1.2 Macroscopic Polarization and Molecular Response
In the non-equilibrium state created by the laser pulse interaction, the molecular ensemble
eigenstates become a linear combination of the initial states. After the laser pulse, when
the molecular ensemble is in a linear superposition state, the time dependence of that state
reflects the time dependence of the unperturbed system’s Hamiltonian. This is termed as the
molecular response, R(t). The system’s charges oscillate after the laser pulses, to produce
the R(t). The macroscopic polarization, P (t), is the convolution of the laser pulse electric
field with the molecular response R(t). This molecular response represents the ensemble
average molecular response of the whole system and Liouville-von Neumann equations can
characterize such R(t) and P (t) functions. Experimentally we measure the emitted signal
field, which depends on P (t).
P (t) comes into play due to the presence of a random distribution of molecules in the
system, which are vibrating in phase after a laser pulse interaction. P (n)(t) is the expectation
value of the dipole operator, µ̂ (equation 7). In a nonlinear electric field interaction, the nth
order expression for macroscopic polarization is the trace of the nth order density matrix
acting on the TDM operator. Expanding that expression we first get the convolution of the n
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electric fields in absolute time units, τn. Secondly, the P (n)(t) contains a nested commutation
between the density matrix and the transition dipole operator, which is a byproduct of the
Liouville-von Neumann treatment of the ensemble density matrix.













· 〈µ(t)[µ̂I(τn), [µ̂I(τn−1), ...[µ̂I(τ1), ρ(t0)]...]]〉.
(7)
After changing the absolute times (τn) to time intervals (tn) and accounting for the
ρ(t0) initial Hamiltonian, we convert the P (n)(t) expression with a nested commutator of the
transition dipole interactions and the convolution of n electric fields into units of relative
time, tn. Transforming this nested commutator into the nth order nonlinear response function,










dt1ε(t− tn)ε(t− tn − tn−1)....ε(t− tn − ...− t1)
·R(n)(tn, tn−1, ...., t1).
(8)
Embedded inside equation 8 is the convolution expression of the nth order nonlinear response
function. Here, R(n) represents the nonlinear response from all the molecules in the ensemble
that the density matrix describes. The complete R(n) is given by,




〈µ(tn + tn−1 + ...+ t1)[µ̂I(tn−1 + ...+ t1), ...[µ̂(0), ρ(−∞)]...]〉,
(9)
where the ρ(−∞) is the ground state density matrix before any laser pulse interaction.
P (3) is a convolution of the three nonlinear electric fields with the third-order response.
As the laser pulse electric field pushes and pulls on the molecular charges, it makes the
molecule vibrate, giving rise to the system specific molecular response R(3). The phase of the
laser pulse and that of the resonantly excited vibrations in the ensemble are synchronized
with each other. Macroscopic polarization (P (n)) is the non-equilibrium charge distribution
in the system due to the molecules interacting with the n laser pulses. The evolution of the
macroscopic polarization over time reveals structural and dynamical information about the
molecule. In 2D-IR spectroscopy, P (3) provides information about the molecular structure,
19
the energy exchange between the molecules, the inter-molecule and solvent-molecule couplings,
and fluctuations in the solvent environment.
The third-order nonlinear response, R(3), that a 2D-IR experiment generates can be
expressed as




Tr(µ̂3µ̂2µ̂1µ̂0ρ̂− µ̂3µ̂2µ̂1ρ̂µ̂0 − µ̂3µ̂2µ̂0ρ̂µ̂1
+µ̂3µ̂2ρ̂µ̂0µ̂1 − µ̂3µ̂1µ̂0ρ̂µ̂2 + µ̂3µ̂1ρ̂µ̂0µ̂2 + µ̂3µ̂0ρ̂µ̂1µ̂2 − µ̂3ρ̂µ̂0µ̂1µ̂2),
(10)
where ρ̂ ≡ ρ̂(−∞) and µ̂n ≡ µ̂(
∑n
j=1 tj). Equation 10 has eight terms in its nested commutator.
When explicitly written out, equation 10 includes interactions of both the electric field ε
and its complex conjugate ε∗ giving a total of 82 terms. This ordering scheme is visualized
by the Feynman diagrams described in Hamm and Zanni.123 Out of these 64 terms, for a
single oscillator system that is initially in the ground state, only 12 pathways survive after
applying the Rotating Wave Approximation121,124 on them. To describe a single vibrational
mode, we use only 6 of them (three rephasing and remaining three non-rephasing), as six of
the Liouville–von Neumann pathways are the complex conjugates of each other.122,123
When one uses ultrafast femtosecond laser pulses (∼50-150 fs) for vibrational spectroscopy
measurements, the contribution of the laser pulse envelope to the third-order nonlinear
polarization becomes negligible compared to the molecular response and we are within the
semi-impulsive limit (Figure 2.1). Here, when the molecular timescales are slower than the
laser pulse, one assumes that the laser pulse is a δ–function compared to any timescale
relevant to the dynamics of the molecules and longer than the oscillation period of the
laser light. A laser pulse within the semi–impulsive limit will yield an nth-order molecular
response that equals its macroscopic polarization. 2D-IR spectroscopy utilizes these ultrashort
femtosecond laser pulses that are smaller than the timescales significant to the molecules.
Therefore we measure the emitted signal with the correct phase, wavevector, and carrier
frequency coming from the P (3) term. Within this δ–function approximation, the emitted
signal becomes directly proportional to the third order nonlinear response, R(3).
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2.1.3 2D-IR Signal
An emitted signal needs to be measured along with all the phase dependencies of the
R(3). A local oscillator can be used to detect the emitted signal. For example, the box-CARS
geometry uses a fourth pulse as the local oscillator (LO). In the pump-probe geometry, the
third pulse assumes the role of the local oscillator. The probe pulse both creates the signal
field and heterodynes with it, hence the emitted signal is called self-heterodyned. In the
pump-probe geometry, the probe locks the time and phase information of the intrinsic local
oscillator, which is used to recover the same information about the response functions.
Terms such as homodyne and heterodyne detection are often used in ultrafast vibrational
spectroscopy. In homodyne detection, a square–law detector measures the intensity of the
signal field, I = |E2sig|. As the signal intensity gets averaged over time, the homodyning leads
to a loss of phase information. Heterodyning an emitted field means that another ultrashort
pulse along with the signal field is incident on the square law detector. This creates an
interference term between the signal and the extraneous ultrashort pulse, S ∝ |ELO + Esig|2,
which falls on the detector.
By heterodyning the emitted signal we get the time and phase dependence of the signal
field, which helps in the Fourier transform and generation of a 2D-IR spectrum. The total
signal, S, falling in the detector includes three terms: S = ILO + 2Re(ELO · Esig) + Isig. ILO
is the homodyne of the LO, Isig is the homodyne of the weak emitted signal, and ELO ·Esig is
the interference term that we want to extract. This heterodyne term contains all the response






Figure 2.2: In a pump probe geometry, the first two pulses create a t1 coherence. After a






Figure 2.3: An example of spectral rounding in simulated spectra, where the increasing
waiting time from zero to t2  τc, where τc is the molecular correlation time, reveals the
spectral diffusion. The spectra show a blue peak (0→1 transition) and the red peak is the
anharmonically shifted 1→2 transition, where ∆anh represents the anharmonicity.
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In the frequency domain, the signal field (Figure 2.2) measured for a chromophore
generates a diagonal peak with two components (Figure 2.3): the negative (blue) peak
which corresponds to the 0–1 transition and the anharmonically shifted positive (red) peak
corresponding to the 1-2 transition. After the initial excitation, the vibrational probe’s
frequencies are stretched along the diagonal indicating the correlation of the initial and final
frequencies.
There are two limiting linewidths associated with a 2D-IR spectrum, the homogeneous
and inhomogeneous widths. In the inhomogeneous limit (Figure 2.3 diagonal width of a
peak), the molecules are observed as static during the initial perturbation by the 2D-IR
pulses. With an increase in t2 waiting time, the ensemble of molecules in the initial frequency
start experiencing a change in that static frequency distribution due to alterations in the
environment. On the other hand, every chromophore has an inherent bandwidth which is
controlled by its vibrational lifetime and fast frequency fluctuations. This gives rise to the
homogeneous limit (Figure 2.3 anti–diagonal width of a peak). In general, the lineshape of the
2D-IR spectrum depends on the system of interest and in some cases can be a combination
of the inhomogeneous and homogeneous broadening.
Initially, the inhomogeneous distribution of frequencies is static (Figure 2.3: t2 = 0).
With increasing waiting time the molecules sample more of their surrounding. This changing
initial environment around the chromophore produces fluctuations that manifest as frequency
shift away from the diagonal (Figure 2.3: t2 >> τc). As a result, the spectrum with an
increasing t2 becomes round. This spectral diffusion process directly reports on the timescales
at which the chromophores’ surroundings evolve.
2.2 Molecular Vibrational Coupling
Vibrations can couple, and 2D-IR spectroscopy reports these couplings through cross-
peaks in the spectra. A measure of this coupling gives us the distances and orientations
of the individual molecules, furnishing structural information. Molecular models, spectral
simulations, along with cross-peaks, in the spectrum provide comprehensive structural
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knowledge.29 In this section, we will first address how the anharmonic coupling between
the vibrational states gives rise to a 2D-IR spectrum. After that, a local mode treatment
of the Hamiltonian will demonstrate how 2D-IR spectroscopy better reflects the structural
information than linear IR spectroscopy. Finally, we will also see how normal modes can give
rise to a 2D-IR spectrum identical to the local mode depiction.
To track the geometry and reaction dynamics of a system, the concept of potential energy
surfaces (PES) is useful (Figure 2.4 and Figure 2.4a). They map the energy of a molecule
with respect to the atoms’ 3N − 6 internal coordinates. Each of these internal coordinates
can have different physical meanings, such as bond length, bond angle, torsion angle, phase
angle, or plane angle. Utilizing these internal coordinates, it is possible to extract the PES
of the molecule in 3N dimensions (a potential energy hyper-surface). We will focus on the
example of two coupled modes. The 2D potential is
V (r1, r2) = Va(r1) + Vb(r2) + βabr1r2, (11)
where βab is the coupling between the two vibrational potentials, Va and Vb.
A Morse oscillator description of each individual potential is
V (r) = D(1− e−ar)2, (12)
where r is the displacement about equilibrium in the respective bond coordinate, De is the
equilibrium bond dissociation energy, and the a is the steepness of the potential and gives the
harmonic force constant. In equation 11, the individual potentials Va(r1) and Vb(r2), represent
the 1D potential of each vibrational mode in the pair. A diagonalization of the Hamiltonian
H(r1, r2) leads to the eigenstates of this 2D potential. The equation 11 also introduces the
idea of coupling between the local modes via the individual V (r). Coupled local modes
undergo frequency shifts, and, in PES terms the individual Va(r1) and Vb(r2) change to a
new V (r1, r2). We will expand on these concepts shortly. The following subsections will show





























Figure 2.4: Interaction of the system with its surrounding encodes information about the structure and dynamics of the sys-
tem. (a) A 2D-PES with bond length and bond angle coordinates. The equilibrium bond length and bond angle are set to
r0 and θ0, respectively. (b) A 1D slice in a PES shows the stretch (red dashed line) and compression (blue dashed line) due
to solvent interaction. In a bond length coordinate, the stretching and compression correspond to the red and blue shift of
vibrational frequencies respectively.
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2.2.1 A Local Mode Perspective
With the general introduction to the PES, we saw that an anharmonic description leads
to a better approximation of any molecular system. Using the Morse oscillator model for
each local mode vibration, we write the coupled Hamiltonian as



















Here i and j are the two local modes, ω represents the frequency in wavenumber units,
‘∆’ represents the local mode anharmonic shift and is proportional to the quartic expan-
sion coefficients, when the PES is expanded by a Taylor expansion to get the higher order
terms. Also, in equation 13 we are ignoring the zero-point energy and the further analyses
in this section will continue doing that. The terms b†n and bn are the creation and annihi-
lation operators, respectively. When we expand the Hamiltonian in the basis of {|ij〉} =
{|00〉, |10〉, |01〉, |20〉, |02〉, |11〉}, we obtain a Hamiltonian where the first two block diagonals,
the ground state and the first excited state, are identical to the Hamiltonian from a harmonic
potential. The second excited state manifold, however, has local mode anharmonicity mixed
inside it. The resultant Hamiltonian then undergoes a separate block diagonalization for each















2βij ~ω + ~ω

. (14)
With only the harmonic potential we would not observe any 2D-IR spectrum, as the positive
and negative peaks of a 2D-IR spectrum (Figure 2.3) would cancel each other. This local
mode anharmonicity (∆ = ∆local) mixing into the two–exciton state creates the diagonal and
off–diagonal anharmonic shifts, which give rise to a 2D-IR spectrum.
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2.2.2 Coupling between Two Local Modes
In this segment, we will connect the linear absorption spectrum to the geometry of two
oscillators coupled to each other.29,124 Time-independent perturbation in a system is expressed
with an equation similar to equation 2,
Ĥ = Ĥ0 + β̂. (15)
First we assume that the eigenfunctions representing the two oscillators are |φa〉 and |φb〉,
with Ea (= ~ωa) and Eb (= ~ωb) eigenvalues, respectively. Our next assumption is that βa,a





βa,b = β∗b,a = 〈φa|β̂|φb〉. (16b)
As the one exciton Hamiltonian in equation 16a couples the states, diagonalizing Ĥ will
give us the mix between φa and φb; i.e, find the probabilities for the system to be in either
state a or b. The mixed eigenfunction, |Φ〉, can be expressed in the general form as a function
of the two modes
|Φ〉 = ca|φa〉+ cb|φb〉, (17)









In order to get a non-zero solution to equation 18, we must solve
(~ωa − E)(~ωb − E)− β2 = 0, (19)
which gives the following eigenvalues, E+ and E−, for the mixed basis when solved:
E± =
~ωa + ~ωb ±
√



























Figure 2.5: The mixing angle between the original and new bases is at a maximum at 45◦.
φ± are the final bases, φa/b are the initial bases, and α is the mixing angle between the
final and the initial bases.
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The degree of mixing between the original modes is reflected in the eigenfunctions for the









where the mixing angle can be thought of as rotation from the space of uncoupled oscillators
to the mixed basis via a basis similarity transformation. According to 16b, our Hamiltonian









H±11 = H11 cos2 α +H22 sin2 α + 2H12 cosα sinα (23)
H±22 = H22 cos2 α +H11 sin2 α− 2H12 cosα sinα (24)
H±12 = H12
(
cos2 α− sin2 α
)
+ (H22 −H11) cosα sinα (25)
At a specific α value, the off-diagonal elements (β±a,b) cease to exist in the new basis, and we












= (H22 −H11) cosα sinα (27)
H12 (cos 2α) = (H22 −H11)
1
2 sin 2α (28)
tan 2α = 2H12
H11 −H22
, (29)
and in our equation 16a, this mixing angle (Figure 2.5) is,
0 < α < π/2 (30a)




Similar to equations 21–30, the mixing between the transition dipole moments (|µ̂a〉 and









Equation 30 and 31 reflect that the two vibrational transitions’ intensities (|µ̂+|2 and |µ̂−|2)
are governed by the angle between the two dipoles, their coupling strength (β), and the
energy of separation between the oscillators (~ωa and ~ωb). This is the direct connection
between the molecule’s geometry to the energy seen in the linear spectrum of two coupled
absorbers.
From equation 30, we see that the mixing angle α can experience two extremes (Figure 2.5).
In the weak coupling regime (α ∼ 0◦ or α ∼ 90◦), the modes are well separated but the
coupling is small (|Vab| << |~ωa − ~ωb|). Hence, the vibrations are localized, indicating a
small mixing angle (α), and the mixed state energies from equation 20 are




In the strong coupling regime (α ∼ 45◦), the coupling strength dominates, making |Vab| >>
|~ωa − ~ωb|. The frequency separation between the modes become negligible compared to
the coupling strength. Thus, the mixed state energies (E±) in the strong coupling situation
are perfectly delocalized with a mixing angle of α = π/4. The split between the mixed state
energies from equation 20 are given by
E± ≈
~ωa + ~ωb
2 ∓ βab. (33)
Transition Dipole Coupling (TDC) theory gives the simplest model of transition between two
point dipoles. The transition dipole (µ̂), which is the transition between two unlike states
|1〉 and |2〉 (equation 5), results from the radiation field perturbation (W in equation 3). In
TDC theory, the TDM of a molecule undergoes a multipole expansion until the second order
term.125–127 In the weak coupling regime (equation 32), the effect of higher order terms on
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the transition can be neglected, and the bilinear term survives. When µ̂1 and µ̂2 are the











The two assumptions in TDC theory are : (1) there is electrostatic coupling between point
dipoles and (2) through-bond phenomenon such as charge transfer and mechanical couplings,
may be ignored. When the dipoles are in close proximity, TDC theory only makes a qualitative
prediction of the magnitude and sign of couplings of the nearby modes disregarding couplings
from covalently bound atoms.
2.2.3 Linear Spectrum of a Two Level System
The geometry of the dimer dictates the sign of coupling, βij. The orientation of the
transition dipoles (µ̂1 and µ̂2) with respect to each other controls the sign of βij. This
determines which of the two combinations appear in the high or low energy of the spectrum.
There are five limiting geometries of the transition dipoles that give rise to the following
coupling patterns in the linear spectrum. Look at Figure 2.6 as references to each case.
Case a: µ̂1 is parallel to µ̂2 in orientation. Equation 34 shows that βij is positive. In
this case, the higher frequency solution is the symmetric eigenstate with transition dipole
µ̂1 + µ̂2. As a result of the parallel orientation of the transition dipoles, this higher energy
mixed state has most of the transition dipole strength. Comparatively, the lower frequency
µ̂1 − µ̂2 antisymmetric eigenstate solution will have weak oscillator strength.
Case b: µ̂1 is antiparallel to µ̂2 in orientation. Here, the coupling will be negative, making
the antisymmetric combination, µ̂1 − µ̂2, have the biggest oscillator strength and the higher
frequency solution; however, the symmetric combination, µ̂1 + µ̂2, is the low energy solution
with weak absorption.
Case c: µ̂1 and µ̂2 are collinear and point in the same direction. The low frequency
transition is µ̂1 + µ̂2, has a high oscillator strength, whereas the high frequency transition,
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Figure 2.6: Different orientations of two coupled carboxylates produce similar linear spec-
tra, making it difficult to extract geometry information. The light gray arrows on the car-
boxylate show its symmetric stretch mode. In the green block, every carboxylate orien-
tation is assumed to have a transition dipole of ~µ1, while in the blue block the transition
dipoles for every orientation case are assumed to be ~µ2. The separation between the two



















Figure 2.7: Strong coupling regime has a larger coupling constant than the weak coupling
regime. The energy spacings differ between the two extremes, but we get the same linear
infrared spectrum.
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Case d: µ̂1 and µ̂2 are collinear and point in the opposite direction. In this case, the low
energy transition is µ̂1 − µ̂2 with a high absorption, while the µ̂1 + µ̂2 is the high frequency
solution with a low oscillator strength.
Case e: µ̂1 and µ̂2 are perpendicular to each other. When in this perpendicular orientation
to each other, the resulting transitions are similar in intensities. That is the intensity of the
µ̂1 + µ̂2 equals that of the µ̂1 − µ̂2 transition in the spectrum. The βij, is negative.
From cases a and b, we see that the two different orientations of the transition dipoles
produce an identical linear spectrum. Similarly, cases c and d show us that the two other
head-on orientations give the same linear vibrational spectrum. Therefore, cases (a–e) reveal
that it is impossible to distinguish between the geometries of the transition dipoles from the
linear spectrum alone. Also in the linear spectrum, the sum of intensities are the same in
cases a–e, but there is a transfer of intensities between the transition dipoles due to coupling.
The energy gaps in the first two energy levels, above ground vibrational state for a two
level system, in the strong and the weak coupling regimes differ. In the strong coupling
regime (Figure 2.7a), the first and second vibrationally excited states are close in energy,
ensuring a large coupling constant. This is reflected as the large energy gaps of the mixed or
exciton modes. The weak coupling regime (Figure 2.7b), however, has a larger energy gap
between the initial basis. This results in a low coupling constant reflected by the small energy
gaps of the mixed bases. Linear infrared spectra are unable to capture these differences, even
though the energy gaps between the vibrational levels show the obvious differences. In such
cases, 2D-IR spectroscopy enables us to probe these three vibrational energy levels (|0〉, |1〉,
and |2〉). Unlike linear IR spectroscopy, 2D-IR spectroscopy can clearly distinguish the strong
from the weak coupling regime as we will see in the next subsection.
2.2.4 Molecular Structure from 2D-IR Spectrum of a Two Level System
Application of 2D-IR spectroscopy to the same coupled dimer studied above shows that
the anharmonicity, ∆, mixes with the second exciton eigenstates (Figure 2.8). Mixing of ∆
varies with the degree of delocalization. The cross-peaks thus generated distinguish between
the two regimes. When strongly coupled, |βij|  |~ω2 − ~ω1|, the vibration delocalizes over
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the two local modes, causing greatly separated cross-peaks. In the weak coupling regime,
|βij|  |~ω2 − ~ω1|, the vibrations in these local modes are mostly localized. The cross-peak
separations are now smaller than the respective diagonal bands. We will detail the role of
anharmonicity in the normal mode discussion at the end of this section.
Cross-peaks in 2D-IR spectroscopy are easily observed, as the intensity is a function of
|µi|2|µj|2. If a diagonal band (|µ4| scaling) disappears, then the cross-peaks also vanish. The
|µ4| scaling of the diagonal peaks makes the bands more prominent in the 2D-IR spectrum
than in a linear spectra, which only has |µ2| intensity scaling. In both linear and 2D-IR
spectra, the peak intensities depend on the orientation between the dipoles, the coupling
strength, and the frequency gap between the oscillators. In 2D-IR spectroscopy, however, the
sum of diagonal peak intensities changess with the change in coupling strength.
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Figure 2.8: Anharmonicity in the cross-peaks is smaller when coupling is (a) weak versus (b) strong. Diagonal anharmonici-
ties are ∆1 and ∆2 for peaks 1 and 2, respectively, while cross-peak anharmonicities are ∆12 and ∆21. The top segment shows
that the linear IR spectra for the two scenarios are similar.
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There are two main factors facilitating the structure determination from a 2D-IR spectrum.
The parameters extracted from the spectroscopy should allow us to calculate the PES. 2D-IR
spectra give us the peak energies and intensities, which can be used to calculate couplings and
the local mode terms (Figure 2.8). A 2D-IR spectrum provides the five terms E+, E−,∆ii,∆jj
and ∆ij; however, we need ωi, ωj,∆i,∆j, and βij to extract the accurate frequencies. To
decrease the number of unknowns required from a 2D-IR spectrum, we can utilize model
compounds to measure the ∆i and ∆j terms. Polarization–controlled 2D-IR experiments can
provide further information on the orientation, θ, of the transition dipoles. Overall, these
molecular couplings in the 2D-IR spectra enable this spectroscopy to elucidate the system’s
structure.
Extracting coupling parameters between individual normal modes is a difficult venture,
as infrared spectra have bandwidths associated with each peak. Coupling between the peaks
can also be obscured by spectral congestion, making it impossible to extract the βij terms.
Therefore, to generate a PES from a 2D-IR measurement, we should obtain the maximum
number of parameters described above. The next step is to use these observables and predict
a structure of the molecule, which requires a coupling model. TDC theory is the simplest
model to consider these coupling interactions. There are more intricate coupling models
that describe the PES more accurately than the TDC.29,127 Some of these models involve
calculating the PES using electronic structure theory or molecular dynamics simulations.
2.2.5 A Normal Mode Perspective
We demonstrated in section 2.2 how the local mode anharmonicity couples the second
exciton manifold of the Hamiltonian and gives rise to the 2D-IR spectrum. Then throughout
these previous subsections, we developed a local mode picture of the coupling between
two vibrational modes and reinforced that the local mode coupling constants, β, provide a
description of the Hamiltonian needed for the 2D-IR spectra. In this section, we will show
that the same system in a normal mode representation will give us the same final Hamiltonian
description required to produce a 2D-IR spectrum.

















Figure 2.9: A comparison of both a harmonic and a Morse potential reveals that the latter
includes anharmonicity, which can be extracted from the higher order terms in the poten-
tial energy expansion over a chosen coordinate. r0 corresponds to the equilibrium ‘0’ value
and is the minimum bond length, when we are in bond length coordinates.
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of the coupling process in the normal mode basis. Analysis of the problem here is similar
to the treatment found in Mills and Robiette.128 Solving a simple Morse oscillator for the
vibrational energy terms first will give us the origin of the anharmonicity in the normal mode
basis. Then we will extend those results and see how two normal modes can couple.
After adding a kinetic energy term to the Morse potential function (equation 12), we
obtain the following Hamiltonian,
H = 12grrp̂
2
r +D(1− e−ar)2. (35)
In this Hamiltonian, the g2rr term is the reduced mass and the p̂2r is the momentum operator.
Expansion of the Morse potential about the equilibrium gives
V (r) = 12frrr
2 + 16frrrr
3 + 124frrrrr
4 + ... (36)
where the first term is quadratic, the second is cubic and the third is quartic. frr, frrr, and



















= 14a4De = 7a2frr. (37c)
When the displacement about the equilibrium is small, the higher order terms are neglected
and the cubic and quartic terms are treated as perturbations to the solutions of the zeroth
order quadratic harmonic oscillator Hamiltonian.





















Here the Hamiltonian is expressed in terms of q and p, which are the dimensionless normal
mode coordinate and its dimensionless momentum conjugate (p̂ = −i ∂
∂q
), respectively. This
translates into the ladder operator formalism as p̂2 + q2 = 2BB†. In the normal mode basis,
φ3 and φ4 are the cubic and quartic anharmonic force constants in wavenumber units. ω is
the oscillator frequency in wavenumbers. The vibrational eigenstates are obtained from the
following equations,




















Using second order perturbation theory to treat the cubic term and a first order pertur-











∆ = φ416 −
5φ23
48ω , (42)
is obtained from the above perturbation treatment of the cubic and quartic terms and
establishes the importance of these two terms in the origin of anharmonicity. Substituting
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In the next example, the PES is expanded in the basis of two normal coordinates, q1 and
q2.



























qiqjqkql + .... (44)
Similar to equation 36, the first term in equation 44 is quadratic, the second term is cubic,
and the third term is quartic. From equation 42, we see that anharmonicity arises from the
cubic and quartic terms, with a quadratic dependence to the former and a linear dependence





on the diagonal states such as |00〉 and |11〉, we extract the anharmonicity on one coordinate.
Moreover, in these same qiqjqkql terms there are couplings between the |10〉 and |10〉 states,
which can be represented by BiB†iBjB
†
j . qiqjqk includes terms that couple different states




iBiBj to extract those
couplings. This creation and annihilation operator treatment gives us a comprehensive set of
all the couplings in the Hamiltonian, including those inside and outside of the block diagonals.

















































where, ‘h.c.’ represent the Hermitian conjugates.
To remove the coupling elements between the blocks in the basis of two normal modes,
we use degenerate perturbation theory and block diagonalize the Hamiltonian in n, where
the total excitation n = n1 + n2 and the total basis functions are n+ 1. Dunham expansion,
obtained from degenerate perturbation theory, is often used to calculate normal mode energies.
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The following equations give the non-zero matrix elements, where ωi and ∆ii represent the
normal mode frequencies and anharmonicites, respectively.
En1,n2 = 〈n1n2|H|n1n2〉 = ~ω1(n1 +
1






2) + ∆22(n2 +
1
2)






〈n1 + 2, n2 − 2|H|n1n2〉 =
1
2γ[(n1 + 1)(n1 + 2)n2(n2 − 1)]
1
2 , (47a)
〈n1 − 2, n2 + 2|H|n1n2〉 =
1
2γ[n1(n1 − 1)(n2 + 1)(n2 + 2)]
1
2 . (47b)
The ∆ij term corresponds to the intermode or off-diagonal anharmonicity, that can be
directly read off from a 2D-IR spectrum from the splitting between the cross-peak pairs.
The ni is the quantum number of a normal mode i and γ is the Darling-Dennison term that
couples the nearly degenerate states. Next we will go through an example of a 0-1 transition
of the normal mode ω1.
ν
(1)
0→1 = E1,n2 − E0,n2 = 〈1n2|H|1n2〉 − 〈0n2|H|0n2〉





where the term ν(1) = ~ω1 + 2∆11 + ∆122 . So from equation 48, we see that when mode ν
(2) is
in the ground state (= |0〉), then ν(1)0→1 = ν(1) has a slight frequency shift due to the intermode
coupling term (2∆11) in the expression. When the normal mode ν(2) 6= 0, then the final
expression for ν(1)0→1 is given by equation 48, where the off-diagonal anharmonic shift (∆12)
participates significantly in the coupling of the two modes. Using Dunham expansion, a
similar expression for the transition ν(1)1→2 = ~ω1 + 4∆11 + ∆12(n2 + 12) can be obtained.
A parallel between the normal modes and the local modes is drawn by imposing the
following relations between the parameters in equations 46 and 47: ωlocal = ω01 − 2∆local.
ω1 = ωlocal + β, ω2 = ωlocal − β, (49a)





γ = ∆local. (49c)
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In the normal mode Hamiltonian, there are still off-diagonal terms in the second block
manifold that couple nearly-degenerate states. Degenerate perturbation theory is not applica-
ble to these BiBiB†jB
†
j terms. Darling-Dennison resonance Hamiltonian129 can model these
off-diagonal terms. After applying the Darling-Dennison coupling terms and subtracting the






2~ω − 2β − ∆2 −
∆
2






Therefore, the Darling-Dennison coupling terms give rise to the off-diagonal elements in the
second block manifold. A complete diagonalization of this Hamiltonian yields the identical
eigenstates as in the local mode Hamiltonian treatment (equation 14). Both local mode and
normal modes have described the same molecular eigenstates. The Morse oscillator local
modes are coupled by β, whereas the normal modes are coupled by ∆ coming from Dunham
perturbation and Darling-Dennison terms. To choose one description from the other, we
check if β or ∆ is acting as a perturbation. When β  ∆, ∆ is the perturbation and the
normal mode picture is a better description of the molecular eigenstates. If ∆ β, where
β acts as a local mode perturbation, then the local modes closely represent the molecular
eigenstates. If the relations in the equations 49 hold true, then both local and normal modes
will equally depict the molecular eigenstates; however, in reality only one basis is the closest
representation of the true molecular energies of the system. During modeling of the system,
the basis closest to the true molecular eigenstate (local or normal) is chosen to minimize the
error in representation.
Sections 2.1 and 2.2 introduce the general concepts of 2D-IR spectroscopy and how to
get structural information from it. Section 2.2 specifically addresses the importance of both
local and normal mode couplings in this spectroscopy. These couplings can be obtained
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by performing ab initio calculations. Using the vibrations, transition dipoles, and the IR
intensities from electronic structure theory, one can calculate the 2D-IR spectra. This
yields a better understanding of the experimental system and also helps improve calculation
parameters for a better comparison with the experiment.
To calculate the 2D-IR spectra for a molecule, we can either use the harmonic vibrations
or the anharmonic frequencies. For large molecules, such as EDTA used in chapter 4, an
anharmonic vibrational frequency calculation is time-consuming so a normal mode calculation
is preferred. In the case of small molecules, such as H2O, one can calculate anharmonic
frequencies in a time-effective manner. New and improved computational methods can
calculate the local mode coupling constants from the vibrational Hamiltonian of the system.
To comprehend how some of these molecular properties are calculated, brief descriptions of
electronic structure theory and density functional theory is covered in the next section.
2.3 Electronic Structure Calculation
This section will first address why we want to calculate molecular properties. Then some
widely used methods are compared. Basics of density functional theory follows next. All
these discussions will lead to a better understanding of the electronic structure calculations
performed in chapter 4. This section’s discourse is based on the textbooks by Frank Jensen130
and by Sholl and Steckel.131
2.3.1 Calculating Molecular Properties
Computational chemistry is a burgeoning discipline that is capable of probing the chem-
ical characteristics of molecules. With rapid growth in computational power, advent of
supercomputers, and advances in computer algorithms and programs, chemists rely more
than ever on computational quantum chemistry to grasp the intricate behavior of molecules.
Before taking advantage of any computational calculation, we must correctly describe our
chemical system.
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For a complete system description we must: (1) First define the fundamental units of the
system and their number, which is constrained by the desired chemical property. Particles
can be atoms, molecules, or entire protein structures. In the process, we lose finer information
about smaller details within our particle of choice; (2) Have the particles’ initial positions and
their velocities. ‘Starting conditions’ define the first instances of our chosen system. It can be
a portion of the whole sample space. (3) Examine the interactions that govern the particles’
behavior and the forces acting between them. (4) Understand how the system evolves with
time. In (3) and (4), ‘interaction’ between particles and ‘dynamical equations’ together solve
the evolution and behavior of the system with time. Choosing the forces that describe each
interaction depends on the system under scrutiny.
After establishing these fundamental chemical aspects, we apply them as input parameters
in computational chemistry calculations to solve for molecular properties, such as equilibrium
and transition state chemical structures, dipole and quadrupole moments and polarizabilities,
IR and Raman vibrational frequencies, NMR spectra, UV-Vis spectra, reaction rates, and
themochemical attributes.
Understanding the molecular properties of a system requires insight into the changes
in the energy levels of the system. The atom in a molecule has electrons and the nucleus,
of which the former is 103 times lighter than the latter. Thus, electron motion is faster
than the nucleus and this is the basis of the Born-Oppenheimer approximation. With the
Born-Oppenheimer approximation, we can separate out the electron motion from the nucleus
and develop the adiabatic PES of atoms. The simplest non-relativistic time-independent
Schrödinger equation that we are familiar with (equation 51) has an exact analytical solution
only for a two-body system with one nucleus and one electron. With many-body complex
molecular systems, getting an exact solution is difficult. Due to the Born-Oppenheimer
approximation, we can first solve the electronic problem for a set of nuclei. After solving this
electronic energy hyper-surface over a set of nuclear coordinates, it is easier to solve for the
nuclear motion on the potential energy hyper-surface.
HΨ = EΨ, (51)
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All the α and β terms pertain to the nuclei, while all the i and j terms represent the electron,
m describes mass, Z is the atomic number, e′ is the electronic charge, and r is the distance
between two particles. From left to right in equation 52, the first and second terms are nuclear
and electronic kinetic energies respectively, the third term is nuclear–nuclear repulsion, the
fourth term is nuclear–electronic attraction, and the last term is electron–electron repulsion.


















where the first term is the kinetic energy of each electron, the second term represents the
interaction between each electron and the collection of atomic nuclei, and the third term is
the interaction between all the electrons. The last two terms together make the electronic
potential energy, where V (ri) and U(rirj) in equation 53 are equal to the nuclear–electronic
attraction and electron–electron repulsion terms in equation 52, respectively. In equation 51,
E is the electronic energy of the ground state and Ψ = ψ(r1, r2, ......, rN) reflects that the
wavefunction is a function of all the electron coordinates. We can convert Ψ into the product





where N is much greater than the number of nuclei. This increases the dimensionality of
the problem considerably making the solution process time–expensive. For example, in this
formulation of full wave functions, the linear molecule CO2 would be a 66 dimension problem.
In Hamiltonian (equation 53), the electron-electron interaction is the most complicated
and difficult to solve term, as the ∑Ni=1∑j<1 U(rirj) term contains all interactions of every
electron with all the other electrons in the system. Therefore, this analysis shows that the
Schrödinger equation is a ‘many-body problem’ including all these individual interactions.
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2.3.2 Comparing Computational Methods
As mentioned earlier, the choice of the system determines the details that can be expected
from a PES calculation result. To solve a PES, we can use force field methods which use
atoms as building blocks, dynamical equations from classical mechanics, and ignore the
electronic PES. Here, the explicitly provided fitting parameters directly correlate with the
physical experiment. If, however, we want a full analysis of the electronic distribution of the
system, we can resort to methods such as Hartree-Fock (HF), Møller-Plesset perturbation
(MP2, MP4) theory, and coupled cluster (CC). The methods that do not use any experimental
reference as a starting point are the ab initio methods, while the ones that take experimental
parameters into account are the semi-empirical methods.
The ab initio methods include HF theory, which solves the many-body Schrödinger
equation by approximating the electron-electron correlation term as an average. Density
functional theory (DFT), which we will discuss shortly, also falls under such ab initio methods.
The semi-empirical methods are modeled from HF theory, where no more than two nuclei are
used to construct the significant equations in the theory. The rest of the integrals are then
used as fitting parameters for experimental data, such as, molecular energies and geometries.
Semi-empirical methods are limited to systems for which experimental parameters are known.
DFT is an independent particle model and compares with HF theory. A disadvantage of
DFT compared to other ab initio methods, however, is the absence of a systematic approach
to improving an existing result to get an exact solution. How DFT circumvents this problem
will be discussed later in this section.
Two things of importance when choosing a computational method and solving a chemical
question are the computational cost and the accuracy of the method for that particular
problem. The immediate parameter that contributes to the computational scaling is the size
of the chemical system. When the basis set size is fixed, the relative scaling (denoted in
parenthesis, where the number of particles is N) between some of the methods are
DFT(N3) ≤ HF(N3−4) < MP2 = CC2(N5) < CCSD = MP4(N6) < Full CI(N !), (55)
where ‘CCSD’ is Coupled Cluster with Singles and Doubles and ‘Full CI’ is Full Configurational
Interaction.
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To determine the system’s energy accurately for a given medium sized basis set, the
following order is observed in these methods:
HF << MP2 < CISD < MP4(SDQ) ∼ CCSD < MP4 < CCSD(T). (56)
The order in equation 56 is only valid when the one determinant methods are compared.
The antisymmetry of the total electronic wavefunction to the exchange of two electrons is
mathematically constructed inside Slater Determinants (SDs). In the SD, the rows represent
the electron coordinates while the columns are the orbitals. Utilizing such a single SD as a
trial wave function, one can derive the set of HF equations and minimize for energy. Multiple
Slater determinants improve the energy obtained from HF theory. In multi determinant
methods, the full Slater determinant space represents the total wavefunction. Unlike the
one electron basis where the basis set determines its size, a many electron basis, size is
determined by the number of SDs. In the equation 56 scheme, HF is a ‘good’ zeroth-order
description of the system. With increasing multi determinant characters, the CC methods,
with their ‘infinite’ order descriptors, perform better than the perturbation methods. DFT
falls somewhere in between these methods in accuracy, depending on the chemical problem
being addressed. For small molecules, DFT and HF theory have comparable outputs. For
DFT in larger systems, however, improving the basis sets and the functional can lead to an
accurate description of the system.
2.3.3 Density Functional Theory
Equation 54 reflects the probability of N-electrons being at a particular set of coordinates
i.e, ψ∗(r1, r2, ......, rN)ψ(r1, r2, ......, rN), where ψ∗ is the complex conjugate of ψ. In this
wavefunction description, the system size is defined by the total number of electrons (N)
and it has 4N variables, including the three spatial coordinates and one spin coordinate for
each electron. This probability density expression is related to the density of electrons at a






The sum in equation 57 is over all the individual wavefunctions that are occupied by electrons.
So ψ∗iψi is the probability of finding an electron at ‘r’. The prefix ‘2’ comes from the
electron spin, where the Pauli exclusion principle states that two electrons with the same
spatial address must have different spins, and we will expand on this later in the section.
After applying the electron density formulation to the original wavefunction problem, the
dimensionality is reduced from ‘3N ’ down to just ‘3’. This drastic reduction in dimension
in essence captures the popularity and utility of density functional theory. Now a daunting
dimension problem can be better handled in three dimensions.
Density functional theory stands on two fundamental theorems:
1. The ground state energy from the Schrödinger equation is a unique functional of the
electron density.
2. The electron density that minimizes the energy of the overall functional is the true electron
density corresponding to the full solution of the Schrödinger equation.
These two theorems were both proven by Kohn and Hohenberg. Later, Kohn and Sham
derived the necessary equations associated with the theorems. The first theorem alludes
to the presence of a complete electron density description for the ground state electron
wavefunction. We can use that electron density to determine the properties of the system in
the ground state. Therefore, with the first theorem, we can solve the system’s ground state
energy in just three coordinate dimensions. Due to this first theorem, we know there is a way
to extract the ground state energy of the system; however, we do not know how to determine
that functional.
First, let us understand what precisely the functional is doing in this theory. A ‘functional’
takes a function as an input parameter to calculate an output number. As for example, let’s
say F [f ] =
∫
f(x)dx, so F [f ] is a value and f(x) is any function we want to evaluate. Say we
use f(x) = x2 + 1, so we will get F [f ] = 23 . In the first Hohenberg-Kohn theorem, the ground
state energy, E[n(r)], is the number that gets evaluated from the electron density function,
n(r). Therefore E[n(r)], is the functional for the ground state energy that we approximate
by utilizing the second theorem.
Only if the absolute form of the functional was known, the second theorem states that the
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electron density can be completely calculated by minimizing the energy from the functional.
The Schrödinger equation is a many-body problem and we will now expand upon that to
develop DFT. We write equation 53 as
E[ψi] = Eknown[ψi] + EXC [ψi]. (58)














d3rd3r′ + Eion. (59)
In equation 59, the first term is the electron kinetic energy, the second term is the Coulomb
interaction between the electrons and nuclei, the third term is the Coulomb interaction
between the pairs of electrons, and the last term is the Coulomb interaction between pairs of
nuclei.
Equation 58 has another term, EXC [ψi], the exchange–correlational functional. This term
includes all the quantum mechanical effects that are not addressed by the Eknown terms. We
still need to know how to evaluate the minimum of E[ψi], which is obtained from the total
energy functional. Kohn and Sham laid out this groundwork. When the electronic equations
are expressed to solve a set of single–electron wavefunction equations for each electron, then
we converge towards the complete solution of the Schrödinger equation. The Kohn–Sham




i + V (r) + VH(r) + VXC(r)
]
ψi(r) = Eiψi(r). (60)
The above equation looks similar to equation 59 but it lacks the summation terms,
has single electron wavefunctions, and is defined in the three Cartesian coordinate system.
Potential V (r) in equation 60, the same as in equation 59, describes the interaction between




3r′. It defines the Coulomb repulsion between the electron of interest in
one Kohn–Sham subset equation and the total electron density of the whole system. There is
a self interaction term that originates in the VH(r) term and it is due to the electron being a
part of that total electron density. This unphysical self–interaction term must be corrected
for, and DFT uses the VXC(r) term to do that. We will discuss shortly.
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Finally, the last potential, VXC(r), accounts for the exchange and correlation interactions





The next step is to solve these Kohn–Sham (KS) equations. First, the Hartree potential has
to be known, in which case we should know the electron density. The electron density in
turn comes from the single electron wavefunctions, which are again a product of solving the
KS equations. In order to get past this circular argument and solve the KS equations, the
following iterative approach is used:
1. Define a starting trial electron density, n(r).
2. Use the trial electron density to get the single particle wavefunctions (ψi(r)), which in
turn helps in solving the KS equations.





4. Compare the trial n(r) with the calculated nKS(r). When the two electron densities
match, we have reached the ground state electron density that can give us the total energy.
If they do not match, then n(r) is first updated to the calculated (nKS(r)) and steps 2–4
are repeated.
Following this iterative approach leads to a solution of the KS equations that is self–consistent.
2.3.4 Exchange Correlation Functional
Knowing the exchange–correlation functional exactly is daunting, as its modeling requires
an infinite set of functions. The exact form of the functional is only known for the uniform
electron gas. For every other system, the VXC(r) functional is approximated. The electron
gas problem forms the basis of the local density approximation (LDA), which is the starting
point of the systematic approach of improving these KS functionals.
One might ask how exchange and correlation energies contribute to the electron den-
sity problem. The exchange energy originates from the interaction between two electrons.
Coulomb’s equation is the classical representation of the energy from electron repulsion
due to their similar charges. Applying quantum mechanics leads to modification of the
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Coulomb equation to account for the 12 spins of electrons. By the Pauli Exclusion principle,
two fermions cannot both have the same spatial address and spin. Therefore, the total
wavefunction must be antisymmetric to interchange between any two such particles, forming
the basis of exchange energy. Exchange energy is the quantum mechanical correction to the
Coulomb repulsion and accounts for the electron self–repulsion.
Even when the exchange energy is defined by the wave mechanics equations, the in-
terpretations of these equations in KS theory utilizes the electron density. So, this gives
rise to non–local potentials, which make an exchange potential at a given point erroneously
dependent on the electron density at a distant point. Correlation energy, in wave mechanics,
is defined as the difference between the exact energy and the corresponding HF value.
Considering the distances between two electrons, both exchange and correlation energies
can be long–range or short–range. The long–range correlation, also called static correlation,
cancels the short–range exchange energy in wave mechanics and needs to be built into the EXC
functional used in DFT, because DFT relies on electron density at a point and its immediate
neighborhood. The short–range correlation is also called dynamical correlation. Ultimately,
the effect of the static versus dynamic correlation is microscopically indistinguishable when
the approximations become increasingly exact. For example, compared to DFT, the Full CI
calculation does not distinguish between these two categories.
A physically intuitive picture of the exchange and correlation energies comes from using
the concept of exchange or correlation holes. The exchange term, already derived in Hartree–
Fock theory, is incorporated into DFT and the additional dynamical effect from electrons
avoiding each other gives rise to the correlation energy. If we assume that electrons lack both
charge and spin, then the probability of finding an electron (e1) at any defined position is
independent of the presence of a second electron (e2). So, their electron–pair density would
be a product of the individual electron densities.
Electrons, however, do carry charge and spin and that leads to a decrease in probability
of finding e1 near e2. This reduced probability is called the exchange–correlation hole, which
refers to the decreased probability of finding e2 at a given position r2 when e1 is in the
given position r1. The exchange–hole, also called Fermi–hole, defines the static reduction of
probability with respect to one electron. The correlation–functional, or the Coulomb–hole,
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causes the probability of finding an electron to increase at further distances of reference,
while it decreases for shorter distances of reference, given another reference electron.
Electron self–interaction is embedded in the Coulomb term or the correlational func-
tional. In multi–electron physical systems, it is increasingly difficult to account for this
self–interaction coming from the system’s electrons explicitly. Improvements in DFT methods
try to converge towards an exact cancellation of the self–interaction energy with the exchange
energy. Currently, ongoing effort to develop the new and improved exchange–correlational
functionals is trying to perfect that cancellation effect. To devise the absolute form of this
exchange–correlational functional without breaking a functional is arduous. Also, theory
shows that a local potential that is completely self–interaction free is non–existent.
Every density functional has a distinct exchange–correlational functional. Ultimately
the system and its interesting properties dictate the appropriate functional we should use.
Currently, the trend is to construct the EXC as two distinct functionals for EX and EC , which
when combined gives a physically meaningful exchange–correlation hole component. This
initially separate construct of exchange and correlation functionals arises from the different
scaling properties of the two energies.
As EXC is an empirical functional, DFT methods do not have a systematic way to correct
for the electron correlation. DFT improves upon the different EXC functionals by Jacob’s
Ladder. Each functional in this ladder has improved accuracy in the following order: Local
Density Approximation (LDA) < Generalized Gradient Approximation (GGA) < Meta-GGA
< Hybrid– or Hyper–GGA < Double Hybrid methods and so on. Climbing a rung in this
ladder means that the approximated functional is converging towards the exact form of the
EXC functional.
Correcting for dispersion (van der Waals forces) is important for accurate computation
of molecular properties. An exact EXC functional would exactly treat the dispersion in-
teractions. As the approximated EXC functional neglects this treatment, the dispersion
corrections reintroduce the missing inter– and intra– molecular van der Walls forces into the
functional. One of the major improvements in method development, in the mid–2000s, was
the introduction of this dispersion correction inside the EXC functionals.
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3.0 Two Dimensional Infrared Spectroscopy Method
The 2D-IR spectroscopy experimental setup that generated the results in chapter 4 is
described in this section. First we go through a short overview of the 800 nm light entering
the optical setup to generate the mid-IR pulses. After that, the focus is on the white light
generation, optical parametric amplification, and difference frequency mixing processes in
an optical parametric amplifier (OPA). Finally, the general scheme of 2D-IR measurement
process in the 2D spectrometer is presented, where the roles of the pulse generation, the
motorized stages, the sample plane, and the detectors are elaborated.
A Ti:sapphire oscillator (Coherent Vitesse) pumps the amplifier at 80 MHz with 100 fs
pulses (∼ 4 nJ/pulse, Figure 3.1). The Ti:sapphire amplifier (Coherent Legend Elite) outputs
120 fs ultrashort pulses λ = 803 nm and BW = 13 nm, at a repetition rate of 5 kHz and an




















































Figure 3.1: Optical setup for a 2D-IR measurement. The diagram shows the overall equipment, their dimension, and the text
in this chapter goes into the relevant details.
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3.1 Mid Infrared Light Generation
In the OPA, the 805 nm light goes through three paths. First is the white light generation,
along with two pump pulses (Figure 3.2). The first section of the OPA pre-amplifies the
desired signal frequency with the white-light seed. After passing once through the BBO
crystal, the signal and the idler are generated from the pump pulse. The signal is taken and
pumped again with higher energy during the second pass through the BBO. This step is
called the amplification stage. After this pass, the optical parametric amplification process is
complete. Finally, both the signal and idler go through the AgGaS2 (AGS) crystal, which
generates a new wavelength from the signal and idler by difference frequency generation
(DFG). This new frequency is in the desired mid-IR range required for a particular 2D-IR
experiment. Spatial and temporal overlaps of the pulses in each of the three processes are
controlled by three delay stages.
Some materials have nonlinear optical responses to very high power ultrashort laser pulses.
When the laser induced electric field becomes comparable to the material’s electric field,
we observe white light continuum generation. Sapphire, a centrosymmetric material with
inversion symmetry, has a nonlinear index of refraction which is dependent on the laser
intensity. During laser light exposure, self-focusing inside the crystal makes the beam center
have a higher index of refraction than the rest of the crystal.
In our setup, one filament undergoes self-focusing and self-phase modulation, hence we
have a single-filament white-light continuum. The white light frequencies have an inverse
time dependence with the laser intensity. Our 805 nm input laser light source is nearly
monochromatic. This time dependence creates a range of frequencies and colors at different
spatial regions of the emergent beam. Therefore, the center of the white light has lower
frequencies, while the edges have the high frequencies. The polarization of this generated
















































Figure 3.2: The optical parametric amplifier is based on the design by Hamm et al.132,133 and built by Ren et al.134. The
white light (light orange) from the sapphire crystal meets the pumps (pink) at the BBO to give rise to the signal (dark or-
ange) and idler (green) pulses. After the second pass in the BBO, the signal and idler go through the AGS to generate the
mid-IR pulse (light brown). The mid-IR pulse is filtered to eliminate all the NIR light before entering the 2D spectrometer.
The beam splitters and reflective mirrors are colored in blue, the gold plated optics in yellow, dichroic mirrors in gradient
color, and the delay stages are D1, D2, and D3.
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A type-II β-barium borate (BBO) crystal is a negative uniaxial crystal. It is a colorless,
trigonal, non-centrosymmetric second order material with the property of birefringence. As
in white light generation, the electric field of the laser induces an electric field in the BBO
crystal. A birefringent crystal has two axes, the ordinary and the extraordinary with indices
of refraction ηo and ηe respectively. In the lab frame, the ordinary axis is oriented horizontally
(H, parallel to the laser table) and the extraordinary axis vertically (V, perpendicular to the
laser table). At a phase–matching angle, rays polarized along the ordinary and extraordinary
axes have the same phase. At this phase–matching angle, rays polarized along the ordinary
and extraordinary axes experience the same index of refraction.
The first pass through the BBO involves a white light seed and an 805 nm pump pulse.
The white light is polarized in the direction of the BBO’s extraordinary axis and the pump
in the direction of the ordinary axis. With rotation stages, one can rotate the crystal about
the extraordinary axis. This allows the projection of the ordinary axis onto the optic axis to
be modulated. Thus, we are matching ηe along the extraordinary axis with ηo. The BBO
crystal used in our setup decreases the beam velocity along the ηe axis and increases the
beam velocity along the ηo axis. White light, aligned to the ηe, is phase matched to the
pump aligned to the ηo axis of the BBO crystal. This is our desired angle for the generation
of signal and idler from a white light seed. As the beam waist of the pump beam is small
compared to the beam waist of the seed pulse, the latter gets spatially filtered giving only
signal and idler outputs from the optical parametric amplification process. For example, in
the 1400 cm−1 frequency region, the BBO phase–matching angle is found at a rotation stage
setting of 331◦. During the second pass through the BBO the pump pulse is still the 805 nm
light, while the seed is the signal generated through first pass.
From the BBO, the signal and idler become the pump (ηe) and the signal (ηo) entering
the AgGaS2 crystal, respectively. This Type I AgGaS2 crystal is a second order nonlinear
non-centrosymmetric crystal performing difference frequency mixing. It is mounted on a
vertical rotation stage allowing for rotation about the ordinary axis. The extraordinary axis
is in the vertical (V) plane. For the Type I crystal, the output signal and idler photons are
both aligned to the ordinary axis (as opposed to the extraordinary axis in Type II crystal).
When the phase–matching angle is achieved, the AgGaS2 output is in the mid-IR region.
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After the AgGaS2, the new signal beam and the difference frequency output have the same
polarization, ηo. This output mid-IR is the idler beam that enters the 2D spectrometer after
NIR filtering. As an example, for a 1400 cm−1 frequency region experiment, the AgGaS2
phase–matching angle is set at 183◦ in the rotation stage. Thin AgGaS2 crystal plates (in
our case 1.5 mm thickness) are popular for ultrashort pulse generation in the mid-IR range
by DFG employing NIR wavelength pulses. Approximately 4% of the DFG is usable as our
desired mid-IR wavelength range. In our setup, if 60 µJ energy enters the AgGaS2 for DFG,
then we get 2 µJ of output mid-IR into the 2D setup.
3.2 2D Spectrometer
From the OPA, the mid-infrared pulse enters the 2D spectrometer (Figure 3.3). After
passing through a couple of mirrors, the beam diverges into three paths: the pumps, the probe,
and the reference. The mid-IR beam’s energy is in the range of 1–2.5 µJ/pulse, depending
on the output frequency from the OPA. A Mach Zehnder interferometer generates the two
pump pulses, while the probe and reference beams are created in a separate beam path. The
pumps and the probe travel towards the sample plane to generate a 2D-IR signal. The 2D-IR
and the reference signals are eventually collected by a mercury-cadmium-telluride (MCT)
detector. Finally, the 2D-IR signal is gated, integrated, and digitized and transmitted to
the lab computer by a Femtosecond Pulse Acquisition System, to be processed in MATLAB
analysis software.
First, the mid-IR beam hits a CaF2 wedge optic and encounters both reflective and
transmissive surfaces in the optic’s front and back. The transmitted light (∼ 90% of the
incoming energy) falls into a Mach Zehnder interferometer and generates the pumps. The
Mach Zehnder interferometer has two arms: the moving arm and the stationary arm with
two mirrors in each. The former sits on a motorized translation stage, while the latter is
immobile, as the name suggests. In between the arms are two 50–50 beam splitters that
guide the beam to reach both arms. Traveling through the beam splitters twice generates






























































Figure 3.3: In the 2D spectrometer, the optical paths of the two pumps are indicated in
red, while that of the probe is yellow and reference is dashed yellow. The ultimate destina-
tion of the 2D-IR signal and reference is the MCT detector, while a portion of the pump
interference signal goes into the single channel detector.
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the sample is from the two pulses that are turned 90◦ from the input mid-IR light in the
interferometer. The total light intensity in both the 90◦ and 180◦ directions is ∼ 50% of the
input IR beam. As each of these two directions are separate for the two pumps, each pump
has 50%× 50% = 25% energy of the original mid-IR beam.
After the interferometer, two ultrafast pump pulses with a t1 time delay between them
travel towards the population stage. A Fourier transform of this fast scanning t1 axis
generates the ω1 frequency axis in our experiment. The second output of the Mach Zehnder
interferometer is sent to a single-channel MCT detector. The single channel collects the
interference pattern between the pumps that establishes the phasing of the 2D spectrum.
The Mach Zehnder interferometer contains another stack of mirrors on top of the stationary
arm and the beam splitters. As the moving arm mirror is large in size it accommodates
the HeNe beam on the top of that same mirror. The HeNe beam travels 2 cm−1 above
the pumps. A λ/4 waveplate, which sits in front of the stationary arm in the HeNe path,
converts the static arm’s linearly polarized light to circularly polarized light. Thus the fixed
arm creates a circularly polarized HeNe, and the moving arm HeNe is linearly polarized.
After the interferometer, the HeNe beams fall into a 50–50 polarization beam splitter cube
(PBSC), oriented at 45-degree angle to the incident polarization. Two photodiodes are placed
orthogonally on two faces of the PBSC. When the circular and linearly polarized HeNe
interfere, they produce a phase difference of 90◦ with each other. The two photodiodes collect
these 90◦ phase-shifted HeNe signals.
We count the HeNe interferogram fringes (bins) to establish an equidistant time grid and
obtain an unambiguous t1 delay and pump phase difference. HeNe emission (632.8 nm) creates
time compartments with a width of 2.11 fs called bins. Bin numbers sort the mid-IR data at
the instant of laser pulse emission. On an average, 13–14 shots fall in one bin in our setup.
Signals falling into a single bin are averaged. Convoluting a square window function with
the time-domain signal is an analogue of this binning operation. The single-channel detector
captures the interferogram between the two pump pulses. The plot of the single-channel
interferogram and the bin number reflects the bins with the maximum pump intensity.
A CaF2 wedged optic creates the probe and reference beams. Fresnel reflections off the
front and rear surfaces of the CaF2 send 5% of the mid-IR total energy to the top stacked
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mirror (probe) from the front surface and 3% from the back surface (reference). Both the
probe and reference beams travel in an almost parallel path only subtending a minor acute
angle. This results in the probe and reference falling at vertically separated spots in the
off-axis parabolic mirror (OAP) mirror before the sample stage.
The population stage has two mirrors on a mechanically controlled translation stage (t2
delay). An OAP focuses the pumps and the probe into the sample, generating the third order
nonlinear signal. The reference falls 100 µm above the pump and probe spots, in the sample
plane. After the sample plane, the pumps are discarded while the probe and reference keep
going to the spectrometer. Outside the 2D spectrometer box, two stacked mirrors receive
the probe (bottom) and reference (top) beams. It then sends the probe and reference to
an OAP. The focus of this OAP is right after the ∼ 2 mm wide vertical slit, inside the
spectrograph. From there, the two beams travel towards the collimating mirror at one end of
the spectrograph.
In our iHR320 spectrograph, the collimating mirror inside collimates the probe and
reference onto the gratings. There are three grating options in our setup, 50 l/mm, 75 l/mm,
and 150 l/mm. During the experiment, we choose one grating to set the frequency window
and the ω3 resolution of our experiment. From the diffraction grating turret, the beams fall
on another focusing mirror, which sends it to the array detector. The IR signal is detected
by a liquid N2-cooled 2 × 32 mercury-cadmium-telluride (MCT) array detector. The probe
falls on the top 1–32 elements, while the bottom 32–64 elements get the reference pulse. The
grating produces the ω3 final frequency axis of the 2D-IR spectra.
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4.0 CH Mode Mixing Determines the Bandshape of Carboxylate Symmetric
Stretch in Apo, Ca2+, and Mg2+–EDTA
This text is an adaptation from Mitra, S.; Werling, K.; Berquist, E.J.; Lambrecht,
D.S.; and Garrett-Roe, S.; J. Phys. Chem. A 2021, 125, 22, 4867–4881. The author
has contributed to this work by choosing the system of study, designing and conducting
experiments, analyzing all experimental data, interpreting all the participation coefficient
plots, setting up the initial DFT calculations and writing much of the manuscript.
4.1 Chapter Summary
The infrared spectra of EDTA complexed with Ca2+ and Mg2+ contain, to date, unidenti-
fied vibrational bands.This study assigns the peaks in the linear and two-dimensional infrared
spectra of EDTA, with and without either Ca2+ or Mg2+ ions. Two-dimensional infrared
spectroscopy and DFT calculations reveal that in both the presence and absence of ions, the
carboxylate symmetric stretch and the terminal CH bending vibrations mix. We introduce a
method to calculate participation coefficients that quantify the contribution of the carboxylate
symmetric stretch, CH wag, CH twist, and CH scissor in the 1400–1550 cm−1 region. With
the help of participation coefficients, we assign the 1400–1430 cm−1 region to the carboxylate
symmetric stretch which can mix with CH modes. We assign the 1000–1380 cm−1 region to
CH twist modes, the 1380–1430 cm−1 region to wag modes, and the 1420–1650 cm−1 region
to scissor modes. The difference in binding geometry between the carboxylate-Ca2+ and
carboxylate-Mg2+ complex manifests as new diagonal and cross-peaks between the mixed
modes in the two complexes. The small Mg2+ ion binds EDTA tighter than the Ca2+ ion,
which causes a redshift of the COOs modes of the sagittal carboxylates. Energy decomposition




Ethylenediaminetetraacetic acid (EDTA) can model divalent ion–carboxylate interactions
in proteins.52,135,136 In the broad class of EF-hand proteins, for example, divalent ion-binding
induces structural changes50 and begins a cascade of protein folding27, cell signaling27, ion
transport27, ion recognition27, and enzyme activation events137–141. Binding selectivity and
affinity of Ca2+ over Mg2+ is critical for the biological function of these proteins.
Though EDTA mimics the EF-hand binding pocket, spectroscopic studies fail to un-
ambiguously correlate metal binding geometries with the positions and intensities of the
carboxylate vibrational bands142–148. The additional information content of two dimensional
infrared (2D-IR) spectroscopy promises to allow more direct relationships between observed
spectral features and ion–binding geometries. Additionally, it can provide insight into the
femtosecond and picosecond dynamics in the binding pocket.46,94,95,149
In the absence of divalent ions, EDTA has an extended, flexible structure in solution.
Upon metal binding, EDTA assumes an approximately C2 symmetry (Figure 4.1). The pairs
of carboxylates lie in two planes. In the ‘sagittal’ plane (along the violet line), the two
carboxylates are oriented parallel to each other, while the other two carboxylates are oriented
antiparallel to one another and lie rotated slightly out of the ‘equatorial’ plane. The binding
geometries of calcium- and magnesium-bound EDTA, [Ca:EDTA]2− and [Mg:EDTA]2−,
respectively, differ subtly. The smaller Mg2+ ion lies deeper in the binding pocket and the
terminal oxygens approach the Mg2+ more closely. These differences cause changes in the
NCCO dihedral angles along each of the carboxylates. These subtle rearrangements are similar
to the structural differences between Ca2+- and Mg2+-bound EF-hands. If spectroscopic
observables could be related to these differences in geometry, they might prove a powerful
tool for determining the mechanism of ion selectivity in EF-hand proteins.
2D-IR spectroscopy is highly sensitive to local picosecond fluctuations, environmen-
tal dynamics, and molecular structure.46,150 Techniques like X-ray crystallography151 and
EPR58 and NMR152 spectroscopies report the static structure and slower millisecond dy-
namics of ion binding153–155. The sub-picosecond temporal resolution of 2D-IR spectroscopy,























Figure 4.1: EDTA adopts an approximately C2 symmetry when it binds Mg2+ (a, b) and
Ca2+ (c, d). O–M2+ bond distances indicate a tighter binding geometry for [Mg:EDTA]2−
than [Ca:EDTA]2−. The sagittal acetates lie parallel to each other in a vertical plane (pur-




Infrared spectroscopy of EDTA probes the structure of carboxylate-Ca2+ ([Ca:EDTA]2−)
and carboxylate-Mg2+ ([Mg:EDTA]2−) complexes94,142,145,147,148. Deacon and Phillips158 em-
pirically correlated the wavenumber difference between the antisymmetric stretch (COO−a ) and
symmetric stretch (COO−s ) (∆νa−s = νCOO−a − νCOO−s ) with the binding geometry for aqueous
metal acetato-carboxylate complexes. The ∆νa−s roughly correlates to unidentate, bidentate,
bridging, and pseudo-bridging binding types147,159,160. Later, however, Deacon and Phillips161
noted the inadequacy of using the ∆νa−s empirical relation to explain ion binding structures
in multi-carboxylates. Complex multi-carboxylates’ COO−s region exhibits additional features
after metal binding46,52,54,94,95,135,136,147,159,162–164, whose origins were unexplained.
2D-IR spectroscopy of the COO−a promises insights into the local structure and dynamics
of carboxylate groups. Because ions and molecules in the local solvation shell modulate the
vibrational frequencies of carboxylate stretches, 2D-IR spectroscopy can report the picosecond
structural dynamics. Metal coordination–induced geometry changes are reflected in the
vibrational couplings. When a metal binds, the vibrations couple to generate cross-peaks
in the 2D-IR spectrum. Coupling cross-peaks in EDTA and calmodulin (CaM) COO−a
uncover structural changes.94,149 The vibrations couple, through space (electrostatically)
or mechanically (covalently), due to the metal binding event. Binding–induced structural
changes have also been reported in the 2D-IR spectra of the amide modes in ionophores such
as valinomycin85 and ion channels.78,165,166 For example, the side-on and end-on ion–pair
conformers of calcium oxalate interconvert on a picosecond timescale167. A model Hamiltonian
for the COO−a was able to relate the conformational changes due to oxalate–metal interaction
to the spectral features of the COO−a vibration.83,84,167 In trifluoroacetate, solvent fluctuations
drive population relaxation from the pumped COO−a into the COO−s .83
Finally, the ion-coordination geometry and fluctuations in the binding pocket of wild
and mutated CaM were elucidated with 2D-IR spectroscopy.94,95 Edington et al.94,149 show
that the COO−a reliably captures the ion–induced distortion in the binding geometry of
EDTA and CaM. A comparison of Ca2+ and Ln3+ shows that the bound ion dictates if
the CaM binding pocket will be compact and rigid or loose and flexible, which translates
into downstream tertiary structural changes.94 Separate active site mutations in CaM show
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different antisymmetric stretch cross-peak structures, which are the manifestations of the
CaM binding pocket’s conformational flexibility.95 In each of these examples, the COO−a
bands in 2D-IR spectra provided important insights into local structure and dynamics of
these carboxylate moieties.
While investigation of the COO−a reveals some changes upon ion binding46,83,94,95,149, the
symmetric stretch remains largely unexplored. Attenuated total reflection Fourier transform
infrared (FTIR) spectroscopy shows that the COO−s can act as an indicator of transition
metal ion binding in a self-assembled bilayer.168 Donaldson et al.169 probed the COO−s mode
of a carboxylate-capped layer on gold nanoparticles to understand the correlation between
the peptide-binding geometry and carboxylate orientation. Faint cross-peaks upon gold
nanoparticle binding reflect the orientation of the carboxylates on the nanoparticle surface.
In part, the sparsity of studies using the symmetric stretch are due to the complex
lineshape. The symmetric stretching band is complicated because the absorption frequencies
of the COO−s mode and CH bending modes are similar. Absorption bands from the CH
bending modes overlap with the COO−s band in EDTA in the absence of bound ions (apo-
EDTA), making it challenging to separate their contributions.149 As a result, the interpretation
of features in the 1300–1500 cm−1 region is unclear, independent of metal ion binding.
The complexity of the COO−s band is also an opportunity. The substructures in the
lineshape may reveal subtle conformational changes that the COO−a does not. We aim to
connect the origin of the COO−s region vibrational structures to the metal–binding geometry
of EDTA. We also explore the feasibility of utilizing the COO−s mode as a marker band for
conformational changes in peptides.
We address the link between EDTA’s COO−s IR spectral features and its binding confor-
mation. Combining 2D-IR spectroscopy and density functional theory (DFT), we characterize
the relationship between the vibrational spectrum of apo- and metal-bound EDTA and the
geometry of binding. 2D-IR spectroscopy and DFT calculations show the impact of Ca2+
and Mg2+ binding in the COO−s region. To separate the contributions of the COO−s and CH
bending modes in the 1000–1650 cm−1 region, we develop a scheme to calculate participation
coefficients from the vibrational normal mode calculations. We use these participation coeffi-
cients to quantify the symmetric stretch and CH bending modes’ local contribution to each
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normal mode and, from this information, assign the EDTA bands between 1000–1650 cm−1.
Furthermore, we apply energy decomposition analysis (EDA) methods to distinguish the
different interaction energy terms that play a significant role in EDTA–ion binding. We use
EDA to decipher the physically meaningful intermolecular interactions that initiate and drive
the observed EDTA geometry changes upon metal binding.
This paper is organized as follows: First, we show the changes in the FTIR and 2D-IR
spectra of EDTA as a function of the divalent ion identity (section 4.4.1). Next, to untangle
the CH bending modes and COO−s contributions in the symmetric stretch region, we develop
a participation coefficient analysis from DFT normal mode calculations. The participation
coefficients help us assign the COO−s peaks (section 4.4.2). With those assignments, we
rationalize the major differences in the 2D-IR spectra between the apo-EDTA, [Ca:EDTA]2−,
and [Mg:EDTA]2− COO−s and link them to the binding geometry of each ion (section 4.4.3).
Finally, we use EDA calculations to fully characterize the nature of the intermolecular




Ultra pure grade ≥ 99.5% tetra-sodium salt of EDTA (C10H12N2O8Na4·H2O) was pur-
chased from AMRESCO, Inc. Calcium chloride (CaCl2) and magnesium chloride (MgCl2)
salts were obtained from Sigma-Aldrich, Inc. Deuterium oxide (D2O) solution was bought
from Cambridge Isotope Laboratories, Inc. Deuteration eliminates the overlap between the
carboxylate stretch region and H2O bending mode. To avoid metal contaminants from the
glass surface containers via leaching170, EDTA solutions were made in 15 mL Falcon tubes.
The powder form of EDTA and respective metal ions were directly mixed in D2O to obtain
the desired concentration. The uncorrected pH reading of the tetra-sodium EDTA salt was
∼11.2. FTIR spectroscopy (Figure 4.2) verified the complete deprotonation of the EDTA
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carboxylates in the aforementioned pH.
The 2D-IR samples were (1) 350 mM [apo-EDTA]4− in D2O (2) 450 mM [Mg:EDTA]2−
with 450 mM MgCl2 in D2O and (3) 460 mM [Ca:EDTA]2− with 460 mM CaCl2 in D2O
solutions. These concentrations provided absorption in the 0.20–0.40 OD range for 2D-IR
measurements.29 Each FTIR and 2D-IR sample cell had a 15 µL solution droplet in between
two 2 mm thick CaF2 UV-grade windows separated by a 6 µm polytetrafluoroethylene spacer.
4.3.2 Linear IR
A Thermo Fisher Nicolet 6700 spectrometer recorded each sample’s FTIR spectrum
with 2 cm−1 spectral resolution. The sample chamber was purged with nitrogen during data
collection to eliminate water vapor.
4.3.3 2D-IR
A commercial, 5 kHz Ti:Sapphire laser (Coherent Legend Elite) generates ∼120 fs pulses
of 805 nm light with ∼250 cm−1 full-width at half-maximum (FWHM) bandwidth and
1 mJ/pulse. An optical parametric amplifier generates mid-infrared pulses133; the amplified
signal and idler pulses are mixed in a difference frequency mixing crystal, AgGaS2, to generate
1.80 µJ/pulse at 1410 cm−1.
The pump-probe geometry 2D-IR spectrometer is based on the design of Helbing et
al.171 The spectrometer generates two collinear pumps, a probe, and a reference pulse. A
fast-scanning Mach-Zehnder interferometer generates the first coherence time, t1, between
the pumps. The population stage produces the waiting times, t2, between the pump and the
probe pulses. A Fourier transformation of the t1 time at each t2 gives the initial frequency
axis, (ω1). The signal field, which is self-heterodyned with the probe pulse, was diffracted by
a 50 l/mm grating to disperse the ω3 final frequencies.
A 2 × 32 mercury cadmium telluride detector (Infrared Associates, liquid N2 cooled)
collects the signal and reference. Signals are gated, integrated, digitized, and transferred
to the computer using a Femtosecond Pulse Acquisition Spectrometer (Infrared Systems
Development Corps.). MATLAB (MathWorks) is used to visualize and analyze the collected
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2D-IR signal. In the current work, all the 2D-IR spectra are at t2 = 200 fs with a signal
averaging of ∼600 scans each and with resolutions of 6 cm−1 along ω1 and 3 cm−1 along ω3.
4.3.4 Calculations
4.3.4.1 Density functional theory
Geometry optimization and vibrational frequency calculations were performed on apo-
EDTA (32 atoms) and [Ca:EDTA]2− and [Mg:EDTA]2− (33 atoms) with the M05-2X172
and ωB97X-D173,174 density functionals using a development version of Q-Chem175. All
calculations use the def2-TZVP basis set. Standard grids 3 and 2, as implemented in Q-
Chem176, were used for all M05-2X and ωB97X-D calculations respectively. The condensed
phase environment was incorporated via the SMD177 implicit polarizable continuum solvation
model for all three molecules. The three molecules were generated in Avogadro178 with an
initial force-field based geometry optimization (MMFF94s with steepest descent), from which
the resulting Cartesian coordinates were used as input to the DFT geometry optimizations.
ChElPG-based atomic partial charges of the metal-bound Mg2+ and Ca2+ were performed
on the optimized structures. Computed frequencies used in the paper are unscaled, and the
scaling factors with their respective scaled frequencies were calculated for both functionals
(Appendix A.1).
The M05-2X functional was chosen because it accurately represents carboxylate systems,
especially for thermodynamic information.179,180 The remaining differences between computed
and experimental spectra generally originate from incomplete treatment of the condensed
phase environment181,182 and anharmonicity. More specifically, gas-phase single-conformer
calculations are missing solute-solvent interactions and contributions from energetically low-
lying conformers. We approximate the solute-solvent interactions using an implicit solvent
model in order to avoid the costly sampling required for incorporating explicit solvation.
Currently, a test set of small molecules, such as acetate and citrate, are used to benchmark
carboxylate spectra at the comparable M05-2X/cc-pVTZ/SMD level of theory180, but these
small benchmarks may still not consider the complicated interactions of molecules as large as
EDTA; for example, the M05-2X functional is reported to overestimate the COO− symmetric
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stretch frequencies compared to experiment. As comparison, we supplement the use of the
M05-2X functional with ωB97X-D, since previous work183,184 shows similarities between the
two functionals for harmonic frequencies.
4.3.4.2 Intermolecular interactions
To further understand the nature of the metal-ligand binding, we quantified this intermolec-
ular interaction using EDA based on absolutely localized molecular orbitals (ALMO-EDA),
which quantifies the interaction based on physically intuitive components. In ALMO-EDA
with implicit solvent, the total change in energy due to bringing isolated fragments together
is given by















+ ∆E(s)pol + ∆E
(s)
CT, (63)
where ∆Egeom is the energy increase caused by the fragments adopting their interacting
geometries, ∆Efrz is the energy change from bringing fragments together into the final
supermolecular geometry while keeping their densities frozen and not allowing them to relax,
∆Epol is the energy lowering from allowing intrafragment density relaxation in the presence
of other fragments while disallowing interfragment charge flow, and ∆ECT corresponds to
the charge transfer caused by lifting this last restriction. The frozen density term can be
further broken down into three primary parts: ∆Eelec is the electrostatic Coulomb interaction
between isolated fragments, ∆Edisp is the dispersion interaction, and ∆EPauli is the remaining
short-ranged non-electrostatic components of bringing fragments together while keeping their
densities constrained. The superscript “(s)” signifies that a term includes solvent effects.
The ALMO-EDA formalism is based on the classical decomposition of the frozen den-
sity185,186 with solvation187 as implemented in Q-Chem. As validation, we also performed
symmetry-adapted perturbation theory (SAPT) calculations, which originate from a different
theoretical foundation but contains comparable terms. These calculations are based on the
SAPT0 formulation188,189 as implemented in Psi4190. All ALMO-EDA and SAPT calcula-
tions used the same geometries as the ωB97X-D/def2-TZVP/SMD frequency calculations.
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ALMO-EDA uses this method chemistry for all fragment wavefunctions, including the solvent
model. SAPT instead starts from a Hartree–Fock reference. Due to technical problems
with including solvation, all SAPT calculations were performed in the gas phase. However,
we see that trends in like terms between ALMO-EDA and SAPT are qualitatively similar
(vide infra). To better compare against ALMO-EDA, monomer-basis SAPT results will be
presented in the main text, and dimer-basis SAPT results are in Appendix A.1. In order to
perform this comparison, we modify equation 62 slightly to
∆Eint = ∆E(s)geom + ∆E
cls(0)









= ∆Egeom + ∆Eelec + ∆Esolv + ∆EPauli + ∆Edisp + ∆Epol + ∆ECT, (65)
where the classical decomposition is applied and the solvent correction to the electrostatic
interaction is considered separately (see equation 9 in ref. 187). The superscript “(0)” indicates
the term is calculated without solvent effects.
4.3.4.3 Participation coefficients
Participation coefficients P were calculated to determine the contribution of CHH and
COO motions to the normal modes of the apo- and complexed forms of EDTA. In general, P
is the square of the overlap of a unit basis vector on the EDTA molecule (apo or complex)
normal mode vector in the subspace of a set of atoms for the molecule. The participation





basis~νi and mol~νj refer to the i-th basis normal mode (we will discuss our notion of basis
shortly) and the j-th molecule normal mode (determined from the frequency calculations
described in the previous section), respectively. For our purposes, Pi,j will always be calculated
for a subspace of the full nuclear position coordinates of the molecule. The subspace of
coordinates will always consist of the carboxylate COO atom positions or the terminal CHH
atom positions of a specified acetate group on EDTA. Note that only the basis vector in the
subspace of atoms is normalized, and hence the participation coefficient is bounded by the
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square length of the normal mode in the subspace of the specified CHH or COO coordinates







where j and i are defined as above.
We were particularly interested in calculating participation coefficients for the carboxylate
regions (S = COO) and the alpha carbon regions (S = CHH) in the EDTA molecules since
CHH motions tend to couple with COO symmetric stretch regions. The basis vectors for these
two regions were created according to the following procedure. We desired a complete basis
to fully describe the motion of these atoms as they contribute to the overall normal modes.
To this end, we created orientation-dependent rotation and translation normal modes in the
subspace of the CHH or COO atoms for each of the four acetates in each molecule. Since the
equilibrium positions for the three atoms specify a plane, the normal to this plane specifies one
of the basis vectors used to create the rotation and translation normal modes. The midpoint
bisector (drawn from the carbon atom to the midpoint between the two hydrogen/oxygen
atom positions) in the CHH/COO plane was used as the second basis vector, and the cross
product of the the previous two basis vectors determined the third basis vector. Given the
normalized basis vector ~ei, the corresponding normalized mass weighted translation vector









For the rotational vectors, the moment of inertia tensor, I, was calculated for the CHH
and COO atoms of each acetate using the positions relative to the center of mass of the three
atom system, and the tensor was diagonalized to yield the three angular velocity vectors
(eigenvectors), ~ωi. These vectors were ordered by their maximal overlap with the three
translational basis vectors ~ei given above. The normalized mass weighted rotational vectors
(for a CHH group as an example) are then given by
Ri =
(√mC · ~rC × ~ωi,
√
mH1 · ~rH1 × ~ωi,
√




where ωi is the corresponding eigenvalue to the eigenvector of the moment of inertia tensor.
Note that the coordinates ~r here are given relative to the center of mass ("com") of the three
atoms (e.g., ~rC = ~xC − ~rcom).
The vibrations were determined from the diagonalization of the mass weighted Hessian




(|~ri − ~rj| − r0ij)2 + k∠CHH/COO(θ − θ0)2 (70)
where θ is defined as:
θ = arccos
(
(~rH1 − ~rC) · (~rH2 − ~rC)
|~rH1 − ~rC ||~rH2 − ~rC |
)
. (71)
kCH/CO is the force constant of the CH/CO bond, while k∠CHH/COO is the force constant for
the H-C-H/O-C-O angle. Since only the relative values for these force constants are important,
DFT calculations on methane (see Appendix A.2) indicate that the spring constant for the
C-H stretch is about 4 times that of the HCH bend force constant, and so kCH/CO = 4 and
k∠CHH/COO = 1 were chosen for the model potential. (The value kCH/CO = 4 was determined
crudely from the DFT calculations for methane from the frequencies, f and reduced masses







). ~ri and ~rj correspond to the
position of the ith and jth atoms. r0ij is the equilibrium bond distance between the pair of
atoms i and j. S is the set of pairs of atoms that are bonded to one another. θ is calculated
from equation 71 as the angle between H1 −C−H2, where ~rH1 , ~rH2 , and ~rC are the positions
of H1, H2 and C. Here r0 and θ0 are the equilibrium position and angles. The resulting 9
basis vectors form a complete and orthonormal basis in this subspace.
4.4 Results and Discussion
4.4.1 Carboxylate Stretch Infrared Peaks in Apo-EDTA Change Shape after
Metal Binding
Carboxylates absorb in the 1300–1700 cm−1 region (Figure 4.2). In apo-EDTA, the COO−a
absorbs twice as strongly as the COO−s . The COO−a (1585 cm−1) has a broad, roughly Gaussian
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Figure 4.2: (a) FTIR spectra of apo-EDTA, [Ca:EDTA]2−, and [Mg:EDTA]2− reveal the
frequency, structure and lineshape changes in the COO− stretch region. (b) The normal-
ized spectra of the COO−s region have the peaks labeled for the three molecules (offsets:
[Mg:EDTA]2− 1.5 A.U. and [Ca:EDTA]2− 0.75 A.U.)
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peak shape (44 cm−1 FWHM), which agrees with literature54,144. The COO−s (1410 cm−1)
band, on the other hand, is broad (∼42 cm−1 FWHM) and asymmetrical (absorption extends
to nearly 1500 cm−1). On top of the broad COO−s peak are lower intensity peaks at 1429 cm−1
and 1443 cm−1, as previously observed.144,145,159
When EDTA binds Ca2+ or Mg2+, the carboxylate stretches change their peak positions,
structures, and lineshapes144,145,159 (Figure 4.2). In the metal–bound EDTA, the COO−a band
narrows to a Lorenzian ([Ca:EDTA]2−: 31 cm−1 FWHM, [Mg:EDTA]2−: 29 cm−1 FWHM),
with a shoulder on the high frequency side.149 The COO−s band blueshifts to 1416 cm−1 in
[Ca:EDTA]2− and to 1409 cm−1 in [Mg:EDTA]2−. In [Ca:EDTA]2−, three new peaks grow at
1434 cm−1, 1443 cm−1, and 1462 cm−1, while in [Mg:EDTA]2−, four new peaks appear after
complexation (1428 cm−1, 1435 cm−1, 1446 cm−1, 1465 cm−1).
2D-IR spectra add additional information about the coupling between the COOs bands.
At the earliest waiting time (t2 = 200 fs), both diagonal and cross-peaks appear in the
COO−s region of the 2D-IR spectrum of apo-EDTA (Figure 4.3 (a)). The diagonal peak
ω1 = ω3 = 1407 cm−1 is inhomogeneously broadened, stretches along the diagonal, and has
an elliptical shape. Faint diagonal peaks appear at ω1 = 1429 cm−1 and ω1 = 1443 cm−1.
In addition to the diagonal band, a negative cross-peak, A, at ω1 = 1407 cm−1 stretches
from ω3 = 1423–1450 cm−1, a negative cross-peak, B, (ω1 = 1423 cm−1) spans from ω3 =
1407–1420 cm−1, and a positive cross-peak, C, stretches from ω3 = 1380–1400 cm−1.
The 2D-IR spectrum of the COO−s vibrations changes upon metal binding to EDTA
(Figure 4.3). At the earliest waiting time (t2 = 200 fs), new diagonal bands and cross-peaks
become apparent after metal binding. Consistent with the FTIR spectra, three diagonal bands
in [Ca:EDTA]2− and four in [Mg:EDTA]2− are apparent. Additionally, the broad cross-peaks
in apo-EDTA (A-C) resolve into sharp features in [Ca:EDTA]2− (A-D) and [Mg:EDTA]2−
(A-F).
Our objective is to understand the origin of these vibrational bands in the FTIR and
2D-IR spectra after Ca2+ and Mg2+ ions bind to EDTA. In the following section, we will









































































(a) apo (b) Ca2+ (c) Mg2+
Figure 4.3: 2D-IR at t2 = 200 fs spectra show the diagonal and cross-peaks in the three
molecules’ COO−s region: (a) 350 mM apo-EDTA (b) 460 mM [Ca:EDTA]2− (c) 450 mM
[Mg:EDTA]2−. For all three molecules, the bottom 2D-IR panel has cross-peak features
labeled in the blue and red lobes. The top panel is the normalized FTIR spectrum of each
























































Figure 4.4: Participation coefficients for the COO−a are higher than the COO−s . Each
column in the COO plot shows that COO−s is spread across more than four normal
modes, unlike the COO−a which is limited to four modes. The top panel is apo-EDTA,
[Ca:EDTA]2− is the mid-panel, and the bottom panel is [Mg:EDTA]2−. The frequency
range and indices are consistent throughout the paper. The left and right columns are
COO−s and COO−a participation respectively. 1 and 2 are the sagittal acetates and the
equatorial acetates are 3 and 4. All scales can be converted to a percent participation by
multiplying with a factor of 100.
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4.4.2 COO−s , CHs and CHw Mix in Apo-EDTA and Its Complexes
In this section, the entire 1000–1630 cm−1 range is assigned. We will first walk through
the assignment of the COO−a band using the participation coefficient method, which will assist
our understanding of the mixed COO−s assignments. Finally, we will discuss the nuances in
the spectra of the three molecules. We will also address some of the unresolved assignments
seen in the literature.
The calculated COO participation coefficients show the contribution of the idealized
carboxylate vibrations to the normal modes of EDTA and the metal complexes for symmetric
(Figure 4.4a) and antisymmetric (Figure 4.4b) stretches. In each panel, the x-axis indices are
the normal modes from the respective three molecules (Table Appendix A.1) and the y-axis
indices (1–4) are the four acetate groups in EDTA. In apo-EDTA (Figure 4.4b, top), only
the normal modes 26–29 have appreciable projection onto the idealized COO−a modes. In
addition, each of these normal modes projects only onto one of the localized COO−a stretches,
which shows that the vibrations are localized in apo-EDTA. In [Ca:EDTA]2− (Figure 4.4b,
middle), the COO−a participation coefficients also indicate that only normal modes 26–29 have
appreciable COO−a character. The normal modes each project onto several of the idealized
COO−a vibrations, however, indicating that the normal modes are delocalized across several
carboxylates. In [Mg:EDTA]2− (Figure 4.4b, bottom), the same general patterns emerge,
and modes 27 and 28 each are nearly equally delocalized across a pair of carboxylates. We
will return to the structural origin of this observation later in this section. In summary, the
participation coefficients show the projection of each normal mode onto an idealized basis
vector, which can quantitatively illuminate the character of the normal mode and its degree
of delocalization. In this case, we observe that only four normal modes have COO−a character,
and metal binding can induce delocalization of the vibrations, as expected.149
Having introduced the relatively straightforward COO−a modes, we turn now to the
COO−s modes, which are more complicated. In the COO−s of apo-EDTA (Figure 4.4a, top),
more than four normal modes project onto the idealized COO−s vibration. The participation
coefficients are appreciable from modes 10–19, indicating that the ideal symmetric stretch
vibration is present in all these modes, while modes 15–19 overlap the most. In both
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[Ca:EDTA]2− and [Mg:EDTA]2− (Figure 4.4a, middle and bottom), modes 14–18 overlap the
most with the idealized COO−s vibration. Some contribution of modes > 25 is noted, which
we attribute to the lower symmetry of each carboxylate upon ion binding, i.e., symmetric
and antisymmetric are no longer rigorous symmetry labels because of the nearby ion. Even
with this complication, the participation coefficients allow us to identify normal modes 14–18
as the primary carboxylate symmetric stretches in EDTA and its metal complexes.
The COO−s motions are mostly localized, independent of metal binding (Figure 4.4a).
The mixed COO−s are localized to each carboxylate. The highest participation from one
COO−s in the 1464 cm−1 calculated band is ∼15%, and for the rest of the individual COO−s
modes it is ∼7%. With Ca2+ binding, the highest COO−s participation redistributes from 7 to
9%, whereas in Mg2+ the individual COO−s participation falls in a broad range from 3–13%.
The carboxylates, however, (Figure 4.4a) participate alone (modes 14–18), implying that
only one carboxylate is heavily involved in the symmetric stretch vibration. Metal binding
more or less does not change the localization of the COO−s vibration. We interpret that
the insignificant delocalization in the metal complexes is from their low C2 symmetry, while
the disordered apo-EDTA structure produces localized motions. We will examine how the
structure of the EDTA affects the 2D-IR spectra in-depth in the next section (Section 4.4.3).
Projecting the normal modes of apo- and complexed EDTA onto the idealized acetate
CHH normal modes (twist (CHt), wag (CHw), and scissor (CHs)) reveal their contribution in
the 1000–1650 cm−1 region (Figure 4.5). In the CHH participation coefficients, two rows of
information are available for each of the twist, wag, and scissor motions. For each of them,
the top row, labeled Avg, includes the mean participation from all four CHH proximal to
the carboxylates, whereas the four rows below the average show the participation of each
of these four terminal CHH for CHt (top panels), CHw (middle panels), and CHs (bottom
panels), respectively.
The CHH participation plots first allow us to identify which normal modes contain
significant contributions of CH bending character. In apo-EDTA the CHt mode is confined
to the indices 0–9 (Figure 4.5a, top), the CHw mode is mostly prominent in the 9–19
modes (Figure 4.5a, middle), and the CHs vibration appears most strongly in modes 15–24
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Figure 4.5: Contribution from the CHt, CHw, and CHs modes to individual modes in the
(a) apo-EDTA, (b) [Ca:EDTA]2−, and (c) [Mg:EDTA]2− molecules differs. The four ter-
minal acetate CHH averages are above the respective CHt, CHw, and CHs participation
plots. 1 and 2 are the sagittal acetates, while 3 and 4 are the equatorial acetates. Percent
participation is obtained by multiplying with a factor of 100 to the scale. (d) shows the
CHt, CHw, and CHs motions.
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For COO−a normal modes, the CHH participation coefficients show that they have minimal
overlap with the CHt, CHw, and CHs vibrations in the three molecules. Looking at indices
26–29 of apo-EDTA, we see only a minimal overlap of the CHw modes (< 15%) (Figure 4.5a,
top) with the normal modes of the COO−a vibrations; the CHt (Figure 4.5a, middle) and CHs
(Figure 4.5a, bottom) normal modes overlap even less (< 1%). Similarly, in both [Ca:EDTA]2−
(Figure 4.5b) and [Mg:EDTA]2− (Figure 4.5c), modes 26–29 have an insignificant contribution
from the CHH participation coefficients. This shows that even in the complexed form, the
COO−a do not mix with the CHt, CHw, and CHs vibrations.
For COO−s normal modes, on the other hand, the CHH participation plots show significant
mixing of the COO−s modes and the CH motions, especially CHs modes. Modes 14–18 of apo-
EDTA elucidate the prominent CHH participation projection in these normal modes. This
region in apo-EDTA, which describes the majority of COO−s motion, has significant projections
(∼33–63%) from the ideal CHs modes (Figure 4.5a, bottom) and minor contribution (∼ 16%)
from the ideal CHw modes (Figure 4.5a, middle). From these observations, we infer that the
COO−s mixes both with the CHs and the CHw vibrations. We also observe that the CHs modes
project only onto one of the CHH near the carboxylates, reflecting the localized character
of these modes. Similarly, in [Ca:EDTA]2− and [Mg:EDTA]2−, the COO−s modes mix more
with the CHs than with the CHw modes. Therefore, we conclude that after complexation the
COO−s mixes more with the CHs modes (∼45%) than the CHw modes (<10%).
The participation coefficients allow assignments of the observed features in the linear
absorption spectrum (Figure 4.6). The left column shows all the normal modes as stick spectra
and with 8 cm−1 Gaussian broadening. Modes 0–30 are assigned based on the participation
coefficients. The right column presents the COOs region (1400–1550 cm−1) overlaid with the
experimental absorption spectra. The wavenumber axes are shifted to accommodate the
differences.
In the COOs region (Figure 4.6b), apo-EDTA’s three main peak features are the mixed
COO−s , CHw, and CHs modes. The five symmetric stretches are clustered within the main
peak, A (1407 cm−1). The most intense COO−s peak (mode 16), is a carboxylate stretch with
participation from scissor modes. The remaining three modes are mixed with CHw and CHs
modes. Peak B (1429 cm−1) encompasses the modes 20 and 21, which are CHs motions. Band
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Figure 4.6: Indices 0–9 are CHt vibration, indices ∼10–15 are CHw modes, the 16–25 re-
gion constitutes the CHs modes, and the COO−a modes are indices 26–29. The COO−s vi-
brations fall within the CHs frequencies. The three rows represent the three molecules, the
left column shows the normal modes and the experimental COO−s overlays the same nor-
mal mode region in the right column. Apo-EDTA is the top row((a), (b)), [Ca:EDTA]2−
is middle row ((c) and (d)), and [Mg:EDTA]2− is the bottom row ((e), (f)). Spectra shown
here are calculated with M05-2X/def2-TZVP/SMD theory, Gaussian width = 8 cm−1, in-
tensity scaling factor = 0.0015, and 1000–1650 cm−1.
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Table 4.1: Normal mode assignment from M05-2X participation coefficient (pc) analyses in
apo-EDTA, [Ca:EDTA]2−, and [Mg:EDTA]2− molecules for 1000–1650 cm−1 range.
pc Calculated Predominant
index frequency (cm−1) vibration
[apo-EDTA]4−
0–7 1169–1314 CHt
8–14, 19 1346–1399, 1464 CHw













14–15, 17–18 1418–1438 COOs
26–29 1592–1611 COOa
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C (1443 cm−1) corresponds most closely to the CHs vibration in modes 22 and 23. The broad
and asymmetric line profile of the COO−s band in apo-EDTA results from the low intensity
scissor motions in the modes 24 and 25 (Figure 4.6a, b). The relative IR intensity of these
scissor modes are at most 20% of the mixed COO−s modes. We expect, based on the 2D-IR
lineshapes, that disorder in the solvent broadens the frequency distribution for these scissor
modes.
The absorption features of the [Ca:EDTA]2− symmetric stretch region are composed of
COO−s and CHs modes (Figures 4.6d). The main band, A (1416 cm−1), contains all the
COO−s normal modes (modes 15–18). We assign the absorption band B (1434 cm−1) to
CHs vibrations (modes 20 and 21). We assign absorption bands C and D (1443 cm−1 and
1462 cm−1) to pairs of CHs stretches (modes 22 and 23 and modes 24 and 25, respectively).
Alternatively, the absorption band at 1434 cm−1 (peak B) could be mode 19 (Figures 4.6d).
We disfavor this assignment because mode 19 is an out-of-plane rotation motion of the ethylene
CHH and the terminal CHH in the sagittal plane, while modes 20 and 21 are the in-phase and
out-of-phase CHs vibrations of all the terminal CHH, respectively. In the CHH participation
coefficients, modes 19, 20, and 21 have participation from the terminal sagittal CHs (Figure
4.5b rows 1 and 2), which indicates that these terminal atoms contribute to the three normal
modes. Taken together, the calculated IR intensity and the CHH participation coefficients
of modes 20 and 21 are stronger than mode 19 (Figures 4.6d and 4.5b). Furthermore,
the ωB97X-D calculation reveals that mode 19 lies within the bandshape A (1416 cm−1)
(Appendix A.1). Thus, the peak B is more likely modes 20 and 21 rather than mode 19.
In the [Mg:EDTA]2− symmetric stretching region, two of the peaks are groups of COO−s
modes and the remaining bands are CHs modes (Figures 4.6f). The peak A (1409 cm−1)
envelopes the normal modes 14, 15, and 16. Modes 14 and 15 are the symmetric stretch
vibrations from the sagittal carboxylates and have participation from CHw vibration, while
mode 16 is primarily a CHs motion. The absorption peak B (1428 cm−1) consists of the
COO−s and CHs vibrations (modes 17, 18) from the equatorial carboxylates. Mode 19 is a
CHs vibration that overlaps peak B. The remaining peaks in the linear spectrum (C, D, and
E) are assigned to modes 20 and 21, modes 22 and 23, and modes 24 and 25, respectively.
All these modes 20–25 are CHs vibrations (Figure 4.6f).
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The observed infrared spectrum and the calculated mode mixing in [Ca:EDTA]2− and
[Mg:EDTA]2− are a result of the binding geometry. In both [Ca:EDTA]2− and [Mg:EDTA]2−,
the sagittal carboxylate pair (Ca2+ modes 15 and 16; Mg2+ modes 14 and 15) is further
redshifted than the equatorial pair of carboxylates (Ca2+ and Mg2+modes 17 and 18). The
difference in the frequency of these vibrations depends on the placement of the metal in the
EDTA binding pocket. In [Mg:EDTA]2−, the sagittal and equatorial COOs modes have a
greater difference in frequency causing two peaks at 1409 cm−1 and 1428 cm−1 (A and B) to
be observed (Figure 4.6d); in [Ca:EDTA]2−, the sagittal and equatorial COOs modes are
more similar and only one broad absorption band A is observed (Figure 4.6f).
To determine the effect of geometrical distortion on the infrared spectra, we performed
another set of DFT calculations where we first optimized geometry with the Mg2+ or Ca2+
ion and then removed the metal keeping the deformed geometry intact. In the deformed
geometries, the calculated normal modes show the same trend – splitting in the Mg2+-bound
geometry and no splitting in the Ca2+-bound geometry – even without the presence of the
metal. This result strongly suggests that the geometrical deformation is responsible for the
greater splitting between sagittal and equatorial COO−s modes in [Mg:EDTA]2− than in
[Ca:EDTA]2−.
Our analyses resolve the assignments that were unclear in the literature. Lanigan et al.148
suggested that the 1315–1340 cm−1 peaks in the experimental spectra are COO−s modes. We
suggest that the experimental spectral region 1315–1340 cm−1 corresponds to CHw vibrations
and the 1000–1290 cm−1 region is a CHt motion (Figure 4.6 left). Our analysis clarifies that
the dominant mode mixing into metal-bound COO−s is the CHs rather than CHw.149 The
CHw mixing with the COO−s diminishes from the apo-EDTA to an insignificant level in the
metal-bound state. According to our assignments in apo-EDTA, the asymmetrical broad tail
in the 1450–1530 cm−1 region of the infrared spectrum arises from a distribution of the CHs
modes, broadened by disorder in the solvent.
We have completed assigning the peaks in the linear spectrum for the three molecules.
We found that the CHs and the COO−s modes mix in [Ca:EDTA]2−, [Mg:EDTA]2−, and apo-
EDTA; the CHw modes mix to a lesser extent. This section also compared the delocalization
of COO−a versus the localized COO−s modes and determined the cause of the asymmetric
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lineshape in apo-EDTA, [Ca:EDTA]2−, and [Mg:EDTA]2− spectra. We also discussed how
the C2 symmetry governs the sagittal and equatorial peak pair positions in the linear spectra
of the complexes and that the binding geometry deformation is responsible for the IR peak
shapes in the three molecules. Finally, we elucidated some of the unresolved assignments. In
the next section, we aim to rationalize the unique coupling features between the different
peaks in the 2D-IR spectra of the three molecules and link them to the binding geometry.
4.4.3 Mixed Modes Couple, Creating Cross-peaks
In this section, we will focus on the observed patterns of cross-peaks in the 2D-IR spectra
and interpret them with the calculated participation coefficients. Finally, we aim to link the
shape of the spectra to the binding geometry of the metal ions.
The 2D-IR spectrum of apo-EDTA reflects a disordered state, whereas those of the
complexed molecules show an ordered structure. Disorder in the apo-EDTA structure (C1
symmetry) leads to the broad diagonal bands and off-diagonal features A, B, and C in the
2D-IR spectrum (Figure 4.3a), which reflect its conformational flexibility. In the complexes
(Figure 4.3b,c), however, the diagonal bands and the cross-peaks sharpen, indicating the
ordering of the acetate groups around the ion.
Couplings between the normal modes cause cross-peaks in the 2D-IR spectra. Our
participation analysis shows that the CHH atoms attached to any particular carboxylate
participate in more than one normal mode. For example, in the CHH plot of [Ca:EDTA]2−
(Figure 4.5b bottom), normal modes 18 and 21 both contain CHs motions of the fourth acetate
group (row 4). Any excitation of mode 18 involves the CHH atoms, which then causes a
frequency shift in normal mode 21 due to the local mode (CHH) anharmonicity. In the 2D-IR
spectrum of [Ca:EDTA]2− (Figure 4.3b), we therefore expect cross-peaks between mode 18
(ω1 = 1413) and 21 (ω1 = 1442) by virtue of the CHH atoms coupling these two normal modes,
which we observe (cross-peaks A, B, C). Similarly, we can rationalize the cross-peaks in the
apo-EDTA and [Mg:EDTA]2− 2D-IR spectra by examining the CHs participation coefficients
for each of the sagittal (rows 1 and 2) and equatorial (rows 3 and 4) carboxylates. As another
example, the 2D-IR spectrum of [Mg:EDTA]2− (Figure 4.3c) exhibits the expected cross-peak
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A from the coupling between the normal modes 17 (ω1 = 1408) and 20 (ω1 = 1435), which
have participation from the same equatorial CHH atoms (Figure 4.5c bottom, row 3).
No cross-peaks appear between the strong COO−s diagonal bands of the sagittal and
equatorial carboxylates of [Mg:EDTA]2− (Table 4.2). These vibrations involve the motion
of different atoms, so mechanical coupling is negligible. Through-space coupling of the
COO−s modes is likely to be small as well. EDTA’s COO−a modes have negligible through-
space coupling,149 and the transition dipole moment of COO−s is half that of the COO−a .
In addition, the transition dipoles of the sagittal and equatorial carboxylates are nearly
orthogonal (Figure 4.1). Modes 17 and 18 contain in-phase and out-of-phase combinations of
the equatorial COO−s vibrations, but the calculated frequency difference is ∼ 1 cm−1. This
splitting is less than the linewidth, and cross-peaks are also not observed.
There are cross-peaks between the ω1 = 1435 cm−1 (modes 20 and 21) and the ω1 =
1452 cm−1 (modes 22 and 23) diagonal bands (Table 4.2). Modes 22 and 23 are in- and
out-of-phase motions of the three CHH’s attached to each nitrogen, respectively. A terminal
sagittal CHH participates in the modes 20, 21, and 22, while the other terminal sagittal CHs
participates in the modes 20 and 23 (Figure 4.5c). So, both modes 20 and 21 are coupled
to modes 22 and 23 by their terminal CHH and should exhibit cross-peaks between the two
bands in the 2D-IR spectrum. These anticipated cross-peaks in the [Mg:EDTA]2− 2D-IR
spectrum are observed at C, D, and E (Figure 4.3c).
Our 2D-IR cross-peak and participation coefficient analyses suggest that the coupling
between the mixed COO−s and CHs modes is mechanical in origin. We projected the normal
modes from a covalently bonded CHH group onto the normal modes of EDTA and its
complexes (Section 4.3.4.3). In the harmonic limit, normal modes are uncoupled. Due to
local mode anharmonicity, however, motion of shared atoms can cause couplings between the
normal modes. Thus the cross-peaks between the mixed COO−s band and the CHs bands
show the effect of mechanical coupling between the carboxylates and their covalently bound
CHH groups. In Section 4.4.4, we will show that charge transfer, which can contribute to
cross-peak formation in a 2D-IR spectrum29, does not play a critical role in the binding
geometry.
The main takeaway from this section is that our vibrational coupling analysis of the
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Table 4.2: 2D-IR diagonal peak assignments for the three molecules. Normal modes listed
fall within each peakshape. The peak strengths represent the oscillator strength and the
cancellation from neighboring diagonal and cross-peaks in the spectrum.
ω1 = ω3 Anharmonicity Major Mixed Normal Peak
(cm−1) (cm−1) mode modes modes strength
[apo-EDTA]4−
1407 19 COO−s CHs, CHw 15–19 strong
1429 N/A CHs – 20–21 weak
1443 N/A CHs – 22–23 faint
[Ca:EDTA]2−
1413 16 COO−s CHs 14–19 strong
1435 N/A CHs – 20–21 faint
1442 N/A CHs – 22–23 strong
[Mg:EDTA]2−
1408 19 COO−s CHs, CHw 14–16 strong
1421 23 COO−s CHs 17–19 medium
1435 N/A CHs – 20–21 weak
1452 N/A CHs – 22–23 strong
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2D-IR spectra suggests that observed cross-peaks are due to mechanical coupling between
normal modes due to the shared atoms. The terminal CHH strongly couples the carboxylates
and CHs vibrations. Additionally, we have linked the metal binding geometry to the pattern
of peaks and cross-peaks in the 2D-IR spectra. The absence of through-space coupling in the
[Mg:EDTA]2− 2D-IR spectra is due to the small transition dipole moment and orthogonal
orientation of the sagittal and equatorial carboxylates.
4.4.4 Metal–EDTA Binding is Dominated by Electrostatics but Differentiated
by Ion Size
Ion size is a significant factor in the binding geometry. The CH bending modes are
indirectly sensitive to this size effect, which differentiates the 2D-IR spectra of the three
molecules. Our analysis, however, has not yet considered which components of the binding
interaction are important for characterizing the effect of the metal binding on the infrared
spectral shapes. To understand what types of interactions influence the ion–binding geometry
of EDTA, we calculate the different contributions to the ion–EDTA binding energy through
EDA.
The solvation energy component for SAPT is zero as those calculations were performed in the gas













HF . ∆ESAPT0int does not include the charge
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Table 4.4: Comparison of ALMO-EDA and SAPT components. All values have units of
kcal mol−1.
contribution ALMO-EDA SAPT0 (monomer basis)
(kcal mol−1) Mg2+ Ca2+ Mg2+ Ca2+
∆Egeom 22.21 9.05 136.33 96.51
∆Esolv 876.94 772.90 0.00 0.00
∆Eelec −1108.80 −1027.38 −914.31 −862.97
∆EPauli 98.79 134.57 68.43 102.75
∆Edisp 5.67 −4.36 −3.14 −12.13
∆Epol −58.56 −29.32 −189.00 −143.14
∆ECT −11.23 −27.56 −5.22 −3.47
∆Eint −174.98 −172.09 −901.67 −818.99
In order to quantify the relative importance of electrostatic and non-electrostatic inter-
actions in metal–EDTA binding, we performed both ALMO-EDA and SAPT calculations
(Table 4.4). The qualitative agreement between the two methodologies is surprisingly strong,
considering the different reference wavefunctions. The geometric distortion contribution
(∆Egeom) for Mg2+ is larger than for Ca2+ because the EDTA deforms slightly more for the mag-
nesium ion, which sits deeper inside the cavity formed by the EDTA cage (dN−Mg = 222 pm),
while calcium is only partially inside this cavity (dN−Ca = 251 pm).
The solvated electrostatic interaction between fragments is broken down into the gas-phase
interaction (∆Eelec) and the solute-solvent correction that screens this interaction (∆Esolv).
Despite the large solvent screening effect, the total electrostatic interaction is still larger than
any other EDA component and is larger than the total interaction energy. The takeaway
transfer term due to its calculation as the difference between the dimer and monomer basis induction energies,
rather than as the difference between the supersystem and constrained fragment energies (as in ALMO-EDA).
However, ∆ESAPT0int has been modified to include ∆Egeom, which is computed at the HF/def2-TZVP/gas
level.
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is that binding of Mg2+ and Ca2+ to EDTA is completely dominated by electrostatics, not
polarization or charge transfer.
The destabilizing Pauli exchange part of the interaction (∆EPauli) is larger for Ca2+ than
Mg2+, which is potentially due to both the larger effective ionic radius of Ca2+ (100 pm)
compared to Mg2+ (72 pm) and the absolute position of the ion with respect to EDTA.191
The energy lowering due to polarization of fragment densities in the presence of other
fragments (∆Epol) is about twice as great for [Mg:EDTA]2− than [Ca:EDTA]2−. This may
seem counterintuitive at first, since both the neutral and dication forms of calcium are more
polarizable than the respective forms of magnesium. However, this is an energy lowering term,
not an observable property like the polarizability, so they are not comparable. Both the more
negative polarization and less negative total frozen density interaction (∆E(s)geom + ∆E
(s)
frz ) for
[Mg:EDTA]2− indicate that the frozen density state for [Mg:EDTA]2− is less energetically
favorable than for [Ca:EDTA]2−, again due to the decreased ion–binding pocket distance.
The energy lowering due to charge transfer (∆ECT) is one of the smallest contributors to
binding, even for ALMO-EDA.
While ALMO-EDA and SAPT broadly agree, there are two categories of differences
between the ALMO-EDA and SAPT results: those where the trends between Mg2+ and Ca2+
are preserved but the absolute magnitudes are quite different, and those where the trends
between Mg2+ and Ca2+ are reversed or there are sign changes.
For the first category, ∆Egeom and ∆Epol are much larger in magnitude for SAPT than
for ALMO-EDA. This is because the SAPT calculations use ωB97X-D/def2-TZVP/SMD
geometries and not the method native ones. SAPT0 does not account for intramonomer
correlation, as it starts from a HF/def2-TZVP/gas reference wavefunction, and Hartree–Fock
is expected to underestimate bond lengths and have too-small atomic densities due to its lack
of (in this case) dynamic correlation192. If the geometries used for SAPT calculations were
from HF/def2-TZVP/gas and not ωB97X-D/def2-TZVP/SMD, both ∆Egeom and ∆Epol for
SAPT should be closer to the ALMO-EDA values.
For the second category, there are two notable qualitative differences between the ALMO-
EDA and SAPT results: charge transfer increases going from Mg2+ to Ca2+ with ALMO-EDA
but decreases with SAPT, and for dispersion, both ALMO-EDA and SAPT display the same
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trend of dispersion becoming more attractive going from Mg2+ to Ca2+, but dispersion
is actually repulsive for [Mg:EDTA]2− with ALMO-EDA. This is most likely due to the











(see equation 2.8 in ref. 186), which includes some amount of correlation from the density
functional and not just the empirical dispersion correction, so we expect the SAPT definition
(the same as the opposite-spin MP2 correlation energy189) to be more formally justifiable.
Still, due to structural differences in the binding of Mg2+ and Ca2+ to EDTA, questions
remain about how much of each energy interaction term is due to the electron density and
size of the ion versus the different EDTA geometries. The origins of the non-electrostatic
interaction terms are also unclear. To analyze this, we performed “swapped metal” ALMO-
EDA and SAPT calculations (Table 4.5), where the Mg2+ in the [Mg:EDTA]2− geometry is
replaced with Ca2+, and the Ca2+ in the [Ca:EDTA]2− geometry is replaced with Mg2+. We
find that although electrostatics dominate the binding interaction and the identity of the
bound ion determines the EDTA geometry, there is a nuanced dependence of the remaining
decomposition terms on the ion identity and EDTA geometry (Table 4.6).
The partial charges (Table 4.3) show that ion identity is primarily a size effect and not a
nuclear charge effect, since the ChElPG charges for both Mg2+ and Ca2+ in their optimal
binding geometries are effectively identical. We rationalize the dependence of charge transfer
being only on ion identity on Mg2+ having fewer orbitals that can accept electron density
than Ca2+. It is also encouraging that ALMO-EDA and SAPT0 are in agreement between
all four ion–EDTA geometry permutations, except for the small ∆ESAPT0CT of [Ca:EDTA]2−,
which is likely an artifact of the definition of charge transfer within the SAPT formalism
(Appendix A.1), and ∆Edisp becoming more favorable for Mg2+-in-[Ca:EDTA]2− with ALMO-
EDA. Placing Ca2+ in the [Mg:EDTA]2− cavity gives the expected result of increases in
∆Eelec, ∆EPauli, and ∆ECT, with Pauli repulsion more than offsetting the favorable increase
in the electrostatic and charge transfer interactions. Despite this, Ca2+-in-[Mg:EDTA]2−
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Table 4.5: “Swapped metal” ALMO-EDA and SAPT results. Those columns marked with a star (*) indicate the given metal
is used in the complexed geometry belonging to the other metal; for example, “Ca2+*” refers to the Mg2+-bound complexed
geometry, but with Mg2+ replaced by Ca2+. Otherwise, this is the same as Table 4.4.
contribution ALMO-EDA SAPT0 (monomer basis)
(kcal mol−1) Mg2+ Mg2+* Ca2+ Ca2+* Mg2+ Mg2+* Ca2+ Ca2+*
∆Egeom 22.21 9.05 9.05 22.21 136.33 96.51 96.51 136.33
∆Esolv 876.94 845.16 772.90 799.05 0.00 0.00 0.00 0.00
∆Eelec −1108.80 −1001.87 −1027.38 −1178.36 −914.31 −846.66 −862.97 −963.27
∆EPauli 98.79 38.00 134.57 342.56 68.43 23.91 102.75 278.74
∆Edisp 5.67 1.35 −4.36 −5.44 −3.14 −1.69 −12.13 −20.55
∆Epol −58.56 −29.80 −29.32 −58.41 −189.00 −149.19 −143.14 −194.92
∆ECT −11.23 −11.58 −27.56 −47.20 −5.22 −6.41 −3.47 −13.41
∆Eint −174.98 −149.68 −172.09 −125.60 −901.67 −877.11 −818.99 −763.67
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Table 4.6: Dependence of each energy decomposition term on ion identity, EDTA geome-
try, or both.
term dependence
∆Eelec mostly EDTA geometry
∆EPauli both ion identity and EDTA geometry
∆Edisp only ion identity
∆Epol only EDTA geometry
∆ECT only ion identity (ALMO-EDA; SAPT slightly less so)
is still a bound complex, indicating that some combination of the components which vary
most strongly with changing ion identity (∆EPauli, ∆Edisp, and ∆ECT) modulates the metal
binding depth and, therefore, controls the EDTA geometry.
4.5 Conclusion
We have assigned the unresolved infrared peaks in the symmetric stretch of EDTA.
Using electronic structure theory, we present a method to estimate the mode-mixing in the
symmetric stretch region. Participation coefficients resolve the assignments for peak structures
seen in the 1000–1650 cm−1 region for apo-EDTA, [Ca:EDTA]2−, and [Mg:EDTA]2−. Further
analysis with participation coefficients also helps us identify the delocalization in the different
CHt, CHw, CHs, and COO− modes. Energy decomposition analysis shows that electrostatics
drive ion binding to EDTA, but binding geometry differences are a consequence of ion size.
Five main conclusions are:
(1) We provide a method to untangle the contributions of the CH and COO modes in
carboxylate molecules.
(2) Using participation analyses, the individual IR assignments are CHt (1000–1380 cm−1),
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CHw (1380–1430 cm−1), CHs (1420–1650 cm−1), and COOs (1400–1450 cm−1) modes.
(3) CH mode participation in the symmetric carboxylate stretch region of EDTA makes
it a region highly sensitive to cation–induced geometry changes. The ion–induced geometry
distortions are reflected in the pattern of CHs, CHw, and CHt participation coefficients.
(4) The observed vibrational bands in both linear and 2D-IR spectra illustrate the
sensitivity of the COOs region to structural differences between Mg2+ and Ca2+ binding. The
distinct splitting of the sagittal and equatorial COOs bands seen in linear and 2D-IR spectra
correlate directly to tighter binding of Mg2+ compared to Ca2+.
(5) EDTA strongly binds both Mg2+ and Ca2+, primarily due to electrostatics, even in the
presence of solvent screening. Size effects determine the shape of the distorted EDTA, where
the depth of the ion in the EDTA pocket is likely modulated by the smaller, non-electrostatic
interactions.
Changes in the linear and 2D-IR spectra are connected to the changes in metal-binding
geometry. The participation coefficient method provides a new approach to elucidate the
detailed information contained in the COO−s spectral region. We have linked the changes in
metal–binding geometry to the specific patterns in the linear and 2D-IR spectra. Participation
coefficient analysis, when applied to the embedded carboxylate interactions in protein active
sites, might uncover a more detailed interplay between the ion and the protein193,194 than
is possible with the traditional use of amide and COO−a internal probes. Thus, 2D-IR
spectroscopy in conjunction with participation analysis may be used to understand the
selectivity and specificity of EF-Hand proteins towards Ca2+ or Mg2+ cations48,49,52,94.
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5.0 Extracting Proton Kinetics from pH Jump Experiments in Protic Ionic
Liquids
In the previous chapter we used a time–resolved vibrational (2D-IR) spectroscopy along
with electronic structure theory to get structural information from EDTA–metal interactions.
This chapter will focus on another ultrafast time–resolved spectroscopy (TRMPS) technique
to ascertain the kinetics proton transfer in a protic ionic liquid. Here, we will examine the
mechanism of proton transport in a PIL compared with water.
5.1 Introduction
Ionic liquids (IL) are solvents that are liquid at room temperature and are composed
of a cation and anion pair. ILs are broadly studied for their many tunable properties.197
Protic ionic liquids are a subclass of ILs and are of interest as solvents due to their ever-
increasing applications in the recent years.101 One their tunable properties is their hydrogen
bonding. PILs have an extended, three-dimensional hydrogen bonding network like water.97,105
This similarity suggests that the mechanisms of proton transfer might also be similar.198
Nonetheless, in both alkylammonium and imidazolium salts of protic ionic liquids, there is
no mechanistic evidence of the actual proton transfer kinetics.96,97 Proton transfer is critical
to functionality of innumerable biochemical and chemical reactions.199–204 Understanding the
proton kinetics in PILs may allow us to modulate their hydrogen bonding properties and
guide the rational design of new PILs for energy fuel cells.205
Proton transfer from a Brønsted acid donor to a Brønsted base acceptor can result in
a PIL. Previous works suggest that nano-structural organization of alkylammonium PILs
result in their mesoscopic structure.206,207 Small104, large208,209, and wide104 angle X-ray and
neutron210–213 scattering studies show that these nano-domains create short as well as long
range order in the PIL structures. Typically both polar and non-polar sites from the cation
participate in the ordering of the amphiphilic species in 3-dimensions.213 Dielectric relaxation
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spectroscopy214, molecular dynamics215 and empirical potential structure refinement198,213
techniques suggest that proton hopping is crucial to the hydrogen-bond structure formation.
Currently, the structure of the hydrogen-bonding network of PILs is well understood; however,
the mechanism of proton transport in these structures is still unclear. Elucidating the
mechanism of proton transfer will improve understanding of PILs’ fundamental interactions
as well as future applications.
The Grotthuss mechanism of proton transport in water is reported to cause a rearrange-
ment in its hydrogen-bond network.116,119,216,217 Investigating proton transfer processes has
uncovered two mechanisms by which the proton travels, Grotthuss and vehicular.113,218 The
primary mechanism of proton transfer in water is proton hopping (the Grotthuss mechanism).
Unlike the vehicular (diffusion) mechanism of transport, in the Grotthuss mechanism, the
proton transfer does not involve solvent molecule migration.219 The mechanism of proton
Figure 5.1: Structures of EAF and pyranine compounds.
transfer can be studied using ultrafast time–resolved spectroscopy. A pH-jump experiment
can illuminate proton transfer kinetics. A ultrafast laser pulse excites a chromophore to an
electronic excited state, which causes a large change in its pKa. The newly labile proton is
released and transient vibrational spectroscopy can probe the kinetics. The timescales of
these kinetics then provide experimental constraints on proton transfer and transport models,
testing whether the proton follows a Grotthuss or diffusive mechanism.
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Time-resolved multi-probe spectroscopy (TRMPS) captures reaction dynamics from a
femtosecond to millisecond timescale. TRMPS is a pump–probe technique employing a
pump-probe-probe-probe-· · · pulse sequence. The sample is excited with a pump pulse
and then probed multiple times to reveal the changes in the system. Some of the major
advantages of this technique includes its capability to probe the structural dynamics of a
system continuously with a small sample size, procuring system information in a wide time
range.99 For proton transfer reactions, the femtosecond to millisecond measurement flexibility
provides an avenue to explore both the kinetics of proton transfer at a picosecond regime, as
well as the hydrogen bond network dynamics in millisecond timescales.
Photoacids are a proton source whose pKa can be easily controlled with light. Solubilizing
a photoacid in a PIL followed by a pH jump experiment supplies the labile proton we want
to track. A photoacid releases a free proton into a PIL solution when excited with light of a
specific wavelength. The PIL anion binds the free proton, which creates a band in the IR
spectrum. In this study we use the reversible photoacid 8-Hydroxypyrene-1,3,6-Trisulphonic
acid trisodium salt (HPTS), also known as pyranine. HPTS dye is extensively studied in
several aprotic and protic solvents, and its pH-jump kinetics is established to be reversible and
cyclic.108,216 When 400 nm light interacts with a HPTS molecule in aqueous solution (pH 7),
the pKa = 7.4 of the HPTS ground state becomes ∼0.3 for HPTS∗, which ejects a proton
into solution.119,220,221 In solvents like methanol and DMSO, the vibrational bands of HPTS
photoacid and photobase show negligible solvatochromic shift.108,222 We used ethylammonium
formate (EAF) as the representative PIL to study the proton transfer kinetics and infer the
mechanism of proton transfer in PILs.
Both the EAF and the photoacid participate in a cyclic proton transfer mechanism (Figure
5.3). The labile proton comes from the hydroxy group in HPTS after it is excited by 400 nm
UV light. In EAF, we expect five species to participate in the kinetics and hypothesize
that the labile proton released from HPTS∗ comes back to HPTS following a cyclic reaction
scheme. Thus, we predict to see the excited photobase PTS∗− species. We also expect the
PTS∗− to relax back to ground state PTS−. This should be followed by the proton being
retrieved from the anion to form ground state HPTS. The overall timescale of this cyclic
scheme is anticipated to be in the ps-ns regime.
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Organization of this research is as follows: TRMPS results on aqueous acetate solutions
containing HPTS show the absorption bands of HPTS in water through the photocycle
(sub-section 5.5.1). Afterwards, (sub-section 5.5.2), linear spectroscopy measurements show
infrared bands of HPTS in the EAF solvent. This is followed by TRMPS measurements of
HTPS in EAF, which indicate the occurrence of proton transfer and the lifetimes of the
different relevant species. Then we extract proton kinetics in complex EAF solvent with the
help of model rate equations (sub-sections 5.5.3 and 5.5.4). Lastly, we conclude by discussing
the future possibilities of improving the kinetic analysis in the EAF systems in order to better
understand the complex kinetics (Section 5.6).
5.2 Materials and Synthesis
Dry HPTS was obtained from Sigma Aldrich and dissolved in EAF to make a concentration
between 20-40 mM for the ultrafast experiments. Sodium acetate (NaAc), procured from
Sigma Aldrich, was dissolved in water to make a 1 M solution with 40 mM HPTS dissolved in
it for time–resolved ultrafast measurements. EAF was synthesized in an acid base titration.
For efficient synthesis, a dry ice bath, with 5 drops of acetone for improved thermal contact,
is used to bring the flask temperature to -70 ◦C. 70% ethylamine was added to a round
bottom flask and degassed by bubbling with N2 gas. A burette adds formic acid dropwise to
the ethylamine base until an equimolar ratio is reached. It takes about an hour to get an
EAF solution of 20 mL. A vacuum pump was used to dry the EAF for about six to seven
hours until the EAF contained less than 5% water. EAF formation and water concentration
was confirmed via Fourier transform infrared (FTIR) spectroscopy. A Schlenk line was used
to dry the EAF again immediately before the ultrafast experiments.
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5.3 Spectroscopic Measurements
5.3.1 FTIR & UV-Vis
FTIR samples of EAF and the aqueous solutions, were prepared in a Harrick cell setup
using 25 µm spacers between two CaF2 windows. The cells were assembled in an N2
purged glove bag. The FTIR spectra were taken in a Nicolet 6700 (ThermoFisher Scientific)
instrument at ∼2 cm−1 spectral resolution, with a constant N2 purge during experiment.
UV-Vis spectra of the same samples were taken at 1 nm resolution in a constantly N2 purged
environment. All the FTIR and UV-Vis data were collected in the Central Laser Facility,
Rutherford Appleton Laboratory, STFC, UK.









Figure 5.2: The pulse sequence in a TRMPS experiment. The UV pump pulses (violet)
have a repetition rate of 1 kHz while the probe pulses (red) have a repetition rate of 10
kHz.
The transient absorption spectroscopy experiments were performed on the TRMPS
instrument at the Central Laser Facility in the Rutherford Appleton Laboratory, UK.99,223
Briefly, an oscillator titanium sapphire laser seeds two separate titanium sapphire optical
parametric amplifiers producing the pump and probe pulses. By synchronizing the two
regenerative amplifiers at two different repetition rates, the TRMPS pulse sequence is generated.
In our experiments the sample was pumped with a 1 kHz repetition rate pulse and then
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probed with 10 kHz repetition rate pulses at different time delays between 1 fs to 1 ms (Figure
5.2). Our pump wavelength was 400 nm from one OPA, while the other OPA created the
probe pulse centered at 1560 cm−1. The spectral range for TRMPS was set to ∼1240–1880
cm−1. The energy was 1µJ/pulse for both the pump and probe pulses. The pump OPA
spot size was kept at ∼150–200 µm, while the probe OPA was limited to a tighter spot size
of ∼70–100 µm. The samples were rastered to prevent photo-degradation. The probe was
diffracted by a 150 lines/mm grating onto a set of two 128 element mercury cadmium telluride
(MCT, IR Associates) array detectors, which relay the signal into a connected computer. All
analysis is performed with MATLAB (Mathworks) software.224
5.4 Kinetic PreProcessor Simulation
Chemical kinetics of complicated systems can be simulated with an open source software
called Kinetic PreProcessor (KPP).225 When a set of coefficients and their respective chemical
reactions are used as input, KPP can generate the ordinary differential equations for the
kinetic scheme in MATLAB and other languages. The differential equations are numerically
integrated over time to determine time-dependent concentrations. Taking these differential
equations, one can determine the best fit parameters to the measured kinetics. The set of
reactions in equations 73a–73e was used to model the photocycle of HPTS in EAF (Figure
5.3).
HPTS∗ +HCOO− k1−→ PTS∗− +HCOOH. (73a)
PTS∗−
k2−→ HPTS∗ +HCOO−. (73b)
PTS∗−
k3−→ PTS−. (73c)
PTS− +HCOOH k4−→ HPTS +HCOO−. (73d)
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Figure 5.3: The cyclic reaction scheme used during the KPP simulation. When 400 nm
UV light strikes a HPTS molecule it goes into the HPTS∗ excited state. The proton leaves
the excited state and attaches to a formate anion in solution. Meanwhile, the excited
PTS∗− relaxes back to ground state PTS−. Finally, ground state PTS− retrieves the pro-
ton from solution and equilibrates with ground state HPTS completing the cycle. Each of
these forward and backward reactions are considered to have different rate constants.
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HPTS +HCOO− k5−→ PTS− +HCOOH. (73e)
5.5 Results and Discussion
5.5.1 Peak Assignments in Water
To better ascertain the peaks of the different species of HPTS in a PIL solution, we
first measured the FTIR spectra of 100 mM HPTS and PTS− dissolved in water separately
and then the kinetics of proton transfer of HPTS in 1 M aqueous acetate solution. These
experiments were in good agreement with literature values (Figures 5.4 and 5.5).117 The
trends seen in our HPTS–acetate solution TRMPS spectra, which shows a rise and decay
of the different HPTS components in solution along with the gradual rise and decay of the
acetic acid transient peak on the 10 ps timescales, agrees with previous reports.119 We expect
to observe the same bands of HPTS molecule in the EAF solution, with solvatochromic shifts
within ∼ 3− 6 cm−1.
In the acetate solution, the HPTS ground state bleach is at ∼1404 cm−1, the HPTS∗
transient absorption is at ∼1390 cm−1, the PTS∗− transient absorption peak is at ∼1437 cm−1,
the PTS− transient absorption is at ∼1505 cm−1, and the CH3COOH transient absorption
band is at ∼1725 cm−1 (Figure 5.5b). Acetate symmetric and antisymmetric stretch ground
state solvent peaks are at ∼1400 cm−1 and ∼1575 cm−1, respectively (Figure 5.5a). The
HPTS and PTS− ground state absorptions are negligible compared to the intensity of the
acetate solvent bands, hence they are not seen in the FTIR spectra. It is important to note
that all the transient peaks reside on top of a solvent background in these experiments.
5.5.2 Spectroscopy
Pyranine (HPTS) has a fast nanosecond recycling timescale.107 The nanosecond excited
state lifetime of the HPTS photoacid is much longer than the expected ps kinetics of the
labile proton in EAF and ensures the HPTS has returned to the ground state for the next
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Figure 5.4: IR spectrum of 100 mM HPTS (blue) in water and 100 mM PTS− (light green)
in water. The top segment reflects the colors of the two compounds in water and the bot-
tom segment is their respective solvent and background subtracted FTIR spectrum in the
1370–1550 cm−1 region.
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Figure 5.5: Assignments of HPTS photoacid and photobase bands for 1 M NaAc in water.
The (a) top spectrum shows the FTIR while (b) the bottom spectrum is the transient
absorption with a 900 fs delay after the UV pump.
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laser shot. The unchanged UV-Vis spectra before and after a TRMPS experiment reflects the
HPTS recovery after a cycle. Also, the transparent yellow color of the solution indicated the
absence of HPTS degradation (Figure 5.6).
The UV-Vis spectrum reveals the presence of a 400 nm peak designated to the excited
state HPTS∗ species (Figure 5.6a).221 The linear infrared spectrum shows the PTS− ground
state band at 1500 cm−1. All the PTS− bands in the FTIR spectrum are on top of the EAF
solvent bands (1380–1700 cm−1). The region beyond 1700 cm−1 has a relatively low solvent
background which is utilized to monitor the growth of the proton acceptor product (formic
acid) in our hypothesized kinetics scheme (Figure 5.6b). Our kinetic scheme first involves the
excitation of ground state HPTS by a 400 nm light. Similar to water, HPTS∗ will release a
proton that transfers to the solvent’s formate anion generating a formic acid band in the free
spectral window around ∼1700 cm−1. Solvent effects, well studied for HPTS in protic and
organic solvents108, likely play a role in bringing about the 3–5 cm−1 solvatochromic peak
shifts of the HPTS species in EAF, which is a highly ionic environment.
Time–resolved experiments reflect the proton transfer timescales in the EAF–HPTS
system and a transient absorption two dimensional plot reports the ps–ns lifetime of the
HPTS, HPTS∗, PTS∗−, PTS−, and HCOOH species (Figure 5.7). The red regions represent
the excited and ground state absorptions of different species, whereas the blue regions are the
ground state bleaches of a vibration. Here we will describe the features of the 2D TRMPS
plot in general and expand those features in detail in section 5.5.3. The ∼1320-1380 cm−1
and ∼1525-1650 cm−1 regions represent the intense absorption bands from the solvent. The
following is observed: (1) The HPTS∗ excited state absorptions appear with the instrument
response and decays fast. (2) The HPTS ground state bleaches also appears with the HPTS∗
excited state bands. (3) Other transient absorptions from PTS∗− and PTS− species start
appearing around 1 ps. (4) Formic acid starts forming at 0.001 ns. (6) The first decay occurs
around 0.05 ns. (7) Next decay is at 7 ns and (8) the HCOOH appears as a broad band
till 2.5 ns. From 2.5 ns, the HCOOH separates into two peaks centered at 1695 cm−1 and
1728 cm−1, each of which decay around 70 ns. Utilizing these peak lifetimes we can model








































Figure 5.6: (a) A UV-Vis spectrum shows the signature 400 nm band for the HPTS∗
species. (b) The solvent subtracted FTIR spectrum shows the presence of bands on top
of the large solvent peak in the 1370–1750 cm−1. The mauve box highlights the HPTS
ground state peaks in the solvent background. The inset shows the full infrared spectrum
of EAF with HPTS.
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HCOOHHPTS Bands
Figure 5.7: Transient absorption two dimensional plot shows the dynamics of all the
species in HPTS dissolved in EAF. The blue regions are ground state bleaches and the red
regions represent the excited state absorption and new absorbances. Formic acid band in
the ∼1720 cm−1 region starts growing within picoseconds of the experiment. Interspersed
in this spectral window are broad solvent bands.
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5.5.3 Data Processing
To extract the observed kinetics, we first processed the time–resolved data, which starts
with extracting spectral shapes for the HPTS, HPTS∗, PTS∗−, PTS−, and the HCOOH
species. The HCOOH peaks beyond the 1650 cm−1 region was first baselined then fitted to
two Gaussians (appendix A.3). For the 1350–1600 cm−1 range (the HPTS bands region), the
characteristic spectrum for each respective species was estimated. First the solvent and the
HPTS ground state peaks were located by using the difference spectra from FTIR, which
agree with Mohammed et al..117 With those peak shapes the HPTS∗ transient bands were
identified. Now we will go through the decay associated spectra (DAS) estimation process in
detail below.
Five different time points show significant changes in spectral shape (Figures 5.8). (1)
At time zero (Figures 5.8 t = 0 ns), the spectra shows the presence of HPTS ground state
bleach and the HPTS∗ species. By adjusting the magnitude of the ground state bleaches a
smooth DAS for HPTS was obtained (Figure 5.9 top row). Remaining positive peaks were fit
to make the excited state absorption HPTS∗ DAS (Figure 5.9 second row). (2) Next a new
shape of the spectra appears at 1.1 ps (Figures 5.8 t = 0.0011 ns). Using the broad shaped
absorption at the middle of the spectrum and the same HPTS bands, the PTS∗− DAS is
defined (Figure 5.9 third row). (3) The shape of the spectrum around 500 ps (Figures 5.8 t
= 0.5 ns) helps build the PTS− DAS (Figure 5.9 fourth row). Around this time, the broad
absorption in the middle is absent indicating the presence of a new species in the reaction
pool and this is taken to be the PTS−. (4) Finally at 7 ns (Figures 5.8 t = 7 ns), new peaks
rise which are set to be the unknown band DAS (Figure 5.9 bottom row). As of yet, the
unknown bands can either be shifted solvent bands or broad PTS− peaks, which we will
discuss in depth later in this section.
Spectrum at specific time points indicate significant changes in shape, which help determine
the decay associated spectra of the four HPTS species. Solvent shapes were modeled using
three different regions, namely (1) the low frequency (1300–1400 cm−1), (2) the high frequency
(1450–1600 cm−1), and (3) the dispersive shape at high frequency (1600–1650 cm−1). The
solvent bands have strong oscillator strength, so they were modeled by shapes that will cancel
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Figure 5.8: Transient peaks of the EAF–HPTS system show the rise and decay of the dif-
ferent intermediate HPTS products (HPTS ground state bleaches, HPTS∗, PTS−, and
PTS∗− transient absorptions), the solvent bands, and the transient HCOOH peak. For
each of these difference absorption spectrum, the peak shapes are distinct and useful in
determining decay associated spectrum for species in the 1350–1600 cm−1 region.
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Figure 5.9: Decay associated spectral shapes in the 1300–1600 cm−1 region represent the
HPTS, HPTS∗, PTS∗−, and PTS− peak shapes as well as an unknown band for the sol-
vent’s thermal fluctuation. These representative shapes are fitted to the experimental data
to extract the kinetic trends.
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those absorptions. Following the procedure described in these two paragraphs, we outlined
the five DAS for HPTS, HPTS∗, PTS∗−, PTS−, and the unknown bands and now we will use
those to draw out the kinetic trends in these species.
Applying an overall fitting function, made from each of the five DAS, we get the kinetic
trend of each species. The kinetic profiles are extracted by fitting the spectral data to these
functions (Figure 5.9). The amplitudes of the bands are the only variable in this fitting
process. Bleaches, which are for the HPTS, can only have negative amplitudes, while transient
absorptions (HPTS∗, PTS∗−, PTS−) can only have positive amplitudes. The solvent bands
can assume positive or negative amplitude.
With the DAS fitting approach, a sequential set of kinetic trends are extracted (Figure 5.10)
from the 1300–1600 cm−1 region of the dataset. Each kinetic profile is in a logarithmic
timescale starting from 100 fs and ending at 10 µs. The y-axis represents a difference
absorption in mOD. First, the HPTS∗ species decays very fast within ∼1 ps. Even with the
very low data points, the HPTS∗ decay shows an overall sigmoidal kinetics. This suggests
that the proton transfer to the solvent happens in ultrafast picosecond timescale. Formate,
which is in abundance, quickly picks up the H+. During this time, PTS∗− rises quickly also
indicating that proton transfer happens within a picosecond. This PTS∗− species decays to
PTS− within a 100 ps and this timescale of decay in the PIL is much faster than PTS∗− decay
observed in water.119 Future experiments need to determine if this fast decay is radiative
or nonradiative in nature. Simultaneously with this PTS∗− decay, the PTS− peak rises and
disappears on ns timescales. When the PTS− absorbance is zero in 10 ns, the HPTS ground
state bleach is also seen to be almost recovered fully. The data points taken at very long
time points, after 10 ns, have greater noise component as seen from all the species. Future
experiments will aim to collect a cleaner data set at longer time points and also get more
data points at earliest time points to verify the shape of the HPTS∗ sigmoidal decay.
The unknown band takes 10 ns to rise and decays in 100 ns (Figure 5.10 bottom spectrum).
If this is a solvent DAS, then the time it stays in solution indicates the thermal relaxation of
the solvent. In this scenario, the solvent cools down in ∼100 ns timescale after a temperature
jump from laser pumping. An alternative hypothesis is that the unknown band is the PTS−
band, suggesting that the current DAS for PTS− and PTS∗− (Figures 5.8 third and fourth
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Figure 5.10: Applying DAS analysis, we have extracted the trends in the different species
in the 1300–1600 cm−1 region of the spectrum.
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Figure 5.11: Kinetic trends (blue dots) are obtained from the DAS of the HPTS, HPTS∗,
PTS∗−, PTS− molecules. The HCOOH kinetics is from the Gaussian fitting analysis.
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row) species are inconclusive. As the PTS− molecules should to be minimum when HPTS
bleaches are almost recovered (around 10 ns), we would expect an absorbance minimum in a
PTS− band; however we see an absorbance maxima in the unknown band at end of HPTS
recovery. This disproves the hypothesis that the unknown characteristic shape is a PTS−
DAS and suggests that it is most likely originating from shifts in the solvent bands.
Establishing kinetic trends in the data using the DAS approach has both advantages and
disadvantages. The last few paragraphs describe how this approach helps to understand the
underlying kinetics in the data; however, there are caveats to using this method. Choosing
specific timepoints as the starting guess for DAS can drive the model to preclude the actual
data trends and force the kinetics to converge as defined by the DAS. When lineshapes are
assumed at the certain timepoints, we are at the risk of imposing a kinetics on the data by
virtue of starting with those artificial lineshapes. To circumvent this problem, we can use
singular value decomposition (SVD) or principle component analysis (PCA) to extract the
significant components affecting the kinetics and spectral shapes. In the future, a careful
approach needs to be taken to eliminate the solvent background and apply SVD or PCA to
draw out the accurate kinetics from the data.
For the HCOOH band located beyond the 1650 cm−1 region, processing included a baseline
with Gaussian fitting (Appendix A.3). The presence of the large formate solvent peak in the
HCOOH vicinity causes huge fluctuations in the desired formic acid transient peak. Also,
we surmise that the formate solvent band undergoes stark shift due to the presence of dye
molecule which leads to change in the solvent peak width. There is also a possibility of
transient temperature jump226 in that solvent band resulting from the pump pulse, during
the experiment. Future experiments are needed to confirm these events in the formate solvent
band. Baselining helps account for and roughly subtracts off these plausible events, and
presents a relatively fluctuation–free processed peak for further analysis.
Through the Gaussian fitting, we extracted the trends of the 1692 cm−1 and 1725 cm−1
HCOOH bands (Figure 5.11 bottom). Applying a two Gaussian fit to the HCOOH band
captures the overall peakshape (Appendix A.3). The two peaks (1692 cm−1 and 1725 cm−1)
symbolize the two different solvent environments that the HCOOH molecules experience in
EAF. This behavior of the proton acceptor species (formate) is seen in the formate literature
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when the protonated anion forms two kinds of complexes – a ‘tight’ complex having lower
frequency and a ‘loose’ complex at the higher frequency.227 Looking at the sum of HCOOH
peak amplitudes we see that the kinetic trend is slow. This slow trend is a result of the initial
broad peak feature (at picoseconds) separating to form two narrowing bands (at nanoseconds).
Future kinetic model needs to account for the effect of peak narrowing from a broad shape to
accurately extract the kinetics.
5.5.4 Kinetic Fitting Analysis
After processing, the trends in the data are fit to the cyclic kinetics generated using
KPP (Figure 5.3). We estimated the upper and lower constraints of the proton kinetics
for the five rates from trends seen in the DAS analysis. The best fit values were obtained
by modulating the initial starting values. We plotted the difference absorbance against a
logarithmic timescale to better visualize the kinetic progression. The blue dots represent
the processed experimental data, while the fitting curves are the red lines in the spectra.
To fit the kinetics to KPP generated equations, we utilized the linear relationship between
concentration and absorbance. The KPP kinetics, which is given in concentration units,
are converted to the initial absorbance inputs for the kinetic fitting process. As of yet, the
PTS∗− extinction coefficient value is unknown in EAF (Appendix A.3). So we use the four
available values and make the unknown extinction coefficient as a free parameter in the KPP
fit. Finally, we convert the KPP model concentrations to absorbance units and perform the
fitting. Each plot (top–bottom) is describing the evolution of individual bands of interest
(HPTS∗, PTS∗−, HPTS, PTS−, and HCOOH) in the kinetic scheme.
For the current reaction scheme, the modeled kinetics roughly captures the trends in the
experiment (Figure 5.12 and Table 5.1). The fast decay rate of HPTS∗ exists in the fitting
and so is the overall shape of the PTS∗− molecule well represented by the fit. The HPTS
bleach recovery shows a sigmoidal shape in the fitted curve but does not fully align with the
processed trend. In the PTS−, the kinetics are better fitted to the rise of the species than the
decaying side. The fitted curve needs be scaled by two in order to fit the PTS− trend. As
the estimated extinction coefficient (Appendix A.3) for the PTS− is reasonable, the observed
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Figure 5.12: The average fits over the raw data capture the overall kinetic profiles of the
five (HPTS, HPTS∗, PTS∗−, PTS−, and HCOOH) species. The raw kinetics is represented
by blue dots while the average fitting curve is in orange.
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discrepancy between fitting and the data trend is most likely from the shift in the broad
feature in the PTS− DAS (Figure 5.8, t = 0.5 ns).
The HCOOH fitting curve shows a faster rise than the experimental kinetics (Figure 5.12).
These fitting kinetics come from average error minimization between the KPP and the
processed experimental kinetics. The rise of the fitted curve is steeper than the data.
Amplitude is missing in the data as the initial peak shape is broad causing the decreased
steepness of the processed data (Appendix A.3). In the decay side (after 10 ns), the HCOOH
kinetics is faster in the fit than the data. Looking at the HPTS recovery data around the
same time, we see a correlated recovery trend to the HCOOH peak. This suggests that after
10 ns the HCOOH peak amplitude gets overestimated during processing due to solvent band
overlap (Appendix A.3). One way to remove the discrepancies between the model and the
processed data is to evaluate the standard deviation between the fits and the data. In future
analysis, global fitting strategies can help minimize error between the KPP model and the
experimental data.
Our current cyclic kinetic scheme does not account for the two transient peaks observed
in the formic acid band. A two peak structure of the formic acid band suggests the formation
of two different formic acid species (Figure 5.7). Before 10 ns, after a formate anion receives
the proton, the observed transient absorption is broad. With increasing time, the broad
formic acid peak bifurcates to form two bands centered at 1692 cm−1 and 1725 cm−1 and
separated by ∼20-25 cm−1. Therefore, in a future improvement the model needs to include
the formation of these two bands. At present it is difficult to determine whether the origin
of these bands are from two different HCOOH solvent shell environments or from a solvent
band cooling effect.
The HCOOH band is at the edge of the solvent background ( 1650–1750 cm−1 region).
So the HPTS bleach recovery is congruent with the HCOOH formation till 10 ns and then at
later times (∼10 ns) the kinetics might be contributions from the growing dispersive shape of
the background rather than the proton motion. The Gaussian fits conducted in these region
reveal that the 1692 cm−1 peak undergoes frequency shifts by 3–5 cm−1 at longer times, but
the 1725 cm−1 center peak frequency remains the same at all times. This might be caused
due to the changing shape of the solvent background, which manifests as the 1692 cm−1 peak
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Table 5.1: Average rates (ns−1) for the five reactions.
k1 k2 k3 k4 k5
139.1 0 43.1 0.65 0
shape and there is only one HCOOH peak (1725 cm−1 peak). As the background distributive
shape grows in that region, we see the kinetics of the 1692 cm−1 peak change with time and
observe kinetics of this band. The HCOOH peak fit with three Gaussians (Appendix A.3)
reveal that the solvent wings at long times affect the trend seen in the data. Presently it
is difficult to separate the broad solvent band shape effect from the formic acid peak shape
completely. Accounting for all the solvent features accurately in future analysis is critical to
the capturing the formic acid kinetics in EAF and future temperature–jump experiments on
the EAF–HPTS system might provide that insight on the solvent background dynamics.
5.6 Conclusion and Future Direction
Our investigation reveals that a proton transfer reaction can be monitored using pyranine
photoacid, and it essentially tracks the motion of the proton in the EAF solvent. Pyranine
species peak assignments are more or less invariant in an ionic liquid system. Our results
reveal that the proton transfer in EAF–HPTS occurs in picosecond timescale and slow (ns)
timescale events are solvent relaxation. Kinetic analysis from our data also fits the overall
shape of the actual kinetics. The current cyclic model needs to be refined to include certain
HCOOH band trends. In EAF, we observe an exponential kinetics for the HPTS band where
transfer of a proton to the solution is ultrafast. The broad formic acid band becoming two
separate peaks in the spectra also suggests the involvement of two different formate complexes
in the proton transfer mechanism.
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From our kinetic analysis of the HPTS∗ and PTS∗− species in EAF, a much faster decay
(radiative or nonradiative) is observed compared to water. In water, the fluorescence lifetimes
of these excited state species are 4.8 ns and 5.3 ns, respectively.119 As the lifetimes are long
lived in water, they do not participate in the ultrafast reaction kinetics of the proton. In
the future, fluorescence experiments of the HPTS–EAF system will describe the changes
in the lifetimes of the HPTS∗ and PTS∗− molecules in a PIL environment. Probing into
the average lifetime, the fluorescence quenching, and transient fluorescence experiments will
give us insights into the proton transfer mechanism initiated by HPTS in a PIL. These
investigations will aid in determining the exact kinetic model fit to describe the HPTS–EAF
system.
Our data suggests that the proton transfer occurs fast in an EAF solution (within a
picosecond). PILs are shown to have similar characteristics as water.105,198,228 So, in order to
understand this kinetics better, models analogous to water systems could be used to provide
more insight. In water, the proton follows a Grotthuss mechanism of transport. Here, the
solvent molecules are an integral part of the complex kinetics.117 Considering the already
established similarities between the structure of water and ethylammonium cation based
PILs, it is reasonable to suggest that the kinetics in EAF proton transfer has corresponding
complexity to that of water. We also observe two bands in the formate transient spectra,
which suggest the existence of formates as ‘tight’– and ‘loose’–ly complexed in solution.
Therefore, the kinetic scheme in future analysis will benefit from a model applying the
pathways shown in water, where ‘tight–’, ‘loose–’, and ‘solvent switch–’ type complexes exist
in solution.
The broad shapes of the solvent bands are complicating the accurate analysis of the proton
kinetics. In addition, systematic shifts from broad solvent bands overlap with the formic acid
and the HPTS bands. The DAS spectra formulated in this research were done by hand and
a SVD or PCA analysis might give an unbiased method of extracting the underlying peak
shapes. Preliminary analysis reveals twelve principle components that are above the noise and
further analysis with SVD or PCA might show the background free kinetics. Therefore, in the
future, further multivariate analysis with SVD or PCA methods may report the true kinetic
trends in the EAF–HPTS system. In the future, careful temperature–jump experiments can
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also examine the EAF solvent band changes in the system. Ab initio molecular dynamics
characterization of this system will also aid in the understanding of the underlying peak
shapes and the solvent behavior.
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6.0 Introducing Undergraduates to Primary Research Literature
This text is an adaptation from Mitra, S.; Wagner, E; J. Chem.; J. Chem. Educ. 2021,
98, 7, 2262–2271. The author has contributed to this work by designing, implementing,
grading, assessing, and analyzing the full study, and writing of the manuscript.
6.1 Chapter Summary
All students pursuing STEM careers need to be adept at interpreting and evaluating
primary research literature. The complexity of research articles requires significant practice
and training in order to become skilled and efficient at this process. Thus, an early start
in undergraduate education is essential and allows for development and practice through
subsequent coursework and undergraduate research. The project presented here was an
effort to develop fundamental literacy skills for a first semester honors general chemistry
course. The curriculum included five iterative guided worksheet assignments comprising one
secondary article and four related primary research articles. Each subsequent assignment
was designed to be more challenging, by selecting more complicated articles and subjects, to
encourage and increase literature assessment skills. Two workshops were presented after the
first and third assignments to provide formal instruction on strategies to effectively read and
understand research literature and promote discussion on the literature assignment articles.
Assignment performance was consistently strong throughout the semester as the complexity
of the assignments increased for three of the four learning objectives. However, students
struggled with identifying research hypotheses despite direct instruction on this learning
objective during both workshops. Pre- and post-semester survey data indicated that, while
students came to the course with fairly strong confidence in their abilities to interpret and
evaluate research literature, they also indicated very strong improvement in these skills by
the end of the semester. These results indicate that this one-semester curriculum was an
effective means to introduce students to scientific literature and develop basic literacy skills.
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6.2 Introduction
Scientific training in academia should prepare undergraduates for future careers by
creating curricula that develop the ability to evaluate information. A critical facet is to
provide opportunities to read, evaluate, and discuss scientific literature. Survey data from our
honors general chemistry (HGC) course indicated that students understand the importance of
scientific literature in their careers and know that scientific developments reported in the news
and secondary journal articles stem from original research. Developing the ability to effectively
read and evaluate primary literature requires a grasp of article organization and writing
style.229 The complexity of primary literature warrants a scaffolded curriculum approach
where fundamental skills, such as understanding the organizational design of a research article,
the importance of the hypothesis, and conclusions drawn from the experimental results, are
taught first. Connecting figures to the hypotheses and results, interpreting author conclusions,
and a critical evaluation of the overall research design are skills that can be developed in a
later segment of the curriculum. Selecting articles that correlate to the course curriculum
with relevant and real-world applications is also important. The ultimate goal is to empower
students to successfully apply knowledge gained from a course to interpret and critically
evaluate research articles, to their own research work, and to generate new ideas.
There have been many curriculum efforts to develop undergraduate comprehension and
critical evaluation of scientific literature. For example, literature database training promotes
students’ proficiency in sifting through journals using SciFinder, Zotero, and EndNote.230,231
Other efforts teach researching information through a variety of journals, such as Science,
Nature, and Journal of Biophysics.232,233 These methods habituate and expose students to
search methods and original research literature. Some literature curricula have students write
summary paragraphs or identify key points after analyzing a primary research article,234–236
technical report review,237–239 or secondary journal article.239,240
Laboratory courses can also teach students how to interpret scientific literature and gain
proficiency in generating research ideas. In methods like C.R.E.A.T.E.,241 students follow
a research group’s literature or one specific topic from various research groups throughout
the course and design novel experiments based on the literature. These methods increased
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student cognitive skills, scientific creativity, deeper scientific understanding, and learning
confidence when augmented with existing coursework. Bruehl et al. taught undergraduates
the use of search engines and then to use these skills to find, review, and discuss literature
on a particular topic, such as calorimetry experiments229 Students then developed their
own experiment on that topic for the laboratory component of the course. This is a great
example of a scaffolded curriculum that takes students from learning to search literature
to creating unique investigations. Stand-alone scientific literature courses also exist with
the objective to prepare undergraduates for graduate school, independent research, choosing
research endeavors, and managing both the successes and setbacks that are a natural part of
the research process.242
The method in which educators help students improve comprehension and critical analysis
of literature is important. For example, Japanese KENSHU is the scientific method of
teaching students to interpret complex research and lay the groundwork for asking a set of
comprehensive probing questions to test a hypothesis or draw conclusions from data and
results. Drake et al. applied this pedagogy to literature assignments where students read and
discussed the paper with peers one section at a time. Students wrote short summaries of the
articles and presented them to the class using key figures and graphs.243 This method was
found to be effective for learning how to read and write primary research articles. Fostering
critical analysis of research articles by strategically breaking down the components of a
publication is also an effective educational approach.244 Students break the article into
smaller sections, analyze each part in-depth, and then join the section analyses to gain an
overarching understanding and perspective of the research. Finally, students disseminate
their findings in front of an audience.
Selecting research that closely aligns with course content has the added benefit of
exemplifying the connection to relevant research and applications. For example, Murray
used active learning POGIL methods to cover four biochemistry articles aligned with course
topics.245 Data showed that students were able to learn content as well as increase confidence
in reading scientific literature. Roecker developed methodologies for an analytical chemistry
course where students answered research data questions and analyzed results from articles
using techniques covered in the course.246 Another analytical chemistry course created a
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scaffolded approach by dividing literature assignments into objective questions, which were
completed as homework before focusing on more complicated analysis and evaluation questions
in small groups during class.247
The multitude of publications assert that developing strong skills for reading scientific
literature is of paramount importance in undergraduate chemistry education. Effective
implementation of course assignments and curricula is necessary to address specific literacy
objectives and improve student skills. First-year students require a broad, introductory
approach to understand fundamental aspects, such as where finding hypotheses, identifying
author claims, and supporting evidence. Upper level students can focus on in-depth analysis
and verification of the results or critical analysis of the methods. Regardless of the class
or specific goals, active learning and collaborative engagements are important in helping
students understand scientific research and communication. A growth mindset is encouraged
if literature is incorporated at the early stages of undergraduate education. It enables
students to develop critical thinking abilities and gives them a head start on applying these
fundamentals skills to undergraduate research activities and future coursework.
6.3 Curriculum Learning Objectives and Development
First semester honors general chemistry (HGC) at the University of Pittsburgh follows
a traditional weekly meeting design with two lectures and a 4 h lab with the first hour
as recitation. The course has a typical enrollment of 50 first-year students, nearly all of
whom plan to pursue research as part of their undergraduate education. These students
are focused on future careers in science, engineering, and medicine, and understand that
effective reading, interpretation, and evaluation of research literature are valuable skills for
their careers. Our goal in HGC is to train them for graduate level critical thinking. While
some chemistry courses at the University of Pittsburgh include reading primary literature
assignments, there is no focus on proficiency in these skills, especially at the first-year student
level. The department does not offer a standalone literature course, which would increase the
already heavy course requirement and require additional departmental resources. Instead, an
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integrated approach does not increase workloads and provides the opportunity to include
course activities and assignments that connect curriculum topics directly to primary research.
Development of the HGC literature curriculum was guided by the following principles.
First, the curriculum includes active learning and collaborative assignments. Second, the
learning process is scaffolded in an accessible manner over the two semester HGC course
sequence. Third, repetition is necessary in order to build competency in the acquired skills.
Finally, the literacy curriculum is integrated in the course without increasing student or
instructor workload. The following learning objectives were developed for the first semester
HGC course based on the four guiding principles stated above, previous efforts reported in
the literature, and specific literature education needs of first-year college students. By the end
of the first semester of HGC, students will be able to (1) identify primary research articles
that support and correlate to concepts presented in a secondary journal article, (2) identify
and explain the main goals of a research article, (3) identify research hypotheses, and (4)
understand and explain fundamental aspects of the research presented, such as methodology,
conclusions, future directions, and how all of these relate to the research hypotheses and
goals. This first semester curriculum design is an introduction to understanding and reading
literature, and it is the first step toward the scaffolded goal of a two-semester literature
curriculum for the HGC courses.
Curriculum development started by selecting five broad course topics related to active
research areas (Figure 6.1). Each literature assignment required one secondary research
article from a journal or magazine, such as New Scientist, Discover, or C&EN news, and four
primary literature references with decreasing relevance to the secondary article. Students
were emailed the PDFs of the assigned articles, and the worksheets have the respective “DOIs.”
This made sure that the undergraduates had access to all of the resources to complete the
assignments off-campus. An assignment worksheet was created (see Appendix A.4) that starts
with students identifying key chemical concepts and topics in the secondary article. Next,
students ranked three of the original research articles in order of correlation to the secondary
article. The most closely connected primary research paper, was left out of the prioritizing
list. Categorizing three original research articles with the secondary article, out of the total
































Figure 6.1: The top section (a) shows the flow of instructor preparation while the lower
portion (b) shows the main topics to be addressed in the curriculum learning objectives.
The secondary literature article for each assignment serves as a broad introduction to the
chemistry topic and related primary research. Each assignment follows this scaffolded
learning progression from broad topics presented in secondary literature to specific and
detailed results and conclusions in primary research.
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the later parts of the assignment. Students also learn to scan through the papers to find
relevant connections to the secondary article topic, mimicking how scientists search through
the literature to find relevant articles. Students pick hypotheses, write two main goals of
the research, and explain their ranking to the secondary paper for two research papers. The
last portion of the worksheet includes in-depth questions about the research paper that was
set aside from the ranking. Students identify hypotheses and goals, deduce the research
methodology in terms of “measurement,”“modeling,” or “making”, identify conclusions and
future directions, and determine whether results supported or rejected the hypotheses. As in
previous questions, students quote an excerpt from the paper to substantiate their answers.
In past iterations of this curriculum, we found that understanding chemistry terminology in
primary research articles was an issue for students. Hence, the final version of the worksheet
asked students to identify three new scientific jargon terms, define the terms, and provide a
reference for the definition.
The worksheet format was purposefully designed to be generic across all five assignments
to develop proficiency and skill through repetitive processes as the complexity of assigned
articles and topics increased. Historically, we found that students provided long and tangential
explanations when the answer length was not limited. Consequently, all answers for questions
have a limited length on the worksheet template to teach students to be succinct and clear
(see Appendix A.4). The primary article’s complexity was based on the difficulty level of
chemistry jargon and experimental methods and relatedness to the HGC curriculum. In this
context, the least difficult assignment had familiar scientific terms, known or easy to interpret
experimental methods, and was directly related to HGC coursework. The topics selected
for the first semester HGC course were thermodynamics,248–252 nanoparticles,253–257 ion
channels,95,258–261 IR & MS techniques,262–266 and carbon capture,267–271 and were presented
in this order correlating with the temporal coverage of fundamental chemistry concepts and
topics in the course (Table 6.1). For example, atomic structure and spectroscopy lectures
cover the basics of nanoparticles, and students performed a nanoparticles experiment in the
lab component. Ion channels in biomolecules were discussed in the lecture during the broad
topic coverage of drug discovery and molecular dynamics. Coverage of these topics was at a
basic level and served only as an introduction to these very complicated subjects.
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Table 6.1: Honors general chemistry literature assignment topics and associated articles.
Topics covered in the honors general chemistry course led to the choice of literature topics
and secondary journal articles. Four related primary articles were then selected for each
of the five literature assignments. The last article listed for each topic is used for more
in-depth questions on the assignment worksheet.
Assignment Broad Specific Secondary Primary
Number Topics Topics Lit References Lit References
Lit.1 Thermodynamics Ice Cream 248 249,250,251,252
Lit.2 Nanoparticle Eye Floaters 253 254,255,256,257
Lit.3 Biomolecules Ion Channels 258 95,259,260,261





CO2 Capture 267 268,269,270,271
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Two, 30-minute active learning workshops were presented during recitation after the first
and third assignments (Figure 6.2). The first workshop addressed the overall format and
organization of research articles, the gap in knowledge and hypotheses, and identifying the
main goals of the research. The second workshop covered advanced skills and challenging
aspects for students in the first three assignments, such as determining the link between
hypotheses and conclusions, identifying conclusions related to the research, and general
conclusions related to the broader impact and implications of the research. During the
workshop, students formed groups to discuss questions posed by the instructor related to
the literature assignment submitted just before the workshop. The purpose was to use
familiar literature examples so that attention could be spent on deeper comparative and
critical analyses rather than attempting to read, understand, and analyze an entirely new
and unknown article. The instructor facilitated group discussions to resolve differences in
answers until group consensus was reached, after which the instructor brought all groups
back together to state and summarize answers and facilitate overall class consensus. These
two workshops kept the instructor workload at an appropriate and manageable level and
while providing an appropriate amount of direct instruction to students. Regular weekly
office hours for the course covered any additional help requested by students.
The literature assignments were designed to be sequentially more challenging by assigning
topics and articles that were increasingly more complicated. Course lectures did not directly
cover any of the literature articles but did discuss fundamental chemistry topics and concepts
related to each assignment. Assignments were designed to be completed with a partner
to encourage collaborative learning and reduce the grading workload for instructors. We
estimated that students would require up to 4 h to complete each assignment. This includes
reading requisite parts of the papers and completing the worksheet questions. To keep the
course workload consistent with prior semesters, two lab experiments deemed to be the least
beneficial for student learning were removed from the curriculum. Feedback from students
previously enrolled in HGC indicated that each laboratory report takes roughly 10–12 h to
complete after data collection. These experiments are combinations of guided and open inquiry
investigations and the associated lab reports, written with a partner, requiring an abstract,
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Figure 6.2: The flowchart here describes the progression of the Fall literature curriculum.
A pre-semester survey, gauging the perceived literacy skills, precedes assignment 1. Five
total assignments are part of the curriculum. Each assignment allows two weeks for com-
pletion, followed by submission, grading, and feedback. The workshops are scheduled after
the first and third assignments to provide contextual experience on the topics covered in
each workshop. The 10-week curriculum ends with a final post-semester survey about the
literature curriculum.
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prompts and their results. Replacing two lab experiments with five literature assignments
was estimated to be an equitable time exchange that allowed students to focus efforts on
developing literacy skills without overwhelming them with additional course requirements
and assignments.
6.4 Methods of Curriculum Assessment
HGC is an option open to all students who wish to enroll in general chemistry at the
university, however, the honors designation attracts higher-achieving students from high
school. All students had at least one year of chemistry in high school, and approximately
one-third had advanced placement (AP) credit for first semester general chemistry but chose
to take HGC to strengthen their fundamental knowledge in the discipline. The class size was
41 first year students with broad interest in STEM majors. The course includes 3 h of lecture
and one 4 h laboratory session per week where the first hour of the lab is dedicated as a lecture
recitation. There were three lab sections for the course, with students evenly distributed
across the sections. The curriculum was typical of a first semester general chemistry course but
goes more in-depth on topics and moves at a faster pace. Infrared spectroscopy, atmospheric
chemistry, and drug discovery through molecular modeling were additional curriculum topics.
Literature assignment scores, broken down into the categories that addressed the four
learning objectives (stated in the introduction),were used to evaluate student skills. Specif-
ically, questions 1, 2, 3c, and 4c addressed the ability to understand the main points of a
secondary article and correlate primary research to the secondary journal article. Questions
3b, 4b, and 5b addressed the students’ ability to determine the main goals of the primary
articles. Question 3a, 4a, and 5a evaluated students ability to identify hypotheses, and
questions 5c-5i assessed the ability to identify and substantiate research methods, conclusions,
future directions, and connect conclusions to the hypotheses. A pre-semester survey collected
student opinions on their knowledge and confidence with reading and understanding primary
research (Table 6.2). All questions were statements about confidence and ability on specific
aspects of literature and were Likert scaled from 1, strongly disagree, to 6, strongly agree. A
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post-semester survey presented the same questions but phrased in terms of perceived gains
in skills rather than an absolute Likert scale ranking (Table 6.3). Finally, post workshop
surveys, administered at the end of the respective recitation, gleaned information specifically
about the value of each workshop. These surveys include one Likert scaled question rating
the helpfulness of the workshop and two open-ended questions clarifying the rating. The
surveys were purposefully short to fit within the recitation period and limit survey fatigue.
The same instructor was assigned to teach all three sections of the recitation and laboratory
portions of the course. This instructor presented all literature workshops and graded all
literature assignments.
6.5 Results
Performance on the five assignments remained strong over the semester as complexity
of subject and associated articles increased. Figure 6.3 shows the assignment scores broken
down into the first four learning objectives delineated in the introduction. Student perception
of assignment difficulty (collected on the post-semester survey) correlates well with the
intentional plan to sequentially increase complexity, except for assignment four. Each
worksheet score (Figure 6.3) was kept at 25 points, encompassing all four objectives for an
assignment. The class average for the five assignments were as follows; Lit 1 = 90.0% (range
= 77–99%), Lit 2 = 89.6% (range = 78–97%), Lit 3 = 90.4% (range = 78–98%), Lit 4 =
88.0% (range = 78–96%), Lit 5 = 91.2% (range = 80–98%).
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Table 6.2: Pre-semester student perception of literacy skills.The pre-semester opinion survey asked students to provide a re-
sponse to each of the nine statements about their confidence with specific tasks related to reading and comprehending chem-
istry research literature. All questions used a Likert-type scale having a range of 1–6 with these categories: 1–Strongly dis-
agree; 2–Disagree; 3–Somewhat disagree; 4–Somewhat agree; 5–Agree; and 6–Strongly agree.
Statement for Student Response: “I am confident in my ability to. . . ” Mean (N=41) Median
1) read and understand secondary literature articles about chemistry. 4.7 5
2) read and understand primary research articles about chemistry. 3.9 4
3) find primary research articles related to a secondary literature article. 4.1 4
4) determine the author’s hypothesis in a primary research article. 4.5 5
5) determine the meaning of new terms in the primary research article. 4.2 4
6) determine the author’s goals in a primary research article. 4.2 4
7) determine whether a primary research article in chemistry is about
“measuring”, “making”, or “modeling”. 4.2 4
8) determine the conclusions drawn by the author in a primary research article. 4.4 5
9) determine the future directions suggested by the author in a primary research article. 4.0 4
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Assignment one on the texture of ice cream focused on thermochemistry and how viscosity
changes with molecular size and temperature. These concepts were easy for students to
understand, and they did not express concerns about the assignment difficulty, although
the scores for objective 3 were much lower than for the other three learning objectives.
The second assignment scores declined a modest amount, most notably with identifying
and understanding the hypotheses, which continued to be the lowest of the four learning
objectives. Students expressed difficulty with the discipline specific terminology and scientific
methods presented in the primary articles. Students expressed in the workshop and at office
hours that the main goals and the hypotheses on the third assignment were very difficult
to figure out, even though they performed well in the end. Interestingly, the objective 3
scores increased while the score for identifying the main goals of the research declined the
most. Workshop two, which used the third assignment for discussion and question examples,
allowed students to resolve the complexities they faced in assignment three. Based on both
verbal and written comments, students found the writing structure, methods, and research
concepts intricate, thus requiring more time to complete the assignment than the previous
two assignments.
Topic complexity is intertwined with the perceived difficulty of reading these articles.
Therefore, untangling the extent to which the writing style and topic each affect the perceived
difficulty of the third assignment is complicated. Some insight into this question is gleaned
from the fourth and fifth assignments, which were after the second workshop. Even though the
difficulty of the papers and chemistry topics was anticipated by instructors to be progressively
more complicated than the previous three assignments, there was a recalibration and reduction
on perceived difficulty. It appears that workshop two was beneficial to students and ultimately
helped them complete these assignments with less difficulty than expected. This data indicates
that the efficacy of the scaffolded curriculum structure with workshops bolsters student
literature reading capabilities through the semester. While students perceived an increase in
assignment difficulty, overall scores remained strong for learning objectives one, two, and four.
However, objective three scores indicated continued difficulty with identifying hypotheses.
The overall median Likert score on the pre-semester opinion survey was 4 out of a
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Figure 6.3: Literature assignment scores are shown in temporal order and are broken down
by the four learning objectives: 1) correlating primary research articles to a secondary
journal article, 2) Identify and explain the main goals of a research article, 3) Identify hy-
potheses, and 4) understand and explain fundamental aspects of the research presented.
The class average is on the left vertical axis. Student perceived difficulty (represented by
the black line) for each assignment is on the right vertical axis, with Likert scaling from
1-not difficult to 6- high difficulty. The two literature workshops were presented after as-
signments one and three.
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the specific task addressed in each question, such as “I am confident in my ability to determine
the author’s hypothesis in a primary research article” (Table 6.2). The highest average was on
reading secondary journal articles, while the lowest average was on reading primary articles
on chemistry research. Students indicated slightly higher confidence, albeit insignificant, in
the ability to perform specific reading tasks identified in questions 4–9.
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Table 6.3: Post-semester perceived literacy skills improvement. The post-semester opinion survey asked students to provide
a response to each of the nine statements about their perceived improvement on specific tasks related to reading and com-
prehending chemistry research literature. All questions used a Likert-type scale having a range of 1–5 with these categories:
1–No improvement; 2–Minimal improvement; 3–Moderate improvement; 4–Good improvement; and 5–Major improvement.
Statement for Student Response to This Question: “Compared to the beginning of
the semester, how much do you feel your confidence and
ability has improved in being able to perform the following tasks?” Mean (N=41) Median
1) read and understand secondary literature articles about chemistry. 4 4
2) read and understand primary research articles about chemistry. 4.2 4
3) find primary research articles related to a secondary literature article. 3.8 4
4) determine the author’s hypothesis in a primary research article. 3.7 4
5) determine the meaning of new terms in the primary research article. 3.9 4
6) determine the author’s goals in a primary research article. 4.1 4
7) determine whether a primary research article in chemistry is about
“measuring”, “making”, or “modeling”. 4 4
8) determine the conclusions drawn by the author in a primary research article. 4.2 4
9) determine the future directions suggested by the author in a primary research article. 4 4
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The end of semester survey (Tables 6.3, 6.4) provides some insight into student perception
of literacy skill development. This design differs from the typical pre-and post-treatment
comparative assessment approach, which would have required students to accurately remember
their opinions from the beginning of the semester as they complete the post-semester survey.
Instead, the approach of surveying perceived improvement at the end of the semester provides
a more accurate indicator of increased skills over what they indicated at the beginning of
the semester. Improvement in identifying an author’s hypothesis scored the lowest on the
survey, which aligns with the pre-semester survey result where students indicated this to be
their best skill and, thus, felt they did not need as much help to improve on this aspect. The
pre-semester survey also indicated high student confidence for the ability to “determine the
conclusions drawn by the author in a primary research article.” However, the post-semester
survey indicates this to be one of their biggest areas of improvement, suggesting that the
curriculum did a better job in developing this skill than identifying hypotheses. It may also
indicate that students became aware of their deficits in this skill during the semester and
actively sought to improve it. Regardless of the reason, students indicated this curriculum to
be a valuable and worthwhile part of the course (Table 6.3). In the post-semester survey,
students were also questioned if the time spent to complete each assignment was appropriate.
On a range from 1 (too little time) to 10 (too much time), the class average was 5.7, indicating
that students felt that the time requirement was reasonable and that the level of difficulty
was appropriate.
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Table 6.4: Perceived educational value of the literature curriculum. The post-semester survey asked students to provide opin-
ions on the overall value of the literature curriculum. All questions were scored using a scale with a range of 1 (Definitely do
not agree) to 10 (Definitely agree).
Statement for Student Response Mean (N=41) Median
1) Compared to the beginning of the semester, I feel that I am better at finding the
correlation and relatedness of primary research articles to a secondary journal article. 8.1 8
2) Compared to the beginning of the semester, I feel that I am more skilled in my ability to read
and interpret primary literature read and understand primary research articles about chemistry. 8.4 8
3) The literature assignments contributed to helping me develop skills and abilities to
effectively read primary literature. 7.2 7
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Table 6.5: Comparison of workshop 1 and workshop 2 opinion survey results.
Questions for student response: Workshop 1
1) How helpful was today’s workshop? (N = 40) mean = 7.8 median = 8
2) What specific parts of today’s workshop were most helpful?
– identifying the hypothesis: location, writing structure
– keywords to distinguish a hypothesis from main goals: phrases, differences
– progression of hypothesis to main goals: knowledge gap to story structure
3) What would you like help with, in terms of reading primary research literature, during the second and final workshop?
– more instructions and examples on identifying hypothesis and main goals.
– how to efficiently break down all the information in a scientific paper.
– examples demonstrating the difference between primary and secondary literature.
Questions for student response: Workshop 2
1) How helpful was today’s workshop? (N = 38) mean = 7.3 median = 7
2) What specific parts of today’s workshop were most helpful?
– linking the hypothesis with the conclusion.
– picking the general and specific conclusions of a paper.
– structure of well written sections of a scientific paper.
3) What specific parts or topics of today’s paper were not helpful?
– determining the existence of more than one hypothesis.
– instructions for picking out unclearly written hypothesis or conclusions.
– critiquing the authors conclusion is an unnecessary exercise.
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The two workshops presented during the semester were viewed as a very helpful aspect of
the curriculum (Table 6.5). The first post workshop survey included free response questions
asking about the most helpful aspects and were useful topics for the second workshop. The
top three most prevalent responses to each of these questions are provided in Table 6.5.
This data indicates that the most beneficial aspects were understanding the organization of
scientific papers, conceptualizing hypotheses, and identifying primary objectives to address the
knowledge gap. Students were curious to see more examples of identifying hypotheses and main
goals in primary articles. They wanted more examples of fundamental differences between
secondary and primary literature. The second post workshop survey free response answers
indicated that connecting the hypothesis and conclusions was most helpful. Interestingly,
additional instructions to identify unclearly stated hypotheses and conclusions were not
viewed as helpful.
6.6 Discussion
The overall performance on all five assignments revealed the efficacy of the scaffolded
assignment approach with workshop support. The importance of the workshops was most
clearly exhibited through the perceived assignment difficulty trend that decreased immediately
following workshop two. Scores for learning objectives 1, 2, and 4 remained relatively consistent
even though the complexity of the assignment subjects and papers increased. The continued
difficulty in identifying and understanding hypotheses (learning objective 3) through all
assignments is perplexing. Students come to the course with inherent confidence in this skill
yet perform the lowest in this area. Understanding and identifying hypotheses was a formal
part of the first workshop’s agenda and was also a prevalent discussion topic in the second
workshop. While students indicated high confidence in other skills on the pre-semester survey,
the curriculum exposed and made them aware of the related deficits, and they worked to
improve these skills. This was not the case with identifying hypotheses. The skill appears to
be more complicated than anticipated and warrants additional formal instruction.
Implementing an effective and manageable scientific literacy curriculum can be complicated
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and time-consuming. Hence, pre-semester planning and curriculum development are of
paramount importance. In our case, two years of iterative revisions were taken to develop
this curriculum. The scaffolded and generalized template of the literature worksheets allows
for use with any topic. While the worksheet was designed to use four primary articles with
each secondary journal article, this number can easily be revised as deemed appropriate. An
important inference from this investigation is that selecting broad topics aligned with the
course curriculum provides opportunities to extrapolate fundamental chemistry concepts to
research and relevant applications.
Literature topics, especially for selecting secondary articles, should also align with the
general interests of students. Contemporary science topics prevalent in secondary journals and
news media garner the biggest student interest. In our case, the assignments with secondary
articles on ice cream, nanoparticles, and carbon dioxide sequestration were most intriguing
to students. Carefully selecting research articles with an appropriate and discernible level of
connection to the secondary journal article is important for addressing learning objective one
and promoting interest.
Finally, research articles need to be accessible at a level that supports literacy skill
development and allows students to gain experience without becoming overwhelmed and
frustrated. This aspect proved to be the most challenging during development. For example,
in a past iteration of this curriculum, assignment scores were quite low, and survey data
indicated much difficulty and frustration with understanding the research articles. In this prior
version of the curriculum, seven primary research papers were included to rank relatedness to
the secondary journal. The intention was for students to quickly skim the articles as scientists
often do when conducting literature searches. However, student proficiency in this skill was
much lower than expected, resulting in more time than intended to rank the articles.
Past iterations of the worksheet also included in-depth questions, such as interpreting
figures and graphs and correlating them to the hypotheses, results, and conclusions. Students
found these more in-depth analyses to be quite difficult and timeconsuming. Results show that
the final version of the assignment worksheet was rated to be educational while maintaining
an appropriate amount of time to complete an assignment. Student and instructor workloads
should also be considered when determining the number of assignments. We found that
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replacing two lab experiments with five literature assignments provided an equitable balance
of work.
6.7 Conclusion
The ability to read, evaluate, and discuss scientific literature are invaluable skills for
STEM majors. Providing learning opportunities early in college careers allows students to
gain experience and proficiency in applying these skills through subsequent coursework and
undergraduate research endeavors. The complexity of primary research articles requires a
scaffolded and accessible curriculum approach where basic skills are addressed first. The
project presented here was an effort to develop the following fundamental literacy skills
for a first semester honors general chemistry course: (1) identify primary research articles
that support and correlate to concepts presented in a secondary journal article, (2) identify
and explain the main goals of a research article, (3) identify research hypotheses, and (4)
understand and explain fundamental aspects of the research presented, such as methodology,
conclusions, future directions, and how all of these relate to the research hypotheses and goals.
The curriculum included five iterative assignments, each of which included one secondary
article and four related primary research articles, and each subsequent assignment was
designed to be more difficult by selecting more complicated articles and chemistry subjects.
A guided worksheet was used to investigate these articles and develop the learning objective
skills. Two workshops were presented after the first and third assignment as a means to provide
formal instruction and discussion. Assignment performance was consistently high throughout
the semester, except for identifying hypotheses. Students continued to present difficulty with
this learning objective despite efforts to clarify during both workshops. Assignment scores
and student opinion surveys show that this one-semester curriculum was an effective and
productive means to introduce students to scientific literature and develop basic literacy
skills.
Due to the complexity of research literature, this one semester implementation serves
only as an introduction. We envision a continuation of the literature curriculum into the
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second semester honors general chemistry course to address more advanced skills, such as
correlating research questions to investigation methods, justifying how the experimental
results address the hypotheses, evaluating presented figures and data tables, and comparing
student conclusions from the presented results to the author’s conclusions. With this scaffolded
twosemester training, the undergraduates would be adequately equipped to continue to hone
and apply these scientific literature evaluation skills in their future coursework, undergraduate
research, and careers.
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7.0 Conclusion and Future Work
7.1 EDTA Carboxylate Symmetric Stretch
In chapter 4, the examination of unidentified peaks in the apo–EDTA, [Ca:EDTA]2−, and
[Mg:EDTA]2− carboxylate symmetric stretch regions elucidate their origin and connection to
the metal binding geometry. We use FTIR and 2D-IR spectroscopy, implicit-solvent DFT
analysis, ALMO–EDA theory, and introduce participation coefficient analysis to understand
the carboxylate symmetric stretch vibrational bands in either the free or complexed state.
We have developed an approach to provide participation coefficients analysis that allows us
to untangle the mixing between the CH bending vibrations and the carboxylate symmetric
stretches. In a way, this is similar to applying a “local-mode” picture to resolve the identity
of the normal modes by mapping it onto the basis of the vibrations of each individual acetate
arm of EDTA. The participation coefficients capture the subtle structural changes between
Ca2+ and Mg2+ bound forms of EDTA.
Through the analysis of the 1000–1650 cm−1 region of the IR spectrum, we confirmed
some of the previous assignments of the vibrational band and were able to assign the CHt,
CHw, and CHs modes and the mixed COO−s peaks. Using participation coefficients and
DFT calculations, we show that the CHs modes are mixed with the COO−s , whereas the
COO−a modes are unmixed. 2D-IR spectroscopy with the participation coefficient analysis
together can unravel the observed complexities in the carboxylate spectrum. Chapter 4
shows that coupling between the mixed modes create both diagonal and cross–peaks in
the 2D-IR spectrum, whose positions are sensitive to the size of metal binding to EDTA.
ALMO-EDA calculations also emphasize the primary importance of electrostatic interactions
in the binding energy, while other non-electrostatic interactions are smaller but, nevertheless,
dictate the depth of the ion in the EDTA binding pocket. Finally, this research revealed that
the complexity of this mixed mode manifold provides the sensitivity needed to discern the
changes in the EDTA structure when complexing with different cations (Ca2+ and Mg2+).
The EDTA–divalent metal binding geometry research, which is a combined experimental
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and theoretical effort to assign the vibrational modes of EDTA in the carboxylate symmetric
stretch region, will be relevant to the biological community studying EF–hand metal inter-
actions. In the EDTA molecule, the vibrational frequencies can now be correlated to the
metal binding geometry. Chapter 4 also demonstrated that the changes in the diagonal and
off-diagonal peaks from one divalent ion to another are primarily a result of geometric distor-
tions. For example, this investigation can be a starting point for assigning the bands in the
symmetric stretching region of EF–hand–Ca2+ or EF–hand–Mg2+ binding pockets. The sen-
sitivity of the carboxylate symmetric stretch and CH bending mixed region to metal–binding
geometry could be utilized to probe EF–hand–ion selectivity and sensitivity, protein activity,
and allostery. In general, research relating to the chelation effects of carboxylate groups
and the structural changes upon protein–ion interactions may benefit from the approach
developed on this model compound.
7.2 pH Jump in HPTS–EAF
Chapter 5 explores the effect of a pH-jump experiment by a photoacid dissolved in a PIL
solution. Using TRMPS and kinetic modeling, we interrogated the movement of a proton
in EAF. In order to initiate the proton transfer reaction in EAF, a pyranine (HPTS) dye
was shown to be efficient and recyclable on microsecond timescales. Assignment of the
HPTS peaks in a well studied system such as 1 M acetate solution helped us identify the
HPTS–EAF peaks. As expected from the solvent studies conducted with HPTS,108 there
were solvatochomic shifts of no more than 3–5 cm−1in the HPTS, HPTS∗, PTS∗−, and PTS−
peaks in the EAF solution.
Time-resolved experiments were carried out to understand the mechanism of proton
transfer in a PIL. In our data, we see that the HPTS ground state bleach and the HPTS∗
excited state absorption grows with an instrument response. Next we see the appearance of
the PTS∗− species in a few picoseconds, which is followed by the appearance of the PTS−.
Our results also show that the formic acid species grows on an ultrafast ps timescale. We
also observed the broad formic acid band changing into two separate peaks within a few
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nanoseconds. These results indicate a slightly complex pathway of proton conduction through
the EAF solution than depicted by our simple cyclic kinetic model. We also show that solvent
dynamics is affecting the accurate extraction of kinetics from the current data.
The ionic nature of PILs facilitates the donor and acceptor framework, which is critical
to the proton transfer process. Time-resolved two dimensional plots reveal the existence of
all five different species in our reaction from timescales of a couple of picoseconds to around
nanoseconds. This, along with the average kinetic fit suggests the existence of ultrafast proton
transfer reaction (1 ps), excited state relaxation in 100 ps, and slow solvent equilibration
kinetics in the EAF–HPTS system. Our TRMPS experiments indicate that the proton transfer
process in EAF does not completely fit to a simple model of chemical kinetics, as it does not
account for the different HCOOH peaks. New measurements on the fluorescence lifetime
would provide new constraints on the rates of decay of HPTS∗ and PTS∗−. Our current
analysis also shows that solvent contribution to the kinetics needs to be properly disentangled
to extract accurate trends and to achieve that in the future different multivariate (SVD, PCA,
Matrix factorization) data analysis approaches might help. Properly incorporating these
processes may provide the accurate rates needed to improve the modeling of our observed
kinetics. Alternatively, a kinetic scheme that explicitly treats the different types of ‘contact
pairs’ and ‘tight’ or ‘loose’ complexes participating in the proton transfer in solution might
be applicable. In aqueous proton transfer literature, the solvent separated species might form
‘solvent bridges’ or ‘solvent wires’. Carrying out ab initio MD simulations might also support
the experimental kinetics elucidation.227,272,273
As a future extension of this pH–jump investigation in EAF, alkyl chain length effects on
the proton transfer process will illuminate the contribution from the non–polar domains in
proton conduction process. Existence of nanostructure domains is already well established in
room temperature ionic liquids as well as in protic ionic liquids.213,274,275 Investigation using
alkyl chain length and anions of varying sizes and charge distributions will illustrate the role
of nanostructure organization of PILs in the proton transfer pathways.
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7.3 Undergraduate Curriculum Development
The main objective of this curriculum development and research was to teach the un-
dergraduates how to appreciate scientific literature. In chapter 6, through our curriculum,
students get prepared for reading and understanding the differences and similarities between
secondary and primary scientific literature. Chapter 6 also shows how undergraduates are
equipped with the skills to pick out hypotheses, main goals, conclusions, and future directions
of an original research publication. Our assessments, and semester and workshop surveys
reveal that the students develop critical thinking skills through correlating hypotheses and
conclusions. Students also formulate conclusions about the primary research after reading
the publication. Students in the HGC course have appreciated this curriculum project and
the skills they have developed through it. The undergraduates stated their improvement in
research and critical thinking skills both during this curriculum implementation and during
their active work at Pitt research laboratories after undergoing the training. This research is
the start of a deeper scaffolded curriculum to teach students how to extrapolate ideas from
scientific research.
Some of the challenges of this integrated curriculum are as follows: (1) the instructor must
prepare to tackle the student confusion regarding the many complexities of scientific results.
Different avenues such as writing order, result interpretation connections between results,
conclusion, and hypothesis are new for first-time readers of an article. (2) Undergraduates
must get trained to cope with the variety of writing styles, which can either be ideal or far
from that. For example, most research papers do not have the hypothesis statement directly
stated; rather, it is expressed throughout several sentences near the end of the introduction.
This requires that the students must gain the skills to accurately interpret the prose and
purpose of those paragraphs. (3) The students also should understand the relevance of general
concepts not discussed in the paper underlying a testable scientific hypothesis and how those
complicated concepts are addressed in the paper.
In the second semester, students will read the same articles from the first semester and
focus on specific details of the research and critically evaluate them. Using the same articles
from the first semester provides familiarity and some repetition. Therefore, students will be
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able to focus on and apply more complicated analyses of the literature without becoming
overwhelmed with the assignments.
Overall, this scaffolded teaching method, when applied to the course consistently, is
expected to show the students are prepared to read and extrapolate from original research.
The students will be able to understand, connect, and state hypotheses, methods, results,
and conclusions. The integrated two-semester curriculum would continue to be a critical part
of the HGC course training at the Pitt Chemistry department. Finally, this approach is new
and unique in a sense that it gradually introduces students early on at the freshman level
to the nuances of secondary and original scientific research and connects the relevance of
that research to the world. This curriculum adds to the various initiatives in the literature
that assist undergraduates in developing their scientific evaluation skills. As a future work,
we can ask Pitt alumni students who have gone through this curriculum to state how this
curriculum helped them to get situated in a critical problem-solving and research role.
7.4 Summary
Through this dissertation, we have explored the ion–binding structure in model compounds,
the kinetics of proton transfer in a PIL, and developed a curriculum to educate undergraduates
on evaluating primary research. Our first two scientific questions involve the use of time-
resolved ultrafast spectroscopic tools to address the questions. We have implemented a
participation coefficient analysis and explained the carboxylate symmetric stretch vibrational
spectrum of EDTA, with 2D-IR spectroscopy and DFT calculations. With the TRMPS
method, we have gained insights into the proton transfer kinetics in EAF, which indicated
that the proton can travel through complicated pathways inside the protic ionic liquids.
Finally, the curriculum developed in this research is a starting point for HGC students to get
used to reading and understanding scientific literature.
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Appendix
A.1 CH Mode Mixing Determines the Bandshape of Carboxylate Symmetric
Stretch in Apo, Ca2+, & Mg2+–EDTA
A.1.1 Energy Decomposition Analysis
Table A.1 compares monomer- and dimer-basis SAPT0 results. Monomer-basis SAPT
was originally chosen for presentation as it is closer to the ALMO-EDA restriction of the
polarization term not using basis functions on other fragments. However, there is no qualitative
difference between the monomer- and dimer-basis results. Additionally, the small values
of ∆ESAPTCT indicate that the def2-TZVP basis set is sufficient to describe each monomer’s
wavefunction.
A.1.2 Participation Coefficient Analysis
First we show the COO average plot (Figures A.1), including the contributions of all the
carboxylates together which gives an overall effect of the individual carboxylates from the
plot in main text of chapter 4.
Figures A.2, A.3, A.4, and A.5 show that participation coefficient analysis from the
ωB97X-D functional is in overall agreement with the M05-2X results from the paper. In
the carboxylate stretch plots, the slight differences between the two methods are from the
delocalization of the antisymmetric and symmetric COO− modes. The COO−a modes in the
ωB97X-D calculation have delocalization between all four carboxylates in modes 26–29. In the
COO−s modes, the minor delocalization between the individual carboxylates is different from
M05-2X. In effect, both M05-2X and ωB97X-D functionals assign the same mode numbers as
the significant frequencies contributing to the COO−s motion.
Slightly different normal modes from M05-2X and ωB97X-D leads to slightly different
frequencies (Tables A.3 and A.4), resulting in the peak assignments of CHt, CHw, and
the CHs modes (Figures A.4 and A.5) changing by one mode number in the participation
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Table A.1: Comparison of monomer- and dimer-basis SAPT0 results, with definition of
terms as in Table 4.4.
contribution monomer basis dimer basis
(kcal mol−1) Mg2+ Ca2+ Mg2+ Ca2+
∆Egeom 136.33 96.51 134.15 94.20
∆Esolv 0.00 0.00 0.00 0.00
∆Eelec −914.31 −862.97 −905.99 −856.66
∆EPauli 68.43 102.75 64.02 96.48
∆Edisp −3.14 −12.13 −3.80 −13.39
∆Epol −189.00 −143.14 −190.55 −140.61
∆ECT −5.22 −3.47 −5.22 −3.47
∆Eint −901.67 −818.99 −902.16 −819.98
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(a) (b)
Figure A.1: M05-2X COO average participation coefficient shows more than five modes
participate in the carboxylate symmetric stretch vibration. After metal binding, the four
modes take up the majority of the COO−s .
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coefficient plots. With ωB97X-D, both apo-EDTA and [Mg:EDTA]2− lose wag motions in their
carboxylate symmetric region compared to M05-2X. However, the overall peak assignment
and interpretation of the participation analysis (Figure A.6) remains the same. With both
functionals, we find the vibration dominantly mixed with the carboxylate symmetric stretch
is the CHs mode and that the CHt mode is sensitive to the identity of the bound metal
(Figure A.5).
A participation analysis after the metal ion elimination from the optimized geometry
frequency calculations (M05-2X and ωB97X-D) shows that the participation coefficients
are sensitive to only the binding geometry and not the metal ion’s identity (Figures A.7–
A.12). The features in the individual participation plots are identical to the pattern of the
participation coefficients calculated in the main text.
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(a) (b)
Figure A.2: ωB97X-D COO average participation coefficient shows more than five modes
participate in the carboxylate symmetric stretch vibration. After metal binding, the four
modes take up the majority of the COO−s .
156
(a) (b)
Figure A.3: ωB97X-D COO participation coefficients
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Figure A.4: ωB97X-D CHH average participation coefficients
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Figure A.5: ωB97X-D CHH participation coefficients
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Table A.2: The largest M05-2X % participation coefficients (% pc) for COOs, CHs and
CHw in apo-EDTA, [Ca:EDTA]2−, [Mg:EDTA]2− molecules.
normal mode Unscaled COOs CHs CHw
index Mode (cm−1) % pc % pc % pc
[apo-EDTA]4−
15 1446 6.0 32.7 15.8
16 1452 5.0 – –
17 1456 6.4 62.8 14.7
19 1464 15.1 – 1.9
26 1546 54.7 – –
27 1547 58.2 10.7 12.7
28 1549 60.1 – –
29 1551 54.8 12.6 15.8
[Ca:EDTA]2−
15 1434 7.0 3.6 6.5
16 1440 3.9 17.2 12.9
17 1442 8.5 33.8 5.6
18 1445 7.7 42.8 4.6
26 1580 24.7 – 7.1
27 1584 36.2 – 13.6
28 1585 30.8 – 11.3
29 1599 17.5 – 5.3
[Mg:EDTA]2−
14 1418 3.8 – 2.2
15 1419 6.3 7.7 10.2
17 1437 9.8 53.6 –
18 1438 12.7 45.5 –
26 1592 18.6 – 6.2
27 1598 28.6 – 12.1
28 1600 25.9 – 8.6
29 1611 18.1 – 5.2
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Table A.3: (Un)scaled M05-2X normal modes used in the participation coefficient (pc)
calculations. The COO−s modes for (1) apo-EDTA = x-axis 9-13; (2) [Ca:EDTA]2− = x-
axis 15-18; (3) [Mg:EDTA]2− = x-axis 14, 15, 17, 18. All the calculated COO−a modes are
from 26-29 in the three molecules in the cm−1 units. The scaling factor is 0.9825.
normal mode apo-EDTA [Ca:EDTA]2− [Mg:EDTA]2−
index unscaled scaled unscaled scaled unscaled scaled
0 1169 1148 1168 1148 1172 1151
1 1178 1157 1173 1152 1174 1153
2 1194 1173 1176 1155 1175 1154
3 1226 1205 1230 1208 1235 1213
4 1281 1259 1267 1245 1263 1241
5 1302 1280 1299 1276 1294 1271
6 1310 1287 1311 1288 1318 1295
7 1314 1291 1317 1294 1320 1297
8 1346 1323 1348 1325 1338 1315
9 1366 1342 1363 1339 1361 1337
10 1370 1346 1367 1343 1364 1340
11 1371 1347 1376 1352 1373 1349
12 1377 1353 1382 1358 1381 1357
13 1392 1367 1385 1360 1383 1359
14 1399 1374 1426 1401 1418 1393
15 1446 1421 1434 1409 1419 1394
16 1452 1427 1440 1414 1425 1400
17 1456 1430 1442 1417 1437 1412
18 1460 1435 1445 1420 1438 1413
19 1464 1438 1456 1431 1446 1421
20 1475 1449 1476 1451 1478 1452
21 1479 1453 1480 1454 1479 1453
22 1485 1459 1490 1464 1490 1463
23 1497 1471 1492 1466 1493 1467
24 1499 1472 1520 1493 1521 1495
25 1511 1485 1526 1499 1528 1502
26 1546 1519 1580 1552 1592 1564
27 1547 1520 1584 1556 1598 1570
28 1549 1521 1585 1557 1600 1572
29 1551 1524 1599 1571 1611 1582
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Table A.4: (Un)scaled ωB97X-D normal modes used in the participation coefficient (pc)
calculations. The COO−s modes for (1) apo-EDTA = x-axis 9-13; (2) [Ca:EDTA]2− = x-
axis 15-18; (3) [Mg:EDTA]2− = x-axis 14, 15, 17, 18. All the calculated COO−a modes are
from 26-29 in the three molecules. All values have units of cm−1. The scaling factor is
0.9927.
normal mode apo-EDTA [Ca:EDTA]2− [Mg:EDTA]2−
index unscaled scaled unscaled scaled unscaled scaled
0 1154 1146 1161 1153 1161 1153
1 1179 1170 1164 1156 1164 1156
2 1182 1173 1169 1160 1167 1158
3 1230 1221 1222 1213 1223 1214
4 1278 1268 1255 1246 1251 1242
5 1293 1284 1289 1280 1286 1277
6 1297 1288 1301 1292 1312 1302
7 1306 1296 1305 1295 1320 1310
8 1318 1308 1336 1326 1330 1320
9 1353 1343 1352 1342 1347 1337
10 1363 1353 1358 1348 1352 1342
11 1367 1357 1366 1356 1361 1351
12 1371 1361 1373 1363 1367 1357
13 1379 1369 1382 1372 1373 1363
14 1397 1387 1414 1404 1402 1392
15 1431 1421 1422 1412 1409 1399
16 1433 1423 1424 1414 1411 1401
17 1435 1425 1430 1420 1426 1416
18 1439 1428 1432 1422 1428 1418
19 1441 1430 1439 1428 1432 1422
20 1457 1446 1464 1453 1465 1454
21 1462 1451 1465 1454 1469 1458
22 1465 1454 1471 1460 1473 1462
23 1473 1462 1478 1467 1479 1468
24 1492 1481 1504 1493 1494 1483
25 1506 1495 1514 1503 1505 1494
26 1562 1551 1592 1580 1604 1592
27 1563 1552 1596 1584 1610 1598
28 1563 1552 1597 1585 1611 1599
29 1564 1553 1612 1600 1622 1610
The Mg2+ cation is closely packed in the complex (Table A.5). The O–Mg2+ distance
is small (∼2.06Å) whereas the O–Ca2+ distance is ∼2.34 Å. Also, the diametrically oppo-
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site carboxylate C-C distances are shorter in case of [Mg:EDTA]2− (∼5.30Å and 5.60Å)
compared to the [Ca:EDTA]2− (∼5.40Å and 6.30Å). There is a smaller spread of dihedral
angles ∠N − C − C −O in [Mg:EDTA]2− (∼ 18–22.50°) compared to the calcium cation
(∠N − C − C −O = ∼24–29°). The N–Mg2+ distance is 0.29Å shorter than the N–Ca2+
distance which reflects that the magnesium cation sits in a tighter space in compared to the
calcium ion. Our dihedral angle outputs also show that the EDTA binding pocket is distorted
more by the Mg2+ ion than the Ca2+ ion. The magnesium ion (72 pm effective radius191)
can easily fit inside the tetra-carboxylate binding pocket of EDTA, however, the ∼38% size
increase of Ca2+ (100 pm effective radius191) makes it difficult to pack the ion tightly inside
this pocket.
A.1.3 FTIR Analysis
Table A.6 shows that the Gaussian best fits from experimental spectra. Figure A.14 shows
those same best fit curves overlaid on the calculated normal modes from both functional.
Both the functionals have the same trend and the assignments of modes remain the same.
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Table A.5: Sagittal (S) and equatorial (E) dihedral angles between oxygens-nitrogens for
the two complexes show geometry differences are comparable in both M05 and ωB97X-D
methods.
M05-2X ωB97X-D
Ca2+ Mg2+ Ca2+ Mg2+
(S)∠NCCO 24.0◦ 21.7◦ 24.7◦ 22.9◦
(S)∠NCCO 26.2◦ 22.3◦ 25.2◦ 23.9◦
(E)∠NCCO 28.6◦ 18.2◦ 26.4◦ 15.1◦
(E)∠NCCO 28.3◦ 18.1◦ 26.2◦ 14.0◦
∠NM2+N 72.1◦ 80.6◦ 72.5◦ 80.1◦
N–M2+ (Å) 2.51 2.22 2.53 2.25
O–M2+ (Å) 2.32, 2.34 2.05 2.32, 2.34 2.06
C–M2+ (Å) 3.17 2.84, 2.87 3.17 2.86, 2.90
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Figure A.6: ωB97X-D symmetric stretch region assignments
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Figure A.7: Metal-less COO participation coefficients from M05-2X functional.
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Figure A.8: Metal-less average CHH participation coefficients from the M05-2X calcula-
tions.
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Figure A.9: Metal-less CHH participation coefficients from the M05-2X calculations.
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Figure A.10: Metal-less COO participation coefficients from ωB97X-D functional.
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Figure A.11: Metal-less average CHH participation coefficients from ωB97X-D calcula-
tions.
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Figure A.12: Metal-less CHH participation coefficients from ωB97X-D calculations.
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Unscaled DFT vibrational frequencies cm-1




















Figure A.13: Unscaled carboxylate region DFT frequencies of (apo) apo-EDTA, (Ca2+)
[Ca:EDTA]2−, and (Mg2+) [Mg:EDTA]2− (8 cm−1 Gaussian width, intensity scaling factor
= 0.0002) in two different functionals have the same qualitative trend.
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Table A.6: Center frequencies and full width at half maximum (FWHM) from Gaussian
best fits in apo-EDTA, [Ca:EDTA]2−, and [Mg:EDTA]2− for the symmetric stretch region
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Figure A.14: Overlaid normal modes overlap significantly with the Gaussian best fit peak
centers in all three molecules. The COO−s region of the experimental Gaussian best fits
(8 cm−1) are overlaid onto the unscaled calculated frequencies. The top row (a) is apo-
EDTA, the middle row (b) is [Ca:EDTA]2− and the bottom row (c) is [Mg:EDTA]2−. The
left column shows the M05-2X/def2-TZVP/SMD theory results, while the right column
contains results from the ωB97X-D/def2-TZVP/SMD calculations.
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A.2 Calculation Files for Chapter 4
Appendix section A.2 contains the combined geometry optimization/frequency calculation
inputs in the segments apo_opt_freq_m.in, ca_opt_freq_m.in, mg_opt_freq_m.in, apo_
opt_freq_w.in, ca_opt_freq_w.in, and mg_edta_w.in for the apo-, Ca-, and Mg-EDTA
molecules, respectively (m for M05-2X and w for ωB97X-D). The file used to establish spring and
angle force coefficients for the submolecular basis calculations is methane.in. The EDA and
SAPT calculations on the optimized complexes are mg_eda_w.in, ca_eda_w.in, mg_sapt.in,
and ca_sapt.in, and the corresponding swapped metal calculations are mginca_eda_w.in,






N -0.0413476082 -0.0097195466 -0.0302620842
C -0.0388987439 0.0555353972 1.4182459723
H 0.9766655645 -0.0976584627 1.7788906908
H -0.3605482583 1.0455736393 1.7609271905
C 0.9414170791 0.9292799581 -0.5356910211
H 0.8779142597 0.9647213861 -1.6212699918
H 0.7428064705 1.9426126798 -0.1679013074
C -1.3636863653 0.3925132072 -0.4972339960
H -2.0887460737 -0.2549918151 -0.0145792824
H -1.5725711172 1.4204353416 -0.1746035969
C -0.8977744395 -0.9862775153 2.1228620657
O -1.2173166836 -2.0395725942 1.5241188127
O -1.1959253110 -0.7148005004 3.3161977307
C 2.3933309452 0.5903783465 -0.2253860124
O 2.7165534933 -0.5975406766 0.0087304198
O 3.1946057610 1.5603439967 -0.2758749860
C -1.5090801488 0.2850006091 -2.0108714353
H -1.1419756598 1.1919714782 -2.4833872638
H -0.9034891866 -0.5462764692 -2.3650463503
N -2.8791378174 0.0684935201 -2.4763316537
C -3.3612058268 -1.2403084279 -2.0844283225
H -2.5920066307 -1.9777936883 -2.3138524256
H -3.5589799454 -1.3103692016 -1.0115144788
C -3.7673219257 1.0791393529 -1.9274127190
H -4.7705216677 0.9035768011 -2.3129795802
H -3.8205757962 1.0156283600 -0.8387555482
C -3.3965178548 2.5070456609 -2.3065431389
175
O -3.0149206952 2.7390993387 -3.4792818219
O -3.5443607931 3.3796697028 -1.4119679559
C -4.6255418275 -1.7153651348 -2.7923304269
O -5.0198124083 -1.1434544898 -3.8339573390






































N -0.0413476082 -0.0097195466 -0.0302620842
176
C -0.0388987439 0.0555353972 1.4182459723
H 0.9766655645 -0.0976584627 1.7788906908
H -0.3605482583 1.0455736393 1.7609271905
C 0.9414170791 0.9292799581 -0.5356910211
H 0.8779142597 0.9647213861 -1.6212699918
H 0.7428064705 1.9426126798 -0.1679013074
C -1.3636863653 0.3925132072 -0.4972339960
H -2.0887460737 -0.2549918151 -0.0145792824
H -1.5725711172 1.4204353416 -0.1746035969
C -0.8977744395 -0.9862775153 2.1228620657
O -1.2173166836 -2.0395725942 1.5241188127
O -1.1959253110 -0.7148005004 3.3161977307
C 2.3933309452 0.5903783465 -0.2253860124
O 2.7165534933 -0.5975406766 0.0087304198
O 3.1946057610 1.5603439967 -0.2758749860
C -1.5090801488 0.2850006091 -2.0108714353
H -1.1419756598 1.1919714782 -2.4833872638
H -0.9034891866 -0.5462764692 -2.3650463503
N -2.8791378174 0.0684935201 -2.4763316537
C -3.3612058268 -1.2403084279 -2.0844283225
H -2.5920066307 -1.9777936883 -2.3138524256
H -3.5589799454 -1.3103692016 -1.0115144788
C -3.7673219257 1.0791393529 -1.9274127190
H -4.7705216677 0.9035768011 -2.3129795802
H -3.8205757962 1.0156283600 -0.8387555482
C -3.3965178548 2.5070456609 -2.3065431389
O -3.0149206952 2.7390993387 -3.4792818219
O -3.5443607931 3.3796697028 -1.4119679559
C -4.6255418275 -1.7153651348 -2.7923304269
O -5.0198124083 -1.1434544898 -3.8339573390






































Ca -0.0440310656 0.0125458763 0.0647396429
O 0.0484169175 -0.0750268653 2.4457312145
C 1.1617738866 -0.0493710059 3.0506870148
O 1.3144515429 -0.2414418733 4.2698740531
C 2.3961324965 0.3147917870 2.2326156243
H 3.2908418970 -0.0389744100 2.7460146534
H 2.4172258482 1.4045608095 2.2370944296
N 2.3796110769 -0.1342678605 0.8451813420
C 3.1333158137 0.7861703332 0.0110795110
H 3.2913257448 0.3271897909 -0.9637187368
H 4.1109404300 1.0228987328 0.4345610052
C 2.8657428534 -1.5075230320 0.7158359062
H 3.1275981479 -1.6776192089 -0.3243562660
H 3.7720633550 -1.6551719031 1.3083306617
C 1.8183477910 -2.5114655261 1.1447226403
H 1.5186925904 -2.3211364057 2.1708497481
H 2.2468312203 -3.5161811189 1.1055887585
N 0.6299237930 -2.4270430596 0.2988497905
C -0.5068643211 -3.1089500045 0.8918051870
H -0.5466360484 -2.8630623135 1.9520530538
H -0.4343519661 -4.1928628665 0.7969670330
C 0.8935798983 -2.9386731454 -1.0412389843
178
H -0.0486256857 -3.2782386446 -1.4728301653
H 1.5724219932 -3.7918065977 -1.0079488043
C 1.4233566415 -1.9087675700 -2.0319888411
O 2.2109505240 -2.3122028268 -2.9092736279
O 0.9825839671 -0.7268863108 -1.9453049545
C 2.3829641222 2.0860224616 -0.2594662391
O 3.0634394153 3.0701810270 -0.5997062929
O 1.1184803816 2.0773259083 -0.1668114645
C -1.8331887285 -2.6464109009 0.2977970549
O -2.7788672875 -3.4549326696 0.3165831130






































Ca -0.0440310656 0.0125458763 0.0647396429
O 0.0484169175 -0.0750268653 2.4457312145
C 1.1617738866 -0.0493710059 3.0506870148
O 1.3144515429 -0.2414418733 4.2698740531
C 2.3961324965 0.3147917870 2.2326156243
H 3.2908418970 -0.0389744100 2.7460146534
H 2.4172258482 1.4045608095 2.2370944296
N 2.3796110769 -0.1342678605 0.8451813420
C 3.1333158137 0.7861703332 0.0110795110
H 3.2913257448 0.3271897909 -0.9637187368
H 4.1109404300 1.0228987328 0.4345610052
C 2.8657428534 -1.5075230320 0.7158359062
H 3.1275981479 -1.6776192089 -0.3243562660
H 3.7720633550 -1.6551719031 1.3083306617
C 1.8183477910 -2.5114655261 1.1447226403
H 1.5186925904 -2.3211364057 2.1708497481
H 2.2468312203 -3.5161811189 1.1055887585
N 0.6299237930 -2.4270430596 0.2988497905
C -0.5068643211 -3.1089500045 0.8918051870
H -0.5466360484 -2.8630623135 1.9520530538
H -0.4343519661 -4.1928628665 0.7969670330
C 0.8935798983 -2.9386731454 -1.0412389843
H -0.0486256857 -3.2782386446 -1.4728301653
H 1.5724219932 -3.7918065977 -1.0079488043
C 1.4233566415 -1.9087675700 -2.0319888411
O 2.2109505240 -2.3122028268 -2.9092736279
O 0.9825839671 -0.7268863108 -1.9453049545
C 2.3829641222 2.0860224616 -0.2594662391
O 3.0634394153 3.0701810270 -0.5997062929
O 1.1184803816 2.0773259083 -0.1668114645
C -1.8331887285 -2.6464109009 0.2977970549
O -2.7788672875 -3.4549326696 0.3165831130






































Mg -0.0124507249 0.0075219432 0.0175835464
O 0.0139254005 -0.0627736841 2.0752511483
C 1.1456925045 -0.0885209254 2.6481248430
O 1.3232549621 -0.2389480008 3.8669426661
C 2.3710360196 0.1409716142 1.7760246012
H 3.2087769549 -0.4323017498 2.1704889313
H 2.6070302463 1.1977272175 1.8937756706
N 2.1599331614 -0.1387509331 0.3606179717
C 2.7062738950 0.9089299218 -0.4829352789
H 2.7451992808 0.5542249731 -1.5101026923
H 3.7099480972 1.2080532360 -0.1839543942
C 2.5651085244 -1.4939057112 -0.0069445450
H 2.6136031816 -1.5505066844 -1.0910673763
181
H 3.5532136168 -1.7325356308 0.3877971091
C 1.5412251046 -2.4838715799 0.5129921882
H 1.4596688408 -2.3972576996 1.5930627428
H 1.8507840353 -3.5024900426 0.2773993639
N 0.2364251048 -2.1792720031 -0.0696977603
C -0.8992725820 -2.6806594357 0.6813613873
H -0.6872092899 -2.5957451341 1.7444221873
H -1.1245854830 -3.7217366792 0.4558335727
C 0.1612984420 -2.5478786201 -1.4777860854
H -0.8581848628 -2.8543061637 -1.7094200962
H 0.8190409978 -3.3859171336 -1.7040159864
C 0.4558440474 -1.4028773583 -2.4324257605
O 0.7884641289 -1.6939692022 -3.5933739564
O 0.2934481977 -0.2234256729 -1.9989232734
C 1.7954279723 2.1333757498 -0.4881091324
O 2.2829479984 3.2138171389 -0.8504413882
O 0.5792725210 1.9631653982 -0.1511059847
C -2.1378833719 -1.8293766691 0.4192357106
O -3.2463681463 -2.3386402709 0.6423403495







































Mg -0.0124507249 0.0075219432 0.0175835464
O 0.0139254005 -0.0627736841 2.0752511483
C 1.1456925045 -0.0885209254 2.6481248430
O 1.3232549621 -0.2389480008 3.8669426661
C 2.3710360196 0.1409716142 1.7760246012
H 3.2087769549 -0.4323017498 2.1704889313
H 2.6070302463 1.1977272175 1.8937756706
N 2.1599331614 -0.1387509331 0.3606179717
C 2.7062738950 0.9089299218 -0.4829352789
H 2.7451992808 0.5542249731 -1.5101026923
H 3.7099480972 1.2080532360 -0.1839543942
C 2.5651085244 -1.4939057112 -0.0069445450
H 2.6136031816 -1.5505066844 -1.0910673763
H 3.5532136168 -1.7325356308 0.3877971091
C 1.5412251046 -2.4838715799 0.5129921882
H 1.4596688408 -2.3972576996 1.5930627428
H 1.8507840353 -3.5024900426 0.2773993639
N 0.2364251048 -2.1792720031 -0.0696977603
C -0.8992725820 -2.6806594357 0.6813613873
H -0.6872092899 -2.5957451341 1.7444221873
H -1.1245854830 -3.7217366792 0.4558335727
C 0.1612984420 -2.5478786201 -1.4777860854
H -0.8581848628 -2.8543061637 -1.7094200962
H 0.8190409978 -3.3859171336 -1.7040159864
C 0.4558440474 -1.4028773583 -2.4324257605
O 0.7884641289 -1.6939692022 -3.5933739564
O 0.2934481977 -0.2234256729 -1.9989232734
C 1.7954279723 2.1333757498 -0.4881091324
O 2.2829479984 3.2138171389 -0.8504413882
O 0.5792725210 1.9631653982 -0.1511059847
C -2.1378833719 -1.8293766691 0.4192357106
O -3.2463681463 -2.3386402709 0.6423403495
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O -0.0266333451 -0.0060214852 2.2942122857
C 1.0269754008 0.0129202493 2.9953916923
O 1.0573624107 -0.0977604490 4.2344439888
C 2.3596241929 0.2639608226 2.2856921716
H 3.1635561425 -0.2111629614 2.8569573893
H 2.5145038971 1.3433782314 2.3673182739
N 2.4176607442 -0.1187484848 0.8735315702
C 3.1674825911 0.8574762557 0.0910602416
H 3.4115669762 0.4189662405 -0.8797092364
H 4.1141373734 1.1370271339 0.5660796192
C 2.9173296471 -1.4862563181 0.6905601916
H 3.1891485562 -1.6127156332 -0.3580773736
H 3.8298079155 -1.6539823787 1.2772437380
C 1.8913877356 -2.5361434014 1.0829434647
H 1.6046453206 -2.3947792303 2.1256885698
H 2.3625700878 -3.5253335239 1.0164534456
N 0.6780693593 -2.4724222800 0.2604912448
C -0.4722615912 -3.0916450357 0.9082307927
H -0.4477093347 -2.8532230990 1.9745531057
H -0.4633957757 -4.1838387038 0.8212005629
C 0.8878857548 -3.0171302831 -1.0810810247
H -0.0606039110 -3.4111916099 -1.4560322841
H 1.5894218509 -3.8576305915 -1.0630492552
C 1.3341105049 -2.0166103716 -2.1497508729
O 1.9332069908 -2.4739861861 -3.1396755917
O 1.0142557700 -0.8013057071 -1.9967400321
C 2.3705987271 2.1291552057 -0.2211942199
O 3.0186263330 3.1575254362 -0.4842999709
O 1.1058168025 2.0461479272 -0.2403311654
C -1.8170416944 -2.5600853818 0.3980975935
O -2.8133043262 -3.2867204036 0.5591204716


















Mg -0.0189445819 0.0168856118 0.0029552556
--
-4 1
O 0.0059357732 0.0539462402 2.0666953554
C 1.1192677168 0.0565124029 2.6707956290
O 1.2573714505 0.0395244414 3.9053082702
C 2.3884653211 0.1278723578 1.8240492753
H 3.1314435353 -0.5492127077 2.2533000325
H 2.7767185111 1.1399567901 1.9619064517
N 2.1959491132 -0.1350066786 0.3964608780
C 2.7399855870 0.9263867367 -0.4406785973
H 2.8099384384 0.5688976476 -1.4702186279
H 3.7421857655 1.2387509233 -0.1326537005
C 2.5897052603 -1.4944006285 0.0129942865
H 2.6749552922 -1.5336926682 -1.0739775698
H 3.5697888367 -1.7626000133 0.4232645051
C 1.5535070376 -2.5061048344 0.4841153080
H 1.4573549177 -2.4562572045 1.5697776586
H 1.8934956444 -3.5174141170 0.2341259076
N 0.2426874615 -2.2169078213 -0.1065384835
C -0.8986497874 -2.7109933035 0.6529204644
H -0.6719353043 -2.6464020709 1.7193064090
H -1.1376935237 -3.7548077148 0.4292616747
C 0.1689683890 -2.5815163035 -1.5231226018
H -0.8081969643 -3.0209737048 -1.7379240610
H 0.9132956900 -3.3412529777 -1.7746027711
C 0.3135749725 -1.4133154654 -2.4968563041
O 0.5092072377 -1.6863795543 -3.6927709236
O 0.1881693623 -0.2414664394 -2.0325203989
C 1.8191836002 2.1528535142 -0.4809782972
O 2.3167054138 3.2405970779 -0.8091789340
O 0.5895630873 1.9703752935 -0.2125263301
C -2.1472787881 -1.8468625277 0.4343522829
O -3.2537365269 -2.3577093572 0.6653267987


















Ca -0.0189445819 0.0168856118 0.0029552556
--
-4 1
O 0.0059357732 0.0539462402 2.0666953554
C 1.1192677168 0.0565124029 2.6707956290
O 1.2573714505 0.0395244414 3.9053082702
C 2.3884653211 0.1278723578 1.8240492753
H 3.1314435353 -0.5492127077 2.2533000325
H 2.7767185111 1.1399567901 1.9619064517
N 2.1959491132 -0.1350066786 0.3964608780
C 2.7399855870 0.9263867367 -0.4406785973
H 2.8099384384 0.5688976476 -1.4702186279
H 3.7421857655 1.2387509233 -0.1326537005
C 2.5897052603 -1.4944006285 0.0129942865
H 2.6749552922 -1.5336926682 -1.0739775698
H 3.5697888367 -1.7626000133 0.4232645051
C 1.5535070376 -2.5061048344 0.4841153080
H 1.4573549177 -2.4562572045 1.5697776586
H 1.8934956444 -3.5174141170 0.2341259076
N 0.2426874615 -2.2169078213 -0.1065384835
C -0.8986497874 -2.7109933035 0.6529204644
H -0.6719353043 -2.6464020709 1.7193064090
H -1.1376935237 -3.7548077148 0.4292616747
C 0.1689683890 -2.5815163035 -1.5231226018
H -0.8081969643 -3.0209737048 -1.7379240610
H 0.9132956900 -3.3412529777 -1.7746027711
C 0.3135749725 -1.4133154654 -2.4968563041
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C -2.42702 0.46905 0.00000
H -1.35702 0.46905 0.00000
H -2.78368 0.00929 0.89795
H -2.78369 -0.07872 -0.84714
H -2.78369 1.47657 -0.05081
$end
-------------------------------------------------------
A.3 Processing Trials of Data in Chapter 5
The current data processing steps are shown in figures A.15–A.17. The first two figures
show how we identify the solvent peaks and the HPTS ground state bands. Then the negative
transient at 100 ps, before the UV pump, shows where those solvent bands lie and where
to expect the ground state bleaches. Spectrum at 0 ns then reveals the new HPTS∗ peaks
besides the bleaches and solvent bands. Two of the figures (A.18–A.19) are Gaussian fitting
spectra after baselining. Those figures show that the two Gaussian model reliably captures
the peak shape of the HCOOH band and we can extract the kinetic trend from them.
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Figure A.15: Subtracting the EAF spectrum (red) from the EAF–HPTS spectrum (blue)
gives the solvent shapes and the likely HPTS peaks in the spectrum. The bottom figure
marks the solvent band frequencies (gray) and the HPTS ground state peaks (blue).
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Figure A.16: Spectra at 100 ps before pumping shows the solvent bands (gray lines). The
expected HPTS bleaches after UV pump are indicated by blue lines.
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Figure A.17: Markers indicate the solvent and HPTS ground state bands in the time zero
transient spectrum. Spectrum identifies the HPTS∗ bands at time zero as the new excited
state absorptions.
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t < 1 ns t > 100 ns
Figure A.18: The two peaks of HCOOH are fitted to two Gaussians. Here blue dots are
raw data and underneath lie the Gaussian peaks. At early times the broad peakshape










































Center Freq  1741 cm-1
Figure A.19: A double Gaussian was used to model the two peaks HCOOH band. For the
peak fitting with KPP, a sum of the amplitudes of these two peaks were used.
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Figure A.20: A triple Gaussian fit on the HCOOH band. The top row represents the early time points before 1 ns, while the
bottom row are long time points >1 ns. The top row Gaussians show that the HCOOH peak grows on top of the broad wings
of the solvent band before a nanosecond. At long time points the solvent shape over evaluates the HCOOH band amplitude.
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Table A.7: Molar extinction coefficients (M−1cm−1) for four species.
1404 cm−1 1389 cm−1 1505 cm−1 1720 cm−1
HPTS HPTS∗ PTS− HCOOH
165.4 (aq) 9.77 875.9 (aq) 342.0 (aq)
A rough estimate of the extinction coefficients of four species is presented (Table A.7).
Three of the approximations are in aqueous solution and the HPTS∗ species is then evaluated
from the measured EAF data. With concentration dependent FTIR experiments of HPTS,
PTS−, and HCOOH aqueous solutions, respectively, their individual molar extinction coeffi-
cients were estimated. The HPTS∗ species concentration was determined using the UV-Vis
absorption of HPTS at 400 nm.276 Using that as the estimate of concentration of the HPTS∗
1390 cm−1 band (∼18 mM), we then used the highest point of a Gaussian fitted absorbance
to obtain the absorbance for HPTS∗ and calculated the HPTS∗ extinction coefficient of
the 1390 cm−1 band. We were unable to calculate the PTS∗− extinction coefficient with
the current data as a knowledge of concentration in the excited state is necessary, that is
unavailable as of yet. Future experiments will try to ascertain the extinction coefficients of
all the species in EAF, so that we can observe and model the concentration changes with the
ongoing kinetics in each species accurately.
Different pre-processing trials that were initially applied to extract the time evolution
of each peak are given here (Figure A.21–A.25). In all the prior attempts to extract the
observed kinetics, we first ‘pre-processed’ the time–resolved data, which includes baseline
correction followed by normalization of the maximum peak intensity for a chosen band. After
‘pre-processing’, the data was fit with kinetic equations for our EAF–HPTS proton reaction
cycle generated using KPP. We applied a Gaussian band fitting as an extraction method
as well as peak integration on the individual bands to extract the kinetic information from
the regions of interest. In two more processing trials, these two methods were applied after
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baselining the respective peaks. Another trial with simultaneous Gaussian peak fitting of the
spectral region 1370–1540 cm−1 was also tried but failed to yield any result. Initially, we also
applied SVD to extract the spectral and kinetic components (data not shown). The SVD
trials did not produce anything useful as the solvent band correction was not accounted for
properly.
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Figure A.21: The ranges for the five peaks that were used in intial baselining and peak
integration trials. The HCOOH figure represents the baselined range in the current pro-
cessing.
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Figure A.22: Baseline for the chosen peaks at different timepoints. In the current pro-
cessing, we baseline the HCOOH peak before fitting it with two Gaussians. All the other
baselines in this figure are example of prior effort to extract peak kinetics.
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Figure A.23: Integrated area under each peak range showing time evolution of each band.
This method shows a very different kinetic trend than the current method.
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Figure A.24: Applying Gaussian series to fit the 1370-1550cm−1frequency range.
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Figure A.25: In the old assignment scheme, only some of the peaks are labeled in the
EAF–HPTS system: HPTS ground state bleach (blue), HPTS∗transient absorption (vi-
olet), PTS−transient absorption (purple), PTS∗−transient absorption (green), and the
transient HCOOH peak (red). All the transient peaks rise and decay with time. Formic
acid lasts in the EAF system longer than ∼200 ps, disappearing by ∼5 ns. The region
1550–1650 cm−1 is the solvent region with no probe light falling in the detector.
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A.4 Assignment Instruction Worksheet
This section contains the reference sheet and worksheet template used for every assignment
in the curriculum described in chapter 6.
Instructor Sheet of Reference:
1. Pick the secondary article of choice for an assignment.
2. Pick 4 primary research articles related to the secondary article of choice.
3. Rank order the 4 primary research papers according to relatedness to the associated
secondary article.
4. Name the 4 articles or their ‘doi’s in the 4 top right corner boxes of the form.
5. Pick a ‘doi’ from rank-2 to rank-4 and put them in Q3 and Q4 reference boxes as per
your discretion.
6. Place the paper with rank-1 in the reference box for Q5.
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Figure A.26: The first page of the worksheet assignment.
209
Figure A.27: The second page of the worksheet assignment.
210
Figure A.28: The third page of the worksheet assignment.
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