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Introduction générale
Contexte et motivation de l’étude
Depuis plusieurs années, les communications sans-ﬁl se multiplient et leurs domaines
d’application sont aussi nombreux que variés. Les antennes, élément de base de ces
dispositifs, présentent des spéciﬁcités diﬀérentes en fonction de chaque application. Leurs
caractéristiques sont déﬁnies à l’aide de descripteurs tels que le gain, l’eﬃcacité et le
diagramme de rayonnement par exemple. Avec l’augmentation des débits et donc de
la largeur de bande, la quantité d’information nécessaire pour caractériser une antenne
devient très importante. Des solutions sont à l’étude pour compacter ces informations
dont notamment l’utilisation des pôles de résonance.
Les pôles de résonance sont des paramètres de modélisation extraits à l’aide de la
méthode du développement en singularités [1] (ou SEM pour Singularity Expansion
Method). Cette méthode permet de décrire le comportement d’un objet éclairé par une
onde électromagnétique. La réponse en temps retardé d’un tel objet peut en eﬀet se
décomposer comme une somme d’exponentielles amorties, chacune correspondant à une
paire de pôles de résonance complexes conjugués. Ces pôles sont intrinsèques de l’objet
considéré et sont indépendants du signal d’excitation et de l’angle d’incidence de l’onde
sur l’objet.
La SEM a d’abord été étudiée dans un contexte radar [2, 3]. En eﬀet, une cartographie
de pôles se révèle être la carte d’identité de l’objet, indépendante de l’angle d’observa-
tion, qui peut donc être exploitée dans un processus d’identiﬁcation. Plus récemment,
la SEM a été étudiée dans un contexte antennaire [4, 5], l’objectif de ces études étant de
compacter l’information liée à l’antenne en modélisant sa hauteur eﬀective. Cependant,
l’intégralité de la hauteur eﬀective est considérée alors que la SEM n’est théoriquement
applicable que sur la réponse en temps retardé. Dans cette thèse, nous souhaitons appli-
quer la SEM d’un point de vue physique. En eﬀet, les pôles de résonance d’une antenne
sont propres à celle-ci et peuvent donc être directement utilisés pour la caractériser. De
plus, une seule mesure suﬃt pour obtenir l’ensemble des pôles de résonance de l’antenne.
La principale motivation de ces travaux est donc de déﬁnir un moyen simple, rapide et
compact de caractériser les antennes.
Ce travail fait notamment suite à quatre thèses. Les trois premières ont été réalisées
par Thierry Lavenan [6], Raphael Toribio [7] et Janic Chauveau [8] et ﬁnancées par la
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Direction Générale de l’Armement / Maitrise de l’Information (DGA/MI). Elles portent
sur l’utilisation de la SEM pour l’identiﬁcation de cibles dans un contexte radar en
insistant sur la compréhension des phénomènes physiques de résonance des objets éclairés
par une onde électromagnétique. La quatrième thèse, réalisée par Claire Marchais [5] au
sein de l’Institut d’Electronique et de Télécommunications de Rennes (IETR), porte sur
l’utilisation de la SEM pour modéliser la hauteur eﬀective d’une antenne Ultra Large
Bande (ULB).
Objectifs et contributions
Une des principales limitations de la SEM dans le contexte radar est sa trop grande
sensibilité au bruit. Dans le contexte antennaire, on s’aﬀranchit en partie de ce problème
en réalisant des mesures en chambre anéchoïque qui assurent un Rapport Signal à Bruit
(RSB) important. Néanmoins, l’extraction des pôles de résonance reste très sensible et
le premier objectif de ces travaux est de comparer les diﬀérentes méthodes d’extraction
des pôles de résonance aﬁn de déterminer la plus adaptée pour extraire les pôles d’une
antenne, notamment en milieu bruité. Cette étude permettra de déﬁnir un protocole
d’extraction optimisé.
Actuellement, la SEM est appliquée sur des mesures d’antennes en rayonnement. Ce-
pendant, les mesures d’antennes en Surface Equivalente Radar (SER) permettent de
s’aﬀranchir du câble d’excitation, élément très perturbateur dans le cas d’antennes mi-
niatures notamment. Aﬁn d’élargir la caractérisation d’antennes par la SEM aux an-
tennes compactes et miniatures, le second objectif de ces travaux est d’appliquer le
formalisme SEM à des mesures de SER et de comparer les résultats avec ceux obtenus
en rayonnement.
Enﬁn, le dernier objectif de cette étude est d’analyser la position des pôles de résonance
en fonction des caractéristiques de l’antenne aﬁn de poser les bases de l’utilisation de la
SEM pour la caractérisation d’antennes.
Dans cette thèse, seuls les pôles de résonance physiques des antennes sont considérés.
En eﬀet, la SEM est actuellement utilisée comme une méthode de modélisation compacte
permettant de réduire les données nécessaires à la caractérisation de l’antenne. Cepen-
dant, les paramètres de modélisation, que sont les pôles de résonance, sont physiques
de l’antenne et sont eux-mêmes directement reliés à ses caractéristiques. Une attention
particulière est donc portée sur la sélection des pôles physiques de l’antenne et le tri des
pôles mathématiques.
Organisation de la thèse
Le premier chapitre situe le contexte de cette étude. Dans un premier temps, nous
présentons les principaux descripteurs d’antennes et deux moyens de les obtenir : la
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mesure en rayonnement et la mesure de SER. Ensuite, la théorie de la SEM est présentée
avant de faire l’état de l’art de ses applications, notamment dans les domaines du radar
et des antennes.
Il existe plusieurs méthodes permettant d’extraire les pôles de résonance à partir de
la réponse d’une antenne. Les méthodes de Prony et Matrix Pencil (MP) sont les plus
courantes dans le domaine temporel et la méthode de Cauchy est la plus utilisée dans
le domaine fréquentiel. Ces trois méthodes sont décrites dans le deuxième chapitre. De
plus, les diﬀérents moyens de sélection des pôles dominants et des pôles physiques sont
détaillés à la ﬁn de ce chapitre.
Le chapitre III a pour but de déﬁnir un protocole d’extraction des pôles de résonance,
notamment en présence de bruit. Pour cela, les trois méthodes sont appliquées sur un
exemple didactique, basé sur une réponse construite à partir de pôles et résidus théo-
riques, et l’inﬂuence des paramètres de chaque méthode est étudiée. Nous présentons
également une étude de robustesse au bruit de chaque méthode ce qui nous permet de
conclure que la méthode MP est la plus appropriée dans le cas d’une réponse bruitée.
Dans le chapitre IV, nous appliquons les méthodes d’extraction sur les réponses simu-
lées de deux antennes : le dipôle et le dipôle papillon, de manière à valider les protocoles
établis dans le chapitre 3. De plus, cette étude est réalisée à partir des champs rayonnés
et rétrodiﬀusés par ces antennes, ce qui permet de montrer que les pôles obtenus sont
identiques dans les deux cas.
Le chapitre V des études paramétriques sur les dimensions et la charge d’une antenne
dipôle et d’une antenne papillon permettent de tirer des premières conclusions sur la
pertinence des pôles de résonance pour la caractérisation d’antennes. La deuxième par-
tie de chapitre est consacrée à la validation expérimentale de l’extraction des pôles de
résonance à partir du champ rétrodiﬀusé par trois antennes : une antenne patch faible
bande, une antenne hélice à cavité large bande et une antenne à fente large Ultra Large
Bande (ULB).
3

Chapitre I
État de l’art sur la méthode du
développement en singularités et ses
applications
Sommaire
I.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
I.2 Les descripteurs d’antennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
I.3 Les méthodes d’obtention des descripteurs . . . . . . . . . . . . . . . . . . . . . 9
I.3.1 Mesure en rayonnement . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
I.3.2 Mesure en rétrodiﬀusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
I.3.2.1 Rappels sur la SER . . . . . . . . . . . . . . . . . . . . . . . . 10
I.3.2.2 Mesure d’antennes par la SER . . . . . . . . . . . . . . . . . . 12
I.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
I.4 La méthode du développement en singularités . . . . . . . . . . . . . . . . . . . 14
I.4.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
I.4.2 Les pôles de résonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
I.4.2.1 Représentation classique . . . . . . . . . . . . . . . . . . . . . 16
I.4.2.2 Représentation en fonction du coeﬃcient de qualité . . . . . . 18
I.4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
I.5 Etat de l’art de l’utilisation de la SEM . . . . . . . . . . . . . . . . . . . . . . . 19
I.5.1 Exploitation de la SEM dans le domaine radar . . . . . . . . . . . . . . 19
I.5.1.1 Caractérisation de cibles parfaitement conductrices en espace
libre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
I.5.1.2 Caractérisation de cibles parfaitement conductrices enfouies . . 20
5
Chapitre I État de l’art sur la méthode du développement en singularités et ses
applications
I.5.1.3 Caractérisation de cibles diélectriques . . . . . . . . . . . . . . 21
I.5.1.4 Conﬁguration multi-cibles : eﬀets du couplage . . . . . . . . . 21
I.5.1.5 Caractérisation de cibles en bandes fréquentielles étroites . . . 22
I.5.1.6 Interprétation d’une cible à partir de ses pôles . . . . . . . . . 22
I.5.1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
I.5.2 Exploitation de la SEM dans le domaine des antennes . . . . . . . . . . 24
I.5.3 Autres applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
I.5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
I.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6
I.1 Introduction
I.1 Introduction
Ce premier chapitre a pour but de situer le contexte de ces travaux. Dans un premier temps,
nous présentons les descripteurs classiques d’antennes aﬁn de montrer l’intérêt d’utiliser les
pôles et les résidus, extraits à l’aide de la méthode du développement en singularités (SEM
pour Singularity Expansion Method), pour le compactage de données. Une alternative possible
aux mesures classiques d’antennes en rayonnement, à savoir la caractérisation à l’aide de mesure
de Surface Equivalente Radar (SER), est détaillée dans la deuxième partie. La troisième partie
est consacrée à la présentation de la SEM et des pôles de résonance. Enﬁn, les diﬀérentes
applications de la SEM, notamment dans les domaines du radar et des antennes, sont présentées
dans la dernière partie.
I.2 Les descripteurs d’antennes
Depuis leur création dans la ﬁn du XIXe siècle, les communications sans-ﬁl ne cessent de
se développer et les applications de se multiplier. Les antennes, déﬁnies comme des objets
généralement métalliques pour recevoir et transmettre les ondes radioélectriques, sont la base
de tout système sans-ﬁl. En eﬀet, elles permettent de transformer une onde guidée en une
onde rayonnée. Autrement dit, l’antenne assure la transition entre une ligne de transmission
et l’espace libre (ﬁgure I.2.1 [9]).
Figure I.2.1: L’antenne : transition entre ligne de transmission et espace libre [9]
Selon les applications, civiles ou militaires, telles que la télévision, le GSM, les transmissions
par satellite, la détection... les antennes doivent satisfaire des spéciﬁcations diverses. Aﬁn
de décrire et donc caractériser ces antennes, les antennistes utilisent un certain nombre de
descripteurs fréquentiels. Leurs déﬁnitions sont standardisées par IEEE [10]. Nous pouvons
notamment citer
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– le diagramme de rayonnement qui est une représentation graphique des propriétés de
rayonnement d’une antenne en fonction de coordonnées polaires. Il peut être en 2D ou 3D
et est généralement déﬁni en champ lointain ;
– la directivité D(θ, φ) qui est le rapport entre l’intensité de rayonnement dans une certaine
direction et l’intensité de rayonnement moyennée dans toutes les directions. Si la direc-
tion n’est pas précisée, la directivité indique généralement la direction du maximum de
rayonnement ;
– le gain G(θ, φ) qui est très proche de la directivité mais tient compte de l’eﬃcacité to-
tale de l’antenne tel que G(θ, φ) = ηD(θ, φ) avec η l’eﬃcacité de l’antenne prenant en
considération les pertes dans les conducteurs et les diélectriques ainsi que les pertes par
désadaptation ;
– la polarisation qui correspond à la direction du champ électrique de l’onde rayonnée par
l’antenne. Elle est généralement linéaire, circulaire ou elliptique ;
– l’impédance d’entrée Ze = Re+ jXe qui est l’impédance complexe présentée par l’antenne
à son port d’excitation. La partie réelle Re = Rr +Rp où Rp est utilisée pour représenter
les pertes par conduction et dans les diélectriques et Rr représente le rayonnement de
l’antenne. Rr est d’ailleurs appelée la résistance de rayonnement ;
– le coeﬃcient de réﬂexion Γ qui indique l’adaptation de l’antenne lorsqu’elle est connectée
à une charge ou une ligne de transmission. Il dépend de l’impédance d’entrée de l’antenne
Ze et de l’impédance de la charge Zc, tel que |Γ|2 = |Ze−Zc|
2
|Ze+Zc|
2 ;
– le Rapport d’Ondes Stationnaires (ROS ou VSWR en anglais pour Voltage Standing
Wave Ratio) traduit la présence d’ondes stationnaires dans la ligne de transmission reliée
à l’antenne. Le ROS est donc directement obtenu à partir du coeﬃcient de réﬂexion
ROS = 1+|Γ|1−|Γ| ;
– le facteur de qualité Q de l’antenne qui traduit la qualité d’une résonance. Il est déﬁni
comme Q = f0∆f avec f0 la fréquence centrale de résonance de l’antenne et ∆f la largeur
de bande autour de cette résonance. Cette relation n’est valable que pour Q≫ 1 ;
– la hauteur eﬀective eh(θ, φ) qui est une quantité utilisée pour déterminer la tension induite
sur le port de l’antenne en circuit ouvert lorsqu’une onde excite l’antenne. Il vient Vco =
Eieh avec Vco est la tension en circuit ouvert de l’antenne et Ei est le champ électrique
incident.
Avec le besoin de communiquer avec des débits de plus en plus élevés en utilisant des an-
tennes de plus en plus petites, de nouvelles normes se sont développées et notamment l’Ultra
Large Bande (ULB) qui utilise une large bande spectrale. Ces nouvelles normes entrainent le
développement de nouvelles antennes avec des spéciﬁcités particulières. D’autres descripteurs
temporels ont alors été proposés comme par exemple
– la réponse impulsionnelle h(θ, φ) qui est fonction de la direction et de l’impédance d’entrée.
Comme son nom l’indique, c’est la réponse de l’antenne lorsqu’elle est soumise à une
impulsion électromagnétique ;
– le temps de groupe qui est déﬁni comme la dérivée de la phase du champ rayonné par une
antenne en fonction de la fréquence. Si la phase est linéaire, le temps de groupe sera donc
constant ;
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– le facteur de ﬁdélité [11] qui permet de quantiﬁer la ﬁdélité de la transmission d’une onde
à travers l’antenne. Il dépend de la forme d’onde considérée.
L’ensemble de ces paramètres a son importance dans les performances de l’antenne. S’ils
sont simples à déﬁnir et permettent de caractériser entièrement une antenne, la quantité de
données à collecter et stocker devient vite très importante, notamment dans le cas des antennes
ULB. Un moyen de compacter ces informations est d’utiliser des paramètres de compactage tels
que les pôles et les résidus [12, 13]. Ce type d’approche permet de modéliser la réponse d’une
antenne dans les domaines temporel et fréquentiel à l’aide d’un jeu restreint de paramètres. De
plus, les pôles sont des paramètres intrinsèques et propres à l’antenne. Ils sont indépendants de
l’angle d’observation et de la polarisation et directement liés à la géométrie de l’antenne. Cette
analyse est fondée sur la méthode du développement en singularités (ou SEM pour Singularity
Expansion Method) qui est présentée plus en détails dans la partie I.4 de ce chapitre.
I.3 Les méthodes d’obtention des descripteurs
Les descripteurs présentés précédemment doivent pouvoir être mesurés pour vériﬁer le bon
fonctionnement d’une antenne. Plusieurs approches sont possibles dont notamment les mesures
classiques en rayonnement et les mesures en rétrodiﬀusion.
I.3.1 Mesure en rayonnement
Classiquement, les descripteurs cités dans la partie I.2 sont obtenus en rayonnement en
champ lointain, soit par une mesure directe, soit par une mesure en champ proche permettant
de déduire les résultats en champ lointain. Dans le domaine fréquentiel, le principe est de
mesurer le coeﬃcient de transmission S21 entre l’antenne sous test et une antenne standard
à l’aide d’un analyseur de réseau vectoriel (ﬁgure I.3.1). Si cette mesure est eﬀectuée dans
plusieurs directions, il est possible de déterminer le diagramme de rayonnement normalisé de
l’antenne sous test. Ensuite, cette antenne est remplacée par une antenne de référence dont le
gain est connu et, par comparaison, le gain de l’antenne sous test est obtenu. Dans le domaine
temporel, le principe est le même mais l’instrumentation est diﬀérente. Un générateur génère
une impulsion sur l’antenne d’émission et un oscilloscope permet de mesurer la réponse obtenue
sur l’antenne de réception.
Ce type de mesure oblige à connecter l’antenne sous test à un câble d’excitation qui, selon
la taille des chambres de mesure, peut être de longueur importante. Le câble intervient donc
dans la mesure avec des possibles courants de fuite le long de celui-ci. Dans le cas d’antennes
électriquement petites, le rôle de ce câble devient prépondérant et perturbe complètement
l’impédance et le rayonnement de l’antenne. Plusieurs possibilités existent pour s’aﬀranchir
de l’inﬂuence de ce câble. La première consiste à stopper le courant sur le câble à l’aide
d’absorbants, de ferrites ou de stubs par exemple, mais ces solutions ne sont pas eﬃcaces sur
une large bande de fréquence. La deuxième possibilité est de remplacer le câble d’excitation
par une ﬁbre optique [14] ce qui diminue fortement l’inﬂuence du câble. La troisième solution
est de réaliser des mesures en rétrodiﬀusion, aussi appelées mesures de Surface Equivalente
9
Chapitre I État de l’art sur la méthode du développement en singularités et ses
applications
Figure I.3.1: Dispositif de mesure en rayonnement
Radar (SER). Cette méthode, permettant de s’aﬀranchir du câble d’excitation, est présentée
dans le paragraphe suivant.
I.3.2 Mesure en rétrodiﬀusion
I.3.2.1 Rappels sur la SER
Ce type de mesure a été utilisé dans un contexte radar signiﬁant « RAdio Detection And
Ranging » ou encore « Détection et estimation de la distance par ondes radio ». Son principe est
d’émettre une onde dans une certaine direction et de mesurer l’écho obtenu. L’écart temporel
entre l’émission de l’onde et la réception de son écho permet de mesurer la distance séparant
l’antenne de la cible. L’écho d’une cible dépend fortement de sa dimension. Plus une cible est
grande, plus l’écho sera important et facilement mesurable.
La Surface Equivalente Radar (SER ou RCS en anglais pour « Radar Cross Section ») permet
de quantiﬁer l’importance de cet écho. Elle dimensionne la capacité d’une cible à re-rayonner
l’énergie qu’elle reçoit. La SER, σ exprimée en m2, est la surface équivalente nécessaire pour
capter et re-rayonner de façon isotrope la même puissance que la cible re-rayonne à l’antenne
de réception du radar [15]. Une SER de 1 m2 signiﬁe que l’énergie re-rayonnée par la cible à
l’antenne de réception est équivalente à l’énergie re-rayonnée par une surface de 1 m2.
Dans le cas d’une conﬁguration bistatique (antennes d’émission et de réception distinctes)
présentée sur la ﬁgure I.3.2, la puissance reçue par le radar est déﬁnie par l’équation du radar
suivante
Pr =
PeGeGrλ
2σij
(4π)3R2eR2rL
(I.3.1)
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Figure I.3.2: Conﬁguration d’un radar en bistatique
où
– Pr est la puissance reçue en W ;
– Pe est la puissance émise en W ;
– Ge est le gain de l’antenne d’émission ;
– Gr est le gain de l’antenne de réception ;
– λ est la longueur d’onde en m ;
– σij est la Surface Equivalente Radar en m2 pour un couple de polarisation i en émission
et j en réception ;
– Re est la distance entre l’émetteur et la cible en m ;
– Rr est la distance entre le récepteur et la cible en m ;
– L est le terme désignant les pertes dans le système radar.
Dans une conﬁguration monostatique, c’est-à-dire lorsque la même antenne est utilisée à la fois
en émission et en réception, G = Ge = Gr et R = Re = Rr. L’équation du radar se simpliﬁe
alors comme
Pr =
PeG
2λ2σij
(4π)3R2L
(I.3.2)
La SER d’une cible peut être déﬁnie en utilisant le théorème de Poynting qui lie les champs
électrique et magnétique incidents ( ~Eii et ~H
i
i ) sur la cible et ceux diﬀusés par la cible ( ~E
j
d et
~Hjd).
σij = 4πR2
∣∣∣ ~Ejd(θr,Φr) ∧ ~Hj∗d (θr,Φr)
∣∣∣∣∣∣ ~Eii(θi,Φi) ∧ ~H i∗i (θi,Φi)∣∣∣ (I.3.3)
où l’exposant ∗ désigne le conjugué. La plus grande dimension caractéristique de la cible D
est en général très inférieure à la distance r qui sépare la cible du radar (D ≪ R). On considère
donc la cible en champ lointain, dans la zone dite de Fraunhofer (R > 2D2/λ) et l’équation
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précédente peut se simpliﬁer comme
σij = lim
R→inf
4πR2
∣∣∣ ~Ejd(θr,Φr)
∣∣∣2∣∣∣ ~Eii(θi,Φi)∣∣∣2
= lim
R→inf
4πR2
∣∣∣ ~Hj∗d (θr,Φr)
∣∣∣2∣∣∣ ~H i∗i (θi,Φi)∣∣∣2
. (I.3.4)
La SER σ s’exprime également comme
σ = lim
R→inf
4πR2
pr(θr,Φr)
pi(θi,Φi)
(I.3.5)
où
– pr est la densité de puissance diﬀusée au récepteur en W/m2 ;
– pi est la densité de puissance incidente sur la cible en W/m2.
I.3.2.2 Mesure d’antennes par la SER
L’avantage de la SER est qu’elle s’obtient sans contact direct avec l’objet considéré. C’est
donc une méthode de mesure non invasive. Dans le cas d’une antenne, le schéma de mesure
est présenté sur la ﬁgure I.3.3. Une antenne standard émet une onde électromagnétique vers
l’antenne sous test. Celle-ci diﬀracte de l’énergie dans toutes les directions et la réponse de
l’antenne est mesurée par l’antenne standard dans la direction monostatique.
Figure I.3.3: Dispositif de mesure en rétrodiﬀusion
Les premières études de la détermination des caractéristiques de rayonnement d’une antenne
à partir de ses propriétés de rétrodiﬀusion datent de 1946 [16, 17, 18], mais il a fallu attendre
les années 60 pour que la théorie soit posée [19]. En eﬀet, les antennes sont des diﬀuseurs
particuliers et il convient de décomposer la SER total σt d’une antenne comme la somme de
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deux composantes : la SER diﬀractée σd liée au mode de structure et la SER re-rayonnée
σr liée au mode d’antenne. D’une manière générale, la diﬀraction due au mode de structure
correspond à la diﬀraction qu’aurait un objet de la forme et de la composition de l’antenne
mais qui n’en serait pas une, et le re-rayonnement dû au mode d’antenne correspond à l’énergie
collectée par l’antenne, transmise jusqu’à la charge puis re-rayonnée dans l’espace libre (ﬁgure
I.3.4).
Figure I.3.4: Principe de rétrodiﬀusion d’une antenne
La SER liée au mode d’antenne σr est directement reliée au gain de l’antenne considérée via
la relation
G =
√
4πσr
λ
. (I.3.6)
Bien que le concept de diviser la SER d’une antenne en deux parties soit facilement com-
préhensible, il n’existe pas de déﬁnition unique de ce que constituent les modes de structure et
d’antenne. En eﬀet, le mode de structure peut être déﬁni à partir de l’antenne court-circuitée
[20], l’antenne sur une charge adaptée [21] ou encore l’antenne sur une charge adaptée conjuguée
[22].
L’obtention des caractéristiques propres de l’antenne implique donc de dissocier le mode de
structure et le mode d’antenne. La méthode la plus utilisée [23, 24, 25, 26] consiste à relier
l’antenne à une charge réactive variable. Le principe est de mesurer les valeurs minimale σmin
et maximale σmax de la SER en faisant varier la charge. En eﬀet, pour des valeurs de charge
particulières, la composante de la SER liée au mode d’antenne σr devient en phase ou en
opposition de phase avec la composante liée au mode de structure σd, ce qui correspond aux
valeurs minimum et maximum de la SER. σr est ensuite déduit de σmin et σmax à l’aide de
σmax = (
√
σd +
√
σr)2
σmin = (
√
σd −√σr)2 . (I.3.7)
Le gain peut ensuite être obtenu en réalisant la mesure d’une sphère de référence dont
les propriétés de diﬀraction sont connues analytiquement. Dans [27], Lambert étend cette
méthode aux antennes à réﬂecteurs en tenant compte des multiples réﬂexions possibles sur ce
type d’antenne. Cette méthode utilise cependant une charge idéale sans perte et elle n’est plus
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valable dans le cas d’une charge réelle. Dans [28, 29, 30], les auteurs présentent une méthode
de caractérisation permettant d’obtenir la polarisation, le gain et l’impédance d’une antenne
sur une large bande de fréquence. A l’aide de plusieurs mesures de SER en monostatique,
pour des conditions de charge de l’antenne diﬀérentes (court-circuit, circuit ouvert et charge
adaptée), la matrice de diﬀraction de l’antenne est obtenue. A partir de cette matrice, les
diﬀérentes caractéristiques de l’antenne peuvent être calculées. Cette méthode a été validée
sur une antenne cornet pyramidale dans la bande X ainsi que sur une antenne cornet large
bande à double polarisation. Les résultats obtenus avec la méthode en SER sont très proches
des résultats obtenus avec une caractérisation classique à deux antennes.
Plus récemment, les réponses rétrodiﬀusées d’antennes électriquement petites ont été utili-
sées pour obtenir leurs gains et impédances d’entrée [31, 32]. En eﬀet, s’astreindre du câble
d’excitation est un avantage particulièrement important pour ce type d’antenne. Dans [31], les
auteurs valident leur approche sur une antenne patch à 433 MHz avant de l’appliquer sur une
antenne compacte fonctionnant à 833 MHz. Dans [32], l’étude porte sur une antenne compacte
ULB. De bons résultats sont obtenus uniquement dans la bande de fréquence où l’antenne est
bien adaptée.
I.3.3 Conclusion
Outre les mesures classiques en rayonnement, il est possible de mesurer le champ rétrodiﬀusé
de l’antenne pour la caractériser. Une mesure de SER présente l’avantage de s’astreindre du
câble d’alimentation de l’antenne et donc de moins perturber l’antenne sous test, notamment
si elle est compacte voire miniature. En revanche, l’obtention de la SER uniquement liée au
mode d’antenne est délicate. Dans le cadre de cette thèse, nous souhaitons notamment nous
intéresser aux mesures de SER qui présentent l’avantage d’être non invasives.
I.4 La méthode du développement en singularités
I.4.1 Présentation
La méthode du développement en singularités (SEM) a été développée par Carl Baum en
1971 [1, 33]. Issue de l’analyse des réponses transitoires de diverses structures, elle permet
de décrire le comportement global d’une cible éclairée par une onde électromagnétique. Carl
Baum a remarqué que les réponses transitoires d’un objet se comportent comme une combi-
naison de sinusoïdes exponentiellement amorties. Ces réponses étant réelles, chaque sinusoïde
amortie correspond à une paire de pôles complexes conjugués dans le domaine fréquentiel. La
caractérisation par la SEM consiste donc à extraire les singularités de la réponse transitoire
d’une cible. Ces singularités sont également appelées pôles de résonance ou encore Coeﬃcient
Naturels de Résonance (CNR).
La réponse impulsionnelle d’un objet soumis à une excitation électromagnétique est compo-
sée de deux parties : la réponse en temps proche, notée hp(θ, t) et la réponse en temps retardé,
notée hr(θ, t), θ désignant la dépendance angulaire entre l’antenne et la cible. En eﬀet, comme
montré sur la ﬁgure I.4.1, lorsqu’une impulsion courte illumine un objet de taille ﬁnie, une
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Figure I.4.1: Réponse temporelle d’un objet illuminé par une onde électromagnétique
partie de l’onde est tout d’abord directement réﬂéchie par l’objet illuminé. Cela constitue la
réponse en « temps proche » ou « réponse forcée » de la cible et traduit la composante impul-
sive de la réponse. Cette partie de la réponse dépend du signal d’excitation émis et sa durée
est proportionnelle à la taille de l’objet. Dans le cas d’une cible en espace libre, la durée Tp est
déﬁnie telle que Tp = 2D/c+τ , où D est la dimension caractéristique de l’objet, c la célérité de
la lumière et τ la largeur de l’impulsion. Lorsque l’onde incidente a totalement éclairé la cible
(t > Tp), les courants induits sur l’objet continuent de se propager. Ces courants rayonnent
à leur tour une onde propre à la géométrie de l’objet. Cela caractérise la « réponse libre »
ou réponse en « temps retardée » de l’objet. Dans la zone de résonance, c’est-à-dire lorsque
la taille de l’objet est de l’ordre de grandeur de la longueur d’onde, ces courants excitent et
entretiennent les modes de résonance naturels de l’objet. Ces courants s’amortissent avec le
temps à cause de la conductivité ﬁnie de la cible ainsi que des pertes par rayonnement. On
peut distinguer deux types de résonance : les résonances internes qui traduisent l’ensemble des
phénomènes d’oscillations qui se produisent à l’intérieur de la cible, et les résonances externes
qui traduisent les phénomènes d’ondes rampantes qui se produisent à la surface de l’objet.
Ces résonances externes sont principalement associées à la géométrie de l’objet et sont peu
dépendantes des résonances internes.
Les résonances naturelles d’un objet interviennent donc dans la deuxième partie de sa réponse
temporelle, i.e dans la réponse en temps retardée hr(θ, t). C’est cette partie de la réponse que
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la SEM permet de modéliser par une somme d’exponentielles amorties telle que
hr(θ, t) ≈
N∑
n=1
Rn(θ)esnt (I.4.1)
pour t > Tp, et où
– θ désigne la dépendance angulaire de la réponse ;
– sn = σn ± jωn est le nème pôle de résonance ;
– σn est le coeﬃcient d’amortissement du nème mode résonnant ;
– ωn est la pulsation de résonance du nème mode résonnant ;
– Rn est le résidu complexe associé au nème mode résonnant ;
– N est le nombre de pôles contenus dans la réponse.
La SEM ramène donc le calcul des résonances naturelles d’un objet à l’estimation des para-
mètres d’une somme d’exponentielles amorties : les pôles sn et les résidus Rn. La relation I.4.1
peut être transposée dans le domaine dual complexe de Laplace. Chaque sinusoïde amortie
correspond alors à une paire de pôles complexes conjugués permettant d’obtenir une approxi-
mation de la fonction de transfert H(θ, s) de l’objet telle que
H(θ, s) ≈
N∑
n=1
Rn(θ)
s− sn (I.4.2)
où s représente la variable complexe de Laplace. L’obtention des pôles peut donc se faire à
partir de données temporelles ou fréquentielles. De plus, une fois les pôles et résidus obtenus,
il est possible de passer d’un domaine à l’autre sans utiliser la transformée de Fourier.
I.4.2 Les pôles de résonance
I.4.2.1 Représentation classique
Un pôle de résonance est un nombre complexe : sn = σn+ jωn. La partie réelle σn, négative,
est le coeﬃcient d’amortissement. Il est lié aux pertes dans les matériaux dues à leur conduc-
tivité ﬁnie et aux pertes à la surface de l’objet dues au rayonnement. La partie imaginaire ωn,
quant à elle, déﬁnit une pulsation de résonance. Chaque pôle correspond donc à une oscilla-
tion à la pulsation de résonance ωn qui s’amortit dans le temps en fonction de son coeﬃcient
d’amortissement σn. Le résidu Rn, associé à chaque pôle sn, est représentatif de la pondération
de ce pôle sur le signal. Il est important de noter que les pôles de résonance sont indépendants
de l’angle d’incidence et de la polarisation. En revanche, les résidus associés varient en fonction
de ces paramètres. Ceci est une propriété fondamentale de la SEM et c’est ce qui en fait son
intérêt dans la caractérisation de cibles (avion, antennes...). A titre d’exemple, la sinusoïde
amortie correspondante à la paire de pôles complexes conjugués s1,2 = −1 ± j7 est présentée
sur la ﬁgure I.4.2.
Les pôles de résonance sont généralement aﬃchés dans le plan de Laplace avec le coeﬃcient
d’amortissement en abscisse et la pulsation ou la fréquence de résonance associée en ordonnée.
Un exemple de cartographie de pôles est présenté sur la ﬁgure I.4.3a. Ces pôles sont extraits
de la réponse temporelle d’un dipôle de 100 mm de long et de rapport longueur sur diamètre
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Figure I.4.2: Exemple d’une sinusoïde amortie associée aux pôles s1,2 = −1± j7
égal à 100. Aﬁn d’améliorer la précision de l’aﬃchage des pôles, nous présenterons dans la suite
de ce manuscrit uniquement la partie contenant les fréquences positives comme sur la ﬁgure
I.4.3b.
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(a) Représentation classique
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Figure I.4.3: Représentation dans le plan complexe des pôles d’un dipôle de longueur
100 mm et de diamètre 1 mm.
Nous remarquons que chaque paire de pôles est bien complexe conjuguée. Aﬁn de rendre
les cartographies de pôles plus faciles à analyser, la fréquence de résonance est indiquée plutôt
que la pulsation de résonance. Tous les pôles sont situés sur la gauche du plan de Laplace
(coeﬃcients d’amortissement négatifs). Sur cet exemple, plus la fréquence de résonance d’un
pôle est grande, plus son coeﬃcient d’amortissement augmente en module. En pratique, les
pôles les plus près de l’axe des ordonnées (coeﬃcients d’amortissement proches de zéro) sont
les plus susceptibles d’être extraits et sont également ceux dont la contribution est la plus
importante. En eﬀet, plus l’amortissement est élevé en module, plus la résonance associée
s’amortit rapidement et donc l’impact de ce pôle est moins important dans le temps.
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I.4.2.2 Représentation en fonction du coeﬃcient de qualité
Dans sa thèse, Janic Chauveau [34] propose une représentation des pôles de résonance par
leur facteur de qualité et leur pulsation naturelle de résonance. Cette représentation est fondée
sur l’analogie entre les phénomènes de résonance d’un objet et les circuits résonants de type
RLC.
(a) Circuit RLC parallèle (b) Fonction de transfert |A(ω)| (c) Pôles dans le
plan complexe
Figure I.4.4: Circuit résonant RLC[34]
La fonction de transfert A(ω) du circuit résonant parallèle présenté sur la ﬁgure I.4.4a
correspondant à l’impédance Z de ce circuit est donnée par l’équation suivante
A(ω) = Z(ω) =
V0
Iin
=
R
1 + jRCω +R/jLω
(I.4.3)
On montre que la relation I.4.3 peut s’exprimer sous la forme
A(ω) =
R
1 + jQ( ωω0 − ω0ω )
(I.4.4)
avec ω0 = 1/
√
LC la pulsation naturelle de résonance et Q = RCω0 = R/Lω0 le coeﬃcient
de qualité du circuit. La bande passante du circuit est alors déﬁnie par ∆ω = ω0/Q. Aﬁn
de déterminer les pôles de ce système, la relation I.4.4 peut être redéﬁnie en fonction de la
variable de Laplace s = jω. La fonction de transfert d’un objet peut être exprimée comme une
somme de fonctions de transfert Am(s) de résonateurs élémentaires {ω0,m;Qm}. Pour la mème
singularité sm = σm + jωm, la pulsation naturelle de résonance ω0,m et le facteur de qualité
Qm sont respectivement déﬁnis par
ω0,m = |sm| =
√
ω2m + σ2m et Qm = −
ω0,m
2σm
. (I.4.5)
Il utilise ces nouveaux descripteurs dans le cas de trois cibles canoniques : le dipôle, l’el-
lipsoïde et la sphère, ainsi que sur un modèle simpliﬁé d’avion. Il montre qu’ils permettent
de mieux séparer les informations contenues dans les pôles, en eﬀet le paramètre Q traduit
directement le comportement résonant d’un objet et la pulsation naturelle de résonance ω0
donne des indications sur la taille de l’objet. En reprenant l’exemple du dipôle de 100 mm avec
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un rapport longueur sur diamètre de 100, la cartographie de pôles en fonction de ces nouveaux
paramètres est présentée sur la ﬁgure I.4.5.
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Figure I.4.5: Pôles du dipôle de 100 mm de long en fonction du coeﬃcient de qualité
Cette représentation permet de montrer que la première résonance du dipôle est associée à
un coeﬃcient de qualité plus faible que pour les résonances multiples où le coeﬃcient de qualité
reste stable autour de 6.
I.4.3 Conclusion
La SEM permet de modéliser la réponse en temps retardé d’un objet, dans les domaines
harmonique et transitoire, via ses résonances naturelles à l’aide d’un jeu restreint de deux
paramètres complexes : les pôles de résonance (fréquence de résonance et coeﬃcient d’amortis-
sement) et les résidus. Le second avantage de la méthode est l’indépendance des pôles vis-à-vis
de l’angle d’incidence et de la polarisation de l’onde émise sur la cible. Les pôles étant des
paramètres intrinsèques de l’objet, la SEM est une méthode de choix pour la caractérisation
d’objet. En conclusion, la SEM peut être interprétée comme une méthode de modélisation « in-
telligente » puisque les paramètres de modélisation sont physiques et contribuent à apporter
de l’information par eux-mêmes. Les diﬀérentes applications de la SEM sont présentées dans
la partie suivante.
I.5 Etat de l’art de l’utilisation de la SEM
I.5.1 Exploitation de la SEM dans le domaine radar
Au vu de ses propriétés intéressantes, la SEM a rapidement été étudiée pour être appliqué
à la caractérisation et l’identiﬁcation de cibles radar. En eﬀet, il est possible d’établir une
cartographie de pôles propres à chaque cible et créer une bibliothèque de ces cartographies. Le
principe du traitement radar associé serait alors d’extraire les pôles de résonance de la réponse
de la cible et de les comparer à la bibliothèque de pôles existante.
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I.5.1.1 Caractérisation de cibles parfaitement conductrices en espace libre
Aujourd’hui, la caractérisation des cibles en espace libre concerne principalement la détection
et l’identiﬁcation d’aéronefs. Dès les années 1970, la SEM a été étudiée pour caractériser des
objets canoniques parfaitement conducteurs en espace libre. Un objet particulièrement traité
est la sphère conductrice [35, 36]. En eﬀet, l’expression analytique du champ diﬀusé par une
sphère a été établie par Mie dès 1908 [37]. La solution est fondée sur le développement du champ
incident en fonctions d’ondes vectorielles physiques. D’autres objets canoniques ont été étudiés
et notamment le disque [38], l’ellipsoïde [39], le cube [40] et la plaque rectangulaire [41]. Un
autre cas d’étude est le « ﬁl ﬁn » que l’on peut considérer comme un dipôle court-circuité avec un
rapport longueur sur diamètre important [33, 42, 43, 44]. Les articles [45, 46] et [47] présentent
la caractérisation d’objets de forme plus complexe comme le ﬁl ﬁn en forme de L ou en forme
de boucle. On peut citer également la caractérisation d’avions modélisés par plusieurs ﬁls ﬁns
[48, 49]. Plus récemment, un certain nombre d’articles traite de la caractérisation d’avions
modélisés de façon plus réaliste [3, 47, 50, 51]. La faisabilité d’obtenir les pôles de diﬀérentes
cibles a donc été validée sur plusieurs exemples. Cependant, l’ensemble des articles cités met
en avant le problème de l’obtention des pôles à partir de données bruitées. Des travaux plus
récents traitent donc de potentielles optimisations de la SEM pour la caractérisation de cibles
[6, 7, 8].
Dans le but d’identiﬁer une cible, des méthodes de type K-pulse (Kill-pulse) [52, 53], E-pulse
(Extinction-pulse) [54, 3, 55] et S-pulse (Single-pulse) [56] ont été développées. Ces méthodes
sont fondées sur la connaissance a priori des pôles de résonance. Le signal reçu par le radar est
convolué avec une batterie de signaux correspondants à diﬀérents types de cibles. Si la cible
correspond à l’un de ces signaux, le signal résultant devient particulier (nul ou mono mode
par exemple). Des améliorations de la méthode E-pulse sont également étudiées pour améliorer
ses performances en présence de bruit [57]. Une autre méthode de discrimination est la Noise
Space Vector (NSV) décrite dans [2, 6, 7].
I.5.1.2 Caractérisation de cibles parfaitement conductrices enfouies
La caractérisation de cibles parfaitement conductrices enfouies concerne principalement le
déminage. En eﬀet, un grand nombre d’articles traite de la détection et de l’identiﬁcation de
mines ou obus [58, 59, 60, 61, 62, 63]. La présence d’objets parasites dans le sol rend la détection
de mines ou d’obus enfouis très complexe et le taux de fausse alarme est donc très important.
L’identiﬁcation de l’objet, via la SEM, permettrait donc de réduire ce taux de fausse alarme.
Pour cela, Carl Baum a développé une transformation permettant de calculer les pôles d’un
objet enfoui dans un milieu homogène (à pertes ou non) à partir de ses pôles en espace libre
[64]. Elle est d’ailleurs communément appelée la transformation de Baum et est déﬁnie comme
s = − σ
2ǫ0ǫr
+
[(
σ
2ǫ0ǫr
)2
+
s20
ǫr
]1/2
(I.5.1)
où
– s = α+ jω est le pôle dans le milieu de permittivité relative ǫr et de conductivité σ ;
– s0 = α0 + jω0 est le pôle en espace libre ;
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– ǫr est la permittivité relative du milieu ;
– σ est la conductivité du milieu.
Dans [8], cette formule a été vériﬁée sur l’exemple d’un dipôle enfoui dans un milieu diélec-
trique. Une bonne concordance entre les pôles extraits directement et ceux obtenus à partir des
pôles en espace libre via la transformation de Baum est observée. En revanche, dans le cas d’un
milieu multicouches tel qu’une interface air-sol, la transformation de Baum n’est plus valable.
Dans ce cas, les pôles sont fonctions de la profondeur et de l’orientation de la cible, ainsi que
des paramètres physiques des diﬀérentes couches du milieu et il est très diﬃcile de déterminer
les pôles de résonance [65]. Toutefois, Raphael Toribio [7] montre que les pôles de résonance
d’un cylindre, cible résonnante, varient peu en fonction de la profondeur et de l’orientation
de la cible. Ce résultat présente un intérêt pour des applications militaires pour lesquelles les
cibles enfouies recherchées sont proches de l’interface air-sol. Raphael Toribio s’est également
intéressé à l’obtention des pôles d’un objet posé sur le sol à partir de ses pôles dans l’air. Dans
ce cas, il est nécessaire de déﬁnir une permittivité équivalente à l’interface air-sol, combinaison
des permittivités de l’air et du sol.
I.5.1.3 Caractérisation de cibles diélectriques
La caractérisation de cibles diélectriques à l’aide de la SEM a également été étudiée. Les
phénomènes de résonance, lorsqu’une cible diélectrique est éclairée par une onde électromagné-
tique, ont deux origines : les résonances internes provoquées par les réﬂexions à l’intérieur de
la cible et les résonances externes dues aux ondes rampantes à la surface de l’objet. Dans [8],
il est montré, sur trois cibles canoniques, que les résonances internes correspondent aux modes
de cavité de la cible et que les résonances externes correspondent aux résonances de la cible
parfaitement conductrice, lorsque la condition sur le fort contraste de permittivité entre le mi-
lieu et la cible est respectée. Des études traitent le cas d’une sphère parfaitement conductrice
recouverte d’une couche diélectrique homogène [66, 8]. Cette couche diélectrique sans pertes
favorise la propagation des ondes rampantes à la surface de l’objet et rend donc l’extraction
des pôles dus aux résonances externes de la sphère parfaitement conductrice plus facile [8]. Un
revêtement diélectrique sans pertes augmenterait ﬁnalement le caractère résonant d’une cible
et améliorerait le processus d’identiﬁcation.
I.5.1.4 Conﬁguration multi-cibles : eﬀets du couplage
Dans sa thèse, Raphael Toribio [7] présente le comportement de la SEM dans une conﬁgu-
ration multi-cibles. Il présente deux études utilisant deux dipôles de même longueur mais de
diamètres diﬀérents. La première étude concerne les dipôles en position verticale et séparés
d’une distance variable. Dans ce cas, les pôles extraits du système couplé correspondent aux
pôles de chaque dipôle pris séparément. Cependant, un eﬀet de couplage est visible sur les
coeﬃcients d’amortissement des premiers pôles. Ces pôles sont associés aux fréquences les plus
basses et donc aux longueurs d’onde les plus grandes. La distance séparant les deux dipôles
n’est alors pas négligeable par rapport à ces longueurs d’onde. Les coeﬃcients d’amortissement
de ces pôles sont plus forts en module dans le cas du système couplé. Cet eﬀet est d’autant
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plus important que les dipôles sont proches, il est considéré comme négligeable pour une dis-
tance de quatre fois la longueur d’onde. Il est intéressant de noter que le couplage n’entraine
pas l’apparition de nouveaux pôles. La deuxième étude utilise les mêmes cibles mais orien-
tées arbitrairement l’une par rapport à l’autre. Le premier dipôle est en position verticale et
le deuxième est orienté avec un angle de 80 degrés par rapport au premier. Dans ce cas, les
pôles extraits du système couplé sont très proches de ceux extraits pour chaque dipôle sépa-
rément, même pour une distance réduite entre les deux cibles. En conclusion, il est possible
d’extraire les pôles de résonance de deux cibles diﬀérentes couplées. L’eﬀet de couplage varie
en fonction de la position des cibles l’une par rapport à l’autre et de la distance les séparant,
et inﬂue notamment sur les coeﬃcients d’amortissement des pôles associés aux fréquences les
plus basses.
I.5.1.5 Caractérisation de cibles en bandes fréquentielles étroites
Aﬁn d’extraire un maximum de pôles de résonance de la réponse d’un objet, il est préférable
que celui-ci soit illuminé par une onde ULB pour couvrir l’ensemble de sa zone de résonance.
Cependant, l’utilisation de la totalité de la bande de résonance n’est pas toujours possible pour
un radar. De plus, toutes les fréquences ne sont pas utilisables, en eﬀet l’Union Internationale
des Télécommunications [67] alloue un certain nombre de bandes fréquentielles pour des usages
civiles et d’autres pour des usages militaires. Dans ce contexte, Janic Chauveau [68] propose
d’appliquer la SEM dans des bandes fréquentielles étroites. Il montre que dans le cas de trois
cibles (un dipôle, une sphère et un modèle simpliﬁé d’avion), il est possible d’extraire correcte-
ment les pôles si l’on se place autour de leurs fréquences de résonance. Cela implique cependant
que les fréquences de résonance des cibles doivent être connues à l’avance, c’est-à-dire d’avoir
une idée des dimensions des cibles.
I.5.1.6 Interprétation d’une cible à partir de ses pôles
Jusqu’ici, nous avons présenté l’utilisation de la SEM dans le but d’identiﬁer un objet à l’aide
de sa cartographie de pôles à condition de les connaître a priori. Or les pôles sont intrinsèques
de l’objet et peuvent donner des informations sur sa forme générale. Dans [69, 8], l’auteur
propose de déterminer les dimensions caractéristiques d’objets canoniques comme le dipôle, le
cylindre et la sphère à partir de leurs pôles. Dans le cas d’un objet parfaitement conducteur,
les pôles de résonance sont dus aux ondes rampantes se propageant à la surface de l’objet. La
mème pulsation naturelle de résonance, présentée dans le paragraphe I.4.2.2, peut donc être
associée à la pulsation de résonance attendue en fonction du périmètre P de l’objet, telle que
ω0,m ≈ ωatt = m2πc
P
(I.5.2)
où c est la célérité de la lumière dans le vide. Dans le cas du dipôle ou d’un cylindre de
longueur L et de diamètre D, le périmètre est P = 2(L + D) et dans le cas de sphère de
diamètre D, le périmètre est P = πD. On ne s’intéresse ici qu’au pôle fondamental dont la
pulsation ω0,1 est directement reliée au pérmiètre P . Pour chaque cas, l’écart relatif ǫ entre la
pulsation naturelle de résonance attendue ωatt et la pulsation naturelle de résonance eﬀective
ωeff = ω0,1 est déterminé. Pour le dipôle (L/D = 1000), l’écart relatif ǫ est de 5 % et correspond
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à la diﬀérence entre la longueur réelle du dipôle et la demi-longueur d’onde de résonance. En
eﬀet, un dipôle résonne généralement à 0.47λ. Dans le cas du cylindre (L/D = 5 et L/D = 10),
ǫ monte à 10 %. ǫ varie en fonction de la forme des objets ; plus ils présentent de discontinuités,
plus ǫ augmente. Ensuite, pour distinguer le dipôle du cylindre (assimilé à un dipôle très épais),
il faut s’intéresser aux coeﬃcients d’amortissement des pôles de résonance qui déterminent le
coeﬃcient de qualité de la résonance (équation I.4.5). Plus le dipôle est ﬁn, plus son coeﬃcient
de qualité est élevé et donc plus le coeﬃcient d’amortissement lié à cette résonance est faible
en module. Pour la sphère, la résonance naturelle attendue est très proche de la résonance
naturelle eﬀective (ǫ < 1% ). En eﬀet, cet objet ne présente pas de discontinuité. De plus, le
facteur de qualité de la sphère est très faible (objet peu résonnant) et ne varie pas en fonction
de sa taille. A partir de ces résultats, deux abaques sont proposés dans [8]. Ils permettent
de déterminer la longueur et le diamètre d’un dipôle à partir de ses pôles de résonance. En
revanche, il est nécessaire de savoir a priori que l’objet considéré est un dipôle.
Figure I.5.1: Cavité parfaitement conductrice à fente
Une deuxième étude présente le cas d’une cavité parfaitement conductrice à fente présentée
sur la ﬁgure I.5.1. C’est un cas intéressant car les pulsations de résonance théoriques des modes
d’une cavité parfaitement conductrice sont connues analytiquement et données par la formule
suivante
(ωr)m,n,q =
π
(ǫµ)1/2
[(
m
h
)2
+
(
n
l
)2
+
(
q
p
)2]1/2
, (I.5.3)
où h, l et p sont respectivement la hauteur, la longueur et la profondeur de la cavité. A
l’aide d’une étude paramétrique sur les dimensions h, l, p et f (largeur de la fente), il est
possible de distinguer les pôles liés aux modes de cavité des pôles liés à la géométrie de la
paroi externe de la cavité. Les pôles liés aux modes de cavité ont des pulsations de résonance
correspondant à la relation I.5.3 et des coeﬃcients d’amortissement faibles car il n’y a que très
peu de pertes par rayonnement. Les pôles liés à la géométrie de l’objet sont dus aux ondes
rampantes se propageant à la surface de la cavité. Leurs pulsations de résonance sont donc
liées aux périmètres de la cavité (2(h+ l), 2(h+ p) et 2(l+ p)) et de la fente (2(l+ f)), et leurs
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coeﬃcients d’amortissement sont plus forts en module que ceux liés aux modes de cavité car
les pertes par rayonnement sont plus importantes.
Pour les cas simples d’un dipôle plus ou moins épais et d’une cavité à fente, il est montré
qu’il est possible de déterminer leurs dimensions caractéristiques à partir de leurs pôles de
résonance. Cependant, ces analyses supposent une connaissance a priori des objets considérés.
I.5.1.7 Conclusion
Dans un contexte radar, la SEM a été largement utilisée pour modéliser les réponses de
cibles radar en zone de résonance. Ces études concernent aussi bien des objets parfaitement
conducteurs que diélectriques qu’ils soient enfouis ou en espace libre. Les pôles obtenus sont
intrinsèques de la cible et indépendants de l’angle d’incidence de l’onde sur la cible. Il est
alors possible de déﬁnir une cartographie propre à chaque cible puis de l’utiliser dans un pro-
cessus d’identiﬁcation. Il est également possible d’utiliser directement les pôles de résonance
aﬁn de décrire l’objet considéré. Ce type d’analyse permet de déterminer les dimensions carac-
téristiques de l’objet. Cependant, ceci n’est possible que si le type d’objet considéré (dipôle,
cavité...) est connu.
I.5.2 Exploitation de la SEM dans le domaine des antennes
Dans le contexte radar, la SEM permet d’obtenir un jeu de pôles et de résidus unique
pour chaque cible. De plus, les pôles contiennent des informations propres et caractéristiques
de la cible. Appliquée de la même façon sur des antennes, la SEM pourrait permettre de les
caractériser de façon unique. Un autre intérêt de la SEM réside dans le compactage des données.
En eﬀet, si à partir des pôles et des résidus, il est possible de remonter aux caractéristiques
en rayonnement de l’antenne pour diﬀérentes fréquences, le volume de données nécessaires
à la caractérisation de l’antenne serait considérablement réduit. Ceci serait particulièrement
intéressant dans le cas d’antennes ULB dont la bande de fréquence utile est importante. C’est
pour ces diﬀérentes raisons que la SEM a commencé à intéresser les antennistes.
Tesche est un des premiers à appliquer le formalisme SEM sur une antenne. Dans [70, 71],
il modélise la réponse temporelle du courant sur une antenne dipôle court-circuitée. En 1973,
Barnes [72] obtient des formulations analytiques simples pour décrire le courant de court-
circuit induit sur une antenne dipôle éclairée par une onde électromagnétique. En 1975, Van
Blaricum et Mittra [73] appliquent l’algorithme de Prony pour extraire en temporel les pôles
et les résidus du courant d’une antenne dipôle. Ils vériﬁent les pôles obtenus par comparaison
avec les pôles analytiques de Tesche [71] obtenus à partir des équations intégrales des champs
électriques. Tesche modélise également la réponse en champ lointain d’un dipôle à l’aide de
la SEM [74]. Dans [75], Michalski utilise la SEM pour représenter le circuit équivalent large
bande d’une antenne boucle.
La hauteur eﬀective permet de modéliser le comportement d’une antenne dans les domaines
temporel et fréquentiel, ce qui en fait un descripteur de choix pour les antennes ULB. De plus,
les paramètres d’une antenne comme le gain et l’eﬃcacité peuvent être exprimés en fonction
de cette hauteur eﬀective. L’application de la SEM pour la modéliser a fait l’objet de plusieurs
travaux récents [4, 5, 12, 13]. Dans ces études, la hauteur eﬀective est obtenue à partir du
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coeﬃcient de transmission entre deux antennes. En eﬀet, la formule de Friis [76] permet de
décrire le processus de transmission entre deux antennes mais Shlivinski [77] a proposé une
nouvelle formulation fondée sur les hauteurs eﬀectives des antennes placées en champ lointain
l’une par rapport à l’autre.
Vr(s)
Vt(s)
= S21(s) =
ˆ ˆ ˆ ˆ
sµ
Z0
Hr(θr,Φr, s)C(θr,Φr, θt,Φt, s)Ht(θt,Φt, s)dΩtdΩr (I.5.4)
où
– θt,Φt et θr,Φr sont les angles d’incidence des antennes en transmission et en réception,
respectivement ;
– Ωt,Ωr sont les angles solides en transmission et en réception, respectivement ;
– s = jω est le coeﬃcient de Laplace ;
– S21 est le coeﬃcient de transmission entre les deux antennes ;
– Vr est la tension aux bornes de l’antenne de réception en V ;
– Vt est la tension aux bornes de l’antenne de transmission en V ;
– Z0 = 120π est l’impédance caractéristique du vide en Ω ;
– µ est la perméabilité du milieu de propagation en H/m ;
– Hr et Ht sont les hauteurs eﬀectives réalisées des antennes de réception et de transmission
en m, respectivement ;
– C est le modèle de canal tenant compte des contributions des divers chemins multiples.
En admettant que les deux antennes sont ﬁxes l’une par rapport à l’autre (aﬀranchissement
de la dépendance angulaire), qu’elles sont en ligne de visée (θr,= Φr = θt = Φt = 0°) et que le
canal ne tient compte que du retard de propagation et de l’atténuation liés à la distance entre
les deux antennes (C = e−jβr/4πr), il est possible de simpliﬁer l’équation précédente telle que
Vr(s)
Vt(s)
= S21(s) =
sµ
Z0
Hr(s)Ht(s)
e−jβr
4πr
(I.5.5)
où
– β = ω/c est la constante de propagation en m-1 ;
– r est la distance entre les deux antennes en m.
Le S21 contient donc des informations sur les hauteurs eﬀectives réalisées des deux antennes.
Aﬁn d’obtenir la hauteur eﬀective réalisée d’une seule antenne, il est possible d’utiliser soit une
antenne de référence dont la hauteur eﬀective réalisée est connue, soit deux antennes identiques.
Le produit des deux hauteurs eﬀectives réalisées est donné par
Hr(s)Ht(s) =
Z0
sµ
4πrS21(s)ejβr. (I.5.6)
Dans le cas de deux antennes identiques, l’équation précédente devient
Ht,r(s) =
√
Z0
sµ
4πrS21(s)ejβr. (I.5.7)
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La SEM est alors appliquée à ce signal et permet de modéliser la hauteur eﬀective réalisée
de l’antenne en fonction de deux paramètres : les pôles et les résidus.
Ht,r(θt,r,Φt,r, s) =
M∑
m=1
Rmt,r(θt,r,Φt,r)
s− sm (I.5.8)
En temporel, cette équation devient
ht,r(θt,r,Φt,r, t) =
M∑
m=1
Rmt,r(θt,r,Φt,r)e
smt. (I.5.9)
Il est donc possible de représenter la hauteur eﬀective réalisée d’une antenne à l’aide de
seulement deux paramètres, à la fois dans le domaine temporel et dans le domaine fréquentiel.
Le passage d’un domaine à l’autre se fait sans l’utilisation de la transformée de Fourier. A l’aide
de la hauteur eﬀective, le champ électrique rayonné peut être déterminé de la façon suivante
Eray(θ,Φ, s) = sµ
e−jβr
4πr
It(s)H(θ,Φ, s) (I.5.10)
où It représente le courant d’excitation. Le champ électrique rayonné est donc proportionnel
à la hauteur eﬀective de l’antenne et il est possible de calculer le diagramme de rayonnement
de l’antenne pour chaque fréquence à partir d’un jeu de pôles unique, indépendant de l’angle
d’observation et de la fréquence, et de résidus qui ne dépendent que de l’angle d’observation.
Stanislav Licul [4] a validé ce procédé en l’appliquant sur une antenne Vivaldi mesurée entre
1 et 12 GHz. La réponse de l’antenne est modélisée par 17 pôles extraits dans la direction du
maximum de rayonnement de l’antenne. Ce jeu de pôles et la réponse fréquentielle reconstruite
sont présentés sur la ﬁgure I.5.2. Les résidus sont ensuite calculés dans chaque direction en
utilisant le même jeu de pôles. Le diagramme de rayonnement reconstruit à l’aide des pôles
et résidus est comparé à la mesure sur la ﬁgure I.5.3. L’erreur est inférieure à 1 dB dans le
demi-plan supérieur de l’antenne. Dans l’autre demi-plan, les erreurs dues aux multi-trajets
entre les antennes d’émission et de réception n’ont pas été traitées et des erreurs importantes
sur le diagramme de rayonnement apparaissent.
Claire Marchais [13] a également validé la possibilité d’extraire les pôles de résonance de
la hauteur eﬀective d’une antenne ULB à partir de la mesure du coeﬃcient de transmission
S21 entre deux antennes identiques. Cassio Rego [78] utilise la SEM pour modéliser la hauteur
eﬀective d’une antenne dipôle en forme de V ainsi qu’une antenne papillon. La hauteur eﬀective
de l’antenne papillon est également modélisée dans [79]. En 2009, Yang [80] applique la SEM sur
la réponse d’une antenne Yagi positionnée sur un plan de masse. Il montre notamment l’intérêt
d’utiliser les pôles extraits de plusieurs directions aﬁn de pouvoir reconstruire correctement le
diagramme de rayonnement. Il évoque également qu’il est préférable d’utiliser un fenêtrage
temporel pour limiter les eﬀets du multi-trajet. Dans [81], Damien Rialet applique la SEM sur
une antenne disque compacte ULB.
Dans toutes ces études, la modélisation de la hauteur eﬀective de l’antenne en temporel et en
fréquentiel via la SEM est très proche de la simulation numérique ou de la mesure. En revanche,
ces études considèrent l’intégralité de la réponse de l’antenne et non pas uniquement la réponse
en temps retardé. Pourtant, comme expliqué dans la partie I.4 de ce chapitre, la réponse en
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(a) Pôles de résonance 2D/3D (b) Hauteur eﬀective reconstruite
Figure I.5.2: Résultats avec 17 pôles/résidus extraits de l’antenne vivaldi [12]
Figure I.5.3: Diagrammes de rayonnement de l’antenne Vivaldi mesurés et reconstruits
(10 dB/div) [12]
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temps proche contient la partie impulsive de la réponse, notamment liée au signal d’excitation,
et il n’est donc pas possible de la modéliser physiquement par une somme d’exponentielles
amorties. Cependant, en augmentant le nombre de pôles utilisés pour la modélisation et en
considérant des pôles mathématiques, c’est-à-dire des pôles pouvant varier en fonction du
temps et n’ayant pas de sens physique, il est tout de même possible de modéliser ﬁdèlement
la réponse en temps proche. Dans ce cas, la SEM n’est utilisée que comme une modélisation
mathématique compacte d’un signal et le gain et le diagramme de rayonnement de l’antenne
sont accessibles car l’intégralité de la hauteur eﬀective est modélisée.
Il est à noter que les études sur la caractérisation des antennes en utilisant la SEM sont
appliquées à des réponses d’antennes lorsque celles-ci sont alimentées via leurs ports d’exci-
tation. Quelques études traitent de la modélisation du courant induit sur une antenne dipôle
[82, 83, 84] et une antenne patch [85] lorsqu’elles sont excitées via une onde plane. En revanche,
à notre connaissance, une seule étude traite de la modélisation du champ rétrodiﬀusé par une
antenne [86]. Les pôles d’une antenne ULB obtenus en rayonnement et en rétrodiﬀusion sont
comparés pour plusieurs charges. Ces premiers résultats semblent indiquer des pôles communs
entre les deux conﬁgurations pour une charge identique. De plus, aucune étude ne traite de
l’utilisation des pôles de résonance directement pour décrire l’antenne considérée.
I.5.3 Autres applications
Les deux applications principales de la SEM sont la caractérisation de cibles et d’antennes.
Cependant, ses caractéristiques particulières intéressent également les chercheurs dans d’autres
domaines comme celui du médical. Dans [87, 88], la SEM est utilisée pour estimer la taille d’une
endoprothèse vasculaire implantée dans une artère. En eﬀet, l’insertion de l’endoprothèse étant
critique, il est nécessaire de mesurer avec précision son diamètre et l’évolution de celui-ci dans
le temps. Les auteurs proposent de regarder la variation des fréquences de résonances des
pôles en fonction du rayon de l’endoprothèse. Les premiers résultats obtenus en espace libre
sont présentés en simulation et en mesure sur la ﬁgure I.5.4 [88]. Ils mettent en évidence que
les fréquences de résonance de certains pôles semblent liées au rayon de l’endoprothèse. Une
autre application médicale concerne l’identiﬁcation de tumeur cancéreuse [89, 90]. Ces travaux
portent notamment sur la distinction entre les tumeurs bénignes et cancéreuses à l’aide des
pôles de résonance.
Récemment, la SEM a été appliquée à l’identiﬁcation d’étiquettes RFID sans puce [91, 92,
93]. Le principe est de créer une étiquette contenant des fentes de diﬀérentes longueurs (ﬁgure
I.5.5). Chaque fente crée une résonance qui est présente dans la réponse de l’étiquette et chaque
résonance correspond à une paire de pôles de résonance (ﬁgure I.5.6). Une étiquette possède
une cartographie de pôles unique qui permet de l’identiﬁer.
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(a) Simulation (b) Mesure [88]
Figure I.5.4: Fréquences de résonance en fonction du rayon de l’endoprothèse [88]
Figure I.5.5: Etiquette RFID sans puce
[93]
Figure I.5.6: Pôles de résonance [93]
La possibilité de compacter l’information d’une antenne intéresse également les spécialistes
de canal de propagation. Dans [94], Christophe Roblin propose de combiner la SEM et la SMEM
(Spherical Modes Expansion Method ou méthode de développement en modes sphériques) pour
réduire les données liées aux antennes dans un contexte de modélisation de canal. L’idée est
d’utiliser la SEM pour compacter l’information en fonction de la fréquence, puis de modéliser
les résidus, fonctions de la direction, en utilisant la SMEM. Cette approche permet de réduire
de 99.9% l’information liée à l’antenne biconique considérée.
On utilise également la SEM dans de nombreux autres domaines comme par exemple l’ex-
traction des paramètres S des circuits microondes intégrés [95], l’analyse de la propagation des
signaux sur des plans de masse perforés [96], l’analyse des modes complexes dans des structures
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fermées conductrices sans pertes [97], l’imagerie radar à ouverture synthétique inverse [98] et
l’imagerie haute résolution des cibles mobiles [99].
I.5.4 Conclusion
Nous avons montré que la SEM peut s’appliquer dans de nombreux domaines. Historique-
ment, la SEM est utilisée dans le domaine radar pour la caractérisation et l’identiﬁcation de
cibles à partir de leurs cartographies de pôles. L’autre grand domaine d’application est celui
des antennes où la SEM permet de caractériser de manière compacte la hauteur eﬀective d’une
antenne et ainsi compacter fortement le volume de données nécessaire à sa caractérisation.
Cependant, ces études prennent en compte l’intégralité de la réponse et ne considèrent donc
pas uniquement les phénomènes physiques. Enﬁn, d’autres applications ont été envisagées ou
commencent à émerger notamment dans le domaine médical et celui de la RFID.
I.6 Conclusion
Les antennes possèdent des caractéristiques particulières qui sont déﬁnies à l’aide de des-
cripteurs. Avec l’apparition des antennes ULB, travaillant dans une large bande de fréquences,
le volume de données à stocker aﬁn de complètement caractériser l’antenne devient de plus en
plus important. De nouveaux descripteurs tels que les pôles et les résidus ont été proposés aﬁn
de réduire la quantité de données nécessaire. De plus, les pôles de résonance sont intrinsèques
de l’objet et peuvent donc être utilisés dans un processus d’identiﬁcation.
Plusieurs méthodes permettent de mesurer les descripteurs d’antennes et notamment les
mesures en rétrodiﬀusion, qui ne nécessitent pas de câble d’alimentation relié à l’antenne. Ce
point est particulièrement intéressant dans le cas d’antennes compactes voire miniatures où la
présence du câble perturbe le comportement global de l’antenne.
La SEM est une méthode permettant d’obtenir des paramètres intrinsèques d’un objet : les
pôles de résonance. Elle a notamment été appliquée dans le domaine du radar pour l’identiﬁca-
tion de cibles telles que les aéronefs et les mines. Dans le domaine des antennes, son utilisation
se limite aujourd’hui au compactage d’information, un jeu restreint de pôles et résidus per-
mettant de modéliser avec précision le champ rayonné par une antenne. D’autres applications
voient également le jour dans les domaines du médical et de la RFID.
Dans cette thèse, nous proposons d’étudier le formalisme SEM appliqué à des mesures de
SER d’antennes dans le but de pouvoir les caractériser d’une nouvelle manière. Nous nous
concentrons uniquement sur les pôles de résonance physiques, i.e. ceux directement liés à la
structure et aux caractéristiques de l’antenne. Cette approche trouve notamment de l’intérêt
pour les antennes ULB et compactes mais reste applicable à tous types d’antennes.
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II.1 Introduction
La SEM permet de modéliser la réponse en temps retardé d’une antenne par une somme
d’exponentielles amorties. Il existe plusieurs méthodes permettant d’extraire les pôles de réso-
nance et les résidus associés. Dans le domaine temporel, les deux méthodes les plus utilisées sont
la Total Least Square Prony (TLS-Prony) et la Total Least Square Matrix Pencil (TLS-MP).
Dans le domaine fréquentiel, la méthode la plus répandue est celle de Cauchy. Les diﬀérents
algorithmes d’extraction sont détaillés d’un point de vue mathématique et les travaux de leurs
comparaisons sont présentés. Ensuite, nous présentons les critères de sélection des pôles domi-
nants et les techniques de discrimination des pôles physiques.
II.2 Les méthodes d’extraction des pôles de résonance
II.2.1 Les méthodes temporelles
Dans le domaine temporel, les méthodes de type « Prony » et « Matrices Pencil » (MP)
sont les plus couramment utilisées. Aﬁn de travailler sur des valeurs discrètes, il est possible
de ré-écrire l’équation I.4.1 en posant zn = esn tel que
yr(θ, k) ≈
N∑
n=1
Rn(θ)zkn (II.2.1)
où
– k = 0, 1, . . . ,K − 1 est le kième échantillon ;
– K est le nombre d’échantillons ;
– zn est la racine complexe associée au nème mode résonant, zn = esn .
Sous forme matricielle et en supposant un nombre d’échantillons K, l’équation II.2.1 devient


y0
y1
...
yK−1

 =


z01 z
0
2 · · · z0N
z11 z
1
2 · · · z1N
...
...
. . .
...
zK−11 z
K−1
2 · · · zK−1N




R1
R2
...
RN

 (II.2.2)
Les méthodes de Prony et MP permettent de résoudre cette équation de deux façons diﬀé-
rentes.
II.2.1.1 Les méthodes de type Prony
L’équation II.2.1 est un problème d’estimation non linéaire particulièrement diﬃcile à ré-
soudre. En 1795, le baron de Prony [100], qui étudiait alors la dilatation des gaz, a réussi à
linéariser ce problème en reconnaissant que ce système d’équations est également la solution
d’une équation diﬀérentielle linéaire à coeﬃcients constants aq associée à un polynôme carac-
téristique p(z) dont les racines sont les zn. La résolution des pôles zn est donc séparée de celle
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des résidus Rn. La méthode est articulée autour de trois étapes : deux pour le calcul des pôles
et une pour le calcul des résidus.
La méthode de Prony
La première étape consiste à résoudre le système d’équations diﬀérentielles linéaires à coef-
ﬁcients constants. Pour cela, il existe deux types de prédiction linéaire : celle dite avancée ou
« forward » et celle dite retardée ou « backward ».
Prédiction linéaire avancée ou « forward »
L’équation diﬀérentielle à coeﬃcients constants est déﬁnie comme
M∑
q=0
aqyk−q = 0 M + 1 ≤ k ≤ K = 2M a0 = 1 (II.2.3)
où
– K est le nombre d’échantillons ;
– M est le nombre de pôles.
Soit, sous forme matricielle [yF |YF ][aF ] = 0, yF étant appelé le vecteur d’observation et YF
la matrice de données,


yM+1 yM · · · y1
yM+2 yM+1 · · · y2
...
...
. . .
...
yK yK−1 · · · yK−M


M∗(M+1)


a0
a1
...
aM

 = 0. (II.2.4)
Prédiction linéaire retardée ou « backward »
L’équation diﬀérentielle à coeﬃcients constants est alors déﬁnie comme
M∑
q=0
aqyk−M+q = 0 M + 1 ≤ k ≤ K = 2M a0 = 1 (II.2.5)
Soit, sous forme matricielle [yB|YB][aB] = 0

y1 y2 · · · yM+1
y2 y3 · · · yM+2
...
...
. . .
...
yM yM+1 · · · y2M


M∗(M+1)


a0
a1
...
aM

 = 0. (II.2.6)
Les coeﬃcients aq étant connus, la deuxième étape consiste à calculer les racines du polynôme
associé p(z) où les aq sont solutions de II.2.4 et II.2.6. Les racines associées au système II.2.4
sont les zm alors que les racines associées au système II.2.6 sont les z−1m .
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p(z) =
M∏
m=1
(z − zm) =
M∑
q=1
aqz
−q = 0⇔ 1 + a1z−1 + a2z−2 + · · ·+ aMz−M = 0 (II.2.7)
La troisième et dernière étape réside dans le calcul des résidus Rm en résolvant l’équation
II.2.1 devenue linéaire.
Un des problèmes de cette méthode est que si on considère 2M échantillons, alors, la méthode
va extraire M pôles, même si le nombre réel de pôles est très inférieur [73]. De plus, cette
méthode ne minimise pas les eﬀets du bruit et une petite erreur sur les données de départ peut
entrainer une grande erreur sur les pôles extraits. Il est possible de résoudre ces problèmes en
utilisant une approche des moindres carrés.
La méthode LS-Prony
En 1950, Householder [101] propose de sur-déterminer le système d’équation II.2.2, c’est-à-
dire de choisir K > 2M et de calculer les systèmes II.2.4 et II.2.6 en utilisant le critère des
moindres carrés. Il est nécessaire de déﬁnir un nouveau paramètre L, l’ordre de prédiction, qui
permet de ﬁxer le nombre de pôles de résonance que l’on souhaite extraire. Dans ce cas, les
équations II.2.4 et II.2.6 deviennent


yL+1
yL+2
...
yK
∣∣∣∣∣∣∣∣∣∣
yL · · · y1
yL+1 · · · y2
...
. . .
...
yK−1 · · · yK−L


(K−L)∗(L+1)


a0
a1
...
aL

 = 0⇔ [yF |YF ]
[
1
aF
]
= 0 (II.2.8)
et


y1
y2
...
yK−L
∣∣∣∣∣∣∣∣∣∣
y2 · · · yL+1
y3 · · · yL+2
...
. . .
...
yK−L+1 · · · yK


(K−L)∗(L+1


a0
a1
...
aL

 = 0⇔ [yB|YB]
[
1
aB
]
= 0. (II.2.9)
La résolution de ces matrices au sens des moindres carrés se calcule comme
aF,B = Y +F,ByF,B (II.2.10)
avec Y +F,B la matrice pseudo-inverse de Moore-Penrose de YF,B déﬁnie telle que
Y +F,B = (Y
∗
F,BYF,B)
−1Y ∗F,B (II.2.11)
où l’exposant ∗ désigne la matrice transposée conjuguée. Les deux autres étapes sont ensuite
similaires à la méthode originale de Prony. L’approche LS permet d’augmenter les performances
de l’algorithme en présence de bruit mais ne tient compte des eﬀets du bruit que dans le vecteur
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d’observation [y] et non dans la matrice de données [Y ]. La méthode LS-Prony reste donc très
sensible au bruit [102]. Il existe des variantes de la LS-Prony mais qui ne présentent pas
des robustesses plus importantes [103]. Aﬁn de prendre en compte la présence de bruit dans
l’intégralité des données, il est possible d’utiliser une approche des moindres carrés totaux.
La méthode TLS-Prony
En 1987, Rahman et Yu proposent une nouvelle variante de la méthode de Prony : la Total
Least Square Prony (TLS-Prony) qui applique une Décomposition en Valeurs Singulières (SVD
pour Singular Value Decomposition) sur la matrice [y|Y ] avant d’eﬀectuer la résolution au sens
des moindres carrés. Cette technique a l’avantage de tenir compte du bruit présent à la fois
dans le vecteur d’observation et la matrice de données.
La matrice [y|Y ] est construite à partir des données yk et à l’aide de l’ordre du ﬁltre de
prédiction L. Dans le cas d’une prédiction « forward », cette matrice s’écrit
[y|Y ] =


yL+1
yL+2
...
yK
∣∣∣∣∣∣∣∣∣∣
yL · · · y1
yL+1 · · · y2
...
. . .
...
yK−1 · · · yK−L


(K−L)∗(L+1)
. (II.2.12)
Dans le cas d’une prédiction « backward », la matrice [y|Y ] est déﬁnie comme
[y|Y ] =


y1
y2
...
yK−L
∣∣∣∣∣∣∣∣∣∣
y2 · · · yL+1
y3 · · · yL+2
...
. . .
...
yK−L+1 · · · yK


(K−L)∗(L+1)
. (II.2.13)
Le paramètre L permet d’ajuster le nombre d’équations par rapport au nombre d’inconnues
dans le système, K étant ici supérieur à 2M , L doit donc être choisi assez grand sans conduire
à une indétermination du système. Il doit donc satisfaire la relation suivante
L ≤ K − 1
2
(II.2.14)
Une SVD est maintenant appliquée à la matrice [y|Y ].
[y|Y ] = [U ] [Σ] [V ]H (II.2.15)
où
– l’exposant H réfère à la transposée hermitienne ;
– [U ] =
[
u1 u2 · · · uK−L
]
(K−L)∗(K−L)
avec ui les vecteurs propres de [y|Y ][y|Y ]H ;
– [V ] =
[
v1 v2 · · · vK−L
]
(L+1)∗(L+1)
avec vi les vecteurs propres de [y|Y ]H [y|Y ] ;
– [Σ] = diag(σ1, σ2, ..., σL+1)(K−L)∗(L+1) avec σvi les valeurs propres de [y|Y ].
Le conditionnement d’une matrice est donné par le rapport de sa valeur singulière maximale
sur celle minimale (non nulle) : σmax/σmin. Le mauvais conditionnement de cette matrice est
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donc lié aux valeurs singulières les plus faibles. Pour résoudre ce problème, la méthode TLS-
Prony propose d’éliminer les valeurs singulières les plus faibles (proches de zéro) en déﬁnissant
un seuil ǫ et un paramètre M tel que
σ1 ≥ σ2 ≥ · · · ≥ σM ≥ ǫ ≥ σM+1 ≥ · · · ≥ σL+1 ≥ 0 (II.2.16)
Les valeurs singulières inférieures à ǫ sont mises à zéro, seules les M valeurs singulières
supérieures à ǫ sont conservées. La nouvelle matrice [Σ] est donc déﬁnie comme
[Σ] = diag(σ1, σ2, ..., σM , 0, ..., 0)(K−L)∗(L+1). (II.2.17)
En plus du choix du paramètre L, la méthode TLS-Prony nécessite donc le choix du para-
mètre M tel que
M < L. (II.2.18)
La matrice [y|Y ] est recalculée selon l’équation II.2.15 mais en utilisant la nouvelle matrice
[Σ] déﬁnie selon l’équation II.2.17. La SVD peut être appliquée au système d’équations de la
prédiction « forward » ou celui de la prédiction « backward ». Les deux étapes suivantes sont
identiques à celles de la méthode LS-Prony, à savoir une résolution des systèmes d’équations
II.2.8 et II.2.9 au sens des moindres carrés puis le calcul des résidus, solutions de l’équation
II.2.2. Dans [104], Steedly propose une étude statistique détaillée sur la TLS-Prony.
Des optimisations de la TLS-Prony ont été proposées. Nous pouvons notamment citer la LC-
TLS-Prony (Linear Constraint Total Least Square Prony) [105] qui suppose que certains pôles
sont connus à l’avance. L’idée est alors d’insérer ces pôles connus dans l’algorithme de calcul
aﬁn d’améliorer la précision de l’extraction des autres pôles. Dans [106], Daniel Trudnowski
propose d’appliquer la TLS-Prony simultanément à un ensemble de réponses d’un même objet
obtenues dans plusieurs directions pour n’extraire qu’un seul jeu de pôles.
Dans la littérature, il y a également d’autres méthodes, par exemple celle proposée par
Tufts et Kumaresan [107, 108] ou celle de Steiglitz et McBride [109, 110], mais elles sont très
similaires à la méthode de Prony. De plus, la robustesse de ces méthodes en présence de bruit
est équivalente à la méthode de Prony [111].
II.2.1.2 Les méthodes de type Matrix Pencil
La fonction Pencil
La méthode MP tire son nom de la fonction de Pencil en mathématiques. Cette fonction est
la combinaison de deux fonctions g et h déﬁnies sur un intervalle commun avec le paramètre
Pencil λ tel que
f(t, λ) = g(t) + λh(t). (II.2.19)
La fonction f est alors le Pencil des fonctions g et h, paramétrée par λ, et contient des
informations sur les pôles de résonance des fonctions g et h.
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La méthode Matrix Pencil
En 1990, Hua et Sarkar [112, 113] développent une nouvelle méthode de calcul des pôles de
résonance à partir des fonctions Pencil. Cette méthode est issue de la généralisation des fonc-
tions Pencil. A partir des échantillons de données yk, deux matrices [Y1] et [Y2] sont construites
telles que
[Y1] =


y1 y2 · · · yL
y2 y3 · · · yL+1
...
...
. . .
...
yK−L yK−L+1 · · · yK−1


(K−L)∗L
(II.2.20)
et
[Y2] =


y0 y1 · · · yL−1
y1 y2 · · · yL
...
...
. . .
...
yK−L−1 yK−L · · · yK−2


(K−L)∗L
(II.2.21)
où
– L est le paramètre Pencil ;
– K est le nombre d’échantillons.
Il est possible de décomposer les deux matrices [Y1] et [Y2] de la façon suivante.
[Y1] = [Z1][R][Z2] (II.2.22)
[Y2] = [Z1][R][Z0][Z2] (II.2.23)
[Z1]et [Z2] sont deux matrices de Vandermonde déﬁnies comme
[Z1] =


1 1 · · · 1
z11 z
1
2 · · · z1M
...
...
. . .
...
zK−L−11 z
K−L−1
2 · · · zK−L−1M


(K−L)∗M
(II.2.24)
et
[Z2] =


1 z11 · · · zL−11
1 z12 · · · zL−12
...
...
. . .
...
1 z1M · · · zL−1M


M∗L
(II.2.25)
oùM est le nombre de pôles que l’on souhaite extraire. [R]et [Z0] sont deux matrices carrées
diagonales déﬁnies comme
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[R] = diag[R1, R2, . . . , RM ] (II.2.26)
et
[Z0] = diag[z1, z2, . . . , zM ]. (II.2.27)
Il est maintenant possible de déﬁnir la fonction de Pencil des matrices [Y1] et [Y2] comme
[Y2]− λ[Y1] = [Z1][R] {[Z0]− λ[I]} [Z2] (II.2.28)
où [I] est la matrice identité. En choisissant L tel queM ≤ L ≤ K−M , le rang de la matrice
{[Y2]− λ[Y1]} estM . Cependant, dans le cas où λ = zi avec i ∈ [1,M ], le rang de cette matrice
devient M − 1. En eﬀet, la ième ligne de la matrice {[Z0]− λ[I]} est alors composée de zéros.
Les pôles zi avec i ∈ [1,M ] sont donc les valeurs propres généralisées de la paire de matrices
{[Y2]; [Y1]}. Il vient
[Y1][ri] = zi[Y2][ri] (II.2.29)
où [ri] est le vecteur propre correspondant à zi. Cette équation peut également s’écrire{
[Y2]+[Y1]− zi[I]
}
[ri] = [0] (II.2.30)
où l’exposant + désigne la pseudo-inversion de Moore-Penrose. A partir de cette équation,
il est donc possible de déterminer les pôles zi avec i ∈ [1,M ] à partir des valeurs propres de
[Y2]+[Y1]. La méthode des matrices Pencil permet donc le calcul des pôles en une seule étape
contre deux pour la méthode de Prony. Cette méthode ne tient cependant pas compte du bruit.
Une évolution fondée sur la SVD permet de résoudre ce problème.
La méthode TLS Matrix Pencil
Aﬁn d’augmenter la robustesse au bruit de la méthode des Matrices Pencil, la méthode TLS
Matrices Pencil (TLS-MP) est proposée. Elle utilise une décomposition en valeurs singulières
aﬁn de traiter le bruit contenu dans les données de départ. Dans un premier temps, une matrice
de données [Y ] est construite à partir des échantillons de données yk de l’équation II.2.1.
[Y ] =


y0 y1 · · · yL
y1 y2 · · · yL+1
...
...
. . .
...
yK−L−1 yK−L · · · yK−1


(K−L+1)∗(L+1)
(II.2.31)
Le choix du paramètre L joue un rôle important dans le ﬁltrage du bruit. Son inﬂuence a
été étudiée [113] et il est proposé de le choisir tel que
K
3
≤ L ≤ K
2
(II.2.32)
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En eﬀet, la variance sur les pôles extraits, en milieu bruité, est la plus faible pour ces valeurs
de L. Comme pour la TLS-Prony, la matrice [Y ] est décomposée en valeurs singulières de la
façon suivante
[Y ] = [U ][Σ][V ]H (II.2.33)
où
– l’exposant H réfère à la transposée hermitienne ;
– [U ] = [ u1 u2 · · · uK−L ](K−L)∗(K−L) avec un les vecteurs propres de [Y ][Y ]H ;
– [V ] = [ v1 v2 · · · vL+1 ](L+1)∗(L+1) avec vn les vecteurs propres de [Y ]H [Y ] ;
– [Σ] = diag(σ1, σ2, ..., σL+1)(K−L)∗(L+1) avec σn les valeurs singulières de [Y ].
Dans le cas de données non bruitées, la matrice [Y ] contient exactementM valeurs singulières
non nulles. Dans le cas contraire, les valeurs singulières nulles sont perturbées et le nombre
de valeurs singulières devient donc supérieur à M . L’idée de cette méthode est de ﬁltrer les
valeurs singulières. Pour cela, les valeurs singulières les plus faibles de [Σ] (inférieures à un
seuil ǫ) sont mises à zéro et seules les M valeurs singulières les plus élevées sont conservées. Le
seuil ǫ et le paramètre M sont déﬁnis tels que
σ1 ≥ σ2 ≥ · · · ≥ σM ≥ ǫ ≥ σM+1 ≥ · · · ≥ σL+1 ≥ 0. (II.2.34)
La nouvelle matrice [Σ′] est alors déﬁnie comme
[Σ′] = diag(σ1, σ2, ..., σM )(K−L)∗M . (II.2.35)
Les nouvelles matrices [U ′] et [V ′] sont construites à partir de [U ] et [V ], respectivement, en
ne conservant que les M vecteurs propres dominants.
[U ′] = [ u1 u2 · · · uM ](K−L)∗M (II.2.36)
[V ] = [ v1 v2 · · · vM ](L+1)∗M (II.2.37)
La nouvelle matrice [Y ′] peut donc s’écrire
[Y ′] = [U ′][Σ′][V ′]H . (II.2.38)
On peut déﬁnir les matrices [Y1] et [Y2] à partir de [Y ′] telles que
[Y ′] = [c1|Y1] (II.2.39)
[Y ′] = [Y2|cL+1] (II.2.40)
où ci représente la ième colonne de [Y ′]. A partir des équations II.2.39 et II.2.40, il est possible
d’écrire
[Y1] = [U ′][Σ′][V ′1 ]
H , (II.2.41)
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[Y2] = [U ′][Σ′][V ′2 ]
H (II.2.42)
où
– V ′1 est égal à [V
′] sans la première ligne ;
– V ′2 est égal à [V
′] sans la dernière ligne.
D’après la théorie de l’approche TLS [114], les pôles sont obtenus à partir des valeurs propres
non nulles de
{
[V ′1 ]
H
}+
[V ′2 ]
H . Les pôles étant connus, les résidus Rn sont calculés en résolvant

y0
y1
...
yK−1

 =


z01 z
0
2 · · · z0N
z11 z
1
2 · · · z1N
...
...
. . .
...
zK−11 z
K−1
2 · · · zK−1N




R1
R2
...
RN

 (II.2.43)
En 2000, Sarkar a proposé une méthode permettant d’obtenir un jeu de pôles de résonance
pertinent à partir de réponses temporelles mesurées dans plusieurs directions [115]. En eﬀet,
bien que les pôles sont indépendants de l’angle d’observation, dans le cas de données bruitées,
il est possible d’extraire des pôles diﬀérents selon la direction d’observation. Pour pallier ce
problème et améliorer la précision du jeu de pôles obtenus, il est proposé d’utiliser l’ensemble
des réponses temporelles mesurées dans diﬀérentes directions simultanément.
Considérons la matrice [Yr] correspondant à la matrice [Y ] de l’équation II.2.31 de la rème
réponse telle que
[Yr] =


yr(0) yr(1) · · · yr(K − L)
yr(1) yr(2) · · · yr(K − L+ 1)
...
...
. . .
...
yr(L) yr(L+ 1) · · · yr(K)


(L+1)∗(K−L+1)
(II.2.44)
En supposant R réponses diﬀérentes, nous déﬁnissons alors une nouvelle matrice [Y ] tel que
[Y ] =
[
Y1 Y2 · · · YR
]
(II.2.45)
Soit en développant :
[Y ] =


y1(0) y1(1) · · · y1(K − L)
y1(1) y1(2) · · · y1(K − L+ 1)
...
...
. . .
...
y1(L) y2(L+ 1) · · · y1(K)
y2(0) y2(1) · · · y2(K − L)
y2(1) y2(2) · · · y2(K − L+ 1)
...
...
. . .
...
y2(L) y2(L+ 1) · · · y2(K)
· · ·
· · ·
· · ·
yR(0) yR(1) · · · yR(K − L)
yR(1) yR(2) · · · yR(K − L+ 1)
...
...
. . .
...
yR(L) yR(L+ 1) · · · yR(K)

 .
(II.2.46)
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La matrice [Y ] est ensuite utilisée de la même façon que dans le cas de la TLS-MP classique.
L’intérêt de cette méthode est de n’extraire qu’un seul jeu de pôles « moyennés » à partir de
plusieurs réponses. De plus, les eﬀets du bruit peuvent être atténués [115].
II.2.2 Les méthodes fréquentielles
Nous présentons maintenant une méthode travaillant dans le domaine fréquentiel. Elle est
issue des travaux de Cauchy [116] et est fondée sur l’approximation de la fonction de transfert
d’une cible par un rapport de deux fonctions polynomiales. La méthode de Cauchy comporte
deux étapes principales. La première consiste à calculer les coeﬃcients des deux fonctions poly-
nomiales et la deuxième est le calcul des pôles et des résidus à partir des fonctions polynomiales
dont les coeﬃcients sont connus. La méthode de Cauchy est également appelée méthode de
Prony équivalente [117].
La méthode de Cauchy originale
Considérons l’approximation de la fonction de transfert H(s) par un quotient de deux fonc-
tions polynomiales P (s) et Q(s) .
H(s) ≈ P (s)
Q(s)
(II.2.47)
où s est la variable de Laplace et P et Q sont deux polynômes complexes de degrés respectifs
P et Q déﬁnis comme
P (s) =
P∑
n=0
ans
n (II.2.48)
et
Q(s) =
Q∑
n=0
bns
n. (II.2.49)
La fonction de transfert H(s) devient
H(s) ≈
∑P
n=0 ans
n∑Q
n=0 bns
n
. (II.2.50)
Il est possible d’écrire cette équation sous la forme suivante.
Q∑
n=0
bns
nH(s)−
P∑
n=0
ans
n ≈ 0 (II.2.51)
Sous forme matricielle AX = 0 et en considérant K échantillons, l’équation II.2.51 peut
s’écrire
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

H(s1) · · · sQ1 H(s1) 1 · · · sP1
...
. . .
...
...
. . .
...
H(sK) · · · sQKH(sK) 1 · · · sPK




b0
...
bQ
−a0
...
−aP


= 0. (II.2.52)
Si ce système d’équation est déterminé (système de Cramer à solution unique), c’est-à-dire
si K = P + Q + 2 exactement, il est possible de calculer directement les coeﬃcients ap et bq
contenus dans le vecteur X. En pratique, si la réponse temporelle étudiée est réelle, il vient
H∗(s) = H(−s) et il est alors possible de réduire de moitié le nombre d’échantillons (K/2). La
seconde étape de la méthode de Cauchy est le calcul des pôles de résonance sn et des résidus Rn
de la fonction de transfert H(s) à partir des coeﬃcients ap et bq comme indiqué par l’équation
II.2.53.
H(s) ≈
∑P
n=0 ans
n∑Q
n=0 bns
n
=
Q∑
n=1
Rn
s− sn (II.2.53)
Cette relation décrit un développement en fractions partielles ou encore en éléments simples.
Dans un premier temps, les singularités de la fonction H(s) sont déterminées à l’aide des
coeﬃcients en résolvant II.2.54.
Q(s) =
Q∑
n=0
bns
n = 0 (II.2.54)
Le polynôme Q(s) se factorise alors sous la forme
Q(s) =
Q∑
n=0
bns
n = bQ
Q∏
n=1
(s− sn). (II.2.55)
où les sn sont les singularités donc les pôles de résonance de la fonction de transfert. H(s)
peut maintenant s’écrire
H(s) ≈
∑P
p=0 aps
p
bQ
∏Q
n=1(s− sn)
=
Q∑
n=1
Rn
s− sn . (II.2.56)
Les résidus Rn associés aux pôles de résonance sn sont calculés à partir de
Rn =
∑P
p=0 aps
p
n
bQ
∏Q
q=1,q 6=n(sn − sq)
. (II.2.57)
Comme pour les autres méthodes, cette approche originale ne prend pas en compte un
éventuel bruit dans les données et n’est donc valable que pour des données non bruitées. Une
évolution fondée sur l’approche des moindres carrés ou encore « Least Square Cauchy » (LS-
Cauchy) permet d’améliorer la résistance au bruit de cette méthode. Elle est présentée dans le
paragraphe suivant.
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La méthode LS-Cauchy
La méthode LS-Cauchy est très similaire à la méthode de Cauchy. La seule diﬀérence réside
dans le calcul des coeﬃcients ap et bq des polynômes qui utilise ici une approche des moindres
carrés au lieu d’être fait directement. A partir de l’équation II.2.50 et en considérant b0 = 1,
nous obtenons
H(s) ≈
∑P
p=0 aps
p
1 +
∑Q
q=1 bqs
q
. (II.2.58)
Il est possible d’écrire cette équation sous la forme
Q∑
q=1
bqs
qH(s)−
P∑
p=0
aps
p ≈ −H(s). (II.2.59)
Sous forme matricielle AX = B, cela devient


s1H(s1) · · · sQ1 H(s1) 1 · · · sP1
...
. . .
...
...
. . .
...
sKH(sK) · · · sQKH(sK) 1 · · · sPK




b1
...
bQ
−a0
...
−aP


=


−H(s1)
...
−H(sK)

 (II.2.60)
où X est le vecteur à déterminer, contenant les coeﬃcients ap et bq des polynômes. K est
déﬁni tel que K > P + Q + 2 aﬁn de surestimer le système d’équations. Le vecteur X est
ensuite déterminé au sens des moindres carrés en utilisant la relation
X = (AHA)−1AHB. (II.2.61)
Les coeﬃcients ap et bq étant maintenant connus, il est possible de déterminer les singularités
de la fonction H(s) à l’aide d’un développement en fractions partielles de la même façon que
dans le paragraphe précédent. Plus récemment [118], une approche des moindres carrés totaux
ou encore « Total Least Square » (TLS-Cauchy) a été utilisée avec Cauchy. Elle est présentée
dans le paragraphe suivant.
La méthode TLS-Cauchy
Aﬁn d’améliorer la résistance au bruit de la méthode de Cauchy, une amélioration fondée
sur la SVD est proposée. La fonction de transfert est déﬁnie comme
H(s) =
∑P
n=0 ans
n∑Q
n=0 bns
n
(II.2.62)
Cette équation peut s’écrire sous la forme
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P∑
n=0
ans
n −
Q∑
n=0
bns
nH(s) = 0 (II.2.63)
Soit, sous forme matricielle [A|B]
[
a
b
]
= 0, et avec 2N échantillons


1 · · · sP1
...
. . .
...
1 · · · sPN−1
1 · · · sPN
...
. . .
...
1 · · · sP2N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
H(s1) · · · sQ1 H(s1)
...
. . .
...
H(sN−1) · · · sQN−1H(sN−1)
H(sN ) · · · sQNH(sN )
...
. . .
...
H(s2N ) · · · sQ2NH(s2N )


2N∗P+Q+2


a0
...
aN−1
−b0
...
−bN


2N
= 0 (II.2.64)
Une SVD est appliquée sur la matrice [C] = [A|B] telle que
[C] = [U ][Σ][V ]H (II.2.65)
où
– l’exposant H réfère à la transposée hermitienne ;
– [U ] = [ u1 u2 · · · u2N ](2N)∗(2N) avec un les vecteurs propres de [C][C]H ;
– [V ] = [ v1 v2 · · · vP+Q+2 ](P+Q+2)∗(P+Q+2) avec vn les vecteurs propres de [C]H [C] ;
– [Σ] = diag(σ1, σ2, ..., σP+Q+2)(2N)∗(P+Q+2) avec σn les valeurs singulières de [C].
Le rang de la matrice [Σ] est le nombre de valeurs singulières non nulles qu’elle contient dans
le cas de données non bruitées. Ce rang, noté R, correspond au nombre de pôles du système
d’équations. La dimension de l’espace nul de [C] est donc P+Q+2−R. Pour rendre la solution
de ce système unique, il est nécessaire de limiter la dimension de cet espace à 1. P et Q doivent
donc satisfaire cette relation
R+ 1 = P +Q+ 2 (II.2.66)
En pratique, P et Q sont, dans un premier temps, choisis supérieurs au nombre de pôles
estimés ou plus généralement « grand ». Ensuite, R est estimé à partir du nombre de valeurs
singulières non négligeables de [C]. Enﬁn, P et Q sont redéﬁnis à l’aide de l’équation II.2.66.
La sous matrice [A] ne dépend que de la fréquence, elle n’est donc pas aﬀectée par le bruit
et les erreurs de mesure. En revanche, la sous matrice [B] dépend des paramètres mesurés
H(s). Pour prendre en compte cette diﬀérence, une décomposition orthogonale triangulaire,
également appelée QR, est appliquée à la matrice [C][
R11 R12
0 R22
] [
a
b
]
= 0 (II.2.67)
où
– R11 est la matrice triangulaire supérieure ;
– R22 est la matrice triangulaire inférieure qui est entièrement bruitée.
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Il vient
[R22] b = 0 (II.2.68)
et
[R11] a = − [R12] b (II.2.69)
Une SVD est appliquée à la matrice [R22] telle que
[R22] = [U ][Σ][V ]H . (II.2.70)
Il vient
[U ][Σ][V ]Hb = 0 (II.2.71)
Or, d’après l’approche TLS [114], la solution de l’équation II.2.71 est proportionnelle à la
dernière colonne de la matrice [V ], d’où
b = [V ]Q+1 . (II.2.72)
Les pôles sont ensuite déterminés de la même façon que précédemment en déterminant les
zéros du dénominateur de l’équation II.2.62
Q∑
n=0
bns
n = 0. (II.2.73)
Ce polynôme peut alors se factoriser tel que
Q∑
n=0
bns
n = bQ
Q∏
n=1
(s− sn). (II.2.74)
Nous avons donc
H(s) =
∑P
n=0 ans
n
bQ
∏Q
n=1(s− sn)
=
Q∑
n=1
Rn
s− sn . (II.2.75)
Les résidus Rn sont ensuite calculés à l’aide de
Rn =
∑P
k=0 aks
k
n
bQ
∏Q
k=1,k 6=n(sn − sk)
. (II.2.76)
Il a été montré [114] que dans le cas où la matrice [R22] est bruitée, l’utilisation de la TLS
permet de mieux réduire les eﬀets du bruit que l’approche LS.
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II.2.3 Conclusion
Il existe plusieurs méthodes pour extraire les pôles de résonance ; les principales sont les
méthodes de Prony, MP et Cauchy. Un problème connu est la sensibilité au bruit de ce type
de méthode. Pourtant, peu d’études existent sur leurs comparaisons en présence de bruit.
Janic Chauveau [8] a utilisé la TLS-MP ainsi que la méthode de Cauchy pour extraire les
pôles de résonance d’une cible. Une comparaison de ces méthodes appliquées sur la réponse
d’un dipôle conducteur, en présence de bruit, montre que la TLS MP est plus robuste que
la méthode de Cauchy. En eﬀet, la TLS MP permet d’obtenir plus de pôles et de façon plus
précise. Cependant, il n’existe pas à notre connaissance de comparaison détaillée de ces deux
méthodes.
II.3 Techniques de sélection des pôles de résonance
Les pôles de résonance extraits à l’aide des méthodes précédemment présentées permettent
de modéliser la réponse temporelle ou fréquentielle d’une cible. Certains pôles sont caractéris-
tiques de la cible, ils sont alors « physiques », d’autres ne sont présents que pour donner une
solution au système d’équations, ils sont dits « mathématiques » et n’ont pas de sens physique.
Dans la perspective de caractériser une antenne à partir de ses pôles, il est nécessaire de pou-
voir dissocier les pôles physiques et mathématiques. De plus, tous les pôles extraits avec ces
méthodes n’ont pas le même « poids ». Certains pôles sont prépondérants alors que d’autres
ne contribuent que très peu à la modélisation de la réponse. Il existe diﬀérentes méthodes pour
déterminer l’importance d’un pôle et ainsi ne conserver que les pôles caractéristiques de l’objet.
II.3.1 Sélection des pôles dominants
Les méthodes d’extraction présentées dans la partie II.2 proposent souvent de surestimer le
nombre de pôles à extraire. Le jeu de pôles ainsi obtenu contient à la fois des pôles physiques
et des pôles mathématiques. De plus, certains pôles (physiques ou non) ne contribuent que
très peu à la modélisation de la réponse de l’objet. Dans l’optique d’obtenir un jeu compact
de pôles représentatifs de l’objet, il est nécessaire de trier les pôles dont la contribution est
moindre, notamment caractérisés par un fort coeﬃcient d’amortissement ou un résidu très
faible. En 1978, Poggio [119] propose d’éliminer les pôles dont le résidu associé est trois fois
inférieur au résidu le plus fort. Cependant, ce critère semble trop simple pour sélectionner les
pôles pertinents. Marrocco [120] propose de calculer le poids Pm de chaque pôle en fonction de
Pm =
ˆ ∞
0
|Rmesmt|2dt, (II.3.1)
puis de normaliser ce poids par rapport au poids le plus élevé Pmax et de le comparer à un
seuil ξ. Si le poids normalisé est inférieur au seuil, alors ce pôle n’est pas conservé. A l’aide de
l’exemple de la modélisation du champ électrique rayonné par une antenne cornet, il propose
de ﬁxer le seuil tel que ξ = 10−2. Dans [121], il est proposé de calculer le poids Pm de chaque
pôle en terme du rapport entre le résidu et le coeﬃcient d’amortissement tel que Pm =
|Rm|
|σm|
,
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normalisé par rapport à celui du pôle dominant Pmax =
|Rd|
|σd|
(rapport le plus élevé). Ce poids
normalisée est ensuite comparé à un seuil ξ.
|Rm/σm|
|Rd/σd| < ξ m = 0, 1, ...,M (II.3.2)
Si le poids normalisé d’un pôle est inférieur au seuil, alors ce pôle est jugé peu contributeur
et est éliminé. Chauveau propose également un autre critère fondé sur la durée de vie d’une
résonance dans le temps, directement liée à son coeﬃcient d’amortissement. Les pôles ayant
un coeﬃcient d’amortissement en module |σm| supérieur à un coeﬃcient d’amortissement dit
maximum |σmax| sont éliminés. Il propose |σmax| = 5/Tp où Tp est la durée du temps proche.
Dans ce cas, le coeﬃcient d’amortissement est tellement fort en module que ce pôle est très
atténué avant le début du temps retardé. Dans le cas de cibles canoniques et de cibles de
formes plus complexes, ce critère permet de sélectionner un jeu de pôles restreint et suﬃsant
pour correctement modéliser leurs réponses [121].
Cependant, l’importance de la contribution d’un pôle dans une réponse temporelle varie en
fonction du temps. Nous proposons alors une autre pondération Pn, associée au nème pôle, telle
que
Pn = Rneσnt, (II.3.3)
La ﬁgure II.3.1 montre la réponse temporelle en temps retardé d’un dipôle de 100 mm. Les
valeurs des Pn à quatre instants t diﬀérents sont présentés sur la ﬁgure II.3.2. L’échelle des
pondérations est diﬀérente sur chaque ﬁgure mais cette évolution montre bien l’importance de
chaque pôle en fonction du temps. En particulier, l’importance du pôle à l’amortissement le
plus faible augmente avec le temps car les autres pôles s’atténuent plus rapidement.
0 0.2 0.4 0.6 0.8 1−1.5
−1
−0.5
0
0.5
1
Temps (ns)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
t =0 t =0.25 t =0.5 t =0.75
Figure II.3.1: Réponse en temps retardé temporelle du dipôle de 100 mm
Les études présentées dans ce paragraphe se fondent sur la contribution d’un pôle dans la
reconstruction de la réponse d’un objet dans une direction particulière, le but étant de réduire
le nombre de pôles nécessaires à sa modélisation. Cependant, ce critère n’est pas fondé sur
le côté physique ou non du pôle de résonance. En eﬀet, un pôle peut être dominant bien que
mathématique. Pour diﬀérencier les pôles physiques des pôles mathématiques, nous proposons
d’étudier la méthode de la fenêtre glissante.
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Figure II.3.2: Pondération Pn = Rne
σnt en fonction du temps
II.3.2 Analyse sur une fenêtre glissante
Également appelée « analyse temps-fréquence », le principe de cette méthode [122, 123]
est de fenêtrer la réponse temporelle avant d’appliquer la méthode d’extraction des pôles de
résonance. La fenêtre est ensuite « décalée » d’un certain nombre d’échantillons et la méthode
numérique est à nouveau appliquée sur cette nouvelle fenêtre et ainsi de suite jusqu’à atteindre
le dernier échantillon de la réponse. Le principe est présenté sur la ﬁgure II.3.3.
Les fréquences de résonance ainsi que les coeﬃcients d’amortissement de chaque pôle sont
ensuite représentés en fonction de l’instant du début de la fenêtre. Par exemple, pour une fenêtre
de 100 échantillons et un décalage de cinq échantillons, la fenêtre 1 comporte les échantillons
1 à 100, la fenêtre 2 les échantillons 6 à 105 et ainsi de suite. La ﬁgure II.3.4 présente les
résultats de la fenêtre glissante appliquée à la réponse en temps retardé temporelle d’un dipôle
de longueur L = 100 mm avec un rapport L/D = 100 où D est le diamètre du dipôle.
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Figure II.3.3: Fenêtre glissante sur une réponse temporelle
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Figure II.3.4: MP sur une fenêtre glissante appliquée sur la réponse d’un dipôle
Ce traitement permet de diﬀérencier les pôles physiques et les pôles mathématiques. En
eﬀet, un pôle physique contribue à chaque instant de la réponse temporelle. Quelle que soit
la fenêtre utilisée, un pôle physique doit présenter une valeur quasi-constante. En revanche,
un pôle mathématique présente une valeur plus ﬂuctuante en fonction de la fenêtre. Il ne sert
qu’à aider l’algorithme d’extraction des pôles à converger. Sur l’exemple de la ﬁgure II.3.4, les
sept pôles (correspondant aux pôles de la ﬁgure I.4.3a) sont constants en fonction de la fenêtre
aussi bien en terme de fréquence de résonance que de coeﬃcient d’amortissement. Ces pôles
sont donc physiques. En revanche, d’autres pôles apparaissent aléatoirement pour certaines
fenêtres, ces pôles sont considérés mathématiques. Dans [60], Chen utilise la fenêtre glissante
pour discriminer les pôles physiques d’une cible enfouie dont les pôles ont été extraits avec la
TLS-Prony. Liang [124] utilise la fenêtre glissante avec la méthode de Prony pour la détection
de résonances dans un système de puissance.
Habituellement, la fenêtre glissante est appliquée aﬁn de déterminer les pôles physiques
d’un signal. Les pôles sont ensuite extraits de l’ensemble du signal et triés en fonction de ceux
49
Chapitre II Les techniques d’extraction des pôles de résonance
jugés stables dans la fenêtre glissante. Dans [93], les auteurs proposent de calculer les pôles
directement à partir des résultats de la fenêtre glissante. Dans un premier temps, ils calculent
et aﬃchent le module du résidu en fonction de l’indice de la fenêtre. Puis, en fonction de la
pente des résidus diminuant avec le temps, ils calculent le coeﬃcient d’amortissement du pôle
associé à l’aide de
ln(|RTm|) = ln(|Rm|)− σmT (II.3.4)
où
– Rm est le résidu associé au mème pôle calculé pour l’intégralité du signal ;
– RTm est le résidu associé au m
ème pôle calculé dans un certain intervalle de temps ;
– T est le début de l’intervalle de temps considéré.
L’extraction des coeﬃcients d’amortissements est très sensible et varie généralement en
fonction de la fenêtre considérée. Dans le cas considéré dans cette étude d’un tag RFID, cette
méthode permet de diminuer de 10 à 40% l’erreur sur le coeﬃcient d’amortissement par rapport
à une extraction directe sur l’ensemble du signal.
II.4 Analyse de la fonction d’autocorrélation
Dans [7], Raphael Toribio évoque la possibilité d’appliquer un algorithme d’extraction des
pôles sur l’autocorrélation du signal à traiter. Cela permet de diminuer les eﬀets du bruit. De
plus, la fonction d’autocorrélation ne modiﬁe pas le comportement résonant du signal. En eﬀet,
considérons un signal s(t) de la forme
s(t) = x(t) + b(t) (II.4.1)
où
– x(t) = eσtcos(ωt) ;
– b(t) est un bruit additif.
La fonction d’autocorrélation css(τ) du signal s(t) est donnée par
css(τ) =
ˆ ∞
−∞
s(t+ τ)s∗(τ)dτ, (II.4.2)
css(τ) =
ˆ ∞
−∞
[x(t+ τ) + b(t+ τ)][x(τ) + b(τ)]∗, (II.4.3)
css(τ) = cxx(τ) + cxb(τ) + cbx(τ) + cbb(τ). (II.4.4)
Les signaux x(t) et b(t) étant indépendants, cxb(τ) = cxb(τ) = 0 donc
css(τ) = cxx(τ) + cbb(τ). (II.4.5)
Le calcul d’une primitive de cxx(τ) aboutit à l’expression
50
II.5 Conclusion
cxx(τ) =
1
4σ
cos(ωτ)e(στ+2σt)+
σ
4
cos(ωt)e(στ+2σt)
ω2 + σ2
sin(2ωt+ωτ)+2σ
cos(ωt)e(στ+2σt)
ω2 + σ2
sin(2ωt+ωτ).
(II.4.6)
A l’aide d’un ﬁltre passe-bas, l’équation II.4.6 se résume à
cxx(τ) ≈ 14σcos(ωτ)e
(στ+2σt) (II.4.7)
On observe ici que les pôles de résonance du signal de départ sont identiques à ceux de
son autocorrélation. Cela permet d’extraire les pôles de résonance à partir de données moins
bruitées. En revanche, les résidus associés à chaque pôle seront bien sûr modiﬁés. Dans [92], les
auteurs utilisent l’autocorrélation pour diminuer le bruit dans la réponse impulsionnelle d’une
étiquette RFID sans puce. Cela permet d’améliorer très légèrement la précision des pôles de
résonance obtenus.
II.5 Conclusion
Dans ce chapitre, nous avons vu que plusieurs méthodes permettent d’extraire les pôles
de résonance de la réponse d’une antenne. Les trois principales sont les méthodes de Prony,
Matrix Pencil et Cauchy. Ces méthodes sont actuellement utilisées mais aucune étude à notre
connaissance ne permet de déterminer la méthode la plus appropriée à l’extraction des pôles
de la réponse d’une antenne, notamment en présence de bruit. En eﬀet, la principale limitation
de ces méthodes est leurs grandes sensibilités au bruit. Plusieurs techniques permettent de
sélectionner les pôles de résonance pertinents d’une antenne. Tout d’abord, il existe des critères
permettant de juger de l’importance d’un pôle et ainsi pouvoir sélectionner uniquement les
pôles dominants dans l’optique de réduire la taille du jeu de pôles nécessaire à la modélisation
d’une réponse. La méthode de la fenêtre glissante permet quant à elle de discriminer les pôles
mathématiques des pôles physiques en regardant la stabilité d’un pôle dans le temps. Enﬁn,
l’utilisation de l’autocorrélation permet d’extraire les mêmes pôles mais en diminuant le bruit
de la réponse d’une antenne.
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III.1 Introduction
III.1 Introduction
Les pôles de résonance peuvent s’extraire à partir de la réponse impulsionnelle temporelle
d’une antenne ou de sa fonction de transfert fréquentielle. Plusieurs méthodes d’extraction,
présentées dans le deuxième chapitre, permettent d’obtenir ces pôles de résonance. L’objectif
de ce chapitre est de déﬁnir une procédure d’extraction avec les trois méthodes TLS-Prony,
TLS-MP et TLS-Cauchy. Pour cela, nous utilisons un exemple didactique dont le principe est
présenté sur la ﬁgure III.1.1.
Figure III.1.1: Principe de validation à l’aide de l’exemple didactique
Dans un premier temps, nous déﬁnissons un jeu de pôles. Celui-ci est choisi suﬃsamment
complexe pour essayer de mettre en défaut les algorithmes d’extraction. Nous construisons
ensuite les réponses temporelle et fréquentielle associées à ce jeu de pôles. Puis, les trois mé-
thodes sont appliquées sur les réponses créées et nous comparons les pôles obtenus avec les
pôles de départ. Cette dernière étape est également réalisée en ajoutant au préalable un bruit
blanc Gaussien (BBG) sur les réponses construites. Cela permet de comparer les méthodes
d’extraction en présence de bruit et donc de tester leurs robustesses. L’utilisation de la fenêtre
glissante, pour déterminer des pôles stables, et de l’autocorrélation, pour réduire le bruit, est
également abordée dans ce chapitre.
L’intérêt de cet approche est de parfaitement connaître les pôles de résonance contenus dans
les réponses et ainsi de pouvoir comparer précisément les pôles extraits avec les pôles théoriques.
Pour simpliﬁer l’écriture, nous parlerons maintenant des méthodes de Prony, Matrix Pencil
(MP) et Cauchy lorsque nous utiliserons les méthodes TLS-Prony, TLS-MP et TLS-Cauchy.
III.2 Déﬁnition d’un jeu de pôles
La première étape de cette analyse est la déﬁnition d’un jeu de pôles. Aﬁn de mettre en
lumière les éventuels défauts des méthodes d’extraction, nous déﬁnissons un jeu de pôles et de
résidus complexes dont les valeurs sont indiquées sur le tableau III.1. Les pôles et les résidus
sont représentés dans le plan complexe sur la ﬁgure III.2.1. Sur la ﬁgure III.2.2, nous proposons
deux autres représentations dans le plan complexe. Sur la première, la taille des marqueurs
dépend du module du résidu |R| et sur la deuxième, la taille des marqueurs dépend du quotient
|R| / |σ|. Ces représentations, plus lisibles, permettent de pouvoir déterminer rapidement les
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pôles dominants. En eﬀet, le pôle 9 a le plus fort résidu mais c’est le pôle 1 qui est dominant
si on tient compte de la pondération en |R| / |σ|.
Numéro Pôles (x109) Résidus (x109)
1 −1± j2 −7± j2
2 −17± j3.5 −21± j5
3 −3± j5 4± j5
4 −12± j5 3± j2
5 −4± j6.85 −2± j1.5
6 −15± j7 0.1± j0.2
7 −22± j8.5 0.3± j0.05
8 −7± j9 −0.2± j0.1
9 −14± j10.2 40± j10
Table III.1: Jeu de pôles de l’exemple didactique
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Figure III.2.1: Pôles et résidus dans le plan complexe
En pratique, les pôles avec un fort coeﬃcient d’amortissement sont les plus diﬃciles à ex-
traire. En eﬀet, plus le coeﬃcient d’amortissement est fort, plus sa contribution dans la réponse
s’amortit rapidement et il est donc plus délicat d’extraire ce pôle. Nous intégrons donc à notre
exemple cinq pôles avec un fort coeﬃcient d’amortissement (supérieur à 10.109 en module) :
les pôles 2, 4, 6, 7 et 9. Deux de ces pôles (2 et 9) ont un résidu important, deux autres (pôles
6 et 7) sont associés à des résidus faibles et le dernier (pôle 4) est associé à un résidu que
nous qualiﬁerons d’intermédiaire. Une autre diﬃculté courante est la présence de deux paires
de pôles ayant la même fréquence de résonance. Les pôles 3 et 4 possèdent donc la même
fréquence de résonance mais des coeﬃcients d’amortissement et des résidus diﬀérents.
A l’aide de l’équation I.4.1, nous construisons les réponses temporelle et fréquentielle liées à
ces pôles et résidus. Elles sont présentées sur la ﬁgure III.2.3 pour un temps compris entre 0
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Figure III.2.2: Cartographie du jeu de pôles didactique pondéré
et 5 ns avec 500 échantillons soit un pas de 0.01 ns pour la réponse temporelle et une bande
de fréquence de 0 à 15 GHz avec 500 échantillons soit un pas de 0.03 GHz pour la réponse
fréquentielle. Rappelons que les fréquences de résonance associées aux pôles varient entre 2 et
10.2 GHz et sont donc comprises dans la bande de fréquence considérée.
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Figure III.2.3: Réponses construites à partir du jeu de pôles didactique
Nous constatons que la réponse temporelle contient plusieurs oscillations et est déjà très
amortie à 5 ns. La réponse fréquentielle est plus facile à analyser que la réponse temporelle.
Par exemple, nous remarquons un pic de résonance à 2 GHz. Cette fréquence correspond au
pôle numéro 1 associé au coeﬃcient d’amortissement le plus faible et à la pondération R/ |σ|
la plus importante. Le pôle 1 est donc eﬀectivement le pôle dominant. Il y a également un pic
à 5 GHz et deux pôles possèdent cette fréquence de résonance dont le pôle 3 qui semble être le
troisième pôle dominant. Plus diﬃcilement, nous pouvons imaginer, à partir de cette réponse,
des pôles aux alentours de 7 et 10 GHz qui correspondent aux pôles 5 et 9. La pondération des
pôles en |R| / |σ| est donc cohérente avec l’allure de la réponse fréquentielle.
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Dans la suite de cette thèse, nous proposons d’utiliser l’Erreur Quadratique Moyenne Nor-
malisée (EQMN) pour déﬁnir l’erreur entre une réponse reconstruite et la réponse de départ.
Elle est déﬁnie comme
EQMN =
1
N
∑N
n=1(xn − x∗n)2
1
N
∑N
n=1 x
2
n
, (III.2.1)
où
– N est le nombre d’échantillons ;
– xn est le nème échantillon de la réponse théorique ;
– x∗n est le n
ème échantillon de la réponse reconstruite.
III.3 Extraction en milieu non bruité
Les trois algorithmes d’extraction de pôles sont maintenant appliqués directement aux ré-
ponses temporelle et fréquentielle de la ﬁgure III.2.3. Pour chaque méthode, nous présentons
l’étude de l’inﬂuence de ses paramètres : ordre du modèle, période ou fréquence d’échantillon-
nage, nombre d’échantillons conservés...
III.3.1 La méthode de Prony
III.3.1.1 Le paramètre M
Dans un premier temps, nous appliquons la méthode de Prony sur la réponse temporelle.
Le paramètre M est l’ordre du modèle et correspond au nombre de pôles que la méthode
cherche à extraire. La réponse de cet exemple est constituée de neuf paires de pôles, soit 18
pôles. Cependant, en pratique, ce nombre n’est pas connu. Nous proposons donc de regarder
le comportement de cette méthode lorsque M est sous-estimé ou sur-estimé. Les pôles et les
résidus extraits pour M = 18, M = 30 et M = 50 sont présentés sur la ﬁgure III.3.1.
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Figure III.3.1: Pôles et résidus extraits avec la méthode de Prony, M = 18, 30 et 50
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Les pôles obtenus pour chaque valeur de M sont identiques et correspondent parfaitement
avec les pôles d’origine. Les résidus associés à ces pôles sont également constants et identiques
à ceux de départ. Il est donc possible de sur-estimer le nombre de pôles à extraire M sans
perturber l’extraction des pôles de résonance de la réponse. En eﬀet, pour M = 30 et M =
50, respectivement 12 et 32 pôles mathématiques sont extraits mais sont hors de la bande
de fréquence d’intérêt ou avec des coeﬃcients d’amortissement très forts ou positifs. Nous
proposons maintenant de sous-estimer M . Les résultats sont présentés sur la ﬁgure III.3.2
pour M = 12, M = 14 et M = 16.
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Figure III.3.2: Pôles et résidus extraits avec la méthode de Prony, M = 12, 14 et 16
Lorsque M est sous-estimé, il n’est bien sûr pas possible d’extraire l’ensemble des pôles
de résonance présents dans la réponse. Cependant, certains pôles sont tout de même extraits
correctement et d’autres sont extraits avec une certaine erreur sur le coeﬃcient d’amortissement
et/ou la fréquence de résonance. Par exemple, les pôles 6 et 7 ne sont pas extraits pourM = 12
etM = 14 alors que lorsqueM = 16, un pôle « intermédiaire » entre les pôles 6 et 7 est extrait.
En conclusion, sous-estimer le nombre de pôles à extraire ne permet pas d’obtenir tous les pôles
et peut générer des erreurs sur les pôles extraits ; il est préférable de sur-estimer ce nombre de
pôles aﬁn d’extraire l’ensemble des pôles physiques de la réponse.
III.3.1.2 La fenêtre d’observation
Nous regardons maintenant l’inﬂuence de la longueur de la fenêtre d’observation de la ré-
ponse sur l’extraction des pôles. Pour cela, la réponse est tronquée à 40, 80 puis 120 échantillons
avec Te = 0.01 ns et la méthode de Prony est appliquée sur ces diﬀérentes réponses tronquées.
Les résultats sont présentés sur la ﬁgure III.3.3 pour M = 50. Pour une fenêtre de 40 échan-
tillons, seuls les pôles 1 et 9 sont correctement extraits ce qui correspond aux deux pôles
dominants. Les pôles 4 et 6 ne sont pas extraits et les autres pôles sont obtenus avec une faible
erreur sur le coeﬃcient d’amortissement. A partir de 80 échantillons, soit 0.8 ns, l’ensemble
des pôles est correctement extrait. Il est donc nécessaire d’utiliser une réponse d’une durée
supérieure à 0.8 ns pour cet exemple, ce qui peut se généraliser comme environ deux fois la
période du pôle à la fréquence la plus faible (ici 2 GHz).
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Figure III.3.3: Extraction avec la méthode de Prony pour des fenêtres de 40, 80 et 120
échantillons, Te = 0.01 ns
III.3.1.3 La période d’échantillonnage
L’inﬂuence de la période d’échantillonage est maintenant présentée. La durée totale de la
réponse temporelle est maintenue à 5 ns mais le pas d’échantillonage Te, et donc le nombre
d’échantillons, varient. Les pôles obtenus lorsque Te < 0.01 ns et Te > 0.01 ns sont présentés
sur la ﬁgure III.3.4 pour M = 50.
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Figure III.3.4: Extraction avec la méthode de Prony pour plusieurs périodes d’échan-
tillonnages Te
Lorsque Te = 0.00125 ns, i.e. lorsque la réponse temporelle est composée de 4000 échantillons,
la méthode de Prony extrait correctement l’ensemble des pôles. En revanche, lorsque Te diminue
à 0.08 ns, les pôles dont les fréquences de résonance sont les plus importantes (5, 6, 7, 8 et 9)
ne sont pas retrouvés. Pour Te = 0.08 ns, la fréquence d’échantillonnage est Fe = 12.5 GHz.
La fréquence de résonance la plus importante est de 10.2 GHz, Te = 0.08 ns ne satisfait donc
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pas le théorème de Shannon.
III.3.1.4 La fenêtre glissante
La méthode de Prony est appliquée sur une fenêtre glissante dont la largeur est de 120
échantillons, soit une durée de 1.2 ns, et se décale de 10 échantillons, soit une durée de 0.10 ns.
Les résultats sont présentés sur la ﬁgure III.3.5. Tous les pôles sont extraits de façon constante
en fonction de la fenêtre. Il est intéressant de noter que plus le coeﬃcient d’amortissement est
fort, plus l’extraction du pôle stoppe rapidement. En eﬀet, les paires de pôles 1, 3, 5 et 8 sont
extraits quelle que soit la fenêtre alors que le pôle 7 n’est plus extrait dès la neuvième fenêtre.
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Figure III.3.5: Application de la méthode de Prony sur une fenêtre glissante de 120
échantillons, M = 50
III.3.1.5 L’autocorrélation
Dans le chapitre précédent, nous avons vu que l’autocorrélation peut être utilisée sur une
réponse temporelle sans modiﬁer ses pôles de résonance. Nous proposons ici de calculer l’au-
tocorrélation de la réponse temporelle et d’appliquer la méthode de Prony sur cette réponse
autocorrélée. Les résultats pour plusieurs valeurs de M sont présentés sur la ﬁgure III.3.6. Les
pôles sont correctement retrouvés pour M = 50 uniquement. Il est donc possible d’extraire
les mêmes pôles de résonance à partir de l’autocorrélation de la réponse temporelle mais il est
nécessaire de sur-estimer la valeur de M pour extraire la totalité des pôles correctement.
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Figure III.3.6: Extraction avec la méthode de Prony sur la réponse autocorrélée
III.3.2 La méthode Matrix Pencil
III.3.2.1 Le paramètre M
Nous appliquons la même procédure que dans le cas de la méthode de Prony. La ﬁgure III.3.7
présente les résultats de l’extraction avec la méthode MP pour M sur-estimé. Tous les pôles
sont extraits avec précision quel que soit M . Les résidus sont tous également correctement
retrouvés.
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Figure III.3.7: Pôles et résidus extraits avec MP, M = 18, 30 et 50
Nous présentons maintenant sur la ﬁgure III.3.8 les pôles et résidus extraits lorsque M est
sous-estimé. Les résultats sont très proches de ceux obtenus avec la méthode de Prony. Les
pôles 6 et 7 ne sont pas extraits et les pôles 4 et 8 sont extraits avec une certaine erreur
sur le coeﬃcient d’amortissement. Les résidus associés aux pôles correctement extraits sont
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identiques à ceux d’origine. En revanche, les résidus associés aux pôles extraits avec erreur
sont modiﬁés.
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Figure III.3.8: Pôles et résidus extraits avec MP, M = 12, 14 et 16
III.3.2.2 La fenêtre d’observation
La réponse temporelle est tronquée à 40, 80 et 120 échantillons et la méthode MP est
appliquée sur ces réponses tronquées. Les résultats sont présentés sur la ﬁgure III.3.9. Les
résultats sont semblables à ceux obtenus avec la méthode de Prony ; il est nécessaire d’avoir
au moins 80 échantillons pour que l’extraction soit précise. La limite se trouve donc au niveau
de la durée minimale de la réponse qui doit être environ 2 fois supérieure à la période associée
à la fréquence de résonance la plus basse.
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Figure III.3.9: Pôles extraits avec MP pour plusieurs fenêtres d’observation Te = 0.01
ns
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III.3.2.3 La période d’échantillonnage
Dans cette partie, la durée totale de la réponse temporelle est maintenue à 5 ns mais le
pas d’échantillonage Te et donc le nombre d’échantillons varient. Les pôles obtenus lorsque
Te < 0.01 ns et Te > 0.01 ns sont présentés sur la ﬁgureIII.3.10.
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Figure III.3.10: Pôles extraits avec MP en fonction de la période d’échantillonnage
Lorsque Te diminue et donc que le nombre d’échantillons augmente, la méthode MP arrive
à extraire l’ensemble des poles avec précision. En revanche, lorsque Te augmente à 0.08 ns, les
pôles dont les fréquences sont les plus élevées ne sont plus extraits. Il est donc nécessaire de
respecter le théorème de Shannon à la fréquence de résonance la plus importante. En conclusion,
Te est déterminée en accord avec le théorème de Shannon et le nombre d’échantillons doit être
ﬁxé suﬃsamment grand pour que la durée totale du signal soit supérieure à deux fois la période
du pôle à la fréquence la plus faible.
III.3.2.4 La fenêtre glissante
Nous appliquons maintenant MP sur une fenêtre glissante de 100 échantillons, soit une durée
de 1 ns, suﬃsante pour théoriquement extraire l’ensemble des pôles. Les résultats sont présentés
sur la ﬁgure III.3.11. Tous les pôles physiques sont extraits de façon stable. Quelques pôles
sont extraits aléatoirement ; ce sont des pôles mathématiques. L’application sur une fenêtre
glissante permet donc de séparer les pôles physiques qui sont stables des pôles mathématiques
qui sont extraits arbitrairement. Il est intéressant de noter que MP semble extraire plus de
pôles mathématiques dans la bande de fréquence considérée que la méthode de Prony.
III.3.2.5 L’autocorrélation
Nous appliquons MP sur la réponse temporelle autocorrélée. La ﬁgure III.3.12 présente
l’autocorrélation de la réponse temporelle ainsi que les pôles extraits avec Matrix Pencil pour
plusieurs valeurs de M . Il est nécessaire d’augmenter M pour extraire l’ensemble des pôles de
départ. Les pôles de résonance sont donc toujours présents dans le signal autocorrélé mais leur
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Figure III.3.11: Application de la méthode MP sur une fenêtre glissante de 100 échan-
tillons
extraction est plus délicate et nécessite de doubler la valeur de M dans notre exemple. Il est
également intéressant de noter que l’utilisation de l’autocorrélation n’amène pas de nouveaux
pôles de résonance dans la bande de fréquence d’intérêt.
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Figure III.3.12: Extraction avec MP sur la réponse autocorrélée
III.3.3 La méthode de Cauchy
La troisième méthode d’extraction de pôles de résonance que nous comparons est la méthode
de Cauchy. Cette méthode est fondée sur l’approximation de la réponse fréquentielle par un
quotient de polynômes. Nous rappelons que le paramètre P déﬁnit le degré du polynôme du
numérateur et correspond donc au nombre de pôles extraits moins un.
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III.3.3.1 Le paramètre P
L’extraction des pôles de résonance est eﬀectuée sur la réponse fréquentielle, présentée sur
la ﬁgure III.2.3b, c’est-à-dire sur toute la bande de fréquence 0-15 GHz, qui contient 500
échantillons soit un pas de 0.03 GHz. Les pôles obtenus pour plusieurs valeurs de P sont
présentés sur la ﬁgure III.3.13. Lorsque P = 8, seul le pôle 9 est extrait précisément, les pôles
1, 3 et 5 étant extraits avec une erreur importante. Lorsque P est égal à 24, les pôles 5, 8 et 9
sont alors extraits correctement. Dans tous les cas, les pôles 2, 4, 6 et 7 ne sont pas extraits.
Quelle que soit la valeur de P utilisée, il n’est donc pas possible d’extraire l’ensemble des pôles
de la réponse fréquentielle.
−30 −25 −20 −15 −10 −5 00
2
4
6
8
10
12
Coefficient amortissement (109 Neper/s)
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
 
 
1
2
34
56
7
8
9
Reel
P = 8
P = 14
P = 24
(a) P = 8, 14 et 24
−30 −25 −20 −15 −10 −5 00
2
4
6
8
10
12
Coefficient amortissement (109 Neper/s)
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
 
 
1
2
34
56
7
8
9
Reel
P = 5
P = 6
P = 7
(b) P = 5, 6 et 7
Figure III.3.13: Pôles extraits avec la méthode de Cauchy en fonction de P
Sur la ﬁgure III.3.14, nous présentons l’EQMN de la réponse reconstruite en fonction de P .
L’erreur est la plus faible lorsque P = 8. Au-delà de P = 23, le peu de pôles physiques et le
nombre trop important de pôles mathématiques extraits empèchent de reconstruire correcte-
ment la réponse. La méthode de Cauchy permet donc de correctement modéliser la réponse
fréquentielle du dipôle pour P = 8, mais ne permet pas d’extraire l’ensemble des pôles phy-
siques.
III.3.3.2 La fréquence d’échantillonage
Nous diminuons le pas d’échantillonnage de la réponse fréquentielle (initiallement à 0.03
GHz) tout en travaillant sur la même bande de fréquence (0-15 GHz). Les pôles extraits
pour P = 8 en fonction de l’échantillonnage sont présentés sur la ﬁgure III.3.15. Les pôles
extraits avec la méthode de Cauchy pour P = 8 sont identiques quelle que soit la fréquence
d’échantillonnage et notamment pour Fe = 0.96 GHz où la réponse n’est constitué que de 16
points. Ceci a également été vériﬁé pour d’autres valeurs de P .
III.3.3.3 La bande de fréquence
Aﬁn d’améliorer la précision sur les pôles extraits ou d’en extraire davantage, nous proposons
de diviser la bande de fréquence en quatre sous-bandes et d’appliquer l’algorithme de Cauchy
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Figure III.3.14: Erreur sur la réponse reconstruite en fonction de P
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Figure III.3.15: Pôles extraits avec la méthode de Cauchy pour plusieurs fréquences
d’échantillonnage Fe
indépendamment sur chaque sous-bande. Les sous-bandes choisies ainsi que l’erreur sur la
réponse reconstruite dans chacune d’elles sont présentées sur la ﬁgure III.3.16. L’EQMN est la
plus faible dans les quatre sous-bandes pour P compris entre 3 et 7. Les pôles extraits pour
ces valeurs sont présentés sur la ﬁgure III.3.17.
Pour P compris entre 3 et 5, les pôles 1, 3, 5 et 9 sont correctement extraits. En revanche,
aucun autre pôle n’est obtenu. Lorsque P = 7 et 8, le pôle 2 est également extrait correctement
et pour P = 7, le pôle 8 l’est aussi. En divisant la réponse en plusieurs sous-bandes et en
appliquant la méthode de Cauchy indépendamment sur chacune d’elles, il est donc possible
d’améliorer la précision sur les pôles obtenus mais aussi d’extraire d’autres pôles de résonance
comme ici les pôles 2 et 8. En revanche, les pôles 4, 6 et 7 qui ont un coeﬃcient d’amortissement
fort et un résidu moyen ou faible, ne sont jamais extraits quelle que soit la valeur de P et les
sous-bandes choisies. Cependant, le jeu de pôles didactique choisi ici est complexe à extraire
et la méthode de Cauchy peut avoir de l’intérêt pour extraire les pôles de résonance d’une
réponse moins complexe.
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Figure III.3.16: Extraction avec la méthode de Cauchy sur quatre sous-bandes
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Figure III.3.17: Application de la méthode de Cauchy sur quatre sous-bandes
III.3.3.4 La fenêtre glissante
L’application de la méthode de Cauchy sur plusieurs sous-bandes permet d’améliorer l’ex-
traction des pôles de résonance. Cependant, il n’existe pas de règle permettant de déﬁnir
précisément ces sous-bandes. De plus, dans un cas concret où les pôles ne sont pas connus à
l’avance, il sera diﬃcile de déterminer si le pôle extrait est physique ou non s’il n’est extrait
que dans une certaine bande de fréquence et pour une valeur de P particulière. Nous propo-
sons donc d’appliquer l’algorithme de Cauchy sur une fenêtre glissante. Contrairement à son
utilisation sur une réponse temporelle, il ne sera pas possible d’extraire l’ensemble des pôles de
résonance dans chaque fenêtre mais il est intéressant de regarder la stabilité des pôles autour
de leurs fréquences de résonance. A notre connaissance, la méthode de Cauchy n’a jamais été
appliquée de cette manière. Les deux premières fenêtres glissantes utilisées sont présentées sur
la ﬁgure III.3.18. Le décalage est de 5 échantillons soit 0.15 GHz et l’ordre du modèle P est
égal à 8. Les résultats sont présentés sur les ﬁgures III.3.19 et III.3.20.
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Figure III.3.18: Tailles des fenêtres considérées
0 1 2 3 4 5 60
2
4
6
8
10
12
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
Début de la fenêtre (GHz)
(a) Fréquences de résonance
0 1 2 3 4 5 6−30
−25
−20
−15
−10
−5
0
Co
ef
fic
ie
nt
 d
’a
m
or
tis
se
m
en
t
Début de la fenêtre (GHz)
(b) Coeﬃcients d’amortissement
Figure III.3.19: La méthode de Cauchy sur une fenêtre glissante de 9 GHz
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Figure III.3.20: La méthode de Cauchy sur une fenêtre glissante de 4.5 GHz
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Avec la fenêtre de 9 GHz, la paire de pôles numéro 1 est correctement extraite tant que la
fenêtre utilisée contient la fréquence de résonance de ce pôle. Une paire de pôles est extraite
vers 5 GHz et est liée à un coeﬃcient d’amortissement compris entre −3.109 et −4.109 Neper/s,
il s’agit donc du pôle 3 avec une erreur sur le coeﬃcient d’amortissement. Cette erreur est due à
la présence d’une autre paire de pôles à la même fréquence de résonance (le pôle 4) qui perturbe
l’extraction et décale le coeﬃcient d’amortissement. Une troisième paire de pôles est extraite
vers 7 GHz. Son coeﬃcient d’amortissement varie légèrement entre −4.109 et −5.109 Neper/s.
Il s’agit donc du pôle 5 avec le coeﬃcient d’amortissement un peu plus faible à cause de la
présence du pôle 6 qui a presque la même fréquence de résonance. Enﬁn, une quatrième paire
de pôle est extraite. Sa fréquence de résonance est stable autour de 10.2 GHz et son coeﬃcient
d’amortissement l’est également pour des fenêtres commençants entre 1.5 et 3.5 GHz. Il s’agit
donc du pôle 9.
En utilisant la fenêtre de 4.5 GHz, deux paires de pôles supplémentaires peuvent être dis-
tinguées. Une première dont la fréquence de résonance est comprise entre 3.6 et 4 GHz et le
coeﬃcient d’amortissement est d’environ −17.109 Neper/s. Il s’agit donc de la paire de pôles
2 extraite avec une erreur. La deuxième est la paire de pôles 8. A partir de la fenêtre com-
mençant à 8 GHz, la fréquence de résonance est assez stable atour de 9 GHz et le coeﬃcient
d’amortissement varie autour de −7.109 Neper/s.
Aﬁn d’aﬃner ces premiers résultats, nous appliquons la méthode de Cauchy sur deux autres
fenêtres glissantes de 75 et 30 échantillons, soit 2.25 et 0.9 GHz, présentées sur la ﬁgure III.3.21.
Les résultats sont présentés sur les ﬁgures III.3.22 et III.3.23. Avec la fenêtre de 75 échantillons,
les six paires de pôles extraites avec la fenêtre de 150 échantillons le sont également mais la
précision sur celles-ci est plus grande, notamment sur la paire de pôle 2. La précision s’amé-
liore encore lorsque l’on utilise la fenêtre de 30 échantillons. Dans ce cas, les six paires de
pôles peuvent être extraites avec une bonne précision sur la fréquence de résonance et la coef-
ﬁcient d’amortissement. Ces résultats valident également la possibilité de travailler en bandes
fréquentielles étroites autour de la fréquence des pôles de résonance.
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Figure III.3.21: Tailles des fenêtres glissantes considérées
En conclusion, la méthode de Cauchy ne permet pas d’extraire l’ensemble des pôles de
résonance de cet exemple, contrairement aux deux autres méthodes. Cependant, les pôles do-
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minants sont tout de même extraits et permettent de modéliser avec précision la réponse
considérée. Deux démarches ont été proposées pour améliorer la méthode de Cauchy. La pre-
mière consiste à diviser la réponse fréquentielle en sous-bandes et de regarder la stabilité des
pôles en fonction de P . La deuxième démarche consiste quant à elle à utiliser une fenêtre glis-
sante. Dans ce cas, P est ﬁxe et nous regardons la stabilité des pôles en fonction de la bande
de fréquence. C’est cette deuxième approche qui semble la plus pertinente et permet de plus
facilement distinguer les pôles physiques.
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Figure III.3.22: La méthode de Cauchy sur une fenêtre glissante de 0.9 GHz
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Figure III.3.23: La méthode de Cauchy sur une fenêtre glissante de 0.3 GHz
III.4 Extraction en présence de bruit
Nous proposons maintenant de tester ces algorithmes en présence de bruit. Pour cela, un
bruit blanc Gaussien (BBG) est ajouté aux réponses temporelle et fréquentielle avant d’appli-
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quer les algorithmes d’extraction. Nous proposons deux approches diﬀérentes décrites sur la
ﬁgure III.4.1. Suivant l’approche 1, un BBG est ajouté à la réponse temporelle théorique puis
les méthodes de Prony et MP sont appliquées directement sur cette réponse temporelle bruitée
et la méthode de Cauchy est appliquée sur la FFT (Fast Fourier Transform) de la réponse
temporelle bruitée. Dans l’approche 2, le BBG est ajouté à la réponse théorique fréquentielle
et une IFFT (Inverse Fast Fourier Transform) est utilisée pour appliquer les méthodes d’ex-
traction temporelles. Dans un deuxième temps, et de la même façon pour les deux approches,
nous sélectionnons les pôles physiques. En eﬀet, en présence de bruit, les méthodes extraient un
certain nombre de pôles mathématiques. Cependant, aﬁn d’utiliser ces pôles dans un processus
de caractérisation et d’identiﬁcation, il est nécessaire de ne conserver que les pôles physiques.
Dans le cas de cet exemple, les pôles physiques sont les pôles de départ déﬁnis dans le pa-
ragraphe III.2, utilisés pour construire les réponses théoriques. Les pôles extraits sont donc
perturbés et il est nécessaire de déﬁnir un critère permettant de juger si un pôle sera conservé
ou non. Dans cette étude, nous considérons qu’un pôle extrait est physique si sa fréquence de
résonance est retrouvée à 5 % près et si son coeﬃcient d’amortissement est retrouvé à 30 %
près. Enﬁn, les réponses temporelle et fréquentielle sont reconstruites à l’aide des pôles de ré-
sonance conservés et de leurs résidus associés et nous calculons l’Erreur Quadratique Moyenne
Normalisée (EQMN) entre la réponse théorique et la réponse reconstruite.
(a) Approche 1 : Temporelle (b) Approche 2 : Fréquentielle
Figure III.4.1: Organigramme du test de robustesse des méthodes d’extraction
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L’EQMN permet de quantiﬁer la qualité de la reconstruction de la réponse théorique. Une
EQMN faible signiﬁe que soit la majorité des pôles présents dans la réponse, soit les pôles
les plus contributeurs de la réponse (résidu fort, amortissement faible), ont été extraits cor-
rectement. Aﬁn de limiter l’impact du côté aléatoire du bruit ajouté, nous appliquons chaque
méthode sur 250 tirages de réponse bruitée puis nous eﬀectuons la moyenne de l’erreur.
III.4.1 Extraction directe
Sur les ﬁgures III.4.2 et III.4.3, nous montrons l’EQMN du signal reconstruit en fonction du
RSB ainsi que la moyenne du nombre de pôles correctement extraits pour les approches 1 et 2
respectivement.
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Figure III.4.2: Extraction avec les trois méthodes en milieu bruité (approche 1)
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Figure III.4.3: Extraction avec les trois méthodes en milieu bruité (approche 2)
Pour les deux approches, les méthodes de Prony et MP donnent des résultats quasiment
identiques que ce soit au niveau de l’erreur sur la réponse reconstruite ou le nombre de pôles
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extraits. En revanche, l’erreur obtenue en utilisant la méthode de Cauchy est supérieure aux
deux méthodes temporelles, notamment lorsque le RSB est faible. De plus, même lorsque
l’EQMN de la réponse reconstruite est inférieure à 5%, le nombre de pôles extraits avec la
méthode de Cauchy est toujours inférieur à celui extrait avec les méthodes de Prony et MP.
Bien que l’approche 2 travaille avec des données d’origine fréquentielle, la méthode de Cauchy
est tout de même moins robuste au bruit que les méthodes temporelles, malgré l’utilisation
d’une IFFT. Il est également intéressant de noter qu’il est nécessaire d’avoir un RSB de 150 dB
pour extraire l’ensemble des pôles de résonance avec les méthodes temporelles. Ceci s’explique
par la complexité du jeu de pôles considéré dans cet exemple. Sur les ﬁgures III.4.4 et III.4.5,
nous montrons la probabilité d’extraction de chaque paire de pôles avec les trois méthodes et
pour les deux approches. Les paires de pôles 6 et 7 sont les plus compliquées à extraire. Ces
pôles ne seront donc pas extractables en pratique. L’ordre dans lequel sont extraits les pôles
de résonance lorsque le RSB augmente est cohérent avec le poids de chaque pôle lorsqu’ils sont
pondérés en |R| / |σ| (cf ﬁgure III.2.2).
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Figure III.4.4: Probabilité d’extraction des pôles en présence de bruit (approche 1)
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Figure III.4.5: Probabilité d’extraction des pôles en présence de bruit (approche 2)
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III.4.2 Extraction avec autocorrélation
Dans cette partie, nous appliquons les méthodes d’extraction sur l’autocorrélation de la
réponse temporelle. La méthode de Cauchy est donc appliquée sur la FFT de l’autocorrélation
de la réponse temporelle. De plus, dans le cas de la deuxième approche (cf ﬁgure III.4.1),
nous faisons le choix de faire une IFFT de la réponse fréquentielle bruitée, de calculer son
autocorrélation puis de repasser dans le domaine fréquentiel à l’aide d’une FFT aﬁn d’appliquer
la méthode de Cauchy. Les résultats sont présentés sur la ﬁgure III.4.6 pour l’approche 1 et la
ﬁgure III.4.7 pour l’approche 2.
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Figure III.4.6: Extraction avec les trois méthodes en milieu bruité avec autocorrélation
(approche 1)
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Figure III.4.7: Extraction avec les trois méthodes en milieu bruité avec autocorrélation
(approche 2)
Les résultats obtenus avec MP et la méthode de Prony sont quasiment identiques pour
les deux approches que ce soit au niveau de l’EQMN ou du nombre de pôles correctement
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extraits. Toutefois, l’extraction est légèrement moins précise en utilisant l’autocorrélation. En
ce qui concerne la méthode de Cauchy, l’autocorrélation du signal permet d’obtenir une EQMN
inférieure à 10% avec un RSB plus faible de 5 dB avec la première approche et avec un RSB
plus faible de 15 dB avec la seconde approche. L’autocorrélation semble donc améliorer la
robustesse au bruit de la méthode de Cauchy.
III.4.3 Application des trois méthodes sur une réponse bruitée
Dans la partie précédente, nous avons montré la robustesse des trois méthodes d’extraction
en présence de bruit. Pour cela, nous avons utilisé la procédure d’extraction déﬁnie sans bruit
sur les réponses bruitées pour diﬀérents SNR. Puis les pôles ont été sélectionnés en fonction
de leur côté physique, c’est-à-dire s’ils étaient proches des pôles déﬁnis pour cet exemple.
Seulement, en pratique, les pôles physiques ne sont pas connus à l’avance et il est donc nécessaire
de pouvoir déterminer si un pôle est physique lorsqu’il est extrait à partir d’une réponse bruitée.
Nous choisissons d’appliquer les trois méthodes d’extraction sur la réponse temporelle théorique
bruitée avec un RSB de 20 dB et sur sa FFT pour la méthode de Cauchy. La réponse bruitée
est présentée dans les domaines temporel et fréquentiel sur la ﬁgure III.4.8.
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Figure III.4.8: Réponse didactique bruitée avec un SNR de 20 dB
III.4.3.1 La méthode de Prony
La méthode de Prony est dans un premier temps appliquée sur une fenêtre glissante de 120
échantillons soit une durée de 1.2 ns. Les résultats sont présentés pour M = 12 et M = 50 sur
les ﬁgures III.4.9 et III.4.10.
Ces résultats permettent de distinguer quelques fréquences de résonance reliées à des pôles
physiques (autour de 2, 5 et 7 GHz) mais leurs coeﬃcients d’amortissement ne sont pas extraits
correctement. Nous proposons d’appliquer la méthode de Prony sur une fenêtre qui commence
toujours au temps t = 0 mais dont la ﬁn et donc la taille varie. Nous appellerons cette approche
la fenêtre croissante et les résultats sont présentés pour M = 12 et M = 50 sur les ﬁgures
III.4.11 et III.4.12.
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Figure III.4.9: La méthode de Prony sur une fenêtre glissante, M = 12
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Figure III.4.10: La méthode de Prony sur une fenêtre glissante, M = 50
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Figure III.4.11: Application de la méthode de Prony sur une fenêtre croissante,M = 12
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Figure III.4.12: Application de la méthode de Prony sur une fenêtre croissante,M = 50
Avec cette nouvelle approche fondée sur une fenêtre croissante, il est possible d’extraire
de façon stable des pôles de résonance en termes de fréquence de résonance et de coeﬃcient
d’amortissement.
III.4.3.2 La méthode Matrix Pencil
Nous appliquons la méthode MP sur une fenêtre glissante de 120 échantillons soit une durée
de 1.2 ns et les résultats sont présentés sur les ﬁgures III.4.13 et III.4.14 pour M = 12 et
M = 50.
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Figure III.4.13: Application de MP sur une fenêtre glissante, M = 12
Comme précédemment, l’application sur une fenêtre glissante ne permet pas d’extraire de
façon stable les coeﬃcients d’amortissements. Nous appliquons donc MP sur une fenêtre crois-
sante avec M = 12 et M = 50. Les résultats sont présentés sur les ﬁgures III.4.15 et III.4.16.
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Figure III.4.14: Application de MP sur une fenêtre glissante, M = 50
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Figure III.4.15: Application de MP sur une fenêtre croissante, M = 12
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Figure III.4.16: Application de MP sur une fenêtre croissante, M = 50
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Avec M = 12, les résultats sont facilement lisibles et trois paires de pôles se distinguent.
Augmenter la valeur deM permet de déterminer d’autres fréquences de résonance stables mais
leurs coeﬃcients d’amortissement associés varient trop fortement. Les résultats sur une fenêtre
croissante sont donc pertinents comparés aux résultats de la fenêtre glissante. Cela améliore
notamment la stabilité des coeﬃcients d’amortissement.
III.4.3.3 La méthode de Cauchy
L’application directe de la méthode ne permettant pas l’obtention des pôles de résonance de
départ, nous appliquons directement la méthode de Cauchy sur des fenêtres glissantes de 300
et 150 échantillons. Les résultats sont présentés sur les ﬁgures III.4.17 et III.4.18
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Figure III.4.17: Application de la méthode de Cauchy sur une fenêtre glissante de 300
échantillons, P = 8
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Figure III.4.18: Application de la méthode de Cauchy sur une fenêtre glissante de 150
échantillons, P = 7
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Grâce à cette approche, il est possible de distinguer quelques pôles stables avec la méthode
de Cauchy, notamment les pôles autour de 2, 5 et 11 GHz.
III.4.4 Conclusion
Les trois méthodes d’extraction ont été comparées en présence de bruit. Les méthodes de
Prony et MP sont les plus robustes au bruit et donnent des résultats très proches. La méthode
de Cauchy est en revanche la moins robuste des trois. Pour un même RSB, l’erreur obtenue est
plus importante qu’avec les méthodes temporelles et le nombre de pôles physiques extraits est
plus faible. Concernant l’application des algorithmes sur une réponse bruitée particulière, nous
avons montré que la fenêtre glissante ne permet pas de distinguer les coeﬃcients d’amortisse-
ments stables. Pour cela, nous proposons de travailler sur une fenêtre grandissante qui donne
de meilleurs résultats. Nous avons également appliqué la méthode de Cauchy sur une fenêtre
glissante ce qui permet de distinguer quelques pôles physiques avec cette méthode. La méthode
MP est donc la plus pertinente en présence de bruit.
III.5 Procédures d’extraction
L’analyse des méthodes de Prony, Matrix Pencil et Cauchy sur cet exemple didactique nous
permet de déterminer les paramètres à utiliser et les techniques à appliquer avec ces méthodes.
La méthode MP est la plus robuste au bruit et sera donc utilisée dans la suite de ce manuscrit.
Les conclusions étant identiques pour les méthodes de Prony et MP, la procédure suivante est
valable pour les deux méthodes :
1. La durée de la réponse à traiter doit être supérieure au double de la période du pôle à
la fréquence la plus basse. Cette durée déﬁnit donc la fréquence à partir de laquelle des
pôles peuvent être extraits.
2. La période d’échantillonnage de la réponse à traiter doit respecter le théorème de Shan-
non. Cette période impose donc la fréquence à partir de laquelle les pôles ne seront plus
extraits.
3. L’ordre du modèle, i.e. le paramètre M correspondant au nombre de pôles que l’on
cherche à extraire, doit être surestimé.
4. En absence de bruit, la méthode d’extraction doit être appliquée pour plusieurs valeurs
de M . Une stabilité des pôles extraits apparaît à partir d’une certaine valeur. Ces pôles
peuvent être considérés physiques. En présence de bruit, la méthode d’extraction doit être
appliquée sur une fenêtre croissante. Des critères de variation maximum de 5% pour la
fréquence de résonance et de 30% pour le coeﬃcient d’amortissement sont utilisés dans ce
manuscrit. La taille de la fenêtre doit respecter les points 1 et 2 de cette procédure. M doit
être surestimé mais le moins possible aﬁn de limiter le nombre de pôles mathématiques
extraits.
La méthode de Cauchy est moins robuste au bruit que les deux autres méthodes. Cependant,
elle peut être utilisée pour valider les résultats obtenus par la méthode MP, notamment pour
les fréquences de résonance. La procédure d’extraction avec cette méthode est la suivante :
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1. La bande de fréquence de la réponse à traiter doit contenir les fréquences de résonance
des pôles que l’on souhaite extraire.
2. Le nombre d’échantillons de la réponse à traiter doit être supérieur à deux fois l’ordre
du modèle.
3. La méthode de Cauchy doit être appliquée sur une fenêtre glissante. La taille de la fenêtre
doit être choisie suﬃsamment étroite pour ne contenir que deux à trois paires de pôles
de résonance. L’ordre du modèle P est en conséquence limité à des valeurs comprises
entre 4 et 8. Cette approche permet d’identiﬁer des fréquences de résonance stables. En
revanche, les coeﬃcients d’amortissement varient fortement.
III.6 Conclusion
A l’aide d’un jeu de pôles et résidus théoriques, nous avons construit des réponses temporelle
et fréquentielle sur lesquelles ont été appliquées les méthodes de Prony, MP et Cauchy. Cet
exemple a permis de déterminer les valeurs des paramètres permettant d’extraire correctement
les pôles de résonance. Les méthodes de Prony et MP ont des comportements similaires en
absence de bruit. Ces deux méthodes permettent d’extraire l’ensemble des pôles de la réponse
théorique et la technique de la fenêtre glissante permet de distinguer les pôles physiques. En
revanche, l’application directe de la méthode de Cauchy ne permet pas d’extraire l’ensemble
des pôles. Nous avons donc proposé d’appliquer cette méthode sur plusieurs sous-bandes ou
sur une fenêtre glissante ce qui améliore les résultats obtenus avec la méthode de Cauchy.
En présence de bruit, c’est la méthode MP qui est la plus robuste mais la méthode de Prony
reste très performante par rapport à la méthode de Cauchy. Il est intéressant de noter que
même lorsque les données d’origine sont dans le domaine fréquentiel, il est préférable d’utiliser
une méthode temporelle malgré l’utilisation d’une IFFT. Enﬁn, les pôles peuvent être extraits
à partir de l’autocorrélation de la réponse temporelle mais cela ne permet pas d’améliorer la
robustesse au bruit des méthodes temporelles. Malgré l’application successive d’une IFFT, de
l’autocorrélation et d’une FFT, la robustesse au bruit de la méthode de Cauchy est améliorée
après autocorrélation du signal.
Pour chaque méthode, une procédure pour diﬀérencier les pôles physiques et mathématiques
a été établie. Pour les méthodes temporelles, nous avons proposé d’appliquer les algorithmes
sur une fenêtre croissante ce qui permet d’obtenir des coeﬃcients d’amortissement stables en
fonction de la fenêtre. Les résultats obtenus sont plus intéressants qu’avec la technique de la
fenêtre glissante. Dans le domaine fréquentiel, nous avons proposé de travailler sur une fenêtre
glissante. Cette technique permet également de distinguer des pôles stables avec la méthode de
Cauchy alors que l’application directe de cette méthode ne permettait pas d’obtenir les mêmes
résultats.
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IV.1 Introduction
IV.1 Introduction
Trois méthodes d’extraction ont été présentées dans le chapitre II puis testées et comparées
à l’aide d’un exemple didactique dans le chapitre III. Une procédure d’extraction a notam-
ment été mise au point pour chaque méthode. L’objectif de ce chapitre IV est d’appliquer ces
algorithmes sur des réponses d’antennes et de tester leur robustesse. Deux antennes sont consi-
dérées dans ce chapitre : un dipôle faible bande et un papillon large bande. Dans un premier
temps, les trois méthodes sont appliquées sur le champ rayonné par ces deux antennes. Les
pôles obtenus sont ensuite comparés à ceux extraits à partir de leurs champs rétrodiﬀusés. Les
diﬀérents moyens d’extraire les pôles de résonance sont résumés sur la ﬁgure IV.1.1.
Figure IV.1.1: Solutions possibles pour extraire les pôles de résonance d’une antenne
IV.2 Pôles de résonance extraits du champ rayonné par
une antenne
Nous appliquons maintenant les méthodes d’extraction sur le champ rayonné par deux an-
tennes diﬀérentes, un dipôle et une antenne papillon. Ces antennes sont simulées entre 1 et 30
GHz avec CST Microwave Studio (MWS) en utilisant le solveur temporel. Un port localisé est
utilisé pour alimenter les antennes avec une excitation Gaussienne présentée en temporel et en
fréquentiel sur la ﬁgure IV.2.1.
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Figure IV.2.1: Signal d’excitation Gaussien utilisé pour alimenter les antennes
IV.2.1 L’antenne dipôle
IV.2.1.1 Présentation
Le dipôle mesure L = 34 mm de long et D = 0.05 mm de diamètre. Son rapport L/D est
donc de 680 et son gap est de 0.5 mm. La géométrie de ce dipôle est présentée sur la ﬁgure
IV.2.2.
Figure IV.2.2: Dimensions du dipôle
La longueur électrique de ce dipôle est de 34 mm auquel il faut rajouter quatre fois le rayon
de 0.025 mm, soit 34.1 mm. La première résonance d’un dipôle se situe à 0.47 λ, où λ est
la longueur d’onde, donc la fréquence de résonance théorique de ce dipôle est 4.13 GHz. Le
coeﬃcient de réﬂexion et l’impédance d’entrée du dipôle sont présentés sur les ﬁgures IV.2.4
et IV.2.3. Ces ﬁgures montrent que la première fréquence de résonance de ce dipôle est de 4.13
GHz, ce qui conﬁrme la théorie. Les fréquences de résonance multiples se situent à 12.7, 21.3
et 30 GHz.
IV.2.1.2 Déﬁnition du temps retardé
Une sonde placée en champ lointain à une distance R = 2 m dans la direction du maximum de
rayonnement, i.e. dans la direction radiale de l’antenne, permet de mesurer le champ électrique
rayonné par l’antenne. La région en champ lointain est en eﬀet déﬁnie par la condition de
Fraunhofer comme supérieure à 2D2/λ = 30.4 cm à 4.13 GHz. Le champ électrique rayonné
par le dipôle est présenté sur la ﬁgure IV.2.5 en temporel et en fréquentiel.
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Figure IV.2.3: Impédance d’entrée
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Figure IV.2.4: Coeﬃcient de réﬂexion
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Figure IV.2.5: Champ électrique rayonné par le dipôle
La SEM ne permet de modéliser que la réponse en temps retardé, il est donc nécessaire
de déﬁnir le début du temps retardé. La durée de la réponse en temps proche d’un objet est
déﬁnie comme le temps mis par l’onde pour parcourir l’objet plus la largeur de l’impulsion
d’excitation. Dans notre cas, la largeur de l’impulsion, présentée sur la ﬁgure IV.2.1, est de
0.108 ns si nous considérons un seuil à 5 % de la valeur maximale. L’antenne étant alimentée
via un port localisé au centre du dipôle, la distance que parcourt l’onde n’est composée que
d’une demi-longueur de dipôle, soit 17 mm, auquel il faut ajouter deux fois le rayon du dipôle,
soit 17.05 mm au total. La durée totale de la réponse en temps proche Tp est donc de 0.166 ns.
La séparation entre les réponses en temps proche et retardé ainsi que la FFT de la réponse en
temps retardé sont présentées sur la ﬁgure IV.2.6. C’est à partir de ces réponses que les pôles
de résonance sont extraits à l’aide des trois algorithmes de Prony, MP et Cauchy.
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Figure IV.2.6: Réponse en temps retardé du dipôle
IV.2.1.3 Extraction avec la méthode de Prony
Dans un premier temps, nous appliquons la méthode de Prony sur une fenêtre glissante de
130 échantillons, soit une durée de 0.27 ns, avec un pas de 15 échantillons, soit une durée de
0.03 ns. La taille de la fenêtre glissante sur la réponse temporelle du dipôle est présentée sur
la ﬁgure IV.2.7. Les pointillés rouge rappellent le début du temps retardé. Les résultats sont
présentés sur la ﬁgure IV.2.8 pour M = 50.
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Figure IV.2.7: Fenêtre glissante de 130 échantillons
Plusieurs pôles sont extraits à partir de la fenêtre commençant à 6.7 ns et se terminant
à 6.97 ns. Quatre paires de pôles deviennent stables en termes de fréquence de résonance
et de coeﬃcient d’amortissement à partir de la fenêtre commençant à 6.86 ns et ﬁnissant à
7.13 ns. Les quatre fréquences de résonance étaient stables dès la fenêtre commençant à 6.78
ns mais le coeﬃcient d’amortissement du pôle à 4 GHz ne l’est pas encore. Cette étude sur
une fenêtre glissante permet de conﬁrmer la séparation entre temps proche et retardé déﬁnie
précédemment. En ne conservant que la partie en temps retardé de la réponse temporelle, nous
montrons les pôles obtenus pour diﬀérentes valeurs de M sur la ﬁgure IV.2.9. Nous rappelons
que M est le nombre de pôles que l’on souhaite extraire avec l’algorithme. A partir de M = 8,
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Figure IV.2.8: Application de la méthode de Prony sur une fenêtre glissante, M = 50
quatre paires de pôles semblent être extraites de la même façon quel que soitM . D’autres pôles
semblent être extraits aléatoirement. Ces pôles correspondent à ceux stables avec la fenêtre
glissante. Quatre paires de pôles physiques sont donc extraites de la réponse en temps retardé
du dipôle avec la méthode de Prony.
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Figure IV.2.9: Pôles extraits avec la méthode de Prony pour plusieurs M
IV.2.1.4 Extraction avec la méthode MP
La même démarche est utilisée avec l’algorithme Matrix Pencil. Nous appliquons la méthode
MP sur la même fenêtre que précédemment avec Prony (cf ﬁgure IV.2.7), avec M = 50. Les
résultats sont présentés sur la ﬁgure IV.2.10. Le comportement est similaire à celui obtenu avec
la méthode de Prony. Quatre fréquences de résonances sont stables et liées à des coeﬃcients
d’amortissement stables également à partir de la fenêtre commençant à 6.86 ns.
Les pôles extraits sur la réponse en temps retardé pour diﬀérents M sont présentés sur la
ﬁgure IV.2.11. Pour M ≥ 8, quatre paires de pôles de pôles sont retrouvées de façon identique
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Figure IV.2.10: Application de la méthode MP sur une fenêtre glissante, M = 50
et correspondent aux pôles stables sur les résultats de la fenêtre glissante. Quatre paires de
pôles physiques sont donc extraites avec MP.
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Figure IV.2.11: Pôles extraits avec la méthode MP pour plusieurs M
IV.2.1.5 Extraction avec la méthode de Cauchy
Nous appliquons maintenant la méthode de Cauchy sur la réponse fréquentielle du dipôle.
Les pôles extraits pour diﬀérentes valeurs de P sont présentés sur la ﬁgure IV.2.12. Nous
rappelons que P correspond au degré du numérateur du polynôme qui approxime la réponse
fréquentielle et correspond donc au nombre de pôles à extraire moins un.
Comme dans le cas de l’exemple didactique, il n’est pas possible de déﬁnir des pôles physiques
à partir de ces résultats. En eﬀet, il n’y a pas de convergence vers certains pôles lorsque P
augmente. Nous procédons donc à une optimisation de la méthode en découpant la réponse
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Figure IV.2.12: Pôles extraits avec la méthode de Cauchy pour plusieurs P
fréquentielle en sous-bandes et en appliquant la méthode de Cauchy sur chacune de ces sous-
bandes indépendemment.
Nous proposons de diviser la réponse fréquentielle en quatre sous-bandes disctinctes (1-8,
8-17, 17-26 et 26-35 GHz) et d’appliquer la méthode de Cauchy indépendemment sur chacune
d’elles. Aﬁn de déterminer quelle valeur de P utiliser, nous calculons l’erreur sur la recons-
truction de chaque sous-réponse en utilisant les pôles obtenus pour plusieurs valeurs de P . Les
sous-bandes considérées ainsi que l’erreur sur la reconstruction des réponses dans ces sous-
bandes en fonction de la valeur de P sont présentées sur la ﬁgure IV.2.13.
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Figure IV.2.13: Extraction avec la méthode de Cauchy en 4 sous-bandes
Pour P compris entre 3 et 5 et entre 18 et 20, l’erreur sur la reconstruction est très faible.
Les pôles extraits pour ces valeurs de P sont présentés sur la ﬁgure IV.2.14.
Cinq pôles sont stables pour les valeurs de P les plus faibles : quatre identiques à ceux obtenus
avec les méthodes MP et Prony et un autre pôle vers 13 GHz. Aﬁn de lever l’incertitude quant
à ce cinquième pôle, nous proposons de réaliser la même étude mais en modiﬁant légèrement
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(a) Pôles extraits pour P = 3, 4 et 5
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Figure IV.2.14: Pôles extraits avec la méthode de Cauchy avec 4 sous-bandes
les sous-bandes choisies (1-5.5, 5.5-16, 16-27 et 27-35 GHz). Les sous-bandes ainsi que l’erreur
sur les réponses reconstruites en fonction de P sont présentées sur la ﬁgure IV.2.15.
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Figure IV.2.15: Extraction avec la méthode de Cauchy en 4 sous-bandes
Pour P compris entre 3 et 5 et entre 14 et 16, l’erreur sur la reconstruction est très faible.
Les pôles extraits pour ces valeurs de P sont présentés sur la ﬁgure IV.2.16. Les quatre pôles
communs avec les méthodes Prony et MP sont toujours extraits de la même façon et stables
en fonction de P. En revanche, le cinquième pôle n’est plus extrait. Il peut donc être consi-
déré comme mathématique. Cette procédure, fondée sur la variation des sous-bandes d’étude,
couplée à la variation de P , permet de déﬁnir un jeu de pôles physiques avec la méthode de
Cauchy.
Un autre moyen de déﬁnir un jeu de pôles physiques est d’appliquer la méthode de Cauchy
sur une fenêtre glissante. La fenêtre utilisée contient 29 échantillons soit 5 GHz et se décale de
3 échantillons soit 0.5 GHz (ﬁgure IV.2.17). Les résultats obtenus pour P = 4 sont présentés
sur la ﬁgure IV.2.18. Les quatre paires de pôles sont stables lorsque la fenêtre utilisée englobe
94
IV.2 Pôles de résonance extraits du champ rayonné par une antenne
−20 −15 −10 −5 00
5
10
15
20
25
30
35
Coefficient amortissement (109 Neper/s)
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
 
 
P = [3,3,3,3]
P = [4,4,4,4]
P = [5,5,5,5]
(a) Pôles extraits pour P = 3, 4 et 5
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Figure IV.2.16: Pôles extraits avec la méthode de Cauchy avec 4 sous-bandes
sa fréquence de résonance. Cette méthode est donc plus rapide et plus eﬃcace pour déterminer
les pôles physiques de la réponse du dipôle.
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Figure IV.2.17: Fenêtre glissante de 30 échantillons soit 5 GHz
IV.2.1.6 Comparaison des trois méthodes
Les trois méthodes permettent d’extraire les pôles de résonance de la réponse temporelle
ou fréquentielle d’un dipôle. Les pôles physiques obtenus avec chaque méthode ainsi que leurs
résidus associés sont présentés sur la ﬁgure IV.2.19. Les pôles comme leurs résidus sont très
proches. Les trois méthodes utilisées ici : Prony, MP et Cauchy, permettent donc d’extraire les
mêmes pôles de résonance des réponses temporelle et fréquentielle d’un dipôle.
Les pôles de résonance extraits avec Prony sont représentés avec une pondération en |R| / |σ|
sur la ﬁgure IV.2.20. La paire de pôles 2 est donc dominante puis la 3, la 1 et enﬁn la 4. A partir
de ces trois jeux de pôles et résidus, les réponses temporelles sont reconstruites et présentées
sur la ﬁgure IV.2.21. Les quatre courbes sont superposées. En eﬀet, l’EQMN pour ces trois
réponses est inférieure à 0.05 %.
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Figure IV.2.18: La méthode de Cauchy sur une fenêtre glissante de 5 GHz
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Figure IV.2.19: Pôles et résidus du dipôle extraits avec les trois méthodes
IV.2.1.7 Etude de robustesse au bruit
Les trois méthodes sont maintenant comparées en présence de bruit. Les deux approches
présentées sur la ﬁgure III.4.1 sont utilisées et les résultats sont présentés sur les ﬁgures IV.2.22
et IV.2.23.
Avec l’approche 1, l’EQMN est inférieure à 10 % pour un RSB de 0 dB avec MP alors qu’il
faut un RSB de 5 dB avec la méthode de Prony et 15 dB avec celle de Cauchy. L’erreur est
toujours plus faible avec MP quel que soit le RSB. Les huit pôles physiques de la réponse
sont extraits dans 99% des cas avec un RSB de 20 dB avec la méthode MP, 25 dB avec la
méthode de Prony et 35 dB avec celle de Cauchy. En utilisant l’approche 2, la diﬀérence de
robustesse au bruit entre les méthodes est identique à la première approche. Les probabilités
d’extraire chaque pôle en fonction du RSB avec les trois méthodes et pour les deux approches
sont présentées sur les ﬁgures IV.2.24 et IV.2.25. La paire de pôles 2 est toujours la première à
être extraite puis la 3 et enﬁn le 1 et le 4. Cet ordre correspond à l’importance de chaque paire
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Figure IV.2.20: Pôles de résonance pon-
dérés en |R| / |σ|
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Figure IV.2.21: Réponses reconstruites
avec les trois jeux de
pôles
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Figure IV.2.22: Robustesse au bruit des trois méthodes (approche 1)
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Figure IV.2.23: Robustesse au bruit des trois méthodes (approche 2)
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de pôles dans la réponse de l’antenne et est cohérant avec la pondération en |R| / |σ| proposée
sur la ﬁgure IV.2.20.
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Figure IV.2.24: Probabilité d’extraction des pôles en présence de bruit (approche 1)
IV.2.1.8 Etude de robustesse au bruit sur autocorrélation du signal
Nous regardons maintenant l’inﬂuence de l’autocorrélation. Les résultats de robustesse sont
présentés sur les ﬁgures IV.2.26 et IV.2.27 pour les deux approches (cf ﬁgure III.4.1).
L’utilisation de la réponse autocorrélée de l’antenne ne permet pas d’améliorer la recons-
truction pour un même RSB avec les méthodes temporelles. Au contraire, pour obtenir la
même EQMN, il est nécessaire que le RSB soit 10 dB supérieur si les méthodes d’extraction
sont appliquées sur la réponse autocorrélée. En revanche, l’autocorrélation permet d’améliorer
la robustesse au bruit de la méthode de Cauchy. Malgré cette amélioration, la méthode MP
appliquée sur la réponse temporelle directement donne des résultats plus précis que la méthode
de Cauchy appliquée sur la réponse autocorrélée.
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Figure IV.2.25: Probabilité d’extraction des pôles en présence de bruit (approche 2)
−20 0 20 40 600
20
40
60
80
100
RSB (dB)
EQ
M
N 
(%
)
 
 
Prony
Matrix Pencil
Cauchy
(a) EQMN en fonction du RSB
−20 0 20 40 600
2
4
6
8
10
RSB (dB)
N
om
br
e 
Po
le
s
 
 
Prony
Matrix Pencil
Cauchy
(b) Nombre de pôles extraits en fonction du RSB
Figure IV.2.26: Robustesse au bruit des trois méthodes appliquées sur l’autocorrélation
de la réponse du dipôle (approche 1)
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Figure IV.2.27: Robustesse au bruit des trois méthodes appliquées sur l’autocorrélation
de la réponse du dipôle (approche 2)
IV.2.1.9 Application des trois méthodes sur une réponse bruitée
Les trois méthodes sont maintenant appliquées sur la réponse du dipôle bruitée pour obtenir
un RSB de 10 dB. Les réponses en temps retardé temporelle et fréquentielle bruitées sont
présentées sur la ﬁgure IV.2.30.
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Figure IV.2.28: Réponses du dipôle bruitées avec un SNR de 10 dB
La méthode de Prony
La méthode de Prony est appliquée sur une fenêtre croissante. Les résultats sont présentés
pour M = 20 sur la ﬁgure IV.2.29. Les fréquences de résonance des trois premières paires de
pôles sont stables et celle de la quatrième ne varie que légèrement. Les coeﬃcients d’amortis-
sement associés aux trois premières paires varient assez peu autour de leur vraie valeur alors
que celui associé à la quatrième paire varie fortement.
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Figure IV.2.29: Application de la méthode de Prony sur une fenêtre croissante,M = 20
La méthode MP
Nous appliquons MP sur une fenêtre croissante et les résultats sont présentés pour M = 20
sur la ﬁgure IV.2.30. Les résultats sont similaires à ceux obtenus avec la méthode de Prony
pour les fréquences de résonance. En revanche, les coeﬃcients d’amortissement sont légèrement
plus stables et le nombre de pôles mathématiques extraits est beaucoup plus faible avec MP.
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Figure IV.2.30: Application de MP sur une fenêtre croissante, M = 20
La méthode de Cauchy
La méthode de Cauchy est appliquée sur une fenêtre glissante de 50 échantillons. Les résultats
sont présentés sur la ﬁgure IV.2.31. Les deux premières paires de pôles sont distinguables. En
revanche, seule la fréquence de résonance de la troisième paire est réellement identiﬁable.
101
Chapitre IV Validation de la procédure d’extraction sur les champs rayonnés et
rétrodiffusés par une antenne
0 5 10 15 20 25 300
5
10
15
20
25
30
35
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
Début de la fenêtre (GHz)
(a) Fréquences de résonance
0 5 10 15 20 25 30−20
−15
−10
−5
0
Co
ef
fic
ie
nt
 d
’a
m
or
tis
se
m
en
t
Début de la fenêtre (GHz)
(b) Coeﬃcients d’amortissement
Figure IV.2.31: Application de la méthode de Cauchy sur une fenêtre glissante de 50
échantillons, P = 4
IV.2.1.10 Conclusion
Les trois méthodes d’extraction étudiées permettent d’extraire des jeux de pôles identiques
sur une réponse non bruitée. En revanche, en présence de bruit, la méthode MP est la plus
robuste et permet d’extraire plus de pôles physiques pour un RSB donné. Enﬁn, l’utilisation
de l’autocorrélation améliore la robustesse au bruit de la méthode de Cauchy mais dégrade
celles des méthodes de Prony et MP.
IV.2.2 L’antenne papillon
IV.2.2.1 Présentation
L’antenne papillon, présentée sur la ﬁgure IV.2.32, mesure L = 34 mm de long comme le
dipôle, 0.35 mm d’épaisseur et son angle d’évasement α est de 45°. Son impédance d’entrée
est présentée sur la ﬁgure IV.2.33. La partie imaginaire varie entre -150 et 200 Ω à partir de
4 GHz et sa partie réelle varie entre 150 et 400 Ω dans la même bande de fréquence. Le port
d’excitation de l’antenne est donc normalisé à 200 Ω aﬁn de placer l’antenne dans des conditions
d’adaptation optimales. Le coeﬃcient de réﬂexion S11 est présenté sur la ﬁgure IV.2.34. Il est
inférieur à -10 dB de 8 à 30 GHz et est inférieur à -8 dB dès 4 GHz. Cette antenne papillon
est donc Ultra Large Bande (ULB).
L’analyse complète et détaillée de l’extraction des pôles de résonance de l’antenne papillon
est présenté dans l’annexe A. Seuls quelques résultats et les conclusions sont présentés ici.
IV.2.2.2 Comparaison des trois méthodes
Sur la ﬁgure IV.2.35, nous présentons les pôles et les résidus obtenus avec les trois méthodes
après optimisation et tri des pôles physiques. Les pôles et résidus extraits avec les méthodes
MP et Prony sont très proches et sont numérotés en noir à gauche ou à droite du pôle ou
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Figure IV.2.32: Géométrie de l’antenne papillon
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30−500
−250
0
250
500
Fréquence (GHz)
Im
pé
da
nc
e 
(O
hm
s)
 
 
Partie réelle
Partie imaginaire
Figure IV.2.33: Impédance d’entrée
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Figure IV.2.34: Coeﬃcient de réﬂexion
du résidu. Avec la méthode de Cauchy, seules cinq paires de pôles sont extraites mais sont
communes avec celles des deux autres méthodes. Les pôles de résonance sont présentés avec
une pondération en |R| / |σ| sur la ﬁgure IV.2.36. La paire de pôles 3 (2 avec Cauchy) est
donc dominante. La contribution de toutes les autres paires de pôles est bien inférieure à celle
de la paire dominante. Ces diﬀérents jeux de pôles sont utilisés pour reconstruire la réponse
temporelle présentée sur la ﬁgure IV.2.37.
Les trois courbes sont superposées donc les trois jeux de pôles permettent de reconstruire
la réponse en temps retardé de l’antenne papillon avec précision. Cependant, l’EQMN avec les
méthodes de Prony et MP est de 0.0024 % alors que celle avec la méthode de Cauchy est de
0.0277 %. Les pôles supplémentaires extraits avec les algorithmes de Prony et MP permettent
donc d’aﬃner la modélisation de la réponse même si la méthode de Cauchy permet d’extraire
les pôles les plus contributeurs de la réponse et donc d’obtenir une EQMN très faible sur la
réponse reconstruite.
IV.2.2.3 Etude de robustesse au bruit
L’étude de la robustesse des trois méthodes dans le cas de l’antenne papillon est présentée
sur les ﬁgures IV.2.38 et IV.2.39 pour les deux approches (cf ﬁgure III.4.1). Nous rappelons
que seuls les pôles jugés physiques sont conservés pour reconstruire la réponse temporelle.
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Figure IV.2.35: Pôles et résidus physiques extraits avec les trois méthodes
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Figure IV.2.36: Pôles de résonance pon-
dérés en |R| / |σ|
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Figure IV.2.37: Réponses reconstruites
avec les trois jeux de
pôles
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Figure IV.2.39: Erreur sur le signal reconstruit après extraction des pôles sur la réponse
bruitée de l’antenne papillon(approche 2)
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Figure IV.2.38: Erreur sur le signal reconstruit après extraction des pôles sur la réponse
bruitée de l’antenne papillon (approche 1)
La méthode MP permet d’obtenir l’EQMN la plus faible et le nombre de pôles physiques
extraits le plus grand quel que soit le RSB sauf pour un RSB de 0 où l’EQMN est plus faible
avec la méthode de Cauchy. A partir d’un RSB de 25 dB, les méthodes de Prony et MP sont
très proches en terme de robustesse. Pour un RSB inférieur à 25 dB, l’EQMN avec la méthode
MP est plus faible qu’avec la méthode de Prony. Avec l’approche 1, l’EQMN est inférieure à
10 % pour un RSB de 15 dB avec la méthode MP, 20 dB avec la méthode de Prony et 35 dB
avec la méthode de Cauchy. Avec l’approche 2, il faut un RSB de 10 dB avec la méthode MP,
15 dB avec la méthode de Prony et 35 dB avec celle de Cauchy pour atteindre une EQMN
inférieure à 10 %. Il est intéressant de noter que même pour un RSB de 60 dB, seulement dix
pôles sont extraits par les méthodes de Prony et MP sur les seize pôles physiques obtenus à
partir de la réponse non bruitée.
IV.2.2.4 Conclusion
L’antenne papillon est beaucoup plus large bande que le dipôle ﬁn présenté précédemment
et la détermination de ses pôles de résonance est de ce fait plus complexe. Avec les deux
méthodes temporelles, huit paires de pôles sont considérées physiques et seulement cinq avec
la méthode de Cauchy. En eﬀet, il est très compliqué de déterminer d’autres pôles physiques
avec la méthode de Cauchy. En présence de bruit, c’est la méthode MP qui permet d’extraire
le plus de pôles physiques et de reconstruire la réponse temporelle le plus précisément.
IV.2.3 Conclusion
Les pôles de résonance de deux antennes, le dipôle et le papillon, ont été extraits à l’aide
des trois méthodes d’extraction étudiées : Prony, MP et Cauchy. En absence de bruit, les
trois méthodes permettent d’extraire les mêmes pôles de la réponse du dipôle. En revanche,
la méthode de Cauchy a montré ses limites sur la réponse de l’antenne papillon même si cette
méthode permet d’extraire les pôles dominants, c’est-à-dire ceux qui contribuent le plus à la
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réponse de l’antenne. En présence de bruit, c’est la méthode MP qui permet d’extraire le plus
de pôles physiques lorsque le RSB diminue et de reconstruire la réponse temporelle avec la
meilleure précision.
IV.3 Pôles de résonance extraits du champ rétrodiﬀusé
par une antenne
Dans cette partie, nous appliquons les trois algorithmes d’extraction sur les réponses tem-
porelle et fréquentielle des deux mêmes antennes : le dipôle et le papillon, mais lorsqu’elles
sont excitées par une onde plane. Les réponses sont donc obtenues en rétrodiﬀusion, avec une
mesure de type SER. Pour se placer dans les mêmes conditions que lors des simulations en
rayonnement, les conditions de charge des antennes ne sont pas modiﬁées. Le dipôle est donc
chargé sur 73 ohms et l’antenne papillon sur 200 ohms.
IV.3.1 L’antenne dipôle
IV.3.1.1 Déﬁnition du temps retardé
Dans le cas d’une simulation en rétrodiﬀusion, le durée de la réponse en temps proche est
alors égale à la largeur de l’impulsion d’excitation auquelle est ajouté le trajet aller et retour
de l’onde à travers l’antenne alors que dans les simulations précédentes, seul le trajet aller était
considéré. La réponse de l’antenne est présentée dans les domaines temporel et fréquentiel sur
la ﬁgure IV.3.1.
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Figure IV.3.1: Champ rétrodiﬀusé par le dipôle
La durée du temps retardé est donc estimé à 0.221 ns. Il est indiqué sur la réponse tempo-
relle de la ﬁgure IV.3.2 à l’aide d’une ligne verticale noire. La réponse fréquentielle associée
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uniquement à cette partie du signal est également présentée sur cette ﬁgure. Dans les trois pa-
ragraphes suivants, les méthodes d’extraction sont utlisées pour extraire les pôles de résonance
de ces réponses.
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Figure IV.3.2: Réponse en temps retardé
IV.3.1.2 Extraction avec la méthode de Prony
Dans un premier temps, nous utilisons la méthode de Prony. Les résultats de l’analyse sur
une fenêtre glissante sont présentés sur la ﬁgure IV.3.4. La taille de la fenêtre, présentée sur la
ﬁgure IV.3.3, est de 130 échantillons, soit une durée de 0.27 ns et le pas est de 15 échantillons,
soit une durée de 0.03 ns. Des pôles de résonance commencent à être extraits à partir de la
fenêtre commençant à 6.7 ns et quatre paires de pôles deviennent très stables à partir de la
fenêtre commençant à 6.85 ns, c’est-à-dire lorsque la fenêtre contient plus de temps retardé
que de temps proche.
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Figure IV.3.3: Fenêtre glissante de 130 échantillons
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Figure IV.3.4: Application de la méthode de Prony sur une fenêtre glissante, M = 50
Les pôles extraits sur la réponse en temps retardé pour diﬀérentes valeurs de M sont pré-
sentés sur la ﬁgure IV.3.5. A partir de M = 8, les quatre paires de pôles stables dans le temps
sont systématiquement extraites quel que soit M .
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Figure IV.3.5: Extraction avec la méthode de Prony, variation de M
IV.3.1.3 Extraction avec la méthode MP
Nous réalisons la même étude avec l’algorithme Matrix Pencil. La fenêtre utilisée est à celle
utilisée avec la méthode de Prony (cf ﬁgure IV.3.3). Les résultats sont présentés sur la ﬁgure
IV.3.6. Il faut attendre la fenêtre commençant à 6.8 ns pour que les pôles extraits deviennent
stables. Les pôles obtenus à partir de la réponse en temps retardé pour diﬀérentes valeurs de
M sont présentés sur la ﬁgure IV.3.7. A partir de M = 8, les quatre paires de pôles stables sur
la fenêtre glissante sont systématiquement extraits.
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Figure IV.3.6: Application de la méthode MP sur une fenêtre glissante, M = 50
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Figure IV.3.7: Extraction avec MP, variation de M
IV.3.1.4 Extraction avec la méthode de Cauchy
Les pôles obtenus avec la méthode de Cauchy pour diﬀérentes valeurs de P sont présentés
sur la ﬁgure IV.3.8. Comme dans les cas précédents, il n’y a pas de convergence pour certains
pôles lorsque P augmente. En eﬀet, seul P = 7 semble extraire des pôles équivalents à ceux
extraits avec les méthodes de Prony et MP.
La bande de fréquence d’étude (1-35 GHz) est divisée en quatre sous-bandes. Sur la ﬁgure
IV.3.9, les sous-bandes choisises ainsi que l’EQMN des réponses reconstruites dans chaque
sous-bande en fonction de P sont présentées.
Lorsque P est compris entre 3 et 6, l’EQMN du signal reconstruit est inférieure à 10%.
La ﬁgure IV.3.10 montre les pôles obtenus pour ces diﬀérentes valeurs de P . Quatre pôles se
distinguent mais les coeﬃcents d’amortissement varient une nouvelle fois jusqu’à 2.109 Neper/s
pour le pôle à la fréquence la plus élevée.
La même étude est réalisée en modiﬁant légèrement les quatre sous-bandes considérées (1-5,
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Figure IV.3.8: Extraction avec la méthode de Cauchy, variation de P
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Figure IV.3.9: Extraction avec la méthode de Cauchy en 4 sous-bandes
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Figure IV.3.10: Pôles extraits avec la méthode de Cauchy en 4 sous-bandes, P = 3, 4,
5 et 6
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5-13, 13-25 et25-35 GHz). L’EQMN du signal reconstruit pour diﬀérentes valeurs de P est
présentée sur la ﬁgure IV.3.11. L’EQMN est stable et très proche de 0 pour P compris entre 3
et 6. Les pôles obtenus dans chaque sous-bande pour ces diﬀérentes valeurs de P sont présentés
sur la ﬁgure IV.3.12.
0 5 10 15 20 25 30 35−2
−1
0
1
2
3 x 10
−5
Fréquence (GHz)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Module
Partie réelle
Partie imaginaire
(a) Division en 4 sous-bandes
5 10 15 200
20
40
60
80
100
Valeur de P
EQ
M
N 
(%
)
 
 
Sous−Bande 1
Sous−Bande 2
Sous−Bande 3
Sous−Bande 4
(b) EQMN du signal reconstruit en fonciton de P
Figure IV.3.11: Extraction avec la méthode de Cauchy en 4 sous-bandes
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Figure IV.3.12: Pôles extraits avec la méthode de Cauchy en 4 sous-bandes, P = 3, 4,
5 et 6
Pour ce nouveau choix de sous-bandes, les pôles sont beaucoup plus stables en fonction de
la valeur de P. De plus, les pôles mathématiques extraits ici diﬀèrent de ceux extraits dans
le cas précédent. Il est donc possible de déterminer avec certitude les quatre paires de pôles
physiques du dipôle avec la méthode de Cauchy. Nous appliquons maintenant la méthode de
Cauchy sur une fenêtre glissante de 29 échantillons, soit 4.3 GHz, présentée sur la ﬁgure IV.3.13.
Les résultats obtenus pour P = 4 sont présentés sur la ﬁgure IV.3.14. Cette approche permet
de bien distinguer les quatre paires de pôles physiques présents dans la réponse de l’antenne.
Ils sont correctement extraits lorsque la fenêtre considérée contient la fréquence de résonance
du pôle.
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Figure IV.3.13: Fenêtre glissante de 29 échantillons soit 4.3 GHz
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Figure IV.3.14: Application de la méthode de Cauchy sur une fenêtre glissante de 4.3
GHz
IV.3.1.5 Comparaison des trois méthodes
Dans les trois paragraphes précédents, nous avons montré qu’il est possible de déterminer
un jeu de pôles physiques à partir de la réponse du dipôle éclairé par une onde plane. Sur la
ﬁgure IV.3.15, nous présentons les pôles obtenus par chacune des trois méthodes d’extraction
après optimisation et tri des pôles mathématiques.
Les pôles sont ainsi identiques quelle que soit la méthode utilisée (erreur relative inférieure
à 0.5 %). La cartographie de pôles pondérés en |R| / |σ| est présentée sur la ﬁgure IV.3.16. Les
paires de pôles 1 et 2 sont dominantes puis la paire 3 et enﬁn 4. La paire de pôles 1 est plus
contributrice que lors de l’extraction en rayonnement (cf ﬁgure IV.2.20). C’est certainement dû
à la diﬀérence entre le début du temps retardé dans chaque conﬁguration. En rétrodiﬀusion, le
début du temps retardé arrive plus tard dans la réponse et l’impact des pôles à faible coeﬃcient
d’amortissement est donc plus élevé. Les réponses temporelles reconstruites à partir des trois
jeux de pôles et résidus obtenus avec chaque méthode sont présentées sur la ﬁgure IV.3.17.
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Figure IV.3.15: Pôles et résidus physiques extraits avec les trois méthodes
Les trois courbes sont superposées avec celle issue de la simulation. L’EQMN est inférieure à
0.1 % quelle que soit la méthode utilisée. Il est donc possible de modéliser précisément le temps
retardé de la réponse d’un dipôle en utilisant un jeu de quatre paires de pôles et résidus.
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Figure IV.3.16: Pôles de résonance pon-
dérés en |R| / |σ|
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Figure IV.3.17: Temps retardé de la ré-
ponse temporelle recons-
truite avec les trois jeux
de pôles et résidus
IV.3.1.6 Comparaison avec l’extraction en rayonnement
Les pôles de résonance extraits en rayonnement et en rétrodiﬀusion avec la méthode MP
sont présentés sur la ﬁgure IV.3.18. Ils sont parfaitement identiques. Etant donné que les trois
méthodes permettent d’obtenir les mêmes pôles, la comparaison des pôles obtenus avec les
méthodes de Prony et de Cauchy n’est pas présentée. Il est donc possible d’obtenir les mêmes
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pôles en utilisant les champs rayonné et rétrodiﬀusé de l’antenne dipôle placée dans les mêmes
conditions de charge.
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Figure IV.3.18: Pôles extraits en rayonnement et rétrodiﬀusion
IV.3.1.7 Etude de robustesse au bruit
La procédure de test de la robustesse des trois méthodes d’extraction vis-à-vis du bruit est
de nouveau utilisée pour cet exemple. L’EQMN sur le signal reconstruit ainsi que le nombre de
pôles correctement extraits en fonction du RSB sont présentés sur la ﬁgure IV.3.19 dans le cas
de l’approche 1 et sur la ﬁgure IV.3.20 pour l’approche 2. Quelle que soit l’approche utilisée,
la méthode MP permet d’utiliser des réponses avec un RSB plus faible qu’avec les deux autres
méthodes pour une même erreur.
−20 0 20 40 600
20
40
60
80
100
RSB (dB)
EQ
M
N 
(%
)
 
 
Prony
Matrix Pencil
Cauchy
(a) EQMN en fonction du RSB
−20 0 20 40 600
2
4
6
8
10
RSB (dB)
N
om
br
e 
Po
le
s
 
 
Prony
Matrix Pencil
Cauchy
(b) Nombre de pôles extraits en fonction du RSB
Figure IV.3.19: Erreur sur le signal reconstruit après extraction des pôles sur la réponse
bruitée du dipôle (approche 1)
Sur les ﬁgures IV.3.21 et IV.3.22, nous présentons la probabilité d’extraire les quatre pôles
en fonction du RSB pour les trois méthodes et pour les deux approches, respectivement.
114
IV.3 Pôles de résonance extraits du champ rétrodiffusé par une antenne
−20 0 20 40 600
20
40
60
80
100
RSB (dB)
EQ
M
N 
(%
)
 
 
Prony
Matrix Pencil
Cauchy
(a) EQMN en fonction du RSB
−20 0 20 40 600
2
4
6
8
10
RSB (dB)
N
om
br
e 
Po
le
s
 
 
Prony
Matrix Pencil
Cauchy
(b) Nombre de pôles extraits en fonction du RSB
Figure IV.3.20: Erreur sur le signal reconstruit après extraction des pôles sur la réponse
bruitée du dipôle(approche 2)
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Figure IV.3.21: Probabilité d’extraction des pôles de résonance en présence de bruit
(approche 1)
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Figure IV.3.22: Probabilité d’extraction des pôles de résonance en présence de bruit
(approche 2)
Pour les méthodes de Prony et MP, les deux premiers pôles sont extraits quasi simultanément
à partir du même RSB puis lorsque le RSB augmente, les pôles 3 et 4 sont progressivement
extraits. Avec la méthode de Cauchy, les pôles sont progressivement extraits à partir du premier.
Les pôles avec les plus forts résidus et les plus faibles coeﬃcients d’amortissement sont donc
les premiers pôles obtenus pour des RSB faibles.
IV.3.1.8 Etude de robustesse au bruit sur autocorrélation du signal
L’étude de robustesse est également réalisée en appliquant les méthodes d’extraction sur
la réponse temporelle autocorrélée. Les réponses temporelle et fréquentielle après autocorréla-
tion sont présentées sur la ﬁgure IV.3.23. Les résultats sont présentés sur les ﬁgures IV.3.24
et IV.3.25 pour les approches 1 et 2. L’utilisation de l’autocorrélation dégrade la robustesse
avec les méthodes de Prony et MP. En revanche, la robustesse de la méthode de Cauchy est
améliorée. En eﬀet, pour un RSB de 0 dB, l’EQMN est 10 % plus faible avec autocorrélation.
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Figure IV.3.23: Autocorrélation du temps retardé de la réponse de l’antenne dipôle
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Figure IV.3.24: Erreur sur le signal reconstruit après extraction des pôles sur l’auto-
corrélation de la réponse bruitée du dipôle (approche 1)
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Figure IV.3.25: Erreur sur le signal reconstruit après extraction des pôles sur l’auto-
corrélation de la réponse bruitée du dipôle (approche 2)
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IV.3.1.9 Application des trois méthodes sur une réponse bruitée
Les trois méthodes sont maintenant appliquées sur la réponse de l’antenne papillon bruitée
pour obtenir un RSB de 10 dB. Les réponses en temps retardé temporelle et fréquentielle
bruitées sont présentées sur la ﬁgure IV.3.26.
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Figure IV.3.26: Réponses du dipôle bruitées avec un SNR de 10 dB
La méthode de Prony
Nous appliquons la méthode de Prony sur une fenêtre croissante. Les résultats sont présentés
sur la ﬁgure IV.3.27 pour M = 20. Les trois premières fréquences de résonance sont stables et
associées à des coeﬃcients d’amortissement stables également. Trois paires de pôles sont donc
identiﬁables comme physiques.
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Figure IV.3.27: Application de la méthode de Prony sur une fenêtre croissante,M = 20
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La méhode MP
Nous appliquons MP sur une fenêtre croissante et les résultats sont présentés pour M = 20
sur la ﬁgure IV.3.28. Trois paires de pôles peuvent être considérées physiques. Il est à noter
que les coeﬃcient d’amortissement sont plus stables qu’avec la méthode de Prony.
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Figure IV.3.28: Application de MP sur une fenêtre croissante, M = 20
La méthode de Cauchy
La méthode de Cauchy est appliquée sur une fenêtre glissante de 50 échantillons. Les résultats
sont présentés pour P = 4 sur la ﬁgure IV.3.29. Seules les deux premières paires de pôles sont
distinguées avec la méthode de Cauchy.
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Figure IV.3.29: Application de la méthode de Cauchy sur une fenêtre glissante de 50
échantillons, P = 4
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IV.3.1.10 Conclusion
Quatre paires de pôles physiques peuvent être extraites à partir du champ rétrodiﬀusé par
l’antenne dipôle et permettent de la modéliser avec précision. Les trois méthodes permettent
d’extraire les mêmes pôles de résonance. Les pôles obtenus sont identiques à ceux obtenus à
partir du champ rayonné par le dipôle. En présence de bruit, c’est la méthode MP qui est
la plus robuste et permet d’extraire le plus de pôles physiques pour un RSB donné. Enﬁn,
l’autocorrélation ne permet pas d’accroire cette robustesse au bruit.
IV.3.2 L’antenne dipôle papillon
L’analyse complète de l’extraction des pôles de résonance de l’antenne papillon à partir de
son champ rétrodiﬀusé est présentée à l’annexe B. Seuls les résultats et les conclusions sont
présentés ici.
IV.3.2.1 Comparaison des trois méthodes
Les pôles considérés physiques extraits avec les trois méthodes sont présentés sur la ﬁgure
IV.3.30. Les quatre paires de pôles obtenus avec chaque méthode sont rigoureusement iden-
tiques. Les pôles de résonance pondérés en |R| / |σ| sont présentés sur la ﬁgure IV.3.31. La
paire de pôles numéro 2 est clairement dominante comme le laisser imaginer son résidu. La
deuxième paire dominante est la numéro 1. Les paires de pôles 3 et 4 sont ensuite beaucoup
moins contributricess. A l’aide des trois jeux de pôles obtenus avec les trois méthodes d’ex-
traction, nous reconstruisons la réponse temporelle et les résultats sont présentés sur la ﬁgure
IV.3.32.
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Figure IV.3.30: Pôles et résidus physiques extraits avec les trois méthodes
L’EQMN avec les trois méthodes est inférieure à 0.01 %. Les trois méthodes permettent donc
d’extraire les pôles physiques du champ rétrodiﬀusé par l’antenne papillon et de le modéliser
avec une très bonne précision.
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Figure IV.3.31: Pôles de résonance pon-
dérés en |R| / |σ|
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Figure IV.3.32: Temps retardé de la ré-
ponse temporelle recons-
truite avec les trois jeux
de pôles et résidus
IV.3.2.2 Comparaison avec l’extraction en rayonnement
Les pôles obtenus avec MP à partir des champs rayonné et rétrodiﬀusé de l’antenne papillon
sont présentés sur la ﬁgure IV.3.33. Les quatres pôles extraits en rétrodiﬀusion sont identiques
à ceux extraits en rayonnement. En revanche, moins de pôles sont extraits en rétrodiﬀusion.
Cependant, en regardant les pondérations de ces pôles, nous observons que les quatre pôles
extraits dans les deux conﬁgurations sont les pôles dominants.
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Figure IV.3.33: Pôles extraits en rayonnement et rétrodiﬀusion
IV.3.2.3 Etude de robustesse au bruit
Le comportement des trois méthodes d’extraction en présence de bruit est présenté sur les
ﬁgures IV.3.34 et IV.3.35 pour les deux approches. La méthode MP permet d’obtenir l’erreur la
moins importante lorsque le RSB est faible. De plus, c’est également la méthode MP qui extrait
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le plus de pôles physiques pour RSB donné. Il est à noter que la méthode de Cauchy extrait
moins de pôles en moyenne mais que l’erreur reste faible. En eﬀet, cette méthode semble
bien extraire les pôles dominants mais nécessite un RSB plus importants que les méthodes
temporelles pour extraire les pôles moins contributeurs.
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Figure IV.3.34: Erreur sur le signal reconstruit après extraction des pôles sur la réponse
bruitée de l’antenne papillon (approche 1)
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Figure IV.3.35: Erreur sur le signal reconstruit après extraction des pôles sur la réponse
bruitée de l’antenne papillon (approche 2)
IV.3.2.4 Conclusion
Quatre paires de pôles de résonance physiques peuvent être déterminées à partir du champ
rétrodiﬀusé par l’antenne papillon avec les méthodes de Prony, MP et Cauchy. Ces trois mé-
thodes permettent de modéliser ce champ avec précision. Les pôles obtenus sont identiques à
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ceux extraits à partir du champ rayonné. En revanche, seules les paires de pôles dominantes sont
extraites en rétrodiﬀusion. En présence de bruit, la méthode de Cauchy semble être la moins
appropriée car elle permet d’extraire moins de pôles pour un RSB donné que les méthodes
temoprelles.
IV.3.3 Conclusion
Les trois méthodes ont été appliquées aux réponses rétrodiﬀusées des deux antennes. Les
conclusions sont semblables à celles faites en rayonnement. Les trois méthodes permettent
d’extraire les mêmes pôles sur la réponse du dipôle. En présence de bruit, c’est la méthode MP
qui est la plus robuste. L’utilisation de l’autocorrélation ne permet pas d’améliorer la robus-
tesse au bruit des méthodes d’extraction. De plus, les pôles dominants extraits de la réponse
rétrodiﬀusée sont similaires à ceux extraits en rayonnement, il est donc possible d’utiliser l’une
ou l’autre des réponses pour extraire les pôles de résonance d’une antenne à condition de se
placer dans les mêmes conditions de charge.
IV.4 Conclusion
Dans ce chapitre, nous avons montré que la SEM permet de modéliser la réponse en temps
retardé d’une antenne de façon précise et compacte. En eﬀet, seulement quatre paires de pôles
sont nécessaires pour modéliser la réponse en temps retardé du dipôle avec précision (EQMN
inférieure à 0.1 %) et quatre à huit paires de pôles dans le cas d’une antenne papillon ULB. Trois
méthodes d’extraction de pôles de résonance ont été comparées : deux méthodes temporelles
(Prony et MP) et une méthode fréquentielle (Cauchy).
Dans le cas d’une antenne résonante telle que le dipôle, les trois méthodes permettent d’ex-
traire les mêmes pôles en absence de bruit. En revanche, dans le cas de l’antenne papillon ULB,
les méthodes de Prony et MP sont équivalentes et permettent d’extraire plus de pôles physiques
que la méthode de Cauchy, notamment en absence de bruit. Cependant, la méthode de Cauchy
permet tout de même d’extraire les pôles dominants, c’est-à-dire ceux dont la contribution
pour la modélisation de la réponse est la plus importante.
Nous avons ensuite appliqué le protocôle permettant de tester la robustesse au bruit de
ces trois méthodes en ne considérant que les pôles physiques. Pour les deux antennes, c’est la
méthode MP qui est la plus robuste ; que les données de départ soient temporelles ou fréquen-
tielles. La méthode de Prony est légèrement moins robuste que MP mais son comportement est
semblable. Le comportement de la méthode de Cauchy est en revanche plus aléatoire. Selon le
RSB, elle peut être plus ou moins robuste que les méthodes temporelles. Enﬁn, les études de
robustesse ont été réalisées en utilisant l’autocorrélation de la réponse temporelle aﬁn d’en di-
minuer le bruit. Finalement, ce traitement dégrade fortement la robustesse des deux méthodes
temporelles et aﬀecte peu la méthode de Cauchy.
Les trois méthodes ont été appliquées sur les réponses d’antennes en rayonnement et en
rétrodiﬀusion. Ces antennes ont été simulées pour des charges identiques. Les pôles extraits
dans ces deux cas sont très proches. Il est donc possible d’extraire les pôles physiques d’une
antenne à partir de son champ rayonné ou de son champ rétrodiﬀusé.
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Dans la suite de ce travail, les pôles de résonance de plusieurs antennes seront extraits à partir
de leurs champs rétrodiﬀusés. De plus, c’est la méthode Matrix Pencil qui sera utilisée. En eﬀet,
cette méthode est facile à utiliser, permet de diﬀérencier les pôles physiques et mathématiques
de façon eﬃcace avec la méthode de la fenêtre croissante, et semble la plus robuste au bruit
pour extraire un maximum de pôles physiques, notamment à partir de réponses d’antennes
mesurées et donc bruitées.
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V.1 Introduction
V.1 Introduction
Les chapitres précédents ont permis d’établir une procédure d’extraction des pôles de réso-
nance d’une antenne. Il est notamment montré qu’il est possible d’extraire les pôles physiques
d’une antenne à partir de son champ rétrodiﬀusé. Ceci est particulièrement intéressant dans le
cas d’antennes miniatures pour obtenir les pôles de résonance intrinsèques de l’antenne, lors-
qu’elle n’est pas perturbée par le câble d’alimentation. Ce chapitre est consacré à l’application
de cette procédure sur le champ rétrodiﬀusé par cinq antennes diﬀérentes, et à l’analyse des
pôles obtenus. Dans un premier temps, nous étudions deux antennes canoniques : le dipôle et
le papillon, en montrant notamment l’évolution des pôles en fonction de leurs dimensions et
de leurs charges. Dans un second temps, nous validons l’extraction des pôles de résonance à
partir de champs rétrodiﬀusés mesurés. Trois antennes sont considérées : une antenne patch
faible bande, une antenne hélice à cavité large bande et une antenne à fente ULB.
V.2 Etude d’antennes canoniques
V.2.1 Le dipôle
Dans un premier temps, nous considérons le dipôle présenté dans le chapitre IV (cf para-
graphe IV.2.1.1). Plusieurs études paramétriques portant sur la longueur, le diamètre et la
charge sont présentées pour mettre en évidence le lien entre les pôles de l’antenne et l’antenne
elle-même.
V.2.1.1 Analyse du jeu de pôles physiques
Le temps retardé du champ rétrodiﬀusé par le dipôle dans la direction du maximum de
rayonnement est présenté sur la ﬁgure V.2.1 dans les domaines temporel et fréquentiel. Trois
maximums de champ sont visibles autour de 4, 12.5 et 21 GHz. Les pôles pondérés en |R| / |σ|
obtenus à partir de ce champ sont présentés sur la ﬁgure V.2.2. Plus la fréquence d’un pôle est
faible, plus son poids est important. La pondération est cohérente avec les niveaux de champ
reçus : plus le champ est important, plus le poids du pôle associé est grand.
Les positions des fréquences de résonance de ces pôles sont présentées sur l’impédance d’en-
trée et le coeﬃcient de réﬂexion du dipôle sur les ﬁgures V.2.3 et V.2.4, respectivement. Les
fréquences de résonance correspondent aux résonances naturelles du dipôle en λ/2, 3λ/2, 5λ/2
et 7λ/2, i.e. lorsque la partie imaginaire de l’impédance est proche de 0 et la partie réelle
proche de 73 Ω.
V.2.1.2 Analyse des pôles en fonction de la longueur de l’antenne
Nous réalisons une étude paramétrique portant sur la longueur L du dipôle. Celle-ci varie
de 20 à 50 mm et le diamètre D est ajusté pour conserver un rapport L/D constant à 680. Les
pôles physiques obtenus pour chaque longueur sont présentés sur la ﬁgure V.2.5. Plus le cercle
du marqueur est grand, plus l’antenne est petite.
127
Chapitre V Caractérisation théorique et expérimentale d’antennes à partir des
coefficients naturels de résonance
6.6 6.8 7 7.2 7.4 7.6 7.8−2
−1.5
−1
−0.5
0
0.5
1 x 10
−3
Temps (ns)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
(a) Champ rétrodiﬀusé
0 5 10 15 20 25 30 35−3
−2
−1
0
1
2
3 x 10
−5
Fréquence (GHz)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Module
Partie réelle
Partie imaginaire
(b) FFT du temps retardé
Figure V.2.1: Champ rétrodiﬀusé par le dipôle
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Figure V.2.2: Pôles de résonance pondérés du dipôle
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Figure V.2.3: Impédance d’entrée du di-
pôle
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Figure V.2.5: Pôles de résonance en fonction de la longueur du dipôle
Nous remarquons que plus l’antenne est petite, plus sa fréquence de résonance est impor-
tante et son coeﬃcient d’amortissement également. Les positions des fréquences de résonance
sont présentées sur l’impédance et le coeﬃcient de réﬂexion du dipôle pour quatre longueurs
diﬀérentes sur les ﬁgures V.2.6 et V.2.7.
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(b) L = 30 mm
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(c) L = 40 mm
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Figure V.2.6: Positions des pôles sur l’impédance pour diﬀérentes longueurs de dipôle
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Les pôles de résonance sont toujours situés aux niveaux des résonances naturelles du dipôle
(partie imaginaire de l’impédance d’entrée proche de 0). L’antenne étant adaptée, les pôles
de résonance se retrouvent dans les bandes d’adaptation de l’antenne. Dans le cas de cette
antenne faible bande très résonnante, les pôles sont directement liés à son impédance d’entrée.
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Figure V.2.7: Positions des pôles sur le coeﬃcient de réﬂexion pour diﬀérentes lon-
gueurs de dipôle
V.2.1.3 Analyse des pôles en fonction du diamètre de l’antenne
La deuxième étude concernant le dipôle porte sur son rapport longueur sur diamètre L/D.
Ce rapport varie de 30 à 700 en conservant la même longueur L = 34 mm. Le diamètre D varie
donc de 1.13 à 0.05 mm. Les pôles physiques obtenus pour chaque L/D sont présentés sur la
ﬁgure V.2.8. Plus la taille du marqueur est grande, plus le dipôle est épais.
Lorsque le rapport L/D diminue, les fréquences de résonance diminuent également. En eﬀet,
plus le dipôle est épais, plus son périmètre est important et donc sa fréquence de résonance
diminue. De plus, le coeﬃcient d’amortissement augmente également lorsque L/D diminue.
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Figure V.2.8: Pôles de résonance en fonction du rapport L/D du dipôle
Plus le dipôle est épais, plus la largeur de bande de ses résonances est grande. Cela semble
inﬂuer sur le coeﬃcient d’amortissement des pôles. Les fréquences de résonance sont indiquées
par des lignes noires sur l’impédance et le coeﬃcient de réﬂexion du dipôle pour quatre valeurs
de L/D sur les ﬁgures V.2.9 et V.2.10.
Lorsque le dipôle est épais, les fréquences de résonance des pôles sont inférieures aux réso-
nances naturelles du dipôle. Le décalage est d’environ 7% lorsque L/D = 30 et tend vers 0%
lorsque ce rapport augmente.
V.2.1.4 Analyse des pôles en fonction de la charge de l’antenne
Cette étude traite de la variation de la charge localisée au niveau du gap du dipôle. Les
pôles sont extraits de la réponse de l’antenne pour des charges allant du court-circuit (CC) au
circuit ouvert (CO) (ﬁgure V.2.11). Plus la charge est importante, plus le marqueur est grand.
On observe un phénomène de rebroussement des pôles. Pour les pôles 3 à 5, la fréquence de
résonance diminue avec l’augmentation de la charge. Quant au coeﬃcient d’amortissement,
il diminue jusqu’à 750 ou 900 Ω puis augmente jusqu’au circuit ouvert. Nous observons un
changement de comportement du dipôle. Pour la charge CC, les fréquences de résonance des
pôles correspondent aux résonances naturelles (résonances séries) du dipôle. Lorsque la charge
augmente jusqu’à environ 750 Ω, la longueur électrique de l’antenne est artiﬁciellement aug-
mentée donc la fréquence de résonance diminue. De plus, le dipôle devient de moins en moins
adapté et le coeﬃcient d’amortissement augmente en conséquence. Lorsque la charge devient
supérieure à 900 Ω, le dipôle tend à résonner à ses antirésonances (résonances parallèles). En
eﬀet, la charge élevée impose un minimum de courant au niveau du gap du dipôle. Dans ce cas,
les fréquences des pôles diminuent jusqu’à atteindre les antirésonances et l’antenne devenant
de plus en plus adaptée à ces fréquences, les coeﬃcients d’amortissement diminuent jusqu’à
un minimum pour la charge CO. Pour le pôle 2, l’analyse est similaire mais pour des charges
comprises entre 650 et 1100 Ω, deux pôles distincts sont extraits : un proche de la résonance
et l’autre proche de l’antirésonance. Enﬁn pour le pôle 1, il n’y a pas d’antirésonance dont
la fréquence est inférieure à la première résonance naturelle, ce pôle n’est donc plus extrait
lorsque la charge devient trop importante.
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Figure V.2.9: Positions des pôles sur l’impédance pour diﬀérents rapports L/D
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Figure V.2.10: Positions des pôles sur le coeﬃcient de réﬂexion pour diﬀérents rapports
L/D
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Figure V.2.11: Pôles de résonance en fonction de la charge du dipôle
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Les positions des pôles sur le coeﬃcient de réﬂexion du dipôle pour quatre charges diﬀérentes
sont présentées sur la ﬁgure V.2.12. Ces résultats conﬁrment l’analyse précédente. A 75 et
300 Ω, les fréquences de résonance des pôles correspondent aux résonances naturelles (séries)
du dipôle. Lorsque la charge augmente, le comportement du dipôle tend vers celui de deux
demi-dipôles court-circuités séparés par le gap du dipôle. Le dipôle fonctionne alors à ses
antirésonances (résonances parallèles). La première antirésonance est le double de la première
fréquence de résonance naturelle.
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Figure V.2.12: Position des pôles sur le coeﬃcient de réﬂexion pour diﬀérentes charges
V.2.1.5 Conclusion
La réponse du dipôle peut être modélisée avec précision dans une large bande de fréquence
avec un jeu de pôles restreint. Les pôles correspondent aux résonances naturelles de l’antenne
lorsque celle-ci est adaptée et très résonante. En eﬀet, si l’antenne est moins résonnante (dipôle
plus épais), nous observons un décalage entre la résonance de l’antenne et la position du pôle.
Enﬁn, la charge a une inﬂuence sur les pôles de résonance de l’antenne. L’évolution de la
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position des pôles permet de décrire le changement de comportement de l’antenne lorsque la
charge augmente.
V.2.2 L’antenne papillon
V.2.2.1 Analyse du jeu de pôles physiques
Le champ rétrodiﬀusé dans la direction du maximum de rayonnement par l’antenne papillon
est présenté sur la ﬁgure V.2.13. Seule la réponse en temps retardé est considérée dans le
domaine fréquentiel. Deux résonances sont visibles à 2.5 et 11 GHz.
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Figure V.2.13: Réponse en temps retardé de l’antenne papillon
Les méthodes d’extraction permettent d’obtenir le jeu de pôles pondérés en |R| / |σ| présenté
sur la ﬁgure V.2.14. Le poids des pôles est cohérent avec les maximums de champ de la réponse
en temps retardé.
−40 −30 −20 −10 00
5
10
15
20
25
30
35
Coefficient amortissement (109 Neper/s)
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
Figure V.2.14: Pôles de résonance pondérés de l’antenne papillon
Les positions des fréquences de résonance sur l’impédance d’entrée et le coeﬃcient de ré-
ﬂexion de l’antenne papillon sont présentées sur les ﬁgures V.2.15 et V.2.16. Les trois premiers
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pôles sont positionnés sur les résonances naturelles de l’antenne papillon malgré la mauvaise
adaptation (S11 = −2 dB) à la fréquence du premier pôle.
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Figure V.2.15: Impédance d’entrée
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Figure V.2.16: Coeﬃcient de réﬂexion
V.2.2.2 Extraction des pôles dans plusieurs directions
Les champs rétrodiﬀusés dans le plan vertical de l’antenne sont obtenus avec des sondes en
simulation (ﬁgure V.2.17). Le pas angulaire est de 5°.
Figure V.2.17: Mesure des champs rétrodiﬀusés monostatiques dans un plan de l’an-
tenne
Sur la ﬁgure V.2.18a sont présentés les pôles extraits avec M = 14 à partir du champ
rétrodiﬀusé par l’antenne papillon pour plusieurs valeurs de θ. Lorsque θ = 0°, la direction
est celle du maximum de rayonnement et les pôles correspondent à ceux de la ﬁgure V.2.14.
Pour les trois autres angles d’incidence considérés, deux pôles sont extraits autour de 8 et 16
GHz, alors qu’ils ne le sont pas dans la direction θ = 0°. De plus, ces deux pôles ont un poids
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important dans ces directions. Nous considérons deux jeux de pôles diﬀérents. Le premier (JP
1) contient les pôles issus de la direction du maximum de rayonnement et le deuxième (JP 2)
contient les deux pôles prépondérants du jeu de pôles 1 ainsi que les deux autres pôles à 8 et
16 GHz (ﬁgure V.2.18b).
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Figure V.2.18: Pôles de résonance issus de plusieurs directions
Les champs rétrodiﬀusés sont reconstruits à l’aide des jeux de pôles 1 et 2 et l’EQMN calculée
(ﬁgure V.2.19). Seuls les résidus sont calculés en fonction de l’angle θ. L’EQMN est supérieure
à 10% pour 15° < θ < 45° avec JP 1 et pour θ > 60◦ avec JP 2. En utilisant les six paires de
pôles des JP 1 et 2, l’erreur est inférieure à 1% dans l’ensemble des directions.
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Figure V.2.19: EQMN en fonction de l’angle d’incidence
Les pôles physiques de l’antenne qui modélisent au mieux la réponse en temps retardé doivent
prendre en compte plusieurs directions d’observation dans le cas de cette antenne papillon.
V.2.2.3 Analyse des pôles en fonction de la longueur de l’antenne
Nous réalisons une étude sur la position des pôles en fonction de la taille de l’antenne
papillon. Les pôles extraits pour des longueurs de 34 à 60 mm avec un pas de 2 mm sont
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présentés sur la ﬁgure V.2.20. Plus l’antenne est grande, plus le marqueur est petit. Pour six
des sept pôles présentés, l’évolution est linéaire en fonction de la taille de l’antenne. Pour
l’autre pôle, l’évolution est linéaire en fréquence mais l’amortissement augmente puis diminue
lorsque la taille augmente.
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Figure V.2.20: Pôles de résonance en fonction de la longueur du papillon
Les positions des fréquences de résonance sont présentées sur l’impédance et le coeﬃcient de
réﬂexion de l’antenne pour quatre longueurs diﬀérentes sur les ﬁgures V.2.21 et V.2.22. Nous
remarquons qu’eﬀectivement, lorsque L augmente, l’amortissement diminue et donc les réso-
nances sont plus faible bande (notamment visible sur le coeﬃcient de réﬂexion). Les premiers
pôles sont situés proches des résonances de l’antenne. En revanche, les pôles aux fréquences les
plus élevées ne correspondent plus aux résonances de l’antenne.
V.2.2.4 Analyse des pôles en fonction de l’angle d’évasement de l’antenne
La deuxième étude concerne l’angle d’évasement α de l’antenne papillon. Les pôles extraits
pour des angles d’évasement variant de 1 à 100 degrés sont présentés sur la ﬁgure V.2.23. Plus
l’angle est important, plus la taille du marqueur est importante. Seule l’évolution des quatre
pôles extraits dans le cas α = 1° est montrée pour plus de lisibilité.
Les impédances d’entrée et les coeﬃcients de réﬂexion de l’antenne papillon pour quatre
angles d’évasement diﬀérents sont présentés sur les ﬁgures V.2.24 et V.2.25. Des lignes noires
indiquent les positions des pôles de résonance. Plus l’angle d’évasement est important, plus
l’antenne est large bande, cela se traduit par une augmentation du coeﬃcient d’amortissement.
En revanche, plus α est grand, moins la position des pôles coïncide avec les résonances naturelles
de l’antenne. En eﬀet, plus l’antenne est large bande et moins les résonances sont marquées.
V.2.2.5 Analyse des pôles en fonction de la charge de l’antenne
Les pôles extraits en fonction de la charge de l’antenne pour α = 45° sont présentés sur la
ﬁgure V.2.26. Plus le marqueur est grand, plus la charge est importante. Concernant les deux
premiers pôles, leurs fréquences varient très légèrement mais leurs coeﬃcients d’amortissement
augmentent nettement avec la charge. Le troisième pôle est en revanche quasi-constant quelle
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(d) L = 60 mm
Figure V.2.21: Positions des pôles sur l’impédance pour diﬀérentes longueurs L
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Figure V.2.22: Positions des pôles sur le coeﬃcient de réﬂexion pour diﬀérentes lon-
gueurs L
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Figure V.2.23: Pôles de résonance en fonction de la l’angle d’évasement du papillon
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(a) α = 2°
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(b) α = 20°
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(c) α = 50°
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(d) α = 90°
Figure V.2.24: Position des pôles sur l’impédance pour diﬀérents angles d’évasement α
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Figure V.2.25: Position des pôles sur le coeﬃcient de réﬂexion pour diﬀérents angles
d’évasement α
que soit la charge. Ce pôle est donc principalement lié à la structure de l’antenne. Enﬁn, la
fréquence du quatrième pôle augmente avec la charge. Son amortissement augmente entre 0 et
200 Ω puis diminue ensuite.
Les positions des fréquences de résonance sur le coeﬃcient de réﬂexion sont présentées sur
la ﬁgure V.2.27 pour quatre charges diﬀérentes. Nous remarquons que le pôle à 19 GHz est
constant en fonction de la charge alors que le coeﬃcient de réﬂexion varie fortement selon la
charge à cette fréquence.
V.2.2.6 Conclusion
La réponse de l’antenne papillon peut être modélisée avec précision à l’aide de quatre paires
de pôles dans la direction θ = 0° et avec six paires de pôles dans toutes les directions. Cette
antenne étant beaucoup plus large bande que le dipôle, les coeﬃcients d’amortissement de ses
pôles sont sensiblement plus importants. Comme avec le dipôle, il est possible de relier la taille
de l’antenne avec ses pôles de résonance.
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Figure V.2.26: Pôles de résonance en fonction de la charge du papillon pour α = 45°
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Figure V.2.27: Positions des pôles sur le coeﬃcient de réﬂexion pour diﬀérentes charges
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V.3 Etude d’antennes réelles
Trois antennes sont considérées dans cette partie : une antenne patch alimentée par fente,
une antenne hélice à cavité ainsi qu’une antenne ULB à fente large. Les pôles de résonance
de chaque antenne sont extraits à partir de la simulation et de la mesure. Elles sont simulées
sur CST MWS et mesurées dans la chambre anéchoïque CHEOPS de la Direction Générale de
l’Armement / Maitrise de l’information (DGA/MI) à Bruz. Cette chambre, réalisée en 1972 et
rénovée en 2000, mesure 25*12*12 mètres. Deux photographies de la chambre sont présentées
sur la ﬁgure V.3.1. Elle est fonctionnelle dans les bandes 0.2-18 et 27-40 GHz et sa sensibilité
est de -60 dBm2 en mode de diagramme.
(a) Antenne d’émission/réception (b) Mât avec positionneur
Figure V.3.1: Présentation de la chambre anéchoïque CHEOPS de la DGA/MI
Les signaux bruts mesurés sont entachés de signaux parasites résiduels (réﬂexions sur les
murs) et fournissent un coeﬃcient de rétrodiﬀusion relatif. Pour cela, il existe une procédure
de compensation et de calibrage qui nécessite de mesurer les coeﬃcients de rétrodiﬀusion
– d’une cible étalon smesure´e´talon dont la valeur théorique s
the´orique
e´talon est connue ;
– de la chambre à vide smesure´chambre ;
– de la cible à évaluer smesure´cible .
Le coeﬃcient de rétrodiﬀusion calibré et compensé de la cible scalcible est calculé par
scalcible =
(
smesure´cible − smesure´chambre
smesure´e´talon − smesure´chambre
)
sthe´oriquee´talon . (V.3.1)
Dans cette partie, les résultats fréquentiels sont présentés en SER et en dBm2 aﬁn de faciliter
les comparaisons entre simulation et mesure.
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V.3.1 L’antenne patch
V.3.1.1 Présentation de l’antenne
La première antenne « réelle » que nous utilisons est une antenne patch excitée par une
fente. Ce type d’antenne a été notamment étudié par David Posar [125], l’excitation par fente
permettant d’élargir la bande de fréquence du patch. L’antenne est présentée sur la ﬁgure
V.3.2. Cette antenne a été développée pour fonctionner entre 1.7 et 2.1 GHz, elle est donc
simulée et mesurée entre 1 et 3 GHz. Cette antenne possède deux accès selon la polarisation
choisie. Dans notre étude, nous n’utiliserons qu’un seul port, le deuxième étant laissé en circuit
ouvert. Le patch rayonnant est un carré de 60 mm de côté, il est placé à 12.5 mm du plan de
masse large de 150 mm.
(a) Vue de dessus (b) Vue de dessous (c) Vue de proﬁle
Figure V.3.2: L’antenne patch
L’impédance d’entrée et le coeﬃcient de réﬂexion de l’antenne patch sur une charge 50Ω
sont présentés sur les ﬁgures V.3.3 et V.3.4. Nous observons deux résonances à 1.7 et 2.1 GHz.
Le S11 est inférieur à -6 dB dans la bande 1.7-2.1 GHz.
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Figure V.3.3: Impédance d’entrée de l’an-
tenne patch
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Figure V.3.4: Coeﬃcient de réﬂexion de
l’antenne patch
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V.3.1.2 Analyse du jeu de pôles physiques
Le patch, chargé sur 50Ω, est excité par une onde plane dans l’axe du patch (direction du
maximum de rayonnement) avec le couple de polarisation VV. Le champ rétrodiﬀusé dans le
domaine temporel et sa SER sont présentés sur la ﬁgure V.3.5. Une ligne noire positionne la
limite entre le temps proche et le temps retardé sur la réponse temporelle. Deux minimums
locaux sont présents à 1.7 et 2.1 GHz sur la SER simulée alors qu’un seul minimum est présent
à 1.9 GHz sur la mesure.
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Figure V.3.5: Champ rétrodiﬀusé dans le domaine temporel et SER de l’antenne patch
dans la bande 1-3 GHz (polarisation VV)
La réponse en temps retardé dans les domaines temporel et la SER associée sont présentés
sur la ﬁgure V.3.6. Sur la SER, l’élimination de la réponse en temps proche révèle les deux
résonances du patch à 1.7 et 2.1 GHz. Filtrer la réponse en temps proche revient à suppri-
mer une partie du terme de structure du champ rétrodiﬀusé par l’antenne et donc à rendre
prépondérant le mode d’antenne.
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Figure V.3.6: Temps retardé du champ rétrodiﬀusé et SER associée de l’antenne patch
dans la bande 1-3 GHz (polarisation VV)
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Figure V.3.7: La méthode MP sur une fenêtre croissante, M = 14 (simulation)
La méthode MP est appliquée sur les réponses en temps retardé simulée et mesurée de
l’antenne patch. Les résultats sur une fenêtre croissante sont présentés sur la ﬁgure V.3.7
(simulation) et V.3.8 (mesure). M = 14 et M = 10 sont ajustés pour obtenir une bonne
stabilité des pôles et un nombre de pôles mathématiques limité.
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Figure V.3.8: La méthode MP sur une fenêtre croissante, M = 10 (mesure)
Six et cinq paires de pôles sont stables avec la fenêtre croissante en simulation et en mesure,
respectivement. Les pôles conservés sont présentés sur la ﬁgure V.3.9 avec une pondération en
|R| / |σ|. Le pôle à 2 GHz est extrait en simulation et en mesure. Sur les deux pôles autour de
1.6 GHz en simulation, un seul est retrouvé à 1.5 GHz en mesure et avec un amortissement
plus important. A 2.7 GHz, un seul pôle est retrouvé en mesure avec un amortissement de
valeur intermédiaire à ceux des deux pôles extraits en simulation. De plus, son poids est plus
important.
Aﬁn de vériﬁer les pôles obtenus avec la méthode MP, nous appliquons la méthode de Cauchy
sur une fenêtre glissante de 0.5 GHz avec P = 10 (ﬁgure V.3.10 pour la simulation et ﬁgure
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Figure V.3.9: Comparaison des pôles extraits en simulation et en mesure
V.3.11 pour la mesure). Les fréquences de résonance sont proches de celles obtenues avec MP.
En revanche, les coeﬃcients d’amortissement sont peu stables. Cette analyse permet toutefois
de valider l’extraction des pôles de résonance avec une autre méthode.
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Figure V.3.10: Application de Cauchy sur une fenêtre glissante de 0.5 GHz, P = 10
Aﬁn de déﬁnir un jeu de pôles minimal pour caractériser l’antenne, nous déﬁnissons deux
jeux de pôles présentés dans le plan complexe sur la ﬁgure V.3.12. Le jeu de pôle 1 (JP 1)
contient l’ensemble des pôles extraits alors que le jeu de pôles 2 (JP 2) comprend uniquement
les deux paires de pôles avec le poids le plus important.
Les champs rétrodiﬀusés temporel et fréquentiel sont reconstruits en utilisant les deux jeux
de pôles diﬀérents et présentés sur les ﬁgures V.3.13 (simulation) et V.3.14 (mesure). Les
EQMN des réponses reconstruites sont indiqués sur le tableau V.1.
Les fréquences de résonance sont indiquées par des lignes noires sur l’impédance d’entrée
et le coeﬃcient de réﬂexion de l’antenne patch (ﬁgures V.3.15 et V.3.16). Les fréquences de
résonance sont situées aux niveaux des résonances du patch.
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Figure V.3.11: Application de la méthode de Cauchy sur une fenêtre glissante, P = 11
(mesure)
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Figure V.3.12: Pôles de résonance extraits du champ rétrodiﬀusé par l’antenne patch
Simulation Mesure
Temporel Fréquentiel Temporel Fréquentiel
JP 1 0.003% 0.4% 1.7% 12.8%
JP 2 2.4% 4.5% 9% 38.8%
Table V.1: EQMN des réponses reconstruites avec les deux jeux de pôles
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Figure V.3.13: Réponses en temps retardé reconstruites à l’aide des deux jeux de pôles
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Figure V.3.14: Réponses en temps retardé reconstruites à l’aide des deux jeux de pôles
(mesure)
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Figure V.3.15: Impédance d’entrée
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Figure V.3.16: Coeﬃcient de réﬂexion
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V.3.1.3 Extraction des pôles dans plusieurs directions
Les champs rétrodiﬀusés dans le plan vertical de l’antenne sont simulés et mesurés avec un
pas angulaire de 5° (ﬁgure V.3.17).
Figure V.3.17: Mesure des champs rétrodiﬀusés monostatiques dans un plan de l’an-
tenne
Sur la ﬁgure V.3.18a sont présentés les pôles extraits avec M = 14 à partir du champ
rétrodiﬀusé simulé pour plusieurs valeurs de Φ. Lorsque Φ = 90°, la direction est celle du
maximum de rayonnement et les pôles correspondent à ceux de la ﬁgure V.3.9. Pour les trois
autres angles d’incidence considérés, les pôles sont très proches de ceux extraits pour Φ = 90°
mais leurs pondérations varient avec l’angle Φ. Les pôles issus du maximum de rayonnement
semblent donc cohérents pour l’ensemble des directions. Les deux jeux de pôles présentés
précédemment sont conservés à savoir JP 1 contenant l’ensemble des pôles issus de la direction
du maximum de rayonnement et JP 2 contenant uniquement les deux pôles prépondérants de
JP 1 (ﬁgure V.3.18b).
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Figure V.3.18: Pôles de résonance issus de plusieurs directions (simulation)
Une étude similaire est réalisée sur le champ rétrodiﬀusé mesuré (ﬁgure V.3.19a). Les coeﬃ-
cients d’amortissement varient de façon importante en fonction de l’angle Φ mais les fréquences
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de résonance restent stables. Les deux jeux de pôles conservés (ﬁgure V.3.19b) sont obtenus
dans la direction du maximum de rayonnement.
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Figure V.3.19: Pôles de résonance issus de plusieurs directions (mesure)
Les champs rétrodiﬀusés sont reconstruits à l’aide des jeux de pôles 1 et 2 et l’EQMN calculée
(ﬁgure V.3.20). Seuls les résidus sont calculés en fonction de l’angle Φ. En simulation, l’EQMN
est inférieure à 2 % pour 10° < Φ < 170° avec JP 1 et inférieure à 10% pour 50° < Φ < 130°
avec JP 2. Pour 0 et 180°, le champ rétrodiﬀusé obtenu en simulation est trop faible pour
être considéré. En mesure, l’erreur est inférieure à 17 % quelque soit la direction avec JP 1.
L’EQMN est la plus importante pour Φ = 45° et Φ = 135°.
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Figure V.3.20: EQMN en fonction de l’angle d’incidence
V.3.1.4 Analyse des pôles en fonction de la charge de l’antenne
Les champs rétrodiﬀusés par le patch dans le domaine temporel pour trois conditions de
charge (50Ω, court-circuit (CC) et circuit ouvert (CO)) sont présentés en simulation et en
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mesure sur la ﬁgure V.3.21 et les SER associées sur la ﬁgure V.3.22. Les réponses en temps
proche sont identiques pour les trois charges et il est à noter que les réponses en temps retardé
dans les cas CC et CO sont en opposition de phase. Sur les SER, nous remarquons la présence
de deux résonances aux mêmes fréquences en CC et sur 50Ω (1.7 et 2.1 GHz en simulation et
1.5 et 2 GHz en mesure) alors qu’un seul maximum est présent pour la charge CO (1.9 GHz
en simulation et 1.8 GHz en mesure).
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Figure V.3.21: Champs rétrodiﬀusés par le patch pour trois conditions de charge (50Ω,
CC et CO) dans le domaine temporel
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Figure V.3.22: SER calculées à partir du temps retardé des champs rétrodiﬀusés par
le patch pour trois conditions de charge : 50Ω, CC et CO (polarisation
VV)
Les pôles obtenus pour ces diﬀérentes charges sont présentés sur la ﬁgure V.3.23 avec la
pondération en |R| / |σ|. La position et la pondération des pôles sont cohérentes avec les ré-
ponses de l’antenne. En eﬀet, pour les charges CC et 50Ω, nous observons deux paires de pôles
dominantes alors qu’une seule paire de pôles est dominante pour la charge CO.
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Figure V.3.23: Pôles extraits pour les trois conﬁgurations de charges. Simulation et
Mesure.
V.3.2 L’antenne hélice à cavité
V.3.2.1 Présentation de l’antenne
La deuxième antenne que nous étudions est une antenne hélice à cavité conique dimensionnée
pour fonctionner à 5.8 GHz. Sa géométrie est présentée sur la ﬁgure V.3.24. L’hélice comporte
quatre tours et mesure 50 mm de hauteur. La cavité mesure 32 mm de hauteur. De forme
conique, son petit diamètre est de 58 mm et son grand diamètre mesure 130 mm.
(a) Vue de proﬁl (b) Vue oblique
Figure V.3.24: L’antenne hélice
Elle est simulée et mesurée entre 3.5 et 8 GHz dans la polarisation VV. Son impédance
d’entrée ainsi que son coeﬃcient de réﬂexion simulés sur une charge 50Ω sont présentés sur les
ﬁgures V.3.25 et V.3.26. Elle est plus large bande que l’antenne patch étudiée précédemment ;
sa bande d’adaptation à -10 dB est de 1.8 GHz.
154
V.3 Etude d’antennes réelles
4 5 6 7 8−100
−50
0
50
100
150
200
Fréquence (GHz)
Im
pé
da
nc
e 
(O
hm
s)
 
 
Partie réelle
Partie imaginaire
Figure V.3.25: Impédance d’entrée de
l’antenne hélice
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Figure V.3.26: Coeﬃcient de réﬂexion de
l’antenne hélice
V.3.2.2 Analyse du jeu de pôles physiques
Le champ rétrodiﬀusé par l’antenne hélice dans le domaine temporel ainsi que sa SER sont
présentés sur la ﬁgure V.3.27. Deux pics de résonance sont identiﬁables. Ils sont autour de 5
et 6.3 GHz en simulation comme en mesure.
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Figure V.3.27: Champ rétrodiﬀusé par l’antenne hélice et sa SER dans la bande 3.5-8
GHz (polarisation VV)
La réponse en temps retardé et la SER associée sont présentées sur la ﬁgure V.3.28. Un seul
maximum de SER est présent à 5.8 GHz en simulation et 6 GHz en mesure.
La méthode MP est appliquée sur une fenêtre croissante sur les réponses en temps retardé
simulée et mesurée de l’antenne hélice (ﬁgures V.3.29 et V.3.30). Cinq paires de pôles sont
stables en simulation et sept en mesure.
155
Chapitre V Caractérisation théorique et expérimentale d’antennes à partir des
coefficients naturels de résonance
0 0.5 1 1.5 2 2.5 3−0.1
−0.05
0
0.05
0.1
Temps (ns)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Simulation
Mesure
(a) Domaine temporel
4 5 6 7 8−50
−45
−40
−35
−30
−25
−20
Fréquence (GHz)
SE
R 
(dB
m2
)
 
 
Simulation
Mesure
(b) Domaine fréquentiel
Figure V.3.28: Temps retardé du champ rétrodiﬀusé par l’antenne hélice et sa SER
associée dans la bande 3.5-8 GHz (polarisation VV)
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Figure V.3.29: La méthode MP sur une fenêtre croissante, M = 14 (simulation)
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Figure V.3.30: La méthode MP sur une fenêtre croissante, M = 14 (mesure)
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Les pôles stables sont présentés dans le plan complexe sur la ﬁgure V.3.31 avec la pondération
en |R| / |σ|. En simulation comme en mesure, le pôle dominant est situé à 6 GHz avec un
amortissement très proche.
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Figure V.3.31: Comparaison des pôles extraits en simulation et en mesure
Deux jeux de pôles sont déﬁnis dans chaque cas (ﬁgure V.3.32). Le deuxième jeu ne contient
que la paire de pôles dominante.
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Figure V.3.32: Pôles de résonance extraits du champ rétrodiﬀusé de l’antenne hélice
A l’aide de ces jeux de pôles, les réponses temporelles et fréquentielles sont reconstruites
(ﬁgures V.3.33 et V.3.34). L’EQMN est calculée pour chaque réponse et présentée sur le tableau
V.2. Avec les JP 1, l’EQMN est très faible en simulation comme en mesure. Avec les JP 2, i.e.
lorsque seule la paire dominante est utilisée, l’EQMN augmente sensiblement en simulation et
modérément en mesure. En eﬀet, le pôle à 5.5 GHz en simulation n’est pas pris en compte dans
le JP 2 alors que sa pondération est tout de même importante.
Les fréquences de résonance sont indiquées par des lignes noires sur l’impédance d’entrée et
le coeﬃcient de réﬂexion de l’antenne hélice obtenus en simulation (ﬁgures V.3.35 et V.3.36).
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Simulation Mesure
Temporel Fréquentiel Temporel Fréquentiel
JP 1 0.04% 0.16% 0.14% 0.76%
JP 2 14.1% 24% 3.5% 10.4%
Table V.2: EQMN des réponses reconstruites avec les deux jeux de pôles
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Figure V.3.33: Réponses en temps retardé reconstruites à l’aide des deux jeux de pôles
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Figure V.3.34: Réponses en temps retardé reconstruites à l’aide des deux jeux de pôles
(mesure)
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L’antenne n’ayant pas de résonance marquée, il est diﬃcile de faire le lien entre la position des
pôles et l’impédance de l’antenne.
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Figure V.3.35: Impédance d’entrée
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Figure V.3.36: Coeﬃcient de réﬂexion
V.3.2.3 Extraction des pôles dans plusieurs directions
Les champs rétrodiﬀusés dans le plan vertical de l’antenne sont simulés et mesurés avec un
pas angulaire de 10° (ﬁgure V.3.37).
Figure V.3.37: Mesure des champs rétrodiﬀusés monostatiques dans un plan de l’an-
tenne
Sur la ﬁgure V.3.38 sont présentés les pôles extraits avec M = 14 à partir du champ ré-
trodiﬀusé pour plusieurs valeurs de Φ. Lorsque Φ = 0°, la direction est celle du maximum de
rayonnement et les pôles correspondent à ceux de la ﬁgure V.3.32. Pour les trois autres angles
d’incidence considérés, les pôles sont proches de ceux extraits pour Φ = 0° en simulation ;
la diﬀérence est plus importante en mesure, notamment sur le coeﬃcient d’amortissement.
Néanmoins, le pôle dominant (autour de 6 GHz) est stable pour 0 ≤ Φ ≤ 10°.
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Figure V.3.38: Pôles de résonance issus de plusieurs directions
Les champs rétrodiﬀusés sont reconstruits (ﬁgure V.3.39) à l’aide des jeux de pôles 1 et 2
de la ﬁgure V.3.32. Seuls les résidus sont calculés en fonction de l’angle Φ. En mesure comme
en simulation, l’EQMN est faible dans toutes les directions avec le JP 1. En revanche, avec le
JP 2, l’EQMN atteint 60% en simulation et 40% en mesure pour certaines directions.
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Figure V.3.39: EQMN en fonction de l’angle d’incidence
V.3.2.4 Analyse en fonction de la charge de l’antenne
Les champs rétrodiﬀusés par l’antenne sous trois conditions de charge sont présentés sur
la ﬁgure V.3.40 dans le domaine temporel et les SER sur la ﬁgure V.3.41. Dans le domaine
temporel, les champs rétrodiﬀusés pour les charges CO et CC sont quasiment en opposition de
phase dans la deuxième partie de la réponse (principalement liée au mode d’antenne).
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Figure V.3.40: Champs rétrodiﬀusés par l’antenne hélice pour trois conditions de
charge (50Ω, CO et CC) dans le domaine temporel
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Figure V.3.41: SER issues du temps retardé des champs rétrodiﬀusés par l’antenne
hélice les conditions de charge 50Ω, CO et CC (polarisation VV)
Les pôles extraits pour les trois charges sont présentés sur la ﬁgure V.3.42. En simulation,
les pôles extraits pour les trois conditions de charge sont proches. En eﬀet, deux paires de
pôles dominantes sont extraites à 5.5 et 6 GHz quelle que soit la charge. En mesure, le pôle
dominant à 6 GHz est également extrait pour chaque charge.
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Figure V.3.42: Pôles extraits pour les trois conﬁgurations de charges
V.3.3 L’antenne à fente ULB
V.3.3.1 Présentation de l’antenne
La troisième antenne considérée dans cette étude est une antenne ULB à large fente alimentée
par une fourche [126]. Sa géométrie est présentée sur la ﬁgure V.3.43. Elle mesure 42*42*3 mm
sans le connecteur. Les simulations et les mesures sont réalisées entre 1 et 15 GHz.
(a) Vue de la fente (b) Vue de l’alimentation
Figure V.3.43: L’antenne ULB
L’impédance d’entrée ainsi que son coeﬃcient de réﬂexion sur une charge 50Ω de l’antenne
ULB sont présentés sur les ﬁgures V.3.44 et V.3.45. Le S11 est inférieur à -10 dB dans la bande
3.3-13.3 GHz.
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Figure V.3.44: Impédance d’entrée
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Figure V.3.45: Coeﬃcient de réﬂexion
V.3.3.2 Analyse du jeu de pôles physiques
Le champ rétrodiﬀusé par l’antenne ULB dans les domaines temporel dans la direction de
son maximum de rayonnement ainsi que sa SER sont présentés sur la ﬁgure V.3.46. Une ligne
noire indique le début du temps retardé sur les réponses temporelles. Nous observons une bonne
concordance entre mesure et simulation.
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Figure V.3.46: Champ rétrodiﬀusé par l’antenne ULB et sa SER dans la bande 1-15
GHz (polarisation VV)
Les réponses en temps retardé dans les domaines temporel et les SER associées sont pré-
sentées sur les ﬁgures V.3.47. Filtrer le temps proche accentue les maximums de champ à 9
GHz en simulation et 10 GHz en mesure. Il y a donc un décalage de fréquence entre ces deux
maximums. En revanche, le pic à 4 GHz est retrouvé en mesure comme en simulation.
La méthode MP est appliquée sur une fenêtre croissante (ﬁgures V.3.48 et V.3.49) ce qui
permet de déﬁnir les jeux de pôles physiques en simulation et en mesure. Comme précédem-
ment, nous déﬁnissons un jeu de pôles restreint ne contenant que les pôles dominants (ﬁgure
V.3.50).
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Figure V.3.47: Temps retardé du champ rétrodiﬀusé par l’antenne ULB et sa SER
associée dans la bande 2-15 GHz (polarisation VV)
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Figure V.3.48: La méthode MP sur une fenêtre croissante, M = 18 (simulation)
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Figure V.3.49: La méthode MP sur une fenêtre croissante, M = 14 (mesure)
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Figure V.3.50: Pôles de résonance extraits du champ rétrodiﬀusé de l’antenne ULB
A l’aide de ces jeux de pôles, les réponses temporelle et fréquentielle de l’antenne fourche
sont reconstruites. Les résultats sont présentés sur les ﬁgures V.3.51 (simulation) et V.3.52
(mesure). L’EQMN des champs reconstruits est indiquée sur le tableau V.3. En simulation,
l’erreur est très faible en utilisant l’ensemble des pôles (JP 1) et reste inférieure à 14% si
uniquement quatre paires de pôles sont utilisés. En mesure, l’EQMN est inférieur à 10% avec
le JP 1 et inférieur à 12% avec le JP 2.
Simulation Mesure
Temporel Fréquentiel Temporel Fréquentiel
JP 1 0.3% 0.8% 6.10% 9.88%
JP 2 13.4% 11.9% 8.81% 13.1%
Table V.3: EQMN des réponses reconstruites avec les deux jeux de pôles
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Figure V.3.51: Réponses en temps retardé reconstruites à l’aide des deux jeux de pôles
165
Chapitre V Caractérisation théorique et expérimentale d’antennes à partir des
coefficients naturels de résonance
0 0.5 1 1.5 2−6
−4
−2
0
2
4
6 x 10
−3
Temps (ns)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Simulation
JP 1
JP 2
(a) Domaine temporel
3 4 5 6 7 80
0.5
1
1.5
2 x 10
−3
Fréquence (GHz)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Simulation
JP 1
JP 2
(b) Domaine fréquentiel (module)
Figure V.3.52: Réponses en temps retardé reconstruites à l’aide des deux jeux de pôles
(mesure)
V.3.3.3 Extraction des pôles dans plusieurs directions
Les champs rétrodiﬀusés dans les plans horizontal et vertical de l’antenne sont simulés et
mesurés avec un pas angulaire de 5° (ﬁgure V.3.53).
(a) Plan horizontal (b) Plan vertical
Figure V.3.53: Mesure des champs rétrodiﬀusés dans deux plans de l’antenne
Dans un premier temps, nous traitons les résultats obtenus dans le plan horizontal. Sur la
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ﬁgure V.3.54 sont présentés les pôles extraits avec M = 18 à partir du champ rétrodiﬀusé pour
plusieurs valeurs de θ. Lorsque θ = 0°, la direction est celle du maximum de rayonnement et
les pôles correspondent à ceux de la ﬁgure V.3.50. En simulation, le pôle dominant (autour
de 9 GHz) est extrait de la même façon pour θ = 0° et θ = 10°. Pour θ = 20° et θ = 30°, la
fréquence de résonance est inchangée mais le coeﬃcient d’amortissement est plus important.
Le pôle à 4 GHz est invariant quel que soit l’angle considéré. Il y a également un pôle proche de
2 GHz dont la fréquence est identique quel que soit θ mais dont le coeﬃcient d’amortissement
est modiﬁé. En mesure, les pôles varient de façon plus signiﬁcative. Cependant, le pôle à 4
GHz est invariant et le pôle à 2 GHz a le même comportement qu’en simulation. Concernant
le pôle dominant à 8 GHz pour θ = 0°, il y a un pôle équivalent pour θ = 20° et un pôle à la
même fréquence mais a avec un amortissement beaucoup plus fort pour θ = 30°. A θ = 10°,
deux paires de pôles sont extraites autour de cette fréquence avec des pondérations inférieures.
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Figure V.3.54: Pôles de résonance issus de plusieurs directions (Plan horizontal)
Pour vériﬁer la pertinence des pôles dans la direction θ = 0°, les champs rétrodiﬀusés sont
reconstruits (ﬁgure V.3.55) à l’aide des jeux de pôles 1 et 2 de la ﬁgure V.3.50. Seuls les résidus
sont calculés en fonction de l’angle θ. En simulation, le JP 1 permet de reconstruire les champs
rétrodiﬀusés avec une EQMN inférieure à 17% quelle que soit la direction. En mesure, le jeu
de pôles obtenus pour θ = 0° semble moins pertinent, l’EQMN pouvant atteindre 56% dans
certaines directions.
La même étude est réalisée dans le plan vertical de l’antenne ULB. Les pôles extraits des
champs rétrodiﬀusés dans plusieurs directions avec M = 18 sont présentés sur la ﬁgure V.3.56.
La direction Φ = 90° correspond à la direction du maximum de rayonnement de l’antenne
(V.3.53b). En simulation, le pôle dominant (9.1 GHz) est extrait de façon proche pour les
quatre angles considérés. Pour Φ = 80°, son amortissement est cependant plus important. Le
pôle à 4 GHz avec un amortissement très faible est constant tout comme les pôles autour de 2
et 13 GHz dont seuls les amortissements varient avec l’angle. Enﬁn, le pôle proche de 9.7 GHz
est également extrait de façon constante. Concernant les résultats de mesure, les pôles à 2, 4
et 6 GHz sont constants. Pour Φ = 90°, deux pôles dominants sont extraits à des fréquences
proches (autour de 10 GHz) alors qu’un seul pôle est extrait dans les autres directions avec un
amortissement intermédiaire.
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Figure V.3.55: EQMN en fonction de l’angle d’incidence (Plan horizontal)
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Figure V.3.56: Pôles de résonance issus de plusieurs directions (Plan vertical)
Les jeux de pôles de la ﬁgure V.3.50 sont utilisés pour reconstruire les champs rétrodiﬀusés
dans toutes les directions du plan vertical. Seuls les résidus sont calculés dans chacune des
directions. L’EQMN des réponses reconstruites en fonction de l’angle Φ sont présentés sur la
ﬁgure V.3.57. En simulation, l’erreur reste inférieure à 27% avec le JP 1. En revanche, avec le
JP 2, l’erreur augmente sensiblement dans certaines directions. En mesure, l’EQMN est plus
importante et atteint 60% pour Φ = 30°.
Il est donc possible en simulation d’obtenir un jeu de pôles pertinents à partir d’une seule
direction, celle du maximum de rayonnement. En revanche, en mesure, l’extraction des pôles
étant plus délicate, il sera nécessaire d’utiliser plusieurs directions pour déﬁnir un jeu de pôles
pertinents, c’est-à-dire un jeu de pôles permettant de modéliser avec précision les réponses de
l’antenne dans toutes les directions.
168
V.3 Etude d’antennes réelles
0 30 60 90 120 150 1800
10
20
30
40
50
60
70
Φ (°)
EQ
M
N 
(%
)
 
 
JP 1
JP 2
(a) Simulation
0 30 60 90 120 150 1800
20
40
60
80
100
Φ (°)
EQ
M
N 
(%
)
 
 
JP 1
JP 2
(b) Mesure
Figure V.3.57: EQMN en fonction de l’angle d’incidence (Plan vertical)
V.3.3.4 Analyse des pôles en fonction de la charge de l’antenne
Les champs rétrodiﬀusés simulés et mesurés pour trois conditions de charge (50Ω, CO et
CC) sont présentés dans le domaine temporel sur la ﬁgure V.3.58 et les SER correspondantes
sur la ﬁgure V.3.59. Nous observons une bonne concordance entre mesure et simulation au
niveau du comportement des SER en fonction de la charge. Cependant, il y a un décalage en
fréquence de 1 GHz entre le maximum de SER en simulation (autour de 9 GHz) et en mesure
(autour de 10 GHz). Cette antenne étant ULB, la SER obtenue sur la charge 50Ω est inférieure
à celles obtenues pour les charges CC et CO dans toute la bande de fréquence.
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Figure V.3.58: Champs rétrodiﬀusés par l’antenne ULB dans le domaine temporel pour
trois conditions de charge (50Ω, CC et CO)
Les pôles extraits avec MP dans le cas de ces trois charges sont présentés sur la ﬁgure
V.3.60. L’allure de la SER étant assez similaire pour les trois charges (pic à 4 et à 9 ou 10
GHz), les pôles correspondants à chaque charge sont proches. En eﬀet, en simulation, le pôle
dominant est à 9 GHz pour les trois cas. On retrouve également des pôles très proches à 2,
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Figure V.3.59: SER issues du temps retardé des champs rétrodiﬀusés par l’antenne
ULB pour trois conditions de charge : 50Ω, CC et CO (polarisation
VV)
4 et 5 GHz. Le coeﬃcient d’amortissement est cependant diﬀérent selon la charge mais il est
intéressant de noter qu’il est généralement plus faible dans le cas de la charge 50Ω. En mesure,
le comportement des pôles est identique avec deux pôles dominants à 10 et 10.4 GHz dont la
fréquence ne varie pas avec la charge.
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Figure V.3.60: Pôles extraits pour les trois conﬁgurations de charges. Simulation et
Mesure.
V.4 Conclusion
Dans la première partie de ce chapitre, nous avons montré que les pôles de résonance d’une
antenne sont directement reliés aux propriétés de résonance de celle-ci. En eﬀet, dans le cas du
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dipôle et de l’antenne papillon, la position des pôles coïncident avec les résonances naturelles
de l’antenne. Une étude paramétrique portant sur la longueur de l’antenne a mis en évidence
ce phénomène. Dans le cas du dipôle, il est alors possible de déterminer la longueur du dipôle
directement à partir de ces pôles de résonance. En analysant les pôles extraits à partir de
dipôle plus ou moins épais, nous avons mis en évidence que plus la résonance du dipôle est
large bande, plus le coeﬃcient d’amortissement de cette résonance est fort. Enﬁn, l’évolution
des pôles en fonction de l’impédance de charge des antennes permet d’analyser le comportement
de l’antenne pour ces diﬀérentes charges. Ces diﬀérentes études valident l’intérêt des pôles de
résonance dans la caractérisation d’antenne. En eﬀet, ils permettent de distinguer rapidement
le caractère résonant ou non d’une antenne.
Dans la deuxième partie de ce chapitre, nous avons étudié les pôles de résonance obtenus
pour trois antennes « réelles », à savoir un patch, une antenne hélice à cavité et une antenne
à fente ULB à la fois en simulation et en mesure. Nous observons une bonne correspondance
entre les pôles simulés et mesurés. Toutefois, une réalisation n’étant jamais parfaite, les pôles
obtenus ne sont pas identiques. Pour ces trois antennes en simulation, il est possible de déﬁnir
un jeu de pôles, à partir de la direction du maximum de rayonnement, qui permet de modéliser
avec précision le temps retardé du champ rétrodiﬀusé dans toutes les directions. Ceci conﬁrme
donc l’indépendance des pôles vis-à-vis de l’angle d’observation. En pratique, il est plus diﬃcile
d’extraire des pôles non dominants dans une certaine direction, notamment à cause du bruit.
Il est donc nécessaire d’extraire les pôles à partir de plusieurs directions aﬁn de déﬁnir un jeu
de pôles complet. Contrairement au dipôle, la charge ne modiﬁe pas le comportement général
de ces trois antennes. Les pôles obtenus pour les diﬀérentes conditions de charge sont donc
proches, seul le coeﬃcient d’amortissement est modiﬁé.
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Conclusion générale et perspectives
Rappel des objectifs
La méthode du développement en singularités (SEM) permet de modéliser la réponse en
temps retardé d’un objet illuminé par une onde électromagnétique par une somme d’exponen-
tielles amorties. Chaque exponentielle amortie correspond à une paire de pôles de résonance
complexes conjugués dans le domaine fréquentiel. La cartographie de ces pôles de résonance
est une véritable carte d’identité de l’objet considéré. En eﬀet, les pôles sont indépendants de
l’angle d’observation et du signal d’excitation. Initialement étudiée dans le domaine du radar,
la SEM a trouvé de l’intérêt auprès des antennistes pour le compactage d’information liée aux
antennes. C’est précisément cette application qui était visée dans ce travail.
L’extraction des pôles de résonance est cependant très sensible au bruit et le premier objectif
de cette thèse était d’étudier plusieurs méthodes d’extraction et de déterminer quelle est la
plus robuste au bruit. Le second point était d’appliquer le formalisme SEM sur des mesures
de SER et de comparer les pôles obtenus avec ceux extraits en rayonnement. Enﬁn, le dernier
objectif de ce travail était de faire le lien entre la position des pôles de résonance et l’antenne
considérée en veillant à ne tenir compte que des pôles ayant un sens physique.
Bilan des travaux eﬀectués
Le premier chapitre a permis de situer le contexte de l’étude. En eﬀet, les pôles de résonance
se révèlent être des descripteurs compacts d’antennes, notamment adaptés pour les antennes
ULB. De plus, les mesures de SER permettent de s’aﬀranchir du câble d’alimentation relié
à l’antenne et sont donc particulièrement intéressantes pour les mesures sans perturbation
d’antennes compactes voire miniatures. C’est pour ces diﬀérentes raisons que nous avons décidé
d’étudier l’extraction des pôles de résonance d’une antenne à partir de sa SER.
Les trois méthodes d’extraction les plus utilisées dans la littérature des pôles de résonance
ont été présentées dans le chapitre II : les méthodes de Prony et Matrix Pencil dans le domaine
temporel et la méthode de Cauchy dans le domaine fréquentiel. Le nombre de pôles de résonance
extrait par chaque méthode étant généralement surestimé, il existe des critères permettant de
trier les pôles en fonction de leur contribution aﬁn de conserver les pôles dominants uniquement.
Cependant, quel que soit le critère de pondération choisi, cette méthode ne tient pas compte
de l’évolution de l’inﬂuence d’un pôle dans le temps. De plus, certains pôles peuvent être
dominants dans une direction et négligeables dans d’autres. Pour cela, nous proposons d’utiliser
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des techniques permettant de juger si un pôle est physique, i.e. pertinent et propre à l’antenne,
sans tenir compte de sa pondération. Dans le domaine temporel, la méthode de la fenêtre
glissante permet de distinguer eﬃcacement les pôles physiques en absence de bruit.
Ces trois méthodes ont été codées et appliquées sur un exemple basé sur un jeu de pôles et
résidus théoriques dans le chapitre III. En absence de bruit, les méthodes de Prony et Matrix
Pencil permettent d’extraire l’ensemble des pôles de l’exemple avec une très bonne précision. En
revanche, la méthode de Cauchy ne permet d’extraire que les quatre paires de pôles dominantes
sur les neuf que contient la réponse. Cette étude a permis de déterminer les valeurs optimales
des paramètres à utiliser lors de l’extraction des pôles avec chaque méthode, comme l’ordre du
modèle, la période d’échantillonnage et la durée de la réponse à traiter.
Le comportement des trois méthodes a également été comparé en présence de bruit. Un pro-
tocole pour tester la robustesse a été développé. La méthode de Cauchy est la moins robuste
alors que les deux méthodes temporelles donnent des résultats similaires. Toutefois, la méthode
Matrix Pencil est légèrement plus robuste au bruit que la méthode de Prony. Enﬁn, en présence
de bruit, la technique de la fenêtre glissante permet, dans le domaine temporel, de distinguer
les fréquences de résonance stables et donc les pôles physiques. En revanche, les coeﬃcients
d’amortissement associés ne sont pas stables. Nous avons donc proposé une nouvelle approche,
dite de la fenêtre croissante, qui consiste à conserver le début de la réponse dans l’ensemble des
fenêtres mais de modiﬁer la largeur de celle-ci. La technique de la fenêtre croissante permet
d’améliorer les résultats de la fenêtre glissante, notamment au niveau des coeﬃcients d’amortis-
sement qui deviennent beaucoup plus stables. Dans le domaine fréquentiel, nous avons proposé
d’appliquer la méthode de Cauchy sur une fenêtre glissante. Bien que les pôles ne puissent être
extraits que pour des fenêtres incluant leurs fréquences de résonance, cette approche permet
de distinguer des pôles stables et améliore considérablement les résultats obtenus avec une
application unique de la méthode de Cauchy. En conclusion, nous avons choisi de travailler
avec la méthode Matrix Pencil mais la méthode de Cauchy peut être intéressante pour valider
la position des pôles dominants.
Dans le chapitre IV, nous avons validé les procédures d’extraction déﬁnis dans le chapitre
III sur les champs rayonnés par deux antennes : un dipôle faible bande et un dipôle papillon
large bande. Dans le cas de l’antenne faible bande, les trois méthodes donnent des résultats
strictement équivalents. En revanche, dans le cas de l’antenne large bande, la méthode de
Cauchy n’est plus apte à extraire les pôles de résonance correctement. Les trois méthodes ont
également été appliquées aux champs rétrodiﬀusés par ces mêmes antennes. Les résultats sont
identiques pour les deux types de champ. Il est donc possible d’extraire les pôles de résonance
d’une antenne à partir de son rayonné ou rétrodiﬀusé.
Enﬁn, dans le chapitre V, nous avons étudié la variation des pôles extraits pour le dipôle et
le dipôle papillon, en fonction de leurs dimensions et de leurs charges. Cette étude a permis de
montrer que la position des pôles est directement liée à la longueur de l’antenne dans le cas
du dipôle. La position des pôles a été étudiée en fonction de l’impédance des antennes. Quelle
que soit la longueur du dipôle, les pôles de résonance sont situés aux niveaux des résonances
naturelles du dipôle. Nous avons également constaté que lorsqu’un dipôle est plus épais, les
fréquences de résonance diminuent légèrement mais surtout les amortissements deviennent plus
importants. Dans le cas de la variation de charge, l’évolution de la position des pôles permet
de traduire rapidement le changement de comportement du dipôle que l’on force à résonner
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à ses antirésonances en lui imposant une charge élevée. Le chapitre V a également permis de
valider expérimentalement l’extraction des pôles de résonance sur trois antennes : une antenne
patch faible bande, une antenne hélice à cavité large bande et une antenne ULB à fente large.
La correspondance entre les pôles issus de la simulation et de la mesure est bonne, notamment
pour les pôles dominants. De plus, la variation des pôles en fonction de la charge des antennes
est également similaire en simulation et en mesure.
Apports, limites et perspectives
Cet ouvrage pose les bases de l’utilisation de la SEM dans le domaine des antennes en
insistant sur la notion physique des pôles de résonance. Concernant l’extraction des pôles de
résonance, nous avons établi une procédure permettant d’utiliser les méthodes d’extraction
de façon optimum. Deux nouvelles techniques de discrimination des pôles physiques ont été
proposées : la fenêtre croissante dans le domaine temporel et la fenêtre glissante appliquée à la
réponse fréquentielle. Nous avons également validé la possibilité de travailler à partir de la SER
des antennes et d’obtenir les mêmes pôles qu’en rayonnement. Enﬁn, les pôles de résonance
sont eﬀectivement intrinsèques de l’antenne et sont liés à son impédance d’entrée par exemple.
Ces travaux ouvrent donc la voie à une nouvelle approche de caractérisation d’antennes basée
sur les pôles de résonance d’une antenne obtenue à partir de sa SER.
La SER d’une antenne est cependant composée de deux parties : une liée au mode de
structure et une liée au mode d’antenne. Dans ce manuscrit, nous utilisons le temps retardé
de la réponse globale de l’antenne, i.e. mode de structure et mode d’antenne confondus. Nous
avons remarqué que le temps proche contient principalement la partie liée au mode de structure.
Cependant, il serait intéressant de dissocier les deux modes aﬁn d’extraire les pôles de résonance
de la partie due à l’antenne uniquement. De plus, les résidus seraient alors pondérés uniquement
en fonction du terme lié à l’antenne et il serait peut-être possible de reconstruire le diagramme
de rayonnement normalisé de l’antenne par exemple.
Les pôles de résonance sont liés à la géométrie de l’antenne et dépendent également de sa
charge. En eﬀet, nous avons vu que les pôles varient lorsque le diamètre et la longueur du dipôle
varient et restent cohérents par rapport à l’impédance d’entrée de l’antenne, notamment dans
le cas du dipôle. Il serait intéressant d’essayer de mettre en équation la relation entre les pôles
de résonance d’une antenne et son impédance d’entrée.
Une autre étude intéressante serait de tester la reproductibilité de l’extraction des pôles de
résonance pour une même antenne mais des réalisations diﬀérentes. Si ce type de mesure est
reproductible, il serait envisageable d’utiliser ce type d’approche pour vériﬁer la conformité des
antennes réalisées. Une seule mesure de SER permettrait de valider le comportement global de
l’antenne.
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Annexe A
Extraction des pôles de résonance de
l’antenne papillon à partir de son
champ rayonné
A.1 Déﬁnition du temps retardé
Le signal d’excitation utilisé a la même forme Gaussienne que précédemment (ﬁgure IV.2.1).
Une sonde placée à la même distance R = 2 m permet de mesurer le champ électrique en champ
lointain de l’antenne papillon. Il est présenté dans les domaines temporel et fréquentiel sur la
ﬁgure A.1.1.
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Figure A.1.1: Champ électrique rayonné par l’antenne papillon
Le début du temps retardé est déﬁni quasiment de la même façon que pour le dipôle. En
eﬀet, les conditions de simulation sont identiques : utilisation d’un port localisé, sonde placée
à la même distance, excitation Gaussienne couvrant la même bande de fréquence et longueur
de l’antenne identique. Seule la largeur de l’antenne est modiﬁée. La durée de la réponse en
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temps proche dans le cas de l’antenne papillon est donc de 0.164 ns.
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Figure A.1.2: Réponse en temps retardé
A.2 Extraction avec la méthode de Prony
Cette antenne ne présente pas de fortes résonances comme le dipôle. Il sera donc plus com-
pliqué d’identiﬁer les pôles physiques. L’algorithme de Prony est tout d’abord appliqué sur
deux fenêtres glissantes de 150 et 250 échantillons soit des durées de 0.31 et 0.52 ns. Le pas
est de 10 échantilons soit une durée de 0.021 ns. Les deux fenêtres utilisées sont présentées sur
la ﬁgure A.2.1 et les résultats sont présentés sur les ﬁgures A.2.2 et A.2.3.
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Figure A.2.1: Les dimensions des fenêtres glissantes considérées
Pour les deux tailles de fenêtres, plusieurs pôles commencent à être extraits lorsque la fenêtre
contient à peu près autant de temps proche que de temps retardé (lorsque les fenêtres de 150
et 250 échantillons débutent à 6.7 et 6.6 ns respectivement). Avec la fenêtre la plus courte,
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Figure A.2.2: La méthode de Prony sur une fenêtre glissante de 150 échantillons, M =
50
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Figure A.2.3: La méthode de Prony sur une fenêtre glissante de 250 échantillons, M =
50
191
Annexe A Antenne papillon - Champ rayonné
cinq paires de pôles sont stables à partir de la fenêtre commençant à 6.86 ns ce qui correspond
parfaitement au début du temps retardé théorique. Pour la fenêtre plus grande, les cinq paires
de pôles retrouvées précédemment le sont également et trois paires de pôles supplémentaires
peuvent être considérées comme stables (aux alentours de 5, 21 et 33 GHz). Le pôle dont la
fréquence de résonance est la plus faible (autour de 1 GHz) varie trop fortement au niveau de
la fréquence de résonance (il oscile entre 0.7 et 2 GHz) et du coeﬃcient d’amortissement (entre
-15 et -4) pour être considéré comme physique. Il est donc nécessaire d’utiliser une fenêtre
assez large aﬁn de pouvoir extraire correctement le plus de pôles possible. Sur la ﬁgure A.2.4,
nous présentons les pôles extraits sur la réponse en temps retardé de l’antenne papillon pour
plusieurs valeurs de M .
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Figure A.2.4: Pôles extraits avec la méthode de Prony
A partir de M = 24, les cinq paires de pôles les plus stables sont retrouvées quel que soit
M . Pour M > 40, les trois autres paires de pôles sont également stables. M doit donc être
également déﬁni suﬃsamment grand pour extraire l’ensemble des pôles de résonance.
A.3 Extraction avec la méthode MP
La même étude est maintenant présentée en utilisant la méthode MP. Les deux fenêtres
utilisées sont les mêmes que précédemment (cf ﬁgure A.2.1) et les résultats sont présentés sur
les ﬁgures A.3.1 et A.3.2.
Les résultats sont très proches de ceux obtenus avec la méthode de Prony. Cinq paires de
pôles sont stables pour la première fenêtre et ce nombre passe à huit pour la deuxième fenêtre.
Les pôles extraits pour diﬀérentes valeurs de M sont présentés sur la ﬁgure A.3.3. Là encore,
les résultats sont similaires à ceux obtenus avec la méthode de Prony et il est nécessaire d’avoir
M > 40 pour extraire l’ensemble des pôles stables de la fenêtre glissante.
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Figure A.3.1: MP sur une fenêtre glissante de 150 échantillons, M = 50
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Figure A.3.2: MP sur une fenêtre glissante de 250 échantillons, M = 50
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Figure A.3.3: Pôles extraits avec la méthode MP
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A.4 Extraction avec la méthode de Cauchy
Dans un premier temps, l’algorithme de Cauchy est appliqué directement à l’intégralité de
la réponse fréquentielle. Les pôles obtenus pour diﬀérentes valeurs de P sont présentés sur la
ﬁgure A.4.1.
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Figure A.4.1: Pôles extraits avec la méthode de Cauchy
Aucun pôle n’est stable en fonction de P . Nous proposons de diviser la réponse fréquentielle
en en quatre sous-bandes. Les quatre sous-bandes considérées ainsi que l’erreur du signal re-
construit en fonction de P sont présentées sur la ﬁgure A.4.2. L’EQMN est très faible dans
les quatre sous-bandes pour P compris entre 3 et 6. Les pôles extraits pour ces valeurs sont
présentés sur la ﬁgure A.4.3.
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Figure A.4.2: Extraction avec la méthode de Cauchy en 4 sous-bandes
Seuls trois pôles sont réellement stables en fonction de P. Aﬁn d’essayer d’en déﬁnir davan-
tage, nous proposons de réaliser la même étude mais pour quatre sous-bandes diﬀérentes. Elle
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Figure A.4.3: Extraction avec la méthode de Cauchy en 4 sous-bandes
est présentée sur la ﬁgure A.4.4. L’EQMN est très faible pour P compris entre 3 et 6. Les pôles
extraits pour ces valeurs sont présentés sur la ﬁgure A.4.5.
0 5 10 15 20 25 30 35−0.03
−0.02
−0.01
0
0.01
0.02
0.03
Fréquence (GHz)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Module
Partie réelle
Partie imaginaire
(a) Division en 4 sous-bandes
5 10 15 200
20
40
60
80
100
Valeur de P
EQ
M
N 
(%
)
 
 
Sous−Bande 1
Sous−Bande 2
Sous−Bande 3
Sous−Bande 4
(b) EQMN du signal reconstruit en fonction de P
Figure A.4.4: Extraction avec la méthode de Cauchy en 4 sous-bandes
En comparant les ﬁgures A.4.3 et A.4.5, deux autres pôles sont extraits plusieurs fois de la
même façon. Cette approche permet donc de déterminer cinq paires de pôles physiques. Nous
appliquons maintenant la méthode de Cauchy sur une fenêtre glissante. Les deux fenêtres
utilisées sont présentées sur la ﬁgure A.4.6 et les résultats sur les ﬁgures A.4.7 et A.4.8 pour
P = 4. Ces résultats permettent de déﬁnir cinq paires de pôles stables. A l’aide de la fenêtre
glissante, il est plus facile de déterminer les valeurs des pôles stables notamment au niveau du
coeﬃcient d’amortissement qu’avec la méthode précédente.
A.5 Etude de robustesse au bruit
Sur les ﬁgures A.5.1 et A.5.2, la probabilité d’extraction de chaque pôle en fonction du RSB
est présentée pour les trois méthodes et pour chaque approche.
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Figure A.4.5: Pôles extraits avec la méthode de Cauchy en 4 sous-bandes
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Figure A.4.6: Tailles des fenêtres considérées
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Figure A.4.7: Application de la méthode de Cauchy sur une fenêtre glissante de 4.7
GHz
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Figure A.4.8: Application de la méthode de Cauchy sur une fenêtre glissante de 11.6
GHz
−20 0 20 40 60 800
20
40
60
80
100
RSB (dB)
Ex
tra
ct
io
n 
(%
)
 
 
1e pole
2e pole
3e pole
4e pole
5e pole
6e pole
7e pole
8e pole
(a) Prony
−20 0 20 40 60 800
20
40
60
80
100
RSB (dB)
Ex
tra
ct
io
n 
(%
)
 
 
1e pole
2e pole
3e pole
4e pole
5e pole
6e pole
7e pole
8e pole
(b) MP
−20 0 20 40 60 800
20
40
60
80
100
RSB (dB)
Ex
tra
ct
io
n 
(%
)
 
 
1e pole
2e pole
3e pole
4e pole
5e pole
(c) Cauchy
Figure A.5.1: Probabilité d’extraction des pôles en présence de bruit (approche 1)
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Figure A.5.2: Probabilité d’extraction des pôles en présence de bruit (approche 2)
Le pôle 3 pour les méthodes de Prony et MP qui correspond au pôle 2 avec la méthode de
Cauchy est toujours le premier extrait. C’est un pôle avec un coeﬃcient d’amortissement assez
faible et surtout avec le résidu le plus fort. Avec les méthodes de Prony et MP, c’est ensuite le
pôle 5 qui est extrait le plus fréquemment puis le pôle 7. Il est intéressant de remarquer que
lorsque le pôle 7 commence à être extrait fréquemment, le pôle 5 l’est alors de moins en moins
jusqu’à ne plus jamais être extrait pour un RSB de 80 dB. Le pôle 1 est extrait 99 % du temps
à partir d’un RSB de 80 dB avec les méthodes de Prony et MP alors qu’il est extrait de la
même façon à partir d’un RSB de 45 dB avec celle de Cauchy. Chaque méthode n’extrait donc
pas les pôles « dans le même ordre », dans le sens où il semble plus facile pour une méthode
d’extraire certains pôles plutôt que d’autres. Le pôle dominant est en revanche toujours extrait
en premier par les trois méthodes.
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A.6 Etude de robustesse au bruit sur autocorrélation du
signal
La même étude de robustesse est réalisée en utilisant les trois méthodes d’extraction sur
l’autocorrélation de la réponse temporelle. La réponse autocorrélée dans les domaines temporel
et fréquentiel est présentée sur la ﬁgure A.6.1.
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Figure A.6.1: Autocorrélation du temps retardé de la réponse de l’antenne papillon
Les résultats de la robustesse des trois méthodes d’extraction en présence de bruit sont
présentés sur les ﬁgures A.6.2 et A.6.3.
−20 0 20 40 60 800
20
40
60
80
100
RSB (dB)
EQ
M
N 
(%
)
 
 
Prony
Matrix Pencil
Cauchy
(a) EQMN en fonction du RSB
−20 0 20 40 60 800
5
10
15
RSB (dB)
N
om
br
e 
Po
le
s
 
 
Prony
Matrix Pencil
Cauchy
(b) Nombre de pôles extraits en fonction du RSB
Figure A.6.2: Erreur sur le signal reconstruit après extraction des pôles sur l’autocor-
rélation de la réponse bruitée de l’antenne papillon (approche 1)
L’utilisation de l’autocorrélation dégrade fortement la robustesse des trois méthodes d’ex-
traction et principalement la méthode de Cauchy. Son utilisation est donc déconseillée pour
cet exemple.
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Figure A.6.3: Erreur sur le signal reconstruit après extraction des pôles sur l’autocor-
rélation de la réponse bruitée de l’antenne papillon (approche 2)
A.7 Application des trois méthodes sur une réponse
bruitée
Les trois méthodes sont maintenant appliquées sur la réponse de l’antenne papillon bruitée
pour obtenir un RSB de 20 dB. Les réponses en temps retardé temporelle et fréquentielle
bruitées sont présentées sur la ﬁgure A.7.3.
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Figure A.7.1: Réponses de l’antenne papillon bruitées avec un SNR de 20 dB
A.7.1 La méthode de Prony
Nous appliquons la méthode de Prony sur une fenêtre croissante. Les résultats sont présentés
sur la ﬁgure A.7.2 pour M = 40. Quatre fréquences de résonance sont stables mais seuls trois
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fréquences sont associées à des coeﬃcients d’amortissement stables eux aussi. Le pôle dominant
est néanmoins extrait avec précision.
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Figure A.7.2: Application de la méthode de Prony sur une fenêtre croissante, M = 40
A.7.2 La méthode MP
La méthode MP est appliquée sur une fenêtre croissante. Les résultats sont présentés pour
M = 40 sur la ﬁgure A.7.3. Les résultats sont plus lisibles qu’avec la méthode de Prony. En
eﬀet, moins de pôles mathématiques sont extraits. Toutefois, un pôle apparait stable à 7 GHz
avec un amortissement de -2 mais ce pôle n’est pas extrait lorsque le signal n’est pas bruité.
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Figure A.7.3: Application de MP sur une fenêtre croissante, M = 40
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A.7.3 La méthode de Cauchy
La méthode de Cauchy est appliquée sur une fenêtre glissante de 50 échantillons. Les résultats
sont présentés pour P = 6 sur la ﬁgure A.7.4. Seuls les deux premiers pôles sont identiﬁables
avec cette analyse. La méthode de Cauchy est donc moins robuste au bruit que les deux autres
méthodes temporelles.
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Figure A.7.4: Application de la méthode de Cauchy sur une fenêtre glissante de 60
échantillons, P = 6
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Annexe B
Extraction des pôles de résonance de
l’antenne papillon à partir de son
champ rétrodiﬀusé
B.1 Déﬁnition du temps retardé
Le champ rétrodiﬀusé par l’antenne papillon est présenté sur la ﬁgure B.1.1 dans les do-
maines temporel et fréquentiel. La réponse fréquentielle possède deux résonances principales
aux alentours de 15 et 22 GHz.
6.6 6.8 7 7.2 7.4 7.6−8
−6
−4
−2
0
2
4
6 x 10
−3
Temps (ns)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
(a) Domaine temporel
0 5 10 15 20 25 30 35
−2
−1
0
1
2
x 10−4
Fréquence (GHz)
Ch
am
p 
él
ec
tri
qu
e 
(V
/m
)
 
 
Module
Partie réelle
Partie imaginaire
(b) Domaine fréquentiel
Figure B.1.1: Champ rétrodiﬀusé par l’antenne papillon
La durée du temps proche est Tp = 0.221 ns. La ﬁn du temps proche sur la réponse temporelle
et la FFT de la réponse en temps retardée sont présentées sur la ﬁgure B.1.2. Les maximum
de champ se situent maintenant à 2 et 11.5 GHz.
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Figure B.1.2: Réponse en temps retardé de l’antenne papillon
B.2 Extraction avec la méthode de Prony
La méthode de Prony est appliquée sur deux fenêtres glissantes présentées sur la ﬁgure B.2.1.
La première est de 150 échantillons soit une durée de 0.31 ns alors que la deuxième est de 250
échantillons soit une durée de 0.52 ns. Les résultats sont présentés sur les ﬁgures B.2.2 et B.2.3.
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Figure B.2.1: Les dimensions des fenêtres glissantes considérées
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Figure B.2.2: Application de la méthode de Prony sur une fenêtre glissante de 150
échantillons, M = 50
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Figure B.2.3: Application de la méthode de Prony sur une fenêtre glissante de 250
échantillons, M = 50
Des pôles de résonance sont extraits à partir de la fenêtre commençant à 6.68 ns avec 150
échantillons et 6.58 ns avec 250 échantillons mais les pôles ne deviennent stables, notamment
au niveau du coeﬃcient d’amortissement, qu’à partir des fenêtres commençant à 6.9 (150
échantillons) et 6.8 ns (250 échantillons). Avec les deux fenêtres, quatre paires de pôles sont
très stables et une cinquième autour de 24 GHz est stable sur une courte période. Les pôles
extraits avec la méthode de Prony pour diﬀérentes valeurs de M sont présentés sur la ﬁgure
B.2.4. Quel que soit M , les cinq paires de pôles stables en fenêtre glissante sont extraites de la
même façon. Il y a uniquement le pôle autour de 24 GHz qui a son coeﬃcient d’amortissement
qui varie légèrement en fonction de M .
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Figure B.2.4: Extraction avec la méthode de Prony, variation de M
Quatre à cinq paires de pôles peuvent donc être considérés physiques à l’aide de la méthode
de Prony. En eﬀet, ces pôles sont stables en fonction du temps et en fonction de M .
B.3 Extraction avec la méthode MP
La même étude est réalisée avec MP. Les résultats sur des fenêtres glissantes de 150 et
250 échantillons (cf ﬁgure B.2.1) sont présentés sur les ﬁgures B.3.1 et B.3.2. Les résultats
sont similaires à ceux obtenus avec la méthode de Prony. Cinq paires de pôles peuvent être
considérées stables à partir des deux fenêtres.
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Figure B.3.1: MP sur une fenêtre glissante de 150 échantillons, M = 50
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Figure B.3.2: MP sur une fenêtre glissante de 250 échantillons, M = 50
Les pôles extraits sur la réponse en temps retardé de l’antenne papillon pour diﬀérentes
valeurs de M sont présentés sur la ﬁgure B.3.3. Quatre paires de pôles sont parfaitement
stables en fonction deM . Concernant la cinquième paire de pôle autour de 24 Hz, son coeﬃcient
d’amortissement varie signiﬁcativement avec M .
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Figure B.3.3: Extraction avec MP, variation de M
B.4 Extraction avec la méthode de Cauchy
L’extraction des pôles de résonance de l’antenne papillon avec la méthode de Cauchy est
maintenant présentée. Les pôles extraits pour diﬀérentes valeurs de P sont présentés sur la
ﬁgure B.4.1. Cette approche ne permettant pas de déterminer de pôles physiques, la méthode
de Cauchy est appliquée indépendamment sur quatre sous-bandes comme présenté sur la ﬁgure
B.4.2. Pour P compris entre 3 et 6, l’EQMN du signal reconstruit est très faible dans les quatre
sous-bandes. Les pôles extraits pour ces valeurs de P sont présentés sur la ﬁgure B.4.3.
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(a) P = 15, 19 et 23
−50 −40 −30 −20 −10 00
5
10
15
20
25
30
35
Coefficient d’amortissement (109 Neper/s)
Fr
éq
ue
nc
e 
de
 ré
so
na
nc
e 
(G
Hz
)
 
 
P = 29
P = 39
P = 49
(b) P = 29, 39 et 49
Figure B.4.1: Pôles extraits avec la méthode de Cauchy
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(a) Division en 4 sous-bandes
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Figure B.4.2: Extraction avec la méthode de Cauchy en 4 sous-bandes
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Figure B.4.3: Pôles extraits avec la méthode de Cauchy en 4 sous-bandes
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Quatre pôles sont extraits de la même façon pour plusieurs valeurs de P . Aﬁn de vériﬁer s’ils
sont bien physiques, nous réalisons la même étude pour d’autres sous-bandes. Les nouvelles
sous-bandes considérées et l’erreur de la réponse reconstruite en fonction de P sont présentés
sur la ﬁgure B.4.4.
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Figure B.4.4: Extraction avec la méthode de Cauchy en 4 sous-bandes
Pour P compris entre 3 et 6, l’EQMN du signal reconstruit est très faible. Les pôles extraits
pour ces valeurs de P sont présentés sur la ﬁgure B.4.5. Les quatre même paires de pôles sont
retrouvés plusieurs fois pour plusieurs valeurs de P et des sous-bandes diﬀérentes. Ils peuvent
alors être considérés comme physique.
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Figure B.4.5: Pôles extraits avec la méthode de Cauchy en 4 sous-bandes
Nous appliquons la méthode de Cauchy sur des fenêtres glissantes présentées sur la ﬁgure
B.4.6. Elles contiennt 50 et 70 échantillons soit des bandes de 4 et 5.7 GHz. Les fréquences
de résonance ainsi que les coeﬃcients d’amortissement (ﬁgures B.4.7 et B.4.8) sont stables en
fonction de la fenêtre dans une certaine bande de fréquence. Il est intéressant de noter que
des pôles sont correctement extrait dans des bandes ne le contenant pas. Par exemple pour
la fenêtre commençant à 15 GHz, le pôle autour de 11 GHz est bien extrait. De plus, il est
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nécessaire d’ajuster la valeur de P en fonction de la taille de la fenêtre considérée pour obtenir
une bonne stabilité des pôles.
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(a) Fenêtre de 50 échantillons soit 4 GHz
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(b) Fenêtre de 70 échantillons soit 5.7 GHz
Figure B.4.6: Tailles des fenêtres considérées
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Figure B.4.7: Application de la méthode de Cauchy sur une fenêtre glissante de 4 GHz,
P = 4
B.5 Etude de robustesse au bruit
Sur les ﬁgures B.5.1 et B.5.2, nous présentons la probabilité d’extraire chaque pôle physique
en fonction du RSB pour les trois méthodes et pour les deux approches, respectivement. Le
pôle numéro 2 est toujours le seul pôle extrait lorsque le RSB est faible. Cela conﬁrme qu’il est
le pôle prépondérant. Avec MP et Prony, c’est le troisième pôle qui est extrait ensuite, puis le
pôle 1 et le pôle 4. En revanche, la méthode de Cauchy extrait plus faiclement le pôle le pôle
1 que le pôle 3.
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Figure B.4.8: Application de la méthode de Cauchy sur une fenêtre glissante de 5.7
GHz, P = 6
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Figure B.5.1: Probabilité d’extraction des pôles en présence de bruit (approche 1)
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Figure B.5.2: Probabilité d’extraction des pôles en présence de bruit (approche 2)
B.6 Etude de robustesse au bruit sur autocorrélation du
signal
La même étude de robustesse est réalisée en appliquant l’autocorrélation sur la réponse
temporelle. Les résultats sont présentés sur les ﬁgures B.6.1 et B.6.2 pour les approches 1 et 2.
L’autocorrélation dégrade la robustesse des méthodes de Prony, MP et Cauchy. Il est nécessaire
d’augmenter le RSB de 10 dB pour obtenir la même EQMN que sans autocorrélation.
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Figure B.6.1: Erreur sur le signal reconstruit après extraction des pôles sur l’autocor-
rélation de la réponse bruitée de l’antenne papillon (approche 1)
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Figure B.6.2: Erreur sur le signal reconstruit après extraction des pôles sur l’autocor-
rélation de la réponse bruitée de l’antenne papillon (approche 2)
B.7 Application des trois méthodes sur une réponse
bruitée
Les trois méthodes sont maintenant appliquées sur la réponse de l’antenne papillon bruitée
pour obtenir un RSB de 20 dB. Les réponses en temps retardé temporelle et fréquentielle
bruitées sont présentées sur la ﬁgure B.7.1.
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Annexe B Antenne papillon - Champ rétrodiffusé
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Figure B.7.1: Réponses de l’antenne papillon bruitées avec un SNR de 20 dB
B.7.1 La méthode de Prony
Nous appliquons la métode de Prony sur une fenêtre croissante donc les résultats sont
présentés sur la ﬁgure B.7.2 pourM = 8. Les trois premiers pôles sont identiﬁables, notamment
à partir de la fenêtre se terminant à 1 ns.
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Figure B.7.2: Application de la méthode de Prony sur une fenêtre croissante, M = 12
B.7.2 La méthode MP
Nous appliquons MP sur une fenêtre croissante. Les résultats sont présentés sur la ﬁgure
B.7.3 pour M = 12. Les trois premiers pôles sont parfaitement stables dès la première fenêtre
considérée.
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B.7 Application des trois méthodes sur une réponse bruitée
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Figure B.7.3: Application de MP sur une fenêtre croissante, M = 12
B.7.3 La méthode de Cauchy
La méthode de Cauchy est appliquée sur une fenêtre glissante de 50 échantillons, soit une
bande de 4 GHz. Les résultats sont présentés sur la ﬁgure B.7.4 pour P = 4. Seuls les deux
premiers pôles sont identiﬁables avec la méthode de Cauchy.
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Figure B.7.4: La méthode de Cauchy appliquée sur une fenêtre glissante de 50 échan-
tillons, P = 4
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