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Abstract
In this paper, we will consider matrices with entries in the space
of operators B(H), where H is a separable Hilbert space, and consider
the class of (left or right) Schur multipliers that can be approached
in the multiplier norm by matrices with a finite number of diagonals.
We will concentrate on the case of Toeplitz matrices and of upper
triangular matrices to get some connections with spaces of vector-
valued functions.
AMS Subj. Class: Primary 47L10; 46E40, Secondary 47A56; 15B05;
46G10.
Key words: Schur product; Toeplitz matrix; Schur multiplier; vector-
valued measure; vector-valued function.
1 Introduction.
Recall that a bounded operator acting on the Hilbert space ℓ2, say T ∈ B(ℓ2),
can be identified with a matrix A = (αkj) whose entries are given by αkj =
〈T (ej), ek〉 where (ej) stands for the standard orthonormal basis of ℓ
2, and
we use the notation (Ax)k =
∑∞
j=1 αkjβj ∈ ℓ
2 for any x = (βj) ∈ ℓ
2. Given
two matrices A = (αkj) and B = (βkj) with complex entries, their Schur
product is defined by A ∗ B = (αkjβkj) and endows the space B(ℓ
2) with a
∗Partially supported by MTM2014-53009-P(MINECO Spain) and FPU14/01032
(MECD Spain)
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structure of Banach algebra, that is A ∗ B ∈ B(ℓ2) whenever A,B ∈ B(ℓ2)
(see [14], [2, Proposition 2.1] or [13, Theorem 2.20]). Moreover
‖A ∗B‖B(ℓ2) ≤ ‖A‖B(ℓ2)‖B‖B(ℓ2). (1)
Now a matrix A = (αkj) is said to be a Schur multiplier, to be denoted by
A ∈M(ℓ2), whenever A ∗B ∈ B(ℓ2) for any B ∈ B(ℓ2) and we write
‖A‖M(ℓ2) = sup{‖A ∗B‖B(ℓ2) : ‖B‖B(ℓ2) ≤ 1}.
In particular, Schur’s result establishes that B(ℓ2) ⊆M(ℓ2).
Operators in B(ℓ2) and multipliers in M(ℓ2) are well understood for
Toeplitz matrices. Let us denote by T the space of matrices with constant
diagonals, A = (αkj) with αkj = γj−k for a given sequence of complex num-
bers (γl)l∈Z. The characterization of Toeplitz matrices which define bounded
operators in B(ℓ2) goes back to work of Toeplitz in [15]. It can be seen that
T ∩ B(ℓ2) can be identified with L∞(T), meaning that a Toeplitz matrix
A = (αkj) belongs to B(ℓ
2) if and only if there exists f ∈ L∞(T) such that
αkj = fˆ(j − k) for each k, j ∈ N. Furthermore
‖A‖B(ℓ2) = ‖f‖L∞(T). (2)
The space C(ℓ2) is defined in [13] as those matrices in B(ℓ2) such that σn(A)
(see definition below) converges to A in B(ℓ2). It is shown (see [13, Remark
3.2]) that C(ℓ2) ∩ T can be identified with C(T).
Similarly T ∩ M(ℓ2) can be identified with the space of regular Borel
measures M(T). It was G. Bennet in [2] who showed that a Toeplitz matrix
A = (αkj) belongs to M(ℓ
2) if and only if there exists µ ∈ M(T) such that
αkj = µˆ(j − k) for k, j ∈ N. Furthermore
‖A‖M(ℓ2) = ‖µ‖M(T). (3)
The space L1(ℓ2) is also defined in [13, Definition 3.7], as those matrices
in M(ℓ2) such that σn(A) converges to A in M(ℓ
2). In this case (see [13,
Remark 3.14]) L1(ℓ2) ∩ T can be identified with L1(T).
The reader is also referred to [1, 2, 6, 13] for the proofs of the above
results.
In this paper we continue the study of certain operator-valued versions
of Schur multipliers initiated by the authors (see [3, 4]). Throughout the
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paper (H, ‖ · ‖) stands for a separable Hilbert space and we use the notations
ℓ2(H) for the space of sequences x = (xn) with xn ∈ H such that ‖x‖ℓ2(H) =
(
∑∞
n=1 ‖xn‖
2)1/2 <∞. In the sequel we write 〈·, ·〉 and≪ ·, · ≫ for the scalar
products in H and ℓ2(H) respectively, that is ≪ x,y≫=
∑∞
n=1〈xn, yn〉 and
we use the notation xej = (0, · · · , 0, x, 0, · · · ) for the element in ℓ
2(H) in
which x ∈ H is placed in the j-th coordinate for j ∈ N. As usual c00(H) =
span{xej : x ∈ H, j ∈ N}.
We denote by B(H) the space of bounded linear operators on H . Basic
examples are the rank one operators given for each x, y ∈ H by x ⊗ y(z) =
〈z, x〉y for z ∈ H. Given a matrix A = (Tkj) with entries Tkj ∈ B(H) and
x ∈ c00(H), we write Ax for the sequence (
∑∞
j=1 Tkj(xj))k. We say that
A ∈ B(ℓ2(H)) if the map x → Ax extends to a bounded linear operator in
ℓ2(H), that is there exists C > 0 such that
∞∑
k=1
∥∥∥∥∥
∞∑
j=1
Tkj(xj)
∥∥∥∥∥
2

1/2
≤ C
( ∞∑
j=1
‖xj‖
2
)1/2
.
We shall write
‖A‖B(ℓ2(H)) = inf{C ≥ 0 : ‖Ax‖ℓ2(H) ≤ C‖x‖ℓ2(H)}.
Given two matrices A = (Tkj) and B = (Skj) with entries Tkj, Skj ∈ B(H)
we define the Schur product
A ∗B = (TkjSkj)
where TkjSkj stands for composition of the operators Tkj and Skj. Contrary
to the scalar-valued case, this product is not commutative.
Given a matrix A = (Tkj), we say that A is a right Schur multiplier
(respectively left Schur multiplier), to be denoted by A ∈ Mr(ℓ
2(H)) (re-
spectively A ∈ Ml(ℓ
2(H)) ), whenever B ∗ A ∈ B(ℓ2(H)) (respectively
A ∗B ∈ B(ℓ2(H)) ) for any B ∈ B(ℓ2(H)). We shall write
‖A‖Mr(ℓ2(H)) = inf{C ≥ 0 : ‖B ∗A‖B(ℓ2(H)) ≤ C‖B‖B(ℓ2(H))}
and
‖A‖Ml(ℓ2(H)) = inf{C ≥ 0 : ‖A ∗B‖B(ℓ2(H)) ≤ C‖B‖B(ℓ2(H))}.
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We say that A is a Schur multiplier whenever A ∈Ml(ℓ
2(H))∩Mr(ℓ
2(H))
and we set
‖A‖M(ℓ2(H)) = max{‖A‖Ml(ℓ2(H)), ‖A‖Mr(ℓ2(H))}.
Denoting by A∗ the adjoint matrix given by Skj = T
∗
jk for all k, j ∈ N,
one easily sees that A ∈ B(ℓ2(H)) (respectively A ∈ Ml(ℓ
2(H))) if and
only if A∗ ∈ B(ℓ2(H)) with ‖A‖B(ℓ2(H)) = ‖A
∗‖B(ℓ2(H)) (respectively A
∗ ∈
Mr(ℓ
2(H)) and ‖A‖Ml(ℓ2(H)) = ‖A
∗‖Mr(ℓ2(H))).
It was shown in [3, Theorem 4.7] that B(ℓ2(H)) ⊂Ml(ℓ
2(H))∩Mr(ℓ
2(H)).
Moreover
‖A‖M(ℓ2(H)) ≤ ‖A‖B(ℓ2(H)). (4)
We shall use the notation T (H) for the set of Toeplitz matrices, that
is those matrices such that Tk,j = Tj−k for k, j ∈ N and Tl ∈ B(H) for
l ∈ Z and U(H) for upper triangular matrices whose entries are operators.
The reader is referred to [3, 4] for the analogues of the previous results on
B(ℓ2(H))∩T (H) andMr(ℓ
2(H))∩T (H) using vector-valued measures. Here
we shall consider certain subspaces of B(ℓ2(H)) andMr(ℓ
2(H)) and we shall
avoid the use of vector-valued measures to make the paper self contained.
Throughout the rest of the paper, we write A = (Tkj) where Tkj ∈ B(H)
and we denote by Rk, Cj and Dl for k, j ∈ N and l ∈ Z the matrices
consisting of the k-row, the j-column and l-diagonal respectively, that is to
say
Rk = (Tkj)
∞
j=1, Cj = (Tkj)
∞
k=1, Dl = (Tk,k+l)
∞
k=−min{l,0}+1.
In [4] the class C(ℓ2(H)), called “continuous matrices”, with entries in
the space B(H) was introduced and showed to play an important role in the
study of Schur multipliers. Here we shall follow a similar approach to define
the notion of “integrable matrices”, based upon the notion of “polynomial”
(see [4, Definition 1.4]). Given a matrix A = (Tkj) with entries Tkj ∈ B(H)
we say that A is a “polynomial”, in short A ∈ P(ℓ2(H)), whenever there
exist N,M ∈ N such that A =
∑M
l=−N Dl and
sup
k,j
‖Tkj‖ <∞. (5)
Notice that if A = (Tk,j) ∈Mr(ℓ
2(H)) ∪Ml(ℓ
2(H)) then
sup
k,j
‖Tkj‖ ≤ min{‖A‖Mr(ℓ2(H)), ‖A‖Ml(ℓ2(H))}. (6)
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This follows easily using that for x, y ∈ H and T ∈ B(H), one has
T (x⊗ y) = x⊗ T (y), (x⊗ y)T = T ∗(x)⊗ y.
Selecting x = xej and y = yek for some x, y ∈ H , one easily sees that (6)
holds. This shows that condition (5) is needed for any polynomial to define
a multiplier.
Definition 1.1 We define L1l (ℓ
2(H)) (respectively L1r(ℓ
2(H))) as the closure
of P(ℓ2(H)) in Ml(ℓ
2(H)) (respectively Mr(ℓ
2(H))). We use L1(ℓ2(H)) =
L1l (ℓ
2(H)) ∩ L1r(ℓ
2(H)).
The paper is divided into two sections. In the first one we analyze the
previous definition, presenting several examples in this class and getting an
equivalent formulation using Schur product with Toeplitz matrices given by
summability kernels, namely it is shown that A ∈ L1r(ℓ
2(H)) if and only if
Pr(A) converges to A inMr(ℓ
2(H)) or σn(A) converges to A inMr(ℓ
2(H))
where Pr(A) and σn(A) stand for the Schur product with matrices given
by the Poisson or the Fe´jer kernels (see definition below). In Section 3 we
study the properties of A in terms of the properties of certain vector-valued
functions related to A. There are two procedures to be considered: the
first one consists in defining a matrix-valued function fA(t) =Mt ∗A where
Mt = (e
i(j−k)t) for any matrix A and the second one in defining a Toeplitz
matrix Af = (f̂(j − k)) for each operator-valued function f . We show that
t → fA(t) is continuous as a Mr(ℓ
2(H))-valued function only in the case
that A ∈ L1r(ℓ
2(H)), and that Af ∈ L
1
r(ℓ
2(H)) whenever f ∈ L1(T,B(H)).
Finally, also the situation of upper triangular matrices and its relationship
with Hardy spaces is presented in the last subsection.
2 Matrices in L1(ℓ2(H))
Let us start computing the norm of Dl, Rk and Cj in the space of Schur
multipliers.
Example 2.1 Let A = (Tkj) and let l ∈ Z and k, j ∈ N. Then
(i) Dl ∈M(ℓ
2(H)) iff supk ‖Tk,k+l‖ <∞ iff Dl ∈ B(ℓ
2(H)). Moreover
‖Dl‖M(ℓ2(H)) = ‖Dl‖B(ℓ2(H)) = sup
k≥−min{l,0}+1
‖Tk,k+l‖.
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(ii) Cj ∈Ml(ℓ
2(H)) iff supk ‖Tk,j‖ <∞. Moreover
‖Cj‖Ml(ℓ2(H)) = sup
k
‖Tk,j‖.
(iii) Rk ∈Mr(ℓ
2(H)) iff supj ‖Tk,j‖ <∞. Moreover
‖Rk‖Mr(ℓ2(H)) = sup
j
‖Tk,j‖.
Proof. (i) It is straightforward to see that ‖Dl‖B(ℓ2(H)) = sup
k≥−min{l,0}+1
‖Tk,k+l‖.
Notice that for B = (Skj) one has that Dl ∗B = D
′
l where D
′
l = Tk,k+lSk,k+l.
Hence
‖Dl∗B‖B(ℓ2(H)) = sup
k≥−min{l,0}+1
‖Tk,k+lSk,k+l‖ ≤ sup
k≥−min{l,0}+1
‖Tk,k+l‖‖B‖B(ℓ2(H)).
Similarly for B ∗Dl and (i) holds.
(ii) Note that ‖Cj‖B(ℓ2(H)) = sup‖x‖=1(
∑∞
k=1 ‖Tkj(x)‖
2)1/2 < ∞. Notice
that for B = (Skj) one has that Cj ∗B = C
′
j where C
′
j = Tk,jSk,j. Hence
‖Cj ∗B‖B(ℓ2(H)) = sup
‖x‖=1
(
∞∑
k=1
‖Tk,jSk,j(x)‖
2)1/2
≤ sup
k
‖Tk,j‖ sup
‖x‖=1
(
∞∑
k=1
‖Sk,j(x)‖
2)1/2
≤ sup
k
‖Tk,j‖‖B‖B(ℓ2(H)).
(iii) follows from (ii) by taking adjoints.
Example 2.2 Since B(ℓ2(H)) ⊂ M(ℓ2(H)) we clearly have C(ℓ2(H)) ⊂
L1(ℓ2(H)). In particular, if A =
∑
lDl such that
∑
l ‖Dl‖B(ℓ2(H)) < ∞
then A ∈ L1(ℓ2(H)).
Example 2.3 Let x = (xj) and y = (yk) belong to ℓ
2(H). Then
(x⊗ y)(z) =≪ z,x≫ y, z ∈ ℓ2(H)
corresponds to the matrix A = (xj⊗yk) and belongs to L
1(ℓ2(H)). Moreover
‖x⊗ y‖L1(ℓ2(H)) ≤ ‖x‖ℓ2(H)‖y‖ℓ2(H).
6
Proof. It is clear that x⊗y ∈ B(ℓ2(H)) and ‖x⊗y‖B(ℓ2(H)) = ‖x‖ℓ2(H)‖y‖ℓ2(H).
Let x⊗ y = (Tkj). Note that
〈Tk,jx, y〉 =≪ x⊗ y(xej), yek ≫= 〈x, xj〉〈y, yk〉.
This gives that Tk,j = xj ⊗ yk for k, j ∈ N. Now taking into account that
xN = (x1, · · · , xN , 0, · · · ) converges to x in ℓ
2(H) we obtain that x⊗y is the
limit inM(ℓ2(H)) of xN ⊗ yN as N →∞ . Since xN ⊗ yN ∈ P(ℓ
2(H)), one
has the result.
Given η ∈M(T) we shall denote by Mη the Toeplitz matrix given by
Mη = (ηˆ(j − k)Id)k,j ∈ T (H)
where Id : H → H is the identity operator. The cases η = δ−t or dη = fdt
with f ∈ L1(T) will be denoted by Mt and Mf respectively, that is Mt =
(ei(j−k)tId) and Mf = (fˆ(j − k)Id).
An easy procedure to generate matrices inM(ℓ2(H)) is the following one
(see [4, Proposition 3.2]) showing that if A = (akj) ∈ M(ℓ
2) and T ∈ B(H),
then A = (ak,jT ) ∈M(ℓ
2(H)) and
‖A‖M(ℓ2(H)) = ‖A‖M(ℓ2)‖T‖B(H). (7)
In particular one can produce the following examples.
Example 2.4 (i) If A = (akj) ∈ L
1(ℓ2) and T ∈ B(H) then A = (ak,jT ) ∈
L1(ℓ2(H)).
(ii) If f ∈ L1(T) and T ∈ B(H) then A = (fˆ(j − k)T ) ∈ L1(ℓ2(H)).
Recall that a family {kε}ε>0 ⊂ L
1(T) is called a “summability kernel” if
it satisfies
1) 1
2π
∫ π
−π
kε(t)dt = 1 for all ε > 0.
2) supε>0
1
2π
∫ π
−π
|kε(t)|dt = C <∞.
3) ∀0 < δ < π one has 1
2π
∫
δ≤|t|≤π
kε(t)dt −−→
ε→0
0.
Classical examples to be used in the sequel are the Fe´jer kernel (for ε = 1
n
)
Kn(t) =
n∑
k=−n
(
1−
|k|
n + 1
)
eikt
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and the Poisson kernel (for ε = 1− r)
Pr(t) =
∑
k∈Z
r|k|eikt.
We shall use the notation σn(A) = MKn ∗ A and Pr(A) = MPr ∗ A for
A = (Tk,j).
Observe that under the assumption (5) one has σn(A) ∈ P(ℓ
2(H)) and
Pr(A) ∈ C(ℓ
2(H)), since supl ‖Dl‖B(ℓ2(H)) <∞.
It was shown in [4, Proposition 3.4] that given a matrix A with entries in
B(H) and a summability kernel {kn}, if we denote Mn(A) =Mkn ∗A then
A ∈ B(ℓ2(H)) ⇔ sup
n
‖Mn(A)‖B(ℓ2(H)) <∞ (8)
A ∈ Mr(ℓ
2(H)) ⇔ sup
n
‖Mn(A)‖Mr(ℓ2(H)) <∞ (9)
and similar result for left Schur multipliers.
We shall see now that the space of those matrices A ∈ Mr(ℓ
2(H)) such
that Mn(A) converges to A in Mr(ℓ
2(H)) corresponds to L1r(ℓ
2(H)). Next
proof follows the same arguments as [4, Theorem 4.4] but we include it for
the sake of completeness.
Theorem 2.1 Let A be a matrix whose entries are in B(H). The following
are equivalent:
1) A ∈ L1r(ℓ
2(H)).
2) limn→∞Mn(A) = A in Mr(ℓ
2(H)) where Mn(A) = Mkn ∗ A and
{kn} ⊆ L
1(T) is a summability kernel.
3) limn→∞ σn(A) = A in Mr(ℓ
2(H)).
4) limr→1 Pr(A) = A in Mr(ℓ
2(H)).
Proof.
1)⇒ 2). Let ε > 0, and select P = (Sk,j)k,j =
∑N
l=−N Dl ∈ P(ℓ
2(H)) such
that ‖A − P‖Mr(ℓ2(H)) < ε/3C where C = supn ‖kn‖L1(T) ≥ 1 Then, using
part (i) in Example 2.1 ,
‖Mn(P)−P‖Mr(ℓ2(H)) =
∥∥∥∥∥
N∑
l=−N
(kˆn(l)− 1)Dl
∥∥∥∥∥
Mr(ℓ2(H))
≤ sup
k,j
‖Sk,j‖ · (2N + 1) ·max
|l|≤N
|kˆn(l)− 1|
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Since {kn} is a summability kernel, one has that kˆn(l)→ 1 as n→∞ ∀l ∈ Z.
So, we can choose n0 ∈ N such that |kˆn(l) − 1| <
ε
3(2N+1) supk,j‖Sk,j‖
∀n ≥ n0
and ∀|l| ≤ N . Hence, ‖Mn(P)−P‖Mr(ℓ2(H)) < ε/3. Finally, for n ≥ n0,
‖Mn(A)−A‖Mr(ℓ2(H)) ≤ ‖Mn ∗ (A−P)‖Mr(ℓ2(H))
+ ‖Mn ∗P−P‖Mr(ℓ2(H)) + ‖P−A‖Mr(ℓ2(H))
≤ ‖Mn‖Mr(ℓ2(H)) · ‖A−P‖Mr(ℓ2(H)) + ε/3 + ε/3
≤ ‖kn‖L1 · ε/3C + ε/3 + ε/3 = ε.
The implications 2)⇒ 3) & 4) and 3)⇒ 1) are obvious since the Fe´jer
and Poisson kernels are summability kernels and σn(A) ∈ P(ℓ
2(H)).
4) ⇒ 1). Note that Pr(A) ∈ L
1
r(ℓ
2(H)) for each 0 < r < 1 since the
series
∑
l∈ZDlr
|l| is absolutely convergent in L1r(ℓ
2(H)). Hence its limit also
belongs to L1r(ℓ
2(H)).
Corollary 2.2 LetA = (Tkj) satisfying (5) and j ∈ N. ThenCj ∈ L1l (ℓ
2(H))
iff limk→∞ ‖Tk,j‖ = 0.
Proof. Notice that one has
(Cj − σn(Cj))k,j =
|k − j|
n + 1
Tk,j k ≤ j + n
(Cj − σn(Cj))k,j = Tk,j k > j + n.
The result now follows from Example 2.1 and Theorem 2.1.
Of course, if A =
∑
lDl satisfying (5) one has that Dl ∈ L
1(ℓ2(H))
for each l ∈ Z since Dl − σn(Dl) =
|l|
n+1
Dl for n ≥ |l|. Moreover, if A ∈
Mr(ℓ
2(H)) then for each l ∈ Z
‖Dl‖B(ℓ2(H)) = ‖Dl‖Mr(ℓ2(H)) ≤ ‖A‖Mr(ℓ2(H)). (10)
Proposition 2.3 (Riemann-Lebesgue lemma) If A =
∑
lDl ∈ L
1
r(ℓ
2(H)),
then
‖Dl‖B(ℓ2(H)) −−−→
|l|→∞
0.
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Proof. For each ε > 0 select n0 ∈ N such that ‖σn0(A)−A‖Mr(ℓ2(H)) < ε.
For |l| > n0 we have that σn0(Dl) = 0. Hence, using (10), we conclude
‖Dl‖B(ℓ2(H)) ≤ ‖σn0(Dl)−Dl‖Mr(ℓ2(H))
≤ ‖σn0(A)−A‖Mr(ℓ2(H)) < ε.
This gives the result.
Recall that A(ℓ2(H)) is the analogue to the Wiener algebra, that is matri-
ces A =
∑
l∈ZDl such that
∑
l∈Z ‖Dl‖B(ℓ2(H)) <∞. Since Pr(A) ∈ A(ℓ
2(H))
for any A ∈Mr(ℓ
2(H)) we obtain the following corollary.
Corollary 2.4 A(ℓ2(H)) and C(ℓ2(H)) are dense in L1(ℓ2(H)).
Remark 2.1 L1r(ℓ
2(H)) is a right ideal of Mr(ℓ
2(H)), that is to say if A ∈
L1r(ℓ
2(H)) and B ∈Mr(ℓ
2(H)) then B ∗A ∈ L1r(ℓ
2(H)).
Definition 2.1 We write (B(ℓ2(H)), C(ℓ2(H)))l for the set of matrices A
such that
A ∗B ∈ C(ℓ2(H)) ∀B ∈ B(ℓ2(H)).
Similar definitions can be given for (C(ℓ2(H)), C(ℓ2(H)))l and for right Schur
multipliers.
In [4, Theorem 4.6] it was shown that A ∈ Ml(ℓ
2(H)) (respectively
A ∈ Mr(ℓ
2(H))) if and only if A ∈ (C(ℓ2(H)), C(ℓ2(H)))l (respectively A ∈
(C(ℓ2(H)), C(ℓ2(H)))r).
Corollary 2.5 L1r(ℓ
2(H)) ⊂ (B(ℓ2(H)), C(ℓ2(H)))r and similar result for left
multipliers.
Proof. Let us assume that A ∈ L1r(ℓ
2(H)) and B ∈ B(ℓ2(H)). Since
σn(B ∗A) = B ∗ σn(A) we have
‖σn(B ∗A)−B ∗A‖B(ℓ2(H)) ≤ ‖(σn(A)−A)‖Mr(ℓ2(H))‖B‖B(ℓ2(H))
and the result follows taking limits as n→∞.
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3 Matrices versus functions
Given a complex Banach space X we denote by P (T, X), C(T, X) and
Lp(T, X) the spaces ofX-valued trigonometric polynomials, X-valued contin-
uous functions andX-valued strongly measurable functions with ‖f‖Lp(T,X) =
(
∫ 2π
0
‖f(eit)‖pX
dt
2π
)1/p < ∞ for 1 ≤ p ≤ ∞ (with the usual modification
for p = ∞). We use the notations M(T, X) and M(T, X) for regular X-
valued measures and those with bounded variation respectively. We refer to
[5, 8, 9, 12] for the results on vector-valued Fourier analysis, vector measures
and projective tensor products to be used in the sequel.
To each regular vector measure µ ∈M(T,B(H)) defined on the Borel sets
of T and with values in B(H) we can associate a Toeplitz matrix Aµ = (Tk,j)
given by
Tk,j = µˆ(j − k), k, j ∈ N (11)
where µˆ(l) =
∫ 2π
0
e−iltdµ(t) ∈ B(H) for l ∈ Z.
If dµ = gdm for a given function g : T → B(H) we simply denote it by
Ag. In particular if g ∈ P (T,B(H)) then Ag ∈ P(ℓ2(H)).
The following operator-valued function was introduced in [4] for each
matrix A = (Tkj):
fA(t) = (e
i(j−k)tTkj), t ∈ [−π, π).
Clearly if A ∈ P(ℓ2(H)) one has
fA(t) =
∑
l∈Z
Dle
ilt ∈ P (T,B(ℓ2(H))).
Taking into account that fA(t) =Mt ∗A and that Mt ∈M(ℓ
2(H)) ∩ T (H)
with ‖Mt‖M(ℓ2(H)) = 1, then fA(t) takes values into B(ℓ
2(H)), Mr(ℓ
2(H))
or L1r(ℓ
2(H)) whenever A belongs to B(ℓ2(H)), Mr(ℓ
2(H)) or L1r(ℓ
2(H))
respectively and with the same norm for each t ∈ [0, 2π). In particular, for
A ∈Mr(ℓ
2(H)) one has
sup
t∈[0,2π)
‖fA(t)‖Mr(ℓ2(H)) = ‖A‖Mr(ℓ2(H)). (12)
It was shown that in general if A ∈ B(ℓ2(H)), then t → fA(t) was not
strongly measurable as a B(ℓ2(H))-valued mapping (see [4, Proposition 4.2]).
The fact that the function t → fA(t) is continuous as a B(ℓ
2(H))-valued
11
function is actually equivalent to A ∈ C(ℓ2(H)) (see [4, Proposition 4.4]).
We shall analyze now the properties of such a function as a multiplier-valued
function.
Proposition 3.1 (i) There existsA ∈M(ℓ2(H)) such that fA is not strongly
measurable as a M(ℓ2(H))-valued function.
(ii) There exist A ∈ Ml(ℓ
2(H)) and B ∈ B(ℓ2(H)) such that the map
t→ fA(t) ∗B is not strongly measurable as a B(ℓ
2(H))-valued function.
Proof. (i) It suffices to select A = 1 where we use 1 for the unit element
in M(ℓ2(H)) given by 1k,j = Id for the identity operator Id : H → H .
Clearly f1(t) = Mt = (e
i(j−k)tId) is not M(ℓ2(H))-valued strongly measur-
able. Indeed, from (7), one has that
‖f1(t)− f1(s)‖M(ℓ2(H)) = ‖δ−t − δ−s‖M(T) = 2, t 6= s
and therefore the range of f1 is not separable.
(ii) Select A = 1 and B = (Tkj) where Tkj = 0 for each j 6= 2k and
Tk,2k = Id for k ∈ N, and note the fact that f1 ∗B = fB which according to
[4, Proposition 4.2] is not strongly measurable with values in B(ℓ2(H)).
Proposition 3.2 Let A = (Tkj) ∈Ml(ℓ
2(H)) and B = (Skj) ∈ B(ℓ
2(H)) .
If either A ∈ (B(ℓ2(H)), C(ℓ2(H)))l or B ∈ C(ℓ
2(H)) then t→ fA(t) ∗B
is continuous with values in B(ℓ2(H)).
In particular if x,y ∈ ℓ2(H) then the map
fA(t) ∗ (x⊗ y) =
(
ei(j−k)txj ⊗ Tkj(yk)
)
k,j
is continuous from T into B(ℓ2(H)).
Proof. Both cases follow invoking [4, Proposition 4.4] since fA(t) ∗ B =
fA∗B(t) and A ∗B ∈ C(ℓ
2(H)) in each situation.
Let us now give another characterization of matrices in L1l (ℓ
2(H)).
Theorem 3.3 Let A be a matrix whose entries are in B(H). Then A ∈
L1l (ℓ
2(H)) iff t→ fA(t) is a Ml(ℓ
2(H))-valued continuous function.
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Proof. Note that ‖A‖Ml(ℓ2(H)) = ‖fA(t)‖Ml(ℓ2(H)) for any t ∈ T. On the
other hand, σn(fA(t)) = fσn(A)(t) ∈ P (T,B(ℓ
2(H))) and
sup
t
‖fσn(A)(t)− fA(t)‖Ml(ℓ2(H)) = sup
t
‖fσn(A)−A(t)‖Ml(ℓ2(H))
= ‖σn(A)−A‖‖Ml(ℓ2(H)).
It is well known that fA ∈ C(T,Ml(ℓ2(H))) iff σn(fA) converges to fA in
C(T,Ml(ℓ2(H))), which shows the equivalence between both conditions.
3.1 The Toeplitz case
It was observed previously that Af = (fˆ(j − k)T ) ∈ L
1(ℓ2(H)) ∩ T (H)
whenever f ∈ L1(T) and T ∈ B(H). We shall first show that this is actually
true for operator-valued integrable functions. This result might be obtained
from the inclusion M(T,B(ℓ2(H))) ⊂Mr(ℓ2(H)) ∩ T (H), but we shall give
a direct proof in this case.
Proposition 3.4 Let f ∈ L1(T,B(H)), and consider Af = (f̂(j − k)) =
(Tj−k). Then Af ∈ L
1(ℓ2(H)) with
‖Af‖M(ℓ2(H)) ≤ ‖f‖L1(T,B(H))
Proof. Recall that B(H) = (H⊗ˆH)∗ by means of the formula T (x⊗y) =
〈Tx, y〉. Assume first that f ∈ P (T,B(H)) and let x = (xj),y = (yk) ∈ ℓ2(H)
and B = (Sk,j) ∈ B(ℓ
2(H)). We can write
| ≪ (Af∗B)x,y≫ | =
∣∣∣∣∣∑
k,j
〈Tk,jSk,jxj , yk〉
∣∣∣∣∣ =
∣∣∣∣∣∑
k,l
〈TlSk,k+lxl+k, yk〉
∣∣∣∣∣
=
∣∣∣∣∣∑
l
Tl
(∑
k
Sk,k+lxl+k ⊗ yk
)∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
2π
0
(∑
l
fˆ(l)eilt
)∑
l
(∑
k
Sk,k+lxl+k ⊗ yk
)
e−ilt
 dt
2π
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
2π
0
f(t)
(∑
k
(∑
j
Sk,jxje
−ijt
)
⊗ yke
ikt
)
dt
2π
∣∣∣∣∣∣∣
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≤∫
2π
0
‖f(t)‖B(H)
∥∥∥∥∥∑
k
(∑
j
Sk,jxje
−ijt
)
⊗ yke
ikt
∥∥∥∥∥
H⊗ˆH
dt
2π
≤
∫
2π
0
‖f(t)‖B(H)
∑
k
‖
∑
j
Sk,jxje
−ijt‖H‖yk‖H
dt
2π
= ‖f‖L1(T,B(H)) sup
t∈[0,2π)
(∑
k
‖
∑
j
Sk,jxje
−ijt‖2H
)1/2
‖y‖ℓ2(H)
= ‖f‖L1(T,B(H))‖B‖B(ℓ2(H))‖x‖ℓ2(H)‖y‖ℓ2(H).
Therefore ‖Af‖Ml(ℓ2(H)) ≤ ‖f‖L1(T,B(H)). To get ‖Af‖Mr(ℓ2(H)) ≤ ‖f‖L1(T,B(H)),
just notice that for f∗(t) = (f(t))∗ one has f∗ ∈ L1(T,B(H)) with ‖f∗‖L1(T,B(H)) =
‖f‖L1(T,B(H)) that f̂∗(l) = (fˆ(−l))
∗ for all l ∈ Z. Since A∗f = Af∗ we get the
other estimate.
To obtain the general case f ∈ L1(T,B(ℓ2(H))) we can use an approxi-
mation argument since polynomials are dense in L1(T,B(ℓ2(H))).
Recall that for C(ℓ2(H)) we have the following fact.
Lemma 3.5 (see [4, Lemma 4.7]) If f ∈ C(T,B(H)) then Af ∈ C(ℓ2(H)).
Moreover
‖Af‖B(ℓ2(H)) = ‖f‖C(T,B(H)).
Definition 3.1 Given P ∈ P (T,B(H)), say P (t) =
∑
l Tle
ilt for some
(Tl)l∈Z ∈ c00(B(H)), we denote
‖P‖L1
SOT
= sup
‖x‖=1
∫
2π
0
∥∥∥∥∥∑
l
Tl(x)e
ilt
∥∥∥∥∥ dt2π .
Next result can be achieved from the inclusion Mr(ℓ
2(H)) ∩ T (H) ⊂
MSOT (T,B(H)), but we give an independent proof based upon Lemma 3.5.
Proposition 3.6 Let (Tl)l∈Z ∈ c00(B(H)) and P (t) =
∑
l Tle
ilt. Then,
AP ∈ P(ℓ
2(H)) and ‖P‖L1
SOT
≤ ‖AP‖Mr(ℓ2(H)).
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Proof. For each B ∈ P(ℓ2(H)) ∩ T (H) given by Q(t) =
∑
l Sle
ilt ∈
P (T,B(H)), applying Lemma 3.5 to B ∗AP and B, we can write
sup
t∈[−π,π]
∥∥∥∥∥∑
l
SlTle
ilt
∥∥∥∥∥
B(H)
≤ ‖AP‖Mr(ℓ2(H)) sup
t∈[−π,π]
∥∥∥∥∥∑
l
Sle
ilt
∥∥∥∥∥
B(H)
. (13)
Recall that L1(T, H) ⊂ (C(T, H))∗, that is for g =
∑
l gˆ(l)ϕl ∈ L
1(T, H)
then Φg(
∑
l xlϕl) =
∑
l〈xl, gˆ(l)〉 defines a functional in (C(T, H))
∗ with
‖g‖L1(T,H) = ‖Φg‖(C(T,H))∗ . Therefore
‖P‖L1
SOT
= sup{|
∑
l
〈xl, Tl(x)〉| : ‖x‖ = 1, ‖
∑
l
xlϕl‖C(T,H) = 1}.
Let x ∈ H with ‖x‖ = 1 and (xl) ⊂ H such that ‖
∑
l xlϕl‖C(T,H) = 1.
Define Sl = xl ⊗ x for l ∈ Z. One has that 〈xl, Tl(x)〉x = Sl(Tlx) and∑
l Sle
ilt ∈ C(T,B(H)) with
sup
t∈[−π,π]
∥∥∥∥∥∑
l
Sle
ilt
∥∥∥∥∥
B(H)
= sup
t∈[−π,π],‖z‖=1
∥∥∥∥∥∑
l
〈xle
ilt, z〉x0
∥∥∥∥∥
H
= sup
t∈[−π,π]
∥∥∥∥∥∑
l
xle
ilt
∥∥∥∥∥
H
.
From (13) we obtain∣∣∣∣∣∑
l
〈xl, Tl(x)〉
∣∣∣∣∣ ≤ ∑
l
‖SlTl(x)‖H
≤
∥∥∥∥∥∑
l
SlTl
∥∥∥∥∥
B(H)
≤ sup
t∈[−π,π]
∥∥∥∥∥∑
l
SlTle
ilt
∥∥∥∥∥
B(H)
≤ ‖AP‖Mr(ℓ2(H)) sup
t∈[−π,π]
∥∥∥∥∥∑
l
Sle
ilt
∥∥∥∥∥
B(H)
= ‖AP‖Mr(ℓ2(H)) sup
t∈[−π,π]
∥∥∥∥∥∑
l
xle
ilt
∥∥∥∥∥ .
The result is now complete.
We write L˜1SOT (T,B(H)) for the closure of polynomials under the ‖·‖L1SOT .
Combining Proposition 3.4 and Proposition 3.6 we obtain the following result.
Corollary 3.7 L1(T,B(H)) ⊂ L1r(ℓ
2(H)) ⊂ L˜1SOT (T,B(H)).
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3.2 The upper triangular case
As usual, if X is a complex Banach space we write H(D, X) for the space of
X-valued holomorphic functions, H∞(D, X) for the Banach space of bounded
analytic functions on the unit disc with values in X and A(D, X) stands for
the disc algebra that is the closure of analytic polynomials in H∞(D, X),
with the norm
‖F‖H∞(D,X) = sup{‖F (z)‖ | z ∈ D}.
Also we denote by H1(D, X) the space of functions F ∈ H(D, X) such that
‖F‖H1(D,X) = sup
0<r<1
∫ 2π
0
‖F (reit)‖
dt
2π
<∞.
We write H1(T, X) for the closure of analytic polynomials under this norm,
which turns out to coincide with functions in f ∈ L1(T, X) such that fˆ(l) = 0
for l < 0. It is well known that given F ∈ H1(D, X) and Fr(z) = F (rz) then
Fr ∈ H
1(T, X). Moreover one has that Fr → F in H1(D, X) if and only if
F ∈ H1(T, X). In general H1(T, X) does not coincide with H1(D, X). The
property for that to hold is the so called Analytic Radon-Nikodym property,
in short ARNP , introduced in [7]. It is easy to see that c0 ⊂ B(H) and then
B(H) fails to have the ARNP . In particular H1(T,B(H)) ( H1(D,B(H)).
Since we only need the basic theory, which extends to the vector-valued
setting from the scalar-valued one, we refer to the books [10, 11] for possible
results to be used.
Definition 3.2 Let A = (Tkj) ∈ U(H). Define
FA(z) =
∞∑
l=0
Dlz
l = (z(j−k)Tkj), |z| < 1,
It follows from the definitions that
FA(re
it) =MPr ∗Mt ∗A =MPr ∗ fA(t) =
∞∑
l=0
Dlr
leilt. (14)
Remark 3.1 If A = (Tk,j)k,j ∈ U(H) satisfies the condition (5) we can
guarantee that FA(z) =
∑∞
l=0Dlz
l is a well defined holomorphic function in
H(D,B(ℓ2(H))).
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Proposition 3.8 Let A = (Tkj) ∈ U(H) satisfying (5).
(i) A ∈Mr(ℓ
2(H)) if and only if FA ∈ H
∞(D,Mr(ℓ2(H))). Moreover
‖A‖Mr(ℓ2(H)) = ‖FA‖H∞(D,Mr(ℓ2(H))).
(ii) A ∈ (B(ℓ2(H)), C(ℓ2(H)))r if and only if B ∗ FA ∈ A(D,B(ℓ2(H)))
for all B ∈ B(ℓ2(H)). Moreover
‖A‖(B(ℓ2(H)),C(ℓ2(H)))r = sup{‖B ∗ FA‖H∞(D,B(ℓ2(H))) : ‖B‖B(ℓ2(H)) = 1}.
(iii) A ∈ L1r(ℓ
2(H)) if and only if FA ∈ A(D,Mr(ℓ2(H))). Moreover
‖A‖Mr(ℓ2(H)) = ‖FA‖A(D,Mr(ℓ2(H))).
Proof. (i) From (14) one gets ‖FA‖H∞(D,Mr(ℓ2(H))) ≤ ‖A‖Mr(ℓ2(H)). Con-
versely, use (9) for kn = Prn for a sequence rn converging to 1 to obtain
‖FA‖H∞(D,Mr(ℓ2(H))) = supn ‖Prn(A)‖Mr(ℓ2(H)) = ‖A‖Mr(ℓ2(H)).
(ii) It follows from [4, Theorem 4.12] that FB∗A ∈ A(D,B(ℓ2(H))) for all
B ∈ B(ℓ2(H)) due to the condition B ∗A ∈ C(ℓ2(H)) ∩ U(H).
(iii) Using Theorem 3.3 we know that A ∈ L1r(ℓ
2(H))) if and only if
fA ∈ C(T,Mr(ℓ2(H))). Since FA(reit) = Pr(fA(t)), invoking part (i) we
have that
‖Pr(A)−A‖Mr(ℓ2(H)) = ‖Pr ∗ fA − fA‖C(T,Mr(ℓ2(H)))
which gives the result.
Definition 3.3 Let A = (Tj−k) ∈ U(H) ∩ T (H), we write
GA(z) =
∞∑
l=0
Tlz
l, |z| < 1.
The assumption supl≥0 ‖Tl‖ <∞ gives thatGA(z) =
∑∞
l=0 Tlz
l ∈ H(D,B(H)).
In particular, for each 0 < r < 1
(GA)r(e
it) = GA(re
it) =
∞∑
l=0
Tlr
leilt ∈ C(T,B(H)).
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Theorem 3.9 Let A = (Tj−k) ∈ U(H) ∩ T (H) with supl≥0 ‖Tl‖ <∞.
(i) A ∈ B(ℓ2(H)) if and only if GA ∈ H
∞(D,B(H)).
(ii) A ∈ C(ℓ2(H)) if and only if GA ∈ A(D,B(H)).
(iii) If GA ∈ H
1(D,B(H)) then A ∈Mr(ℓ2(H)).
(iv) If GA ∈ H
1(T,B(H)) then A ∈ L1r(ℓ
2(H)).
Proof. (i) and (ii) is the content of [4, Corollary 4.13]. We include the
proof for completeness. Since (̂GA)r(j − k) = Tj−kr
j−k, the Toeplitz matrix
associated to (GA)r turns out to be A(GA)r = Pr(A). Now, Lemma 3.5
implies that ‖Pr(A)‖B(ℓ2(H)) = ‖(GA)r‖C(T,B(H)), which together with (8)
gives that
‖A‖B(ℓ2(H)) = sup
0<r<1
‖Pr(A)‖B(ℓ2(H)) = ‖GA‖H∞(D,B(H)).
Since GA ∈ A(D,B(H)) iff (GA)r → GA in H∞(D,B(H)), we have that
GA ∈ A(D,B(H)) if and only if A ∈ C(ℓ2(H)).
(iii) Using Theorem 3.4 one has that
‖Pr(A)‖Mr(ℓ2(H)) ≤ ‖(GA)r‖L1(T,B(H))
and due to (9) we conclude that ‖A‖Mr(ℓ2(H)) ≤ ‖GA‖H1(D,B(H)).
(iv) follows from (iii) since
‖Pr(A)−A‖Mr(ℓ2(H)) ≤ ‖(GA)r −GA‖H1(D,B(H))
and taking limits as r → 1.
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