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A b stract
This thesis introduces two related technologies. The first is a disk-resident index for 
biological sequence data, and the second is a framework and toolkit for the management 
of operational parameters for applications of which this index is typical.
The Top-Compressed Suffix Tree is a novel data structure that can be used to pro­
vide a scalable, disk-resident index for large sequences. This data structure is based on 
the suffix tree, but has been designed to overcome the problems associated with using 
such structures on secondary memory. Top-Compressed Suffix Trees can be constructed 
incrementally, allowing indexes to be created that are larger than the amount of avail­
able main memory. Correspondingly, querying such an index only requires part of the 
data  structure to be resident in main memory, thus allowing support for on-demand 
faulting and eviction of index sections during search. Such an index may be of great 
benefit to scientists requiring efficient access to vast repositories of genomic data.
The Generic Index Development and Operation Framework (GIDOF) is a frame­
work and toolkit tha t supports various tasks relating to the management of operational 
parameters. The performance of an index’s implementation is typically influenced by 
several operational parameters—parameters that must be tuned carefully if optimum 
performance is to be obtained. Indexes implemented using GIDOF can be structured 
in such a way that values of selected operational parameters can be adjusted; result­
ing in an index implementation that can be tuned to suit a given workload or system 
environment.
This thesis presents a detailed description of the design of both the Top-Compressed 
Suffix Tree and the algorithms that operate over it. Extensive performance measure­
ments are then presented and discussed, covering such aspects of index performance 
as construction time, average query performance and the size of the completed index. 
An overview of the GIDOF parameter model and toolkit is then given together with 
examples of how this framework can be used to manage tunable indexes, such as the 
Top-Compressed Suffix Tree.
T h esis  S ta tem en t
We propose that the Top-Compressed Suffix Tree, a carefully constructed disk-resident 
index, is a viable data structure for providing an index over large volumes of infrequently 
updated sequence data and that the performance of this index is competitive with, and 
in many cases better than, that of the suffix tree. Additionally, we demonstrate that 
successful deployment of such an index is dependent on carefully managing the set of 
operational parameters associated with its implementation. We propose tha t a general 
framework can be created to aid the processes of parameter management at all stages 
of the development and deployment of novel indexing technology. This framework will 
consist of generic components for use by the developer, together with tools for use by 
both developers and clients of the index technology.
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Chapter 1
Introduction
Science is becoming increasingly data driven. Collections of digital data are now fun­
damental to almost all branches of science and play a significant role in the process of 
scientific research and discovery [9]. Although the analysis of empirical data gathered 
via observation has been a cornerstone of science for over a thousand years, the nature 
and sheer volume of data that can be generated by modern automated instruments 
has presented a significant challenge to those charged with the management and in­
terpretation of the data. When Computational Science first emerged to complement 
the traditional empirical and theoretical approaches it was primarily concerned with 
simulation; however, this explosion in the volume of available data has seen information 
management take on an increasingly im portant role [46].
Projects such as the Sloan Digital Sky Survey [104] and the numerous genome 
sequencing efforts (the most famous example being the Human Genome Project1) are 
archetypal of this new direction in science. The primary outcome of such projects is 
to make the vast amounts of data generated available to the scientific community. For 
such projects to be successful, it is vital that data management issues are addressed 
and accounted for as an integral part of the project [44]. This raises questions not only 
about how best to publish and archive such data sets [25, 47, 43], but also on how to 
support efficient queries over the data set.
So why is querying scientific data challenging? Firstly, there is the volume of the 
data that must be processed. The volume of data produced from such projects ranges
:National Human Genome Research Institute, h ttp://w w w .nhgri.n ih .gov/10001772, as accessed 
August 2004.
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from being multi-gigabyte2 through to multi-terabyte3 and beyond. Therefore, it is 
necessary to choose querying techniques that can scale accordingly—ad hoc solutions 
based on each user taking a local copy and using standard utilities such as ‘g rep ’4 will 
quickly become impractical. Secondly, the nature of both data and queries differ from 
that targeted by traditional database technology. The data is infrequently, possibly 
never, updated (thus support for efficient update operations is not necessary) and a 
greater emphasis is placed on inexact matching.
The nature of scientific data does, however, present an opportunity. W ith data 
that is rarely updated (we refer to such data as reference data) it is possible to invest 
computational time in the creation of specialised indexes that will be available for the 
lifetime of the data. The time taken to create the index can then be amortised over the 
useful lifespan of the data, as can any time spent tuning or optimising such structures. 
The use of such indexes may lead to the faster provision of results, more complete results 
and may also lead to better integration with database management systems. Providing 
a suitable index implementation, either as a component of the database software, or 
through using an appropriate technique for extending the functionality of the database, 
would allow the data to be both stored and queried within the framework of a database 
management system. This is preferable to situations where the data must be extracted 
from the database prior to being queried using a third party tool.
1.1 Sequence Indexing
Genomics5 is one area of biological research that is becoming increasingly data driven. 
Vast repositories of genomic data are available to researchers, with one such repository, 
GenBank [16], currently containing over 28 GB of sequence data and growing expo­
nentially.6 Additionally, the volume of accesses to such databases has also been shown 
to be growing exponentially.7 The challenge of providing efficient support for pattern 
matching over this data has prompted much research into the applicability of various
2Sequence repositories such as GenBank (http://w w w .ncbi.n lm .nih .gov/G enbank/) and the EMBL 
Nucleotide Sequence Database (h ttp ://w w w .eb i.ac.u k /em b l/) typically contain many gigabytes of 
genomic data (both accessed August 2004).
3The volume of data used by the Sloan Digital Sky Survey in 2002 was 2.4 TB [43].
4The utility grep, typically available on most UNIX based operating systems, allows text files to be 
searched for arbitrary complex patterns.
5Genomics is the study of how an organism’s genes relate to its biological function.
6GenBank Statistics, h ttp://w w w .ncbi.n lm .nih .gov/G enbank/genbankstats.htm l, as accessed 
January 2004.
rThe Finished Human Genome—Wellcome to the Genomic Age, Sanger Institute Press Release, 
h ttp ://w w w .san ger .ac .u k /In fo /P ress/2003 /030414 .sh tm l, as accessed May 2003.
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string searching techniques to biological data. The most popular techniques currently 
available for solving this problem are based on BLAST [4], a heuristic solution that 
relies heavily on parallelisation to achieve suitable levels of performance. However, 
such heuristic based approaches are not guaranteed to return all possible matches for a 
given query. Therefore, an efficient index based technique that is guaranteed to return 
all potential matches could be of great benefit to those working with sequence data.
A common form of biological sequence data is that of a one-dimensional listing of 
the nucleotides tha t comprise the DNA of the organism in question. By using a single 
letter to represent each of the constituent nucleotides, it is possible to view sequence 
data simply as a collection of one-dimensional character strings. Given the similarity 
between sequence data in this form and English text, it may seem that the provision 
of suitable indexes is a solved problem. After all, the indexing of English text is 
highly advanced [103], largely due to the popularity of storing such text in databases. 
However, this similarity is only superficial and the development of scalable indexes over 
sequence data is still in its infancy. This disparity is largely due to the nature of the 
queries that such an index must support and the fact tha t the data cannot readily 
be broken into separate words. Databases are designed for the management of large 
numbers of small data items and not small numbers of large data items, as is the case 
with genomic data. Here, techniques are required for querying the sequence data itself 
and not merely the m eta-data associated with the sequence. In particular, researchers 
working with sequence data are interested in performing efficient approximate matching 
(see Section 2.3.1), whereas such queries are much less common over English text.
Sequence data is an example of reference data. It is derived experimentally, using 
various ‘wet lab’ techniques, and is not modified once published (although data sets 
can be superseded if more accurate or complete results are obtained). This property 
of the data suggests that bespoke indexing technology may be of use as we have an 
opportunity to invest computational time in creating specialised indexes.
One form of index that has often been proposed as a suitable choice for indexing 
sequence data is the suffix tree (see Section 2.4 and Gusfield [48] for a description of the 
suffix tree and its applications). The suffix tree is an attractive option as it can be used 
to solve efficiently a wide variety of bioinformatics related problems [49], and it can be 
constructed in linear time. Until recently, it has been assumed that such structures were 
too large to be stored in main memory and that they were unsuitable for construction 
on secondary memory [87]. Recent work has shown that by sacrificing the use of the 
linear time construction algorithm it is possible to construct suffix trees using secondary 
storage [58]. Although this technique has been successful in allowing the construction
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of suffix trees of a size that exceeds the available main memory, it does have some 
limitations (see Section 2.4.4). In particular, the proposed construction algorithm is 
inefficient in some situations, and the chosen method of persistence is platform specific 
and incurs a substantial on-disk space overhead.
1.2 Thesis Idea
We introduce the Top-Compressed Suffix Tree, a novel data structure (based on the 
suffix tree) that indexes the suffixes of a given text in order to support efficient match­
ing of target patterns. Unlike classical suffix-based data structures, namely the suffix 
tree [102, 81, 100] and the suffix array [80], the design of the Top-Compressed Suffix 
Tree is such that it can provide efficient support for both construction and querying 
when only part of the data structure is resident in main memory. This allows indexes 
to be created and used where the total size of the index exceeds that of the available 
main memory—an im portant property if we are to index large biological sequences.
The Top-Compressed Suffix Tree differs from the suffix tree in tha t the uppermost 
section of the index is represented using a collection of arrays rather than tree nodes. 
This allows for more efficient matching of the first few characters of each query and can 
provide a more compact index than is possible with traditional suffix tree representa­
tions. W ith the Top-Compressed Suffix Tree, it is intended to improve upon previous 
techniques for providing indexes over large volumes of sequence data. In particular, 
we extend the work of Hunt et al. [59, 58] by improving upon the measured perfor­
mance of the prefix-partitioned suffix tree construction algorithm and by providing a 
compact platform-independent persistence solution for our structure, allowing current 
performance and scalability limitations to be overcome.
In addition to implementing and evaluating the Top-Compressed Suffix Tree, we 
aim to identify the techniques required to successfully manage the parameters associ­
ated with a bespoke persistent indexing solution. In order to explore, in some detail, 
the performance of this data structure it will be necessary to try  numerous parameter 
combinations. Such experimentation will reveal how certain parameters affect index 
performance as data set and workload vary. This information can then be used to tune 
a given index for use in a specific environment. However, it would be unacceptable 
to expect a client of this index technology to have the same detailed knowledge of the 
implementation as the developer, potentially preventing the results of such experimen­
tation from being fully exploited.
We introduce the Generic Index Development and Operation Framework (GIDOF),
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a framework and toolkit tha t can be used by both developers and clients of novel in­
dexing technology to manage operational parameters. The aim of this framework is 
to allow the developer’s detailed knowledge of how the operational parameters affect 
the index’s performance to be more fully exploited. The developer can iteratively cre­
ate an annotated XML model of all the operational parameters, with an in-memory 
representation being created when the application is invoked. As implementation (and 
subsequent experimentation) progresses, the model can be refined, with some parame­
ters becoming fixed at a suitable value and others being determined by a set of rules to 
be evaluated at run time. Additionally, selected parameters can then be made available 
to the client in such a manner that, if desired, they can make an informed choice when 
tuning the index for a given workload.
1.2 .1  T h es is  S ta te m e n t
We propose that the Top-Compressed Suffix Tree, a carefully constructed disk-resident 
index, is a viable data structure for providing an index over large volumes of infrequently 
updated sequence data and that the performance of this index is competitive with, and 
in many cases better than, that of the suffix tree. Additionally, we demonstrate that 
successful deployment of such an index is dependent on carefully managing the set of 
operational parameters associated with its implementation. We propose that a general 
framework can be created to aid the processes of parameter management at all stages 
of the development and deployment of novel indexing technology. This framework will 
consist of generic components for use by the developer, together with tools for use by 
both developers and clients of the index technology.
1.3 Research M ethod
In order to realise the ideas described in the previous section, and to confirm our 
hypothesis, it is necessary to provide implementations of each of the main concepts. 
Such implementations, together with ancillary programs, are required for a number of 
reasons. Firstly, they demonstrate tha t the concepts embodied within them are viable 
and that they can be implemented using the technologies specified. Secondly, they 
allow experiments to be undertaken, providing valuable empirical evidence, and they 
allow comparisons between technologies to be made. Finally, the availability of fully 
functional implementations is a key step towards the greater adoption of the concepts 
introduced in this thesis. The research methods employed here, and in particular the 
role of implementation and empirical evidence, are now discussed.
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1.3 .1  T op -C o m p ressed  Suffix  T ree
The process of designing, implementing and evaluating the Top-Compressed Suffix Tree 
was preceded by a critical review of the available literature on suffix-based indexes. In 
particular, previous accounts of the use of such indexes in a persistent environment were 
examined in detail. Reflecting upon the limitations of previously reported techniques 
for providing such indexes the design of the Top-Compressed Suffix Tree and related 
algorithms was formulated.
Engineering
The Top-Compressed Suffix Tree was implemented using Java (see Section 1.4.1), as 
were all the programs discussed here. In addition to implementing the data structures 
and algorithms required for the Top-Compressed Suffix Tree, it was also necessary to 
provide implementations of more traditional suffix tree representations. This allowed 
various aspects of the performance of the different data structures to be compared. 
In addition, by comparing the results produced by executing various sets of queries 
over each of the differing implementations it was possible to confirm, within reason, 
the correctness of each implementation. Wherever possible, code was shared between 
different index implementations. This was to ensure that all observed differences in 
performance were due solely to the differences in data structure and algorithms. The 
implementations used in this work are listed below.
• Top-Compressed Suffix Tree (persistent)  A Top-Compressed Suffix Tree imple­
mentation that can operate when only part of the data structure is resident in 
main memory.
• Top-Compressed Suffix Tree (transient) A  main-memory only implementation of 
the Top-Compressed Suffix Tree. As this version is solely for use when the entire 
structure is resident in main memory, it will not have the overheads associated 
with the persistent implementation.
• Suffix Tree (linear) A main-memory implementation of a suffix tree constructed 
using Ukkonen’s construction algorithm [100]. This implementation was derived 
from that of Ela Hunt [94], although it has been substantially re-engineered and 
optimised.
• Suffix Tree (naive) A main-memory implementation of a suffix tree constructed 
using the naive suffix tree construction algorithm.
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G athering Em pirical E vidence
Given the software described in the previous section, it is possible to address the first 
three parts of our hypothesis. By comparing various aspects of the performance of 
the three main-memory index implementations, it is possible to demonstrate that the 
performance of the Top-Compressed Suffix Tree can better that of the suffix tree. 
By using the persistent version of the Top-Compressed Suffix Tree, it is possible to 
demonstrate that this form of index can scale to accommodate large sequence files. 
As part of the process of carrying out these experiments, it will be required to tune 
our index implementations, thus the need for careful parameter management shall be 
demonstrated as a fundamental part of index development and tuning.
The empirical evidence gathered whilst exploring these aspects of the thesis will 
take the form of measurements of selected properties of the indexes when used on our 
system. Principally, these measurements will relate to the time taken to execute certain 
tasks and the amount of disk space required to store a particular version of the index. 
Clearly, such measurements are likely to vary with system characteristics; however, 
the analysis of experimentally derived evidence does have advantages over theoretical 
algorithm analysis (as is often used in the analysis of suffix-based indexes).
Algorithm analysis provides a convenient way of predicting the behaviour of an 
algorithm without implementing it on a specific platform [79]. The very purpose of 
such analysis is that in many situations it may be too time consuming to test every 
possible parameter combination, and that general indicators of performance can be 
used to decide upon the best algorithm for a given task. However, the assumptions 
made in such an analysis tend to be too simplistic to guarantee that the predicted 
results will correspond to real-world performance. For example, it is common in such 
analysis to assume that all accesses to Random Access Memory will have the same 
cost—an assumption that does not reflect the complexity of the interplay between 
memory accesses and caching on a typical modern computer. When using a computer 
with a memory hierarchy consisting of several layers of caching in addition to main 
memory, the time taken to access data stored in the CPU cache and data stored in 
main memory can differ by a factor of fifty [45]. This problem is exacerbated if the 
algorithm must operate in a persistent environment (where disk can be thought of as 
an extra layer of memory tha t is significantly slower than main memory).
Although algorithm analysis plays an im portant role in the development of indexing 
technology, careful engineering and experimentation will still be needed to explore how 
the algorithm performs on any given system. In cases where the index is likely to be 
long lived, it is worth spending time optimising the index for the system on which it
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will run; with experimentation being the only technique currently available that can 
adequately address this issue.
1.3.2 Generic Index D evelopm ent and Operation Framework
Having already demonstrated the importance of parameter exploration during the eval­
uation of the Top-Compressed Suffix Tree, the final aspect of our hypothesis is addressed 
through the design, implementation and use of the Generic Index Development and Op­
eration Framework (GIDOF). Even though the tasks supported by GIDOF appear to 
be common, and are arguably a fundamental part of performance engineering, there is 
little available literature describing directly comparable systems. Therefore, the func­
tionality and design of this framework will largely be guided by comparing the experi­
ence of implementing and tuning the Top-Compressed Suffix Tree to similar accounts 
of implementing novel index technology.
E ngineering
In order to demonstrate that a framework such as GIDOF can be used for the tasks 
identified, implementations of the key components are provided. These components 
are: the parameter model, which is used throughout the framework to represent var­
ious forms of parameter; the XML representation of the parameter model, which is 
used to provide persistence for the parameter definitions and values; the developer’s 
parameter tool, which allows the specification of the parameters for a specific technol­
ogy; and finally, the client’s parameter tool, which allows the client to alter operational 
parameters within the bounds set by the developer.
Given the implementation of the framework and toolkit described above, it is pos­
sible to demonstrate their functionality by providing examples of their use during the 
implementation and evaluation of the Top-Compressed Suffix Tree. By examining dif­
ferent stages of the index’s implementation and operation, and showing how the relevant 
parts of the framework are used, we can illustrate the utility of such a framework.
1.4 Technologies Used
The implementation of the concepts and techniques described here made extensive use 
of two technologies, namely the Java8 programming language and the XML  mark-up 
language. These technologies were chosen for their wide range of applicable features,
8Java™  is a trademark of Sun Microsystems, Inc.
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mutual compatibility and for the wealth of freely available tools that have contributed 
to their popularity.
1.4 .1  Java
Java is a general-purpose object-oriented programming language [76], developed by 
Sun Microsystems, Inc.9 Java programs are compiled in two stages: the first creates 
platform-independent byte-code from the source code at compile time; the second trans­
lates this byte-code into platform specific instructions at run time (typically using a 
Just In Time compiler).
Although it was originally conceived as a compact language for use on consumer 
devices with limited computing power, the range of features provided by Java proved 
to be attractive to developers working on many varied projects [92]. The language has 
since been augmented with a large set of standard classes, covering a range of facilities 
including remote method invocation (Java RMI—see below), relational database access 
(JDBC) and lightweight windowing (Swing, as used to implement the configuration 
tools discussed in Chapter 5). Such augmentations have led to the increased use of 
Java as a platform for the development of large-scale programs and server applications.
R M I Java RM I (Remote Method Invocation)  is a technique tha t abstracts the com­
munication between distributed systems to the level of method invocation [98]. This is 
similar to the Remote Procedure Call (RPC), but with semantics akin to that of object 
method invocation. This package is used to implement the distributed version of the 
Top-Compressed Suffix Tree (see Sections 3.5.3 and 3.9.2).
1 .4 .2  X M L
Extensible Markup Language10 (XML) is a flexible document format (derived from the 
language SGML) that allows structured data to be stored using plain text [18]. XML 
has become the dominant means by which structured data is stored and transported 
when using Java [82]. This is largely due to the overlapping attributes of the two 
languages, for example, platform-independence and extensibility, but is also due to 
the extensive support for XML now provided with most Java installations. XML, 
together with XML Schema (see below), were used to provide a structured persistent 
representation of the parameter model introduced in Chapter 5.
9 Java Technology, h ttp : //ja v a .su n .c o m /, as accessed July 2004.
10Extensible Markup Language (XML), http://www.w3.org/XML/, as accessed July 2004.
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XM L Schem a XM L Schema11 is a schema specification used to describe the struc­
ture of XML documents. XML schemas, which are themselves written in XML, contain 
type definitions and element declarations that can be used to constrain and validate 
the XML documents to which they refer.
1.5 Contributions of This Work
This thesis presents two primary contributions. The first is a novel data structure, 
the Top-Compressed Suffix Tree—a structure that can be used to address the impor­
tant problem of providing an efficient disk-based index for biological sequence data. 
In addition to the data structure, improvements upon previous partitioned suffix tree 
construction techniques are presented. This includes a partitioned construction algo­
rithm  with a superior average case running time to tha t of H unt’s algorithm [58] and 
a demonstration of parallel index construction.
The second contribution is the Generic Index Development and Operation Frame­
work (GIDOF). GIDOF is a toolkit that supports the systematic management of op­
erational parameters that affect the performance of bespoke indexing technology. This 
framework includes a comprehensive parameter model and toolkit. The reasoning be­
hind using such a framework when implementing novel indexing technology is also of 
interest, and is arguably the third contribution of this thesis.
1.6 Related Publications
Four publications containing results presented here were produced during the course of 
this research. A summary of the main concepts contained in this thesis was presented 
at the 20t/l British National Conference on Databases [64] and at the PhD Forum of the 
same conference [63]. The main results from Chapters 3 and 4 were presented at the 
Bioinformatics Workshop of the 21st British National Conference on Databases [65], 
with a more detailed account presented as a technical report [66].
1.7 Thesis Outline
The remainder of this thesis is organised as follows. Chapter 2 presents a review of 
related indexing and database systems. The role of indexes within different persistence 
paradigms is explored together with a discussion of how each paradigm impacts upon
11 W3C XML Schema, http://www.w3.org/XML/Schema, as accessed July 2004.
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the process of implementing novel index structures. A detailed critique of suffix-based 
indexing is then given, highlighting limitations of current techniques and identifying 
opportunities for improving upon existing ideas.
Chapter 3 introduces the Top-Compressed Suffix Tree. Details of both disk-resident 
and memory-resident representations of the data structure are presented, as is the 
rationale for their design. Suitably modified versions of standard suffix tree construction 
and search algorithms are given together with a novel construction algorithm that can 
significantly improve performance in some cases. Furthermore, it is shown how this 
novel data structure can be used to provide a scalable index that supports incremental 
construction and operation when the size of the structure exceeds that of the available 
main-memory.
Chapter 4 explores various aspects of the performance of a Java implementation of 
the Top-Compressed Suffix Tree. Using biological sequence data as the test case, the 
performance of the Top-Compressed Suffix Tree is compared to that of two different 
suffix tree implementations. Index construction time, query performance and index 
size are explored in detail, showing that the Top-Compressed Suffix Tree is competitive 
with more conventional suffix tree implementations.
Chapter 5 introduces the Generic Index Development and Operation Framework 
(GIDOF). Reflecting upon the experiences of the design, implementation and evaluation 
work discussed in Chapters 3 and 4, the rationale for such a framework is presented. 
Details of the design and implementation of the framework are given together with a 
discussion of the parameter model that is central to the methodology encapsulated in 
GIDOF.
Chapter 6 discusses the parameter list associated with the configuration of the 
TCST implementation. The nature of the identified operational parameters is dis­
cussed, illustrating how the GIDOF parameter model can be used when implementing 
a tunable index.
Chapter 7 concludes the thesis. The preceding chapters are summarised, and the 
main contributions listed. Potential directions in which this research could be extended 
are given, together with a discussion of how such extensions may be achieved.
Chapter 2
Related Work
Index technology has played an im portant role in the continued development and suc­
cess of database management systems. Indexes are required in order to allow efficient 
access to the vast quantities of data that can be stored in persistent systems such as 
relational databases, persistent object stores or even bespoke persistence solutions. In 
this chapter, the role of indexes in various persistent environments is reviewed together 
with a discussion of how such techniques can be adapted to support the indexing of 
new data types (such as genomic data). An introduction to the challenge of sequence 
indexing is then given together with a critique of existing suffix-based indexing tech­
niques.
2.1 Persistence and the Role of Indexes
The term persistence, at its simplest, means the provision of storage and retrieval of 
data for as long as it is needed. In particular, this means the support for data values 
that have a longer life span than the computations that operate over them. Persistence 
technology can vary in complexity from simply storing data in text files, which will have 
to be read from or written to at the start and end of program execution, through to 
relational databases and persistent programming languages, both of which provide an 
abstraction to hide the complexities of the persistence mechanism. Managing data in a 
persistent environment is a significant engineering challenge, particularly when efficient 
support for complex queries is a priority.
An index is a data structure that can be used to locate efficiently items within 
a data set that match a given condition. Indexes are a vital part of most database 
management systems, and have been used to accelerate application performance in
12
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many varied data processing environments. The main role of an index, which itself may 
reside on secondary storage, is to allow desired items in the database to be identified 
and accessed without the need to traverse the entire data set (which would be a costly 
operation when the data is located on secondary storage). This becomes increasingly 
im portant as the volume of data available continues to grow at a rate greater than that 
of the improvements in disk access times [45].
2.2 Persistence M odels
Various models of persistence are available to developers. While they vary greatly in 
complexity, they all share a common purpose: that is, to simplify the management of 
disk-resident data. Common examples of such models are now discussed.
2 .2 .1  R e la t io n a l D a ta b a ses
Database technology is dominated by the relational model, first proposed by Codd [29] 
in 1970. According to this model, data is organised in tables, or relations, with all 
entries in a given column being of the same type. Querying this data consists of 
extracting one or more rows from the set of available tables: this is typically achieved 
by using a special-purpose query language, such as SQL [83, 34]. The indexes used 
to accelerate such queries consist of ordered pairs of keys and record addresses that, 
together with an appropriate data structure, can be used to identify the required records 
(rows) [34]. This abstract view of the data is used to hide the complexities of managing 
large quantities of disk-resident data from the application programmer, who can simply 
describe and manipulate their data using a proven set of mathematical relations.
Systems based upon the relational model, known as relational databases, first gained 
popularity during the 1970s and are now by far the most popular and widely used means 
of storing and manipulating large amounts of data [34]. The continued success of such 
systems suggests that this seemingly simple model of storing and manipulating data has 
met the data processing needs of many different projects. Consequently, the majority 
of research into effective indexes over large data sets has concentrated on relational 
databases (as discussed in the following section).
However, there is growing demand for applications that require the storage of large 
quantities of complex data: data that cannot be adequately represented using records 
and is often better served by object-oriented technology. Consequently, support for the 
queries that operate over this data, and mechanisms to accelerate such queries, will also 
be required. Examples of such applications include the highly connected spatial data
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and indexes used in Geographic Information Systems [1] and the varied data processing 
tasks that come under the heading of bioinformatics. This has resulted in a greater 
interest in alternative persistence mechanisms as well as techniques that can extend 
the relational model (both of which are discussed later).
The ‘U biquitous’ B-Tree
The B-Tree [31] is the standard method for indexing within a relational database. 
This data structure, and its numerous variants, has long been associated with database 
indexing and has played an im portant role in the success of traditional database tech­
nology. The B-Tree is an example of a search tree1 and is similar to the binary search 
tree, except that more than one key value is stored at each node in the tree. It can be 
used to provide an index over the key values of a collection of records, thus allowing 
efficient random access to individual records as well as supporting other operations, 
such as range queries. Typically, both the collection of records and the index will re­
side on secondary storage, with the on-disk layout of the index tuned to give the best 
possible performance on the host system.2 When accessing a particular record, or range 
or records, the index is queried, causing the required nodes of the index to be brought 
into main memory. Once identified, the required records are simply read sequentially 
from secondary storage.
There are many variants of the B-Tree; each designed to optimise the index for 
certain given conditions. One of the most notable examples is the BA-Tree[70]. In this 
variant, key values are only stored in the leaf nodes of the tree—the upper levels of the 
tree, which are organised as a B-Tree, serve as a ‘road-map’ to the actual values. The 
leaf nodes are then connected in an ordered linked list, giving the principal advantage of 
the B+-Tree—it can be used to efficiently perform both random and sequential access. 
Another approach to improving the performance of the B-Tree is to alter the constraints 
on node capacity. An example of this is the B*-Tree [70], where all nodes are required 
to be at least two-thirds full (as opposed to the B-Tree, where nodes are only required 
to be half full). This has the effect of making the tree more compact, allowing for faster 
queries. Variants of the B-Tree continue to be proposed, with concurrency being an
*A survey of search trees is given by Knuth [70], with a more detailed account of the B-Tree being 
given by Comer [31]. More recently, Hellerstein et al. introduce the generalized search tree (GiST) [54], 
an extensible search tree implementation that allows previously disparate data structures such as B +- 
Trees[70] and R-Trees [50] to be implemented using a common data structure and set of operations.
2 One of the most common optimisations associated with the use of search trees on secondary storage 
is using a node representation of a size that corresponds favourably to the page size of the host system. 
This allows the movement of nodes to and from main memory to be implemented using the native 
paging facilities of the operating system, thus minimising disk access overheads.
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area of particular interest. (Recent examples include the work of Lim et al. [75] and 
that of Lomet [77].)
Although a hugely popular form of persistent index, the B-Tree is limited to indexing 
data that can be arranged in the form of key-value pairs, making it unsuitable for 
indexing many of the data types that may need to be stored in persistent systems. 
For example, while it is possible to create a B-Tree over textual data (the prefix B+- 
Tree [14] being the most common example), the resultant index can only be used to 
solve a restricted set of problems. Such indexes are provided as a means of searching 
for key values that happen to be character strings and are not well suited for searching 
within a longer text. Providing support for other forms of index will continue to be 
an important part of exploiting database technology for the management of domain 
specific data.
E xtending th e  R elational M odel
Several techniques have been put forward for extending the range of data types sup­
ported by relational databases, thus allowing domain, or application, specific data types 
to be stored and retrieved using the database. One simple extension is allowing arbi­
trary data to be stored as a Binary Large Object (BLOB)—a field that can be used to 
store any form of binary data. This allows application specific types to be stored in the 
database, but it does not, however, allow these fields to be queried or indexed—tasks 
that are deferred to the application. Although BLOBs allow a wide variety of data to 
be stored in a relational database, they are primarily intended to support streams of 
digitised information, such as audio or video data, and do not provide support for more 
complex structured data types.
A more comprehensive approach to extending the range of data types supported 
by relational database technology can be achieved through using systems that allow 
some use of object-oriented data  types. Such systems have become known as object- 
relational databases [34] and aim to allow complex data to be stored in databases while 
retaining the benefits of the robust and highly tuned implementations of the relational 
model. Complementary to object-relational databases are frameworks to allow the im­
plementation of client-defined data types, queries and indexes. An example of such a 
framework is the support for DataBlade3 modules within the Informix4 product range.
3Informix DataBlade Modules, h ttp ://w w w -3 0 6 .ib m .co m /so ftw eL re /d a ta /in fo rm ix /b la d es/, as 
accessed August 2004.
4Informix Product Family, http://www-306.ibm.com/software/data/informix/index.html, as ac­
cessed August 2004.
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Such frameworks are vital if novel indexing techniques are to be exploited within re­
lational database environments (see below for an example of using this framework to 
implement a novel index).
Exam ple System s
Two examples of how the DataBlade framework can be used to implement novel index­
ing technology are: the work of Bliujute et al., who implement an index for bi-temporal 
data [19] (the index is based on the R-Tree [50], and is named the GR-Tree); and the 
work of Kornacker [71], who describes an implementation of the generalized search tree 
(G iST) [54]. Both indexes are examples of search trees, with the latter being particu­
larly suited for use with such a framework as both index and framework provide support 
for an extensible set of data types and queries. In both cases, the authors report that 
index performance is comparable to, or better than, that of the built in mechanisms 
for achieving the same results.
Although the projects discussed above were successful in allowing novel indexes to 
be exploited within a commercial database, the framework used may not be suitable for 
all forms of index. In order to use an index within the DataBlade environment, several 
access methods must be implemented (see Bliujute et al. [19] for details). However, 
these methods are tailored towards the use of search trees and may not be suited 
to implementing indexes that do not fit this pattern. Additionally, Bliujute et al. 
conclude that such frameworks are only a ‘first step’ towards allowing novel indexes to 
be exploited within commercial databases and that further integrated support may be 
required.
Another example of the implementation of a novel indexing technology within a 
relational database is given by Cooper et al., who describe a path-expression index for 
semi-structured data [32]. This index combines features from both the B-Tree [31] and 
the PATRICIA  tree [85] (see Section 2.4), to give a layered index over key strings that 
represent path expressions. Unlike the two examples given above, the implementation 
of this index did not make use of a framework such as the DataBlade environment. In­
stead, index blocks (each layer of the index consisted of one or more blocks) were stored 
as normal data within the relational database environment. This had the advantage 
of being able to exploit the maturity of the relational database management system 
to achieve performance and concurrency. The resulting index was found to be more 
efficient than the default indexes provided by the database (when used with a collection 
of documents totalling 72 MB in size). The techniques used to implement this index 
could be used to complement the framework-based approach described above.
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2 .2 .2  O b jec t-O r ien ted  P e r s is te n c e
Object-oriented databases are an alternative to the relational database [13, 34]. In such 
systems, the object is the basic unit of data and objects can be combined in arbitrary 
ways to create complex data models. The most common technique for indexing a col­
lection of such objects is to use a variant of the B-Tree to index groups of objects 
associated with a particular path5 in the class hierarchy [17] (although it is possible to 
implement other forms of index). Frequently, such systems are tightly coupled with a 
specific programming language6, resulting in a system that has a minimal development 
overhead: little additional effort is required from application developers in order to 
make their application persistent as the in-memory representation of the data is trans­
lated directly to the persistent representation by the database software. Although such 
systems have attracted a lot of interest, particularly amongst database researchers, 
commercial success has been limited to certain domains (for example, Computer Aided 
Design and telecommunications) [34]. This can be attributed to the continued popu­
larity of relational databases (especially object-relational databases) and to the lack of 
universally adopted standards for interoperability and query languages.
Object-oriented databases present both an opportunity and a challenge to those 
working with novel data types and indexes. The versatility of such systems allows 
both data type and index to be implemented within the framework of the system, with 
persistence being achieved through the mechanisms provided. However, implementing 
an index using such general purpose mechanisms will necessarily incur some overhead: 
the default on-disk object representation may result in wasted space (potentially giving 
slower transfer of objects from disk) and the mechanisms used to transfer objects to 
and from disk may not be tuned for accessing on-disk indexes (see below). Although 
such systems allow for rapid development of novel indexing technology, the developer 
may ultimately require more control over how their index is managed if optimum per­
formance is to be obtained.
Exam ple System s
Two indexing projects illustrate some of the benefits and challenges of using various 
forms of object-oriented databases. Firstly, G arratt et al. [40] compare the implemen­
tation of an inverted file index over two object-oriented persistence platforms. The two 
platforms chosen were an orthogonally persistent programming language (PJam a [10])
5The sequence of objects corresponding to a class in the hierarchy is known as a path instantiation.
6Orthogonally persistent object-oriented programming languages [8, 11] are examples of object- 
oriented databases where the language is tightly coupled to the persistence mechanism.
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and an unnamed commercial object-oriented database. G arratt et al. conclude that 
index implementation was straightforward in both cases, but tha t the two platforms 
gave significantly different performance characteristics—index creation was three times 
quicker when using PJama, but the size of the resultant index was 25% smaller wiien 
using the object-oriented database. The second example is the use of suffix trees with 
PJam a by Hunt et al. [58]. (A fuller discussion of this work is given in Section 2.4.4.) 
Initial implementation is described as being straightforward, however, in this case it was 
necessary to drastically change the index construction algorithm to achieve adequate 
performance. Again, the size of the completed on-disk index is reported as being exces­
sively large. Such examples show that although object-oriented persistence mechanisms 
allow for simple index development, aspects of the chosen platform’s implementation 
may impact heavily upon performance.
2 .2 .3  B esp o k e  P e r s is te n c e
The final category of persistent system of interest here is that of systems that employ 
‘bespoke’ data management techniques, i.e. those that do not use recognised database 
technology in order to make data or indexes persistent. Such techniques are inher­
ently varied, but do have some defining characteristics. Persistence is achieved through 
using standard language and operating system concepts, with files being the under­
lying technology. The use of simple files can then be complemented with language 
specific technologies, for example, the object serialisation methods provided as part of 
Java [97].7
Using a bespoke persistence mechanism to achieve persistence for an index will in­
cur a significant development overhead. The developer will have to implement methods 
to support a number of tasks that would ordinarily be provided by the database man­
agement system. Such tasks include: methods for transferring sections of the index to 
main memory from disk (and vice versa); a method of monitoring main-memory usage 
so that cached data can be released when more space is required; finally, the devel­
oper will also be responsible for designing the on-disk layout of the index. However, 
the developer also has the opportunity to tailor the persistence mechanism to suit the 
application, giving the potential for a more compact, tuned on-disk representation.
7 Although technologies such as Java Object Serialization provide a convenient means of serialising 
object graphs, they do not provide a complete persistence solution. No support is given for incremertal 
reading or writing of the object streams, resulting in the big inhale /  big exhale problem, where appli­
cations are limited by the need to transfer such structures as a whole to and from main-memory [35].
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2.3 Sequence Indexing
As discussed in Section 1.1, there has been an increased demand for techniques that 
can accelerate various forms of query over biological sequence data and suffix trees have 
often been put forward as a candidate for providing a suitable index. We now go on 
to define the terminology related to sequence indexing, with a discussion of the use of 
suffix trees in this context given in the following section.
2 .3 .1  P r e l im in a r y  D e f in it io n s  
S tr in g  T erm ino logy
D efin ition  1 A string S  of length n consists of a sequence of n  characters drawn from  
a given alphabet. Elements of the string are implicitly numbered from  1 to n.
D efin ition  2 The ith prefix of a string S  consists of the first i characters of S  (i.e. 
S[l..i]).
D efin ition  3 The ith suffix of a string S  consists of the last n — i +  1 characters of S  
(i.e. S[i..n]).
D efin ition  4 A substring of a string S  is a sequence of consecutive characters drawn 
from S.
D efin ition  5 A subsequence of a string S  is any string that can be obtained by deleting 
up to n characters (which need not be consecutive) from S.
Sequence D a ta
Biological sequence data can be treated as a collection of one-dimensional strings of 
varying length (we refer to such a string simply as a sequence). The characters of these 
strings are drawn from specific alphabets that correspond to the constituent chemicals8 
of the sequence. DNA and RNA sequences are both comprised of elements drawn from 
four letter alphabets ({A ,G ,C ,T } and {A ,G ,C ,U } respectively) and have lengths 
expressed in base pairs. Protein sequences have elements drawn from a twenty letter 
alphabet and have lengths expressed in bases. Additional characters are sometimes 
used to mark unknown sections in sequences. Most sequence data will be accompanied 
by textual annotations, with such annotations covering many varied aspects of the
8DNA (deoxyribonucleic acid) and RNA (ribonucleic acid) sequences are comprised of nucleotides, 
whereas protein sequences are comprised of amino acids.
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sequence’s origin and projected function. Only the indexing of the sequence data (and 
not the accompanying annotations) is addressed in this work, with particular focus on 
the challenge of providing an index over large sequences. The lengths of sequences that 
are of interest to biologists can vary from a few tens of characters up to multi-gigabyte 
sequences corresponding to complete genomes.
P a t te rn  M a tch in g
Pattern matching problems can be split into two categories: exact matching and ap­
proximate, or inexact, matching. Exact matching (see Definition 6), involves searching 
a given string for substrings tha t precisely match the supplied target string. Efficient 
solutions to this problem are of some interest to biologists as they can be directly 
extended to solve problems that are more complex.
D efin ition  6 Given a string P  called the pattern and a longer string T  called the text, 
the exact m a tch in g  problem is to find all occurrences, if  any, of pattern P in T  [48].
Approximate matching is of great interest to biologists: it is a key tool in locating 
sections of sequences tha t are common to two or more species. Approximate matching, 
or matching allowing errors, is the process of finding ‘the positions in a text where a 
given pattern occurs, allowing a limited number of “errors” in the matches’ [89]. Such 
errors may include the deletion, insertion or replacement of one or more characters. In 
order to be able to extract meaningful matches, application specific costs are allocated 
to each of the named operations and a threshold is chosen to determine how close 
matches must be to the original in order to be counted as a significant match.
Both exact and approximate matching can be performed efficiently using suffix 
trees [48, 101, 88, 58]. We focus on providing support for exact matching, with the 
performance of approximate matching over the Top-Compressed Suffix Tree still to be 
explored.
2.4 Suffix-Based Indexes
The need to perform complex queries over ever growing volumes of textual data has 
seen naive string processing algorithms abandoned in favour of index based solutions. 
In particular, data structures that index the suffixes of a given text have grown in 
popularity due to their support for efficient construction and queries.
Indexes over strings have been in use for some time, with data structures such 
as tries (originally proposed by Fredkin [39]) and digital search trees proving to be
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Figure 2.1: A Suffix Trie for the string CAGGAGGATS.
effective at allowing simple problems to be solved efficiently. Tries index a given set of 
strings via a tree structure consisting of one node per prefix letter common to two or 
more strings (with paths consisting entirely of unary nodes representing the remainder 
of each string). Tries can be used to index the suffixes of a given string, resulting in 
a structure known as the suffix trie (illustrated in Figure 2.1). The suffix trie can be 
defined as a Trie that contains precisely the suffixes of the string formed by appending 
to S  a single character that does not appear in S . This additional character, known as 
the termination character is added to the string to ensure that no suffix of the string 
can be a prefix of any other suffix.9 This requirement is necessary to ensure that there 
is a one-to-one correspondence between the suffixes of the sequence and the leaf nodes 
of the tree (as is assumed by the algorithms that operate over suffix trees).
A data structure related to the trie is the PATRICIA tree [85]. A PATRICIA tree 
for a given set of strings is equivalent to a trie where each path consisting only of unary 
branches is collapsed into a single node. Each branch node, or internal node, will have
9 We use $ as the term ination character.
Key:
( ^ )  R oot N o d e  
( ^ )  Suffix Trie N o d e
0 Leaf N o d e , w h ere  x is th e suffix num ber
j  I Branch, with relevant 
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Figure 2.2: A Suffix Tree for the string CAG GAGGAT$.
at least two children and no two edges from an internal node can have labels beginning 
with the same letter. Note that the labels corresponding to each branch will not be 
stored explicitly; instead, pointers into the original string will be used. This provides 
a more compact representation of the information stored in a trie.
2.4 .1  Suffix Trees
A suffix tree (illustrated in Figure 2.2) for a given string is equivalent to a PATRICIA 
tree containing precisely the suffixes of the string, 5, formed by appending to S  a single 
character that does not appear in S. However, typical suffix tree implementations will 
differ from the PATRICIA tree as additional information is stored within each node (see 
below). A suffix tree for a string of length n will have exactly n leaf nodes, numbered 
from 1 to n, and the concatenation of the labels on the path from the root node to leaf 
node i will give the i th suffix of the string S. The number of branch nodes will be less 
than n and typically between 0.7n and 0.8m A thorough introduction to suffix trees 
and their uses is given by Gusfield [48].
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N ode D efinition
A typical suffix tree implementation will require node implementations containing some, 
or all, of the fields listed in Table 2.1. The right label and suffix number can be 
calculated on demand as the tree is traversed, and therefore can be omitted in order 
to save space. To determine the value of a node’s right label, the node’s children are 
examined: for internal nodes, the right label will be exactly one less than the lowest 
left label of the node’s children (this is always the left label of the first child in the 
suffix tree representations used throughout this work)10 and for leaf nodes the right 
label is simply the length of the indexed string. The value of the suffix number for a 
given leaf node is n  — q +  1, where n  is the length of the indexed text and q is the 
length of the path to that node from the root node (this is calculated by summing the 
lengths of the labels of each branch as they are traversed). The suffix link, discussed 
below, plays an im portant role in some algorithms. However, it can be omitted if a 
given implementation does not use any of the algorithms that require it. This gives 
rise to a form of suffix tree that we refer to as a minimal suffix tree (see Figure 2.3). 
Note that we have assumed a sibling-chain representation of the tree.
Field Name Type Field Purpose
Left Label 
Right Label 
Suffix Number
Child 
Sibling 
Suffix Link
Integer
Integer
Integer
Reference
Reference
Reference
Left index into the string for this node. 
Right index into the string for this node. 
The number of the suffix to which this 
node corresponds (leaf nodes only).
The first child of this node.
The next sibling of this node.
A reference to the node corresponding to 
the suffix link rule for this node.
Table 2.1: The fields of a Suffix Tree node.
C onstruction
Several algorithms exist for the construction of suffix trees. Most notable are the linear­
time (with respect to the length of the string) construction algorithms of Weiner [102], 
McCreight [81] and Ukkonen [100]. A simpler algorithm, which we refer to as naive 
construction, is also used as it is more straightforward to implement and its behaviour is
10Note that the left and right labels of a suffix tree node may refer to any substring of the original 
text that matches the branch’s label; however all practical construction methods allocate the labels in 
a predictable manner.
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Figure 2.3: A Minimal Suffix Tree for the string C A G G A G G A T S.
preferable in some situations. We now summarise both naive and Ukkonen’s algorithms.
N aive C o n s tru c tio n  To achieve naive construction of a suffix tree, simply add each 
suffix in turn to the growing tree. This is equivalent to adding a set of strings into 
a PATRICIA tree. To insert a suffix into the tree, it is necessary to first work down 
a unique path matching characters from the suffix. This continues until no further 
matches are possible and since no suffix can be a prefix of any other suffix, we will not 
yet have matched the entire suffix. The remainder of the string is then added to the 
tree by either adding a new child to the current node (if the first mismatch occurs at 
the end of a node’s label) or by splitting the branch leading to the current node. The 
worst case running time of the naive construction algorithm is 0 ( n 2), for a string of 
length n. However, the average case running time has been shown to be O (nlogn) for 
suitably random data (biological sequences are commonly believed to fall within this 
category) [7],
L in ear-T im e C o n s tru c tio n  Linear-time construction of suffix trees was first pre­
sented by Weiner [102], however the algorithms of McCreight [81] and Ukkonen [100] 
(which can be shown to be a variant of McCreight’s algorithm) are generally preferred 
due to their more prudent use of main memory. In Ukkonen’s algorithm, the tree is 
constructed by processing each letter of the string in turn, working from character 1
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through to character n. In order to achieve linear-time construction, it is necessary to 
avoid traversing the tree from the root node upon the insertion of each new character. 
This is achieved by maintaining the suffix link (see Definition 7) at each node so that 
a direct path can be followed to each node that requires updating after adding the 
character at position j  (these are the nodes whose path from the root node is labelled 
S (i..j  — 1 ),Vi.i < j) .  This path is known as the boundary path. Ukkonen defines two 
points on the boundary path tha t determine how the nodes are updated. Each node 
before the active point is a leaf node and is simply extended to incorporate the new 
character. For each node from the active point to the endpoint, a new branch is created 
(the endpoint is excluded). The nodes on or after the endpoint do not need updated.
D efin ition  7 Let x a  denote an arbitrary string, where x  denotes a single character 
and a  denotes a (possibly empty) substring. For an internal node v with path-label xa , 
there is another node s{v) with path-label a  and a pointer from v to s(v) is called a 
suffix link.
S earch
Given a completed index over a text, suffix trees can be used to solve the exact matching 
problem in 0(Z+m) time, where I is the length of the target pattern and m  is the number 
of matches (provided that alphabet size can be regarded as a constant). This is achieved 
by matching the target pattern against a unique path through the tree until either of 
the following is found: a path matching the complete target pattern (in which case the 
target pattern is present in the original text); or a mismatch (in which case the target 
pattern is not present in the original text). This step requires at most 0(1) comparisons 
between the pattern and the tree. If the target pattern is found to be in the text, each 
occurrence of it in the text can be located by visiting each leaf node below the point 
at which the complete target pattern was found in the tree. This can be done in 0(m )  
time. This technique can be directly extended to support more complex queries, such 
as longest common substring. Additionally, it has been shown that suffix trees can be 
employed to accelerate approximate matching algorithms [89, 88].
2 .4 .2  Suffix  T ree V a r ia tio n s
Given the view that suffix trees are frequently too large for practical use in main 
memory and that they are unsuitable for construction on secondary memory [87], many 
alternative suffix based indexes have been proposed. Several variations of the suffix 
tree exist, many of which incur a performance penalty in order to save space. Notable
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examples include the sparse suffix tree [67], word suffix tree [6] and the table based 
implementations proposed by Kurtz [72]. Both the word suffix tree and the sparse 
suffix tree save space by only indexing a subset of the suffixes of a given text, with 
the word suffix tree indexing only the suffixes that start with a word and the spaise 
suffix tree indexing every kth suffix. Clearly, the word suffix tree is only applicable to 
situations where the text can be broken into words, making the sparse suffix tree a 
more suitable solution for DNA and protein sequences. However, minimising the size 
of the index must be carefully balanced against required levels of performance.
Kurtz proposes several table based suffix tree implementations [72]; each designed 
to exploit redundancies within suffix trees in order to provide a compact representa­
tion. The Improved Linked List Implementation was shown to be the most compact 
index for DNA sequences, occupying an average of 12.55 bytes per input character. 
This betters previous tree-based implementations by more than eight bytes per input 
character. Recent work combines this representation with lazy top-down construction, 
giving promising results [41].
2 .4 .3  O th er  S u ffix -B ased  In d ex es
Several other data structures exploit the suffixes of a text in order to provide an efficient 
index. The suffix array [80], is a simple data structure consisting of an array of the suffix 
numbers of the text sorted in lexical order together with an array of the longest common 
prefixes (leps) of adjacent elements in the suffix number array. Searching this structure 
is achieved by means of a binary search over the sorted suffixes (0(1 +  log n) time, for a 
pattern of length I and a text of length n). A related structure is the augmented suffix 
array [30], which minimises the time spent searching the array by using a suffix tree in 
order to locate the relevant section. This gives performance closer to that of the suffix 
tree (searching using this structure can be achieved in 0(1 +  log log n) time), while still 
achieving a space saving. Recent work discusses the use of suffix arrays on external 
memory [33], concluding that the development of such indexes is an under-developed 
area.
The suffix cactus [68] can be viewed as a compact representation of a suffix tree 
and, like the augmented suffix array, gives performance between tha t of the suffix tree 
and the suffix array. The defining characteristic of the suffix cactus is the joining of 
every internal node with one of its children. This reduces the overall size of the tree, 
but at the cost of a performance penalty during search: the other children must be 
accessed via two tables, the first being an alphabetical ordering of the children, and 
the second a list of the positions at which the children branch from the parent node.
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The suffix binary search tree [78, 59], indexes the suffixes of a text via a binary 
search tree, where each node is augmented with additional information in order to 
improve search performance. An empirical exploration of the suffix binary search tree 
has shown tha t it can perform comparably with the suffix tree and suffix array [61].
2 .4 .4  Suffix  T rees on  S eco n d a ry  M em o ry
It is frequently stated that use of suffix trees on secondary memory is not feasi­
ble [42, 87, 37, 68], as the associated construction algorithms perform unacceptably. 
This has prompted the development of structures, such as the String B-Tree [37], specif­
ically designed to use secondary memory in order to index large texts. However, such 
structures do not have the versatility of the suffix tree (in particular, the performance 
of approximate matching has yet to  be adequately explored). Overcoming the ‘memory 
bottleneck’ associated with suffix trees is, therefore, an im portant problem.
Two techniques have been proposed to improve the performance of suffix trees on 
secondary memory, however the applicability of these techniques to the construction 
of large indexes has not been explored. Clark and Munro [28] discuss a suffix tree 
representation that minimises the number of disk access to the structure in order to 
perform a given search. However, they do not discuss how to efficiently construct the 
on-disk index. Farach et al. [36] discuss the reduction of suffix tree creation to that of 
sorting, and subsequently optimise their algorithm in order to minimise the number of 
disk accesses. As with the work of Clark and Munro, no empirical evidence is given to 
demonstrate tha t this approach would allow the construction of indexes that greatly 
exceed the size of the available main memory.
Prefix-P artitioned  C onstruction
Hunt et al. demonstrate how to create large persistent suffix trees using an orthogonally 
persistent programming language [59, 57, 58]. This approach introduces the Prefix- 
Partitioned Construction Algorithm  (which they refer to as phased tree construction), 
a variation of the naive suffix tree construction algorithm tha t allows incremental con­
struction of the index. This algorithm performs multiple passes of the sequence to 
be indexed, with only the suffixes whose prefixes lie within a certain range being in­
serted during each pass. Thus, it is possible to choose ranges in such a manner that 
completed sections of the index can be transferred to secondary memory, allowing the 
main-memory space to be re-used. This technique has been successfully used to pro­
vide an index for up to 286 Mbp of DNA sequence data, bettering previously reported
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volumes of indexed data by a factor of thirteen. The persistence platform used during 
this work was PJam a, an orthogonally persistent variant of Java™  [10].
However, there are some limitations in the construction algorithm presented by 
Hunt et al. [58]. In particular, the method given for predicting the number of partitions 
required to index a given sequence for a fixed amount of available main memory does 
not accurately reflect the number of partitions required in practice. Hunt et al. give 
a linear relation between the number of partitions and the predicted size of the main- 
memory representation of the completed index. However, this fails to address the 
amount of main memory required to store the sequence being indexed (all suffix tree 
implementations require the indexed text to be present in main memory). The number 
of partitions required (given a fixed amount of available main memory) will grow super- 
linear ly,11 as the size of the sequence increases (as the sequence grows, so does the total 
index size, thus we are trying to create a larger index in a smaller space). Hence, the 
relationship between the number of partitions required and sequence length cannot be 
linear.
In practice, it is not possible to accurately predict the number of partitions required 
simply from the sequence length, as the number required is largely dependent on the 
nature of the sequence being indexed (also, it cannot be assumed, as Hunt does, that 
suffixes are evenly distributed across all prefix partitions). Furthermore, sequences 
containing highly repetitive substrings12 cannot be indexed using this technique and 
prefix-partitioned construction will fail in such circumstances. Overall, it can be seen 
that the rate of growth in the number of partitions required is, at the very least, worse 
than linear; however, it is not possible to give an upper bound on this value as prefix 
partitioning will fail in some circumstances.13 Given that the relationship between the 
number of partitions required and sequence length is not linear, it then follows tha t the 
phased tree construction algorithm has an average case running time of 0 (m n  +  n log n) 
and not 0 {n  log n) as claimed [58] (where n  is the sequence length and m  is the number 
of partitions). This is significant when the size of the sequence being indexed is of the 
same order of magnitude as the amount of available main memory. The distribution of 
suffixes over prefix partitions is explored in Section 4.5.1.
Another limitation of the construction technique presented by Hunt is in the method
11 Here, super-linear is used to refer to growth that is at least worse than linear.
12 Such repetitive substrings are unlikely to occur in genomic data.
13 An example where prefix-partitioned construction could fail is when indexing a sequence with a 
large substring consisting solely of one letter repeated. The section of a suffix tree corresponding to 
such a substring must lie in exactly one prefix partition, thus if this section of index is too large to fit 
into main memory then index creation will fail. (The number of partitions required will be infinite in 
such circumstances.)
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for determining whether or not a particular suffix lies within the current prefix range. 
The given method requires the evaluation of an I degree polynomial for each of m  x n  
comparisons (for a prefix length of /), whereas it is only necessary to evaluate two terms 
of the polynomial for each comparison. This avoids m x n x  [I — 2) calculations during 
index construction. A revised version of this construction algorithm is presented in 
Section 3.5.2.
Recent work has shown how McCreight’s construction algorithm [81] can be adapted 
to allow prefix-partitioned construction [24]. This is achieved by maintaining the suffix 
links of the tree in such a way tha t it is possible to follow the chain of suffix links 
during tree construction, even though not all nodes will be present (only those within 
the current sub-tree will be present). However, this algorithm does not give partitioned 
0 (n )  suffix tree construction (c.f. Brown [24]). As was the case with Hunt’s algorithm, 
multiple passes of the sequence are used in order to identify the suffixes belonging to 
the current partition and, as discussed previously, the number of partitions required 
will grow super-linearly as the size of the sequence increases (given a fixed amount 
of available main memory). Therefore, the algorithm presented by Brown [24] will 
have an average case running time of 0 (m n )  (where n  is the sequence length and m  
is the number of partitions). Applying the techniques presented in Section 3.5.2 to 
this algorithm would yield a truly 0{n) partitioned construction algorithm.14 Other 
limitations of this work are tha t no persistence mechanism is described and no method 
is given for using the suffix links over the completed tree (in order for query algorithms 
to use the suffix links it would be necessary to either modify the query algorithm for 
use with partial suffix link chains, or to impose the complete suffix link chains on the 
tree once construction is complete).
Buffering Strategies for Suffix Tree C onstruction
Two recent projects have explored the use of carefully tuned buffering strategies to 
allow the construction of suffix trees of a size that exceeds that of the available main 
memory. The first such technique is given by Bedathur and Haritsa [15], who aim to 
provide a paging mechanism that can be used with an unmodified in-memory suffix 
tree construction algorithm to achieve practical construction of large suffix trees. The 
second approach is given by Tata et al. [99] who, like Hunt, modify an in-memory suffix 
tree construction algorithm to allow construction of on-disk suffix trees. However, this 
work differs from that of Hunt as persistence is achieved using bespoke buffering policies
14 This assumes that the other claims made by Brown regarding the performance of his algorithms 
are correct (no such proof was provided).
CH APTER 2. RELATED  W O RK 30
rather than general-purpose persistence mechanisms.
Two novel paging policies, TOP  and TOP-Q , that can be used in conjunction with 
Ukkonen’s construction algorithm [100] to achieve on-disk suffix tree construction, are 
presented by Bedathur and Haritsa [15]. The first policy, TOP , is derived from the 
observation that nodes nearer the top of the tree are accessed more frequently during 
construction than those lower in the tree, thus nodes higher in the tree should be 
preferred for retention in main memory. W ithin TOP, nodes are added to fixed size 
pages in the order tha t they are created. Associated with each page is a score giving 
the average depth of the nodes contained in the page, and this score is then used 
to rank pages in order of preference for retention in main memory. However, it was 
observed that this strategy is rather inefficient when used with Ukkonen’s algorithm: 
when inserting a suffix, it is often necessary to update the parent node of the node 
where the first mismatch is found, and as such a node may be deep in the tree it will be 
on a page that is not likely to have been retained in main memory. The second policy, 
TOP-Q, aims to address this limitation by introducing an additional buffer, operating 
on a first-in first-out basis, to buffer recently evicted pages. The page containing a 
given node’s parent will have been accessed as the algorithm traverses the tree, so even 
if the page has been subsequently marked for removal from main-memory it should still 
be retained in the second-chance buffer.
Bedathur and Haritsa show tha t the use of TOP-Q can improve the performance of 
Ukkonen’s construction algorithm when used on disk [15]. However, it is not possible 
to conclude from the results presented whether or not TOP-Q is a suitable mechanism 
for constructing large suffix trees. Firstly, the volume of data used in the experi­
ment was significantly smaller than that used previously to demonstrate the use of 
the Prefix-Partitioned Construction Algorithm (70 Mbp compared to 286 Mbp [58]). 
Secondly, no comparison is given between TOP-Q and other mechanisms for construct­
ing disk-resident suffix trees. W ithout such information, it cannot be concluded that 
this approach will give adequate performance or that it will scale to accommodate the 
creation of large indexes.
Tata et al. [99] propose the Top-Down Disk-based (TDD) suffix tree construction 
technique, which is a combination of the wotdeager construction algorithm of Giegerich 
et al. [41] (a write-only top-down suffix tree construction algorithm with average and 
worst case performance equivalent to that of the naive algorithm) with a carefully 
tuned buffering policy. Four buffers are used in this system. The first two correspond 
to the string being indexed and the suffix tree respectively. The second pair of buffers 
are used to manage a list of suffixes in the order that they are to inserted in the
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tree (with one buffer used only during sorting). The first step of this algorithm is 
to allocate suffixes to partitions. Each partition is then taken in turn; the suffixes 
within the partition are sorted and added to the tree using the wotdeager algorithm. 
The key to this technique is in deciding what size each buffer should be, with those 
that are accessed randomly being allocated the greatest percentage of the available 
main memory. When constructing large indexes, the majority of the available main 
memory is allocated to the string being indexed, with small sections of the tree being 
constructed in main memory before being transferred to disk. In essence, this approach 
is equivalent to the Prefix-Partitioned Construction Algorithm: by partitioning and 
sorting the suffixes they allow the chosen construction algorithm (wotdeager) to be 
implemented in such a way that the locality of reference allows completed sections of 
the index to be transfered to secondary storage, and this is exactly what is achieved 
by the use of partitions in the Prefix-Partitioned Construction Algorithm. The main 
difference between the two techniques is in the mechanism used to transfer completed 
sections of index to disk. W ith TDD, nodes are automatically transferred to disk by the 
buffering system, whereas with Prefix-Partitioned Construction the transfer of nodes 
to disk is explicitly invoked by the algorithm.
Tata et al. [99] claim that suffix tree construction is significantly faster when using 
Top-Down Disk-based construction as opposed to H unt’s Prefix-Partitioned Construc­
tion Algorithm, despite both algorithms having the same predicted average and worst 
case running times. However, the implementation of H unt’s algorithm used for the eval­
uation appears to be fundamentally flawed. Tata et al. state that the reason Top-Down 
Disk-based construction is faster than H unt’s algorithm is because ‘H unt’s algorithm 
traverses the on-disk tree during construction, while TDD does no t’ [99]. This con­
tradicts the stated purpose of prefix-partitioned construction ( ‘data structures for the 
complete partitions can be evicted from main memory and will not be faulted back in dur­
ing the rest of the tree’s construction’ [58]), and suggests that the implementation used 
was unsuitable. Additionally, the partitioning scheme used by Tata et al. is somewhat 
inflexible and is based upon a potentially inappropriate assumption. When determin­
ing buffer sizes, it is assumed that suffixes are evenly distributed across all partitions, 
whereas this is unlikely to be true for most forms of data that the index may be used 
for (see Section 4.5.1). In addition, the number of partitions used is restricted to being 
a power of the alphabet size, which may cause significantly more partitions to be used 
than is necessary (increasing the number of partitions incurs a performance overhead 
with this algorithm).
Although the two techniques discussed above have been successful in allowing the
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construction of suffix trees that are greater in size than the available main memory, there 
are limitations to such approaches. In particular, a persistence mechanism tha t is tuned 
to support efficient index construction may not be suitable for use when the index is to 
be used to support efficient queries. Different types of query that operate over the index 
can have different access patterns, and such access patterns may differ significantly 
from that of index construction. The predictability of node accesses exhibited by the 
construction algorithms is unlikely to be repeated when the index is being used to 
answer queries (especially if several users are sharing the index) and it may not be 
possible to provide an equivalent buffering mechanism to support efficient queries using 
an on-disk suffix tree.
2 .4 .5  S u m m a ry  o f  Suffix  T ree C o n str u c tio n  T ech n iq u es
Here, we are interested in providing a suffix tree implementation that allows the index 
to be both constructed and queried when resident on secondary memory—necessary 
properties when large volumes of data are to be indexed. This precludes the use of the 
classical construction techniques of Weiner [102], McCreight [81] and Ukkonen [100], 
as these techniques do not have a locality of reference that allows for incremental 
construction using secondary memory.
Suitable locality of reference can be obtained when using the prefix-partitioned 
construction algorithm, as demonstrated by Hunt et al. [57]. Here, multiple passes of 
the sequence are required in order to allow incremental construction. Hunt claims that 
this algorithm has an O (nlogn) average case running time. More recently, Brown [24] 
applies the prefix-partitioned technique to McCreight’s algorithm, and claims that the 
resultant algorithm has O(n) average case construction time. However, the algorithmic 
analyses presented by both Hunt and Brown is flawed. Both assume that the number of 
partitions required in order to create the index is directly proportional to the sequence 
length n. However, this assumption has been shown to be false, and the average case 
running times of the two algorithms are in fact 0 {m n  +  n logn) and 0{m n). Use of a 
suitable 0{n)  pre-processing step would allow the repeated scans of the sequence to be 
avoided, and would give algorithms that match the claimed average case running times 
of both Hunt et al. [57] and Brown [24]. Additionally, both techniques rely upon general 
purpose persistence mechanisms to manage the on-disk index—such mechanisms give 
an on-disk index that is several times larger than its main-memory representation.
Tata et al. [99] and Bedathur [15] both present suffix tree construction techniques 
that make use of buffering mechanisms that have been carefully tuned to accommodate 
suffix tree construction. However, this approach is limited in that a buffering mechanism
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tuned solely to accommodate suffix tree construction may be entirely unsuitable for 
supporting index querying (especially so if a variety of different query algorithms are 
supported). Thus, the utility of this approach is likely to be limited.
Reflecting upon the limitations of the techniques presented here, a disk-resident 
suffix tree implementation should have the following properties. Firstly, it should make 
use of persistence mechanism that supports both construction and subsequent querying 
of the index when only part of the index is main memory. Secondly, the persistence 
mechanism should allow for a more compact index than that obtained using general 
purpose mechanisms. Lastly, the construction algorithm should avoid the repeated 
scans of the sequence associated with the prefix-partitioned approach given by Hunt et 
al. Overall, the index should be implemented in such a way that the operations related 
to persistence do not limit the utility of the index.
2.5 Summary
This chapter has given an overview of the use of indexes in persistent environments, 
exploring both traditional use of indexes and why it is necessary to allow the indexing 
of domain specific data within persistent systems. A critique of the use of suffix-based 
indexes with biological sequences was then given, highlighting the need for ongoing 
research within this domain. The following chapter presents the design of the Top- 
Compressed Suffix Tree, a data structure specifically designed to overcome some of the 
limitations of current sequence indexing techniques that have been identified in this 
chapter.
Chapter 3
The Top-Compressed Suffix Tree: 
D esign and Im plem entation
This chapter presents the Top-Compressed Suffix Tree (TCST), a data structure that 
has been designed to address some of the limitations identified in previous accounts of 
the use of suffix trees on secondary memory. In particular, we improve upon the work 
of Hunt, by addressing the deficiencies identified in the prefix-partitioned construc­
tion algorithm (see Section 2.4.4) and by providing a platform-independent persistence 
mechanism. Additionally, the design of the TCST exploits trends identified in the 
density of suffix trees (see Section 3.81) to allow a more efficient and compact index.
3.1 Design Criteria
Given the limitations in the use of suffix trees discussed in Section 2.4, the principal 
criteria for the design of the TCST were identified as being support for the following:
• Incremental Construction In order to allow the construction of indexes that ex­
ceed the size of the available main memory, it is required that a TCST can be 
constructed in such a way that completed sections of the index can be trans­
ferred to secondary memory allowing the corresponding main-memory space to 
be reclaimed and reused.
• Scalable Construction The TCST must support construction of indexes over se­
quences comparable in size to the available main memory, thus allowing large 
sequences to be indexed using modest computing resources.
1 These trends were identified during an exploration of the use of suffix trees with a general purpose 
persistence mechanism, a full account of which is given in Japp [62].
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• On-demand Faulting When a required section of a TCST is not present in main 
memory during a search operation, the requested section must be able to be 
efficiently identified and transferred from secondary memory to main memory.
• Eviction Management In order to support a long-running query server that ex­
ploits a TCST index, it will be necessary to remove unneeded sections of the index 
from main memory to create space to store the sections of the index required for 
the current query.
Additionally, we aim to provide a compact on-disk index representation that is not de­
pendent on a platform specific technology. By employing a bespoke persistence mech­
anism for the TCST, we can avoid the storage overhead associated with the use of 
general purpose persistence mechanisms. For example, the PJam a based suffix tree im­
plementation of Hunt [57] required some 66 bytes per character of the indexed sequence 
which does not compare favourably with in-memory suffix tree representations (such 
as those presented by Kurtz [72]). Clearly, there is scope for providing a more compact 
on-disk index.
3.2 Overview of the Data Structure
The key criteria for the design of the TCST all require the index to be structured in 
such a way tha t it can be partitioned into non-overlapping regions. This is achieved by 
replacing the nodes nearest the root of a suffix tree with a more compact array-based 
representation, which is then used together with a collection of relatively small sub-trees 
that can be manipulated independently of each other. This also gives rise to the name 
of the data structure: the Top-Compressed Suffix Tree is so named as the array-based 
representation of the top of the tree allows for a more compact index than is possible 
when using simple nodes (see also Section 3.8). This two-tiered structure is split at 
a chosen character depth c, with the first c characters of each suffix indexed via the 
array-based representation and the remainder of each suffix indexed via the sub-trees. 
By arranging the structure in this way, we avoid having to read in large data structures 
in order to perform simple queries, as only the required array entry and corresponding 
sub-tree are necessary.
Each sub-tree will correspond to a unique c-character prefix p , and is equivalent 
to the sub-tree that would be located by matching p in a suffix tree. The collection 
of sub-trees can be viewed as the set of sub-trees that would be formed by cutting a 
suffix tree at a character depth c. Each sub-tree is associated with exactly one entry
CHAPTER 3. TCST: DESIGN AND IMPLEMENTATION 36
in the array based representation of the top section of the data structure, and each 
entry in the array will either be null or be associated with exactly one sub-tree. This 
relationship is achieved by encoding each c-character prefix as a unique integer, which 
then gives the index of the array element. Additionally, the prefix codes are used to 
delimit partitions during prefix-partitioned construction. A detailed description of the 
relationship between the two-tiers of the structure is given in Section 3.3.
3.3 In -M e m o ry  R e p re s e n ta t io n
Figure 3.1 illustrates a complete in-memory TCST for the string C A G G A G G A T S, 
and is the equivalent TCST to the suffix tree shown in Figure 2.3. This TCST has been 
split at a character depth of two, a value that will increase as the size of the sequence 
being indexed increases. The illustration shows the implicit labelling of the array based 
representation of the top of the data structure. Furthermore, it can be seen tha t the 
array is represented using a two-level structure—the reasons for this, and the purpose 
of each level, are discussed in Section 3.3.2. It should be noted that TCSTs do not 
index the final c — 1 characters of the sequence (in this example, the final character of 
the sequence, T, is not present in the index): this issue is addressed in Section 3.6.2. 
Each aspect of the TCST is discussed in greater depth in the remainder of this section, 
providing a complete description of the data structure.
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Figure 3.1: A main-memory resident Top-Compressed Suffix Tree for the string C A - 
G G A G G A T $.
CHAPTER 3. TCST: DESIGN AND IM PLEM ENTATIO N 37
3 .3 .1  D e n se ly  C o d in g  th e  A lp h a b e t
In order to provide a unique integer for a c-character prefix, we are first required to use 
a dense coding for our alphabet. A dense coding for an alphabet of size a will range 
from 0 through to a — 1. So, for our four letter DNA alphabet we would have the 
following: A =  0, C =  1 ,G  =  2 and T  =  3. Now the letters of a c-character prefix 
can be used as the coefficients in a c-degree polynomial, which gives a unique integer 
when evaluated. For example, the four character prefix of a string S , using an alphabet 
of size a, can be encoded as: (((^[l] x a +  S[2 ]) x a  +  S[3]) x a + S'[4]). This method 
of evaluating a polynomial is known as Horner’s Method [22]. This single integer can 
then be used to locate a required sub-tree in the top section of a TCST.
When calculating the codes for successive prefixes (which would happen during 
index construction) it is possible to transform one code into the next using fewer cal­
culations than would be required to compute the value of the complete function. For 
example, if we currently held the code for the twelve character prefix starting at po­
sition ten in the sequence, we could obtain the equivalent code for the prefix starting 
at position eleven as follows: (((p — *S'[10] x ac_1) x a) +  <S'[22]), where p  is the current 
prefix code, S  is the string, a is the alphabet length, and c is the prefix length. Note 
that the value of ac~l is constant, and is only calculated once. This avoids n  x (c — 2) 
calculations during each pass of the sequence being indexed (for a sequence of length 
n  and a prefix length of c), providing a significant performance boost over implemen­
tations tha t evaluate the complete polynomial for each prefix (such as that described 
by Hunt [57]).
3 .3 .2  T w o -L ev e l A rrays
Logically, all sub-trees will be stored in a linear array with their position determined 
by the polynomial technique discussed in Section 3.3.1. However, the array will be 
relatively sparsely populated and its size (given by ac, where a is the alphabet size and 
c is our chosen prefix length) is likely to be large (as sequence length increases it is 
expected tha t c will increase correspondingly). Hence, a two-level array is chosen in 
preference.
A two-level array of capacity x  is addressed, from 0 to x  — 1, as though it were a 
linear array. However, it is actually split into two distinct parts: a backbone of size 
d l (where d l < ^x) and up to dl ribs of size d2 =  \x /d l \?  Each rib is allocated on
2The terms backbone and ribs are chosen as a two-level array resembles a rib cage if the second-level 
elements are illustrated as being perpendicular to the first-level element.
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demand, therefore giving a more compact solution than a one-dimensional array (when 
sparsely populated). When used within a TCST, typical two-level array capacities 
ranged from 390,625 when using a compressed depth of eight through to 244,140,625 
when using a compressed depth of twelve (58 and 512 respectively, assuming an alphabet 
size of five). Note that the value chosen for c (the compressed depth) is expected to 
increase as sequence length increases.
The i th element in a two-level array can be accessed using the following two steps. 
Pick out the appropriate rib: this will be element [i/d2\ in the backbone. Then select 
the appropriate entry in the located rib (if present), which will be element i mod d2.
Figure 3.2 shows how a set of data values can be stored in both a linear array and a 
two-level array. Both arrays shown have twenty potentially usable ‘locations’ available, 
of which only six are used. The two-level structure is comprised of a backbone of size 
five and three ribs of capacity four. In this small example we make a space saving of 
three units, but with much larger structures the space saving will be more substantial 
(given an appropriate choice of backbone and rib size, which can be determined through 
experimentation).
The two-level array of the TCST shown in Figure 3.1 indexes the first two characters 
of each of the suffixes, thus giving an supported range of zero to fifteen. A backbone 
size of three and rib size of six has been used in this example. The (implicit) prefix 
labels on the diagram show how prefixes relate to entries in the two-level array.
3 .3 .3  Suffix  S u b-T rees
The sub-tree representation used in the TCST is based on the minimal suffix tree (see 
Figure 2.3). Furthermore, two specialised node types are provided, corresponding to 
those with children (internal nodes) and those without (leaf nodes). This avoids fields 
being present in nodes where they are not needed. Note that it is possible to introduce 
further node types, in particular node types corresponding to the two already given, 
but without sibling references. However, for reasons of simplicity it has been chosen 
not to do this here. The node definitions used within this work are given in Table 3.1.
Node Type Fields (with corresponding types)
Internal Node 
Leaf Node
Left Label (Integer), Sibling (Reference), 
Child (Reference)
Left Label (Integer), Sibling (Reference)
Table 3.1: Suffix Sub-Tree node definitions.
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Storing data values in a linear array
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
= Non-Empty Element
Storing the same data in a two level array
Backbone
Ribs
Figure 3.2: Contrasting storing a sparse set of values in a linear and a two-level array.
3.4 R e p re s e n ta t io n  on  S e c o n d a ry  S to ra g e
The Top-Compressed Suffix Tree was designed to be used as a disk-based index. The 
combination of sub-trees and the two-level array make mapping this structure to and 
from disk quite simple. The disk-based index consists of a number of files, each with 
the same basic structure. Each file has a name of the form x_y where x and y are the 
start (inclusive) and end (exclusive) of the range of prefixes indexed in that hie. An 
in-memory index to the available hies is be created upon starting a new server instance. 
Additionally, there may be a descriptor hie which can store index meta-data (including 
which sequence has been indexed and values for operational parameters). Note that it 
is assumed that only one index of this form is stored in any given directory.
3.4 .1  B a ck b o n e  and R ibs
The elements of the two-level array arm stored on disk as a series of hie offsets, thus 
allowing random access to the required sections of the index. The hrst y — x  entries 
in each hie represent the corresponding section of backbone, with each entry giving an 
offset into the hie for the location of the corresponding rib (null ribs are marked with a
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negative offset). Following the backbone are all the ribs and sub-trees reachable from 
that section of the backbone.
Ribs are written to disk in a similar way to backbone sections, with rib entries 
consisting of offsets (from the start of the rib) giving the location in the file of the 
marshalled sub-tree. Again, null entries are marked with a negative offset. The sub­
trees reachable from a given rib immediately follow the series of offsets for that rib. 
Figure 3.3 illustrates how the TCST of Figure 3.1, is represented on disk. The file 
offsets representing the two-level array are shown, assuming that 32-bit integers are 
used. Note that we have only shown one partition here, whereas for large indexes the 
index would be spread over several hies.
24 44 24
Key:
B ack b on e Entries 
(x = file offset)
Rib Entries 
(x = file o ffset)
M arshalled S u b -T r e e s
Figure 3.3: Disk representation for a region of a TCST.
3 .4 .2  M arsh a ll in g  Sub-T rees
The serialised representation for each of the index’s sub-trees is achieved by using a 
simple recursive marshalling algorithm. On disk, each sub-tree node requires one byte to 
identify the node’s type and one integer to store the node’s left label. Where present, 
the child node and sibling of a given node are written out recursively (depth first). 
In order to avoid storing null nodes (and thus save space) we introduce two further 
node types which correspond to the two node types give in Table 3.1, but without 
sibling references. The arbitrarily chosen identifiers for the four node types are given 
in Table 3.2.
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Node Type Identifier
Leaf Node 10
Leaf Node (without Sibling) 11
Internal Node 12
Internal Node (without Sibling) 13
Table 3.2: On-disk node type identifiers.
3.5 Construction Algorithms
The main requirement of an algorithm used to build a TCST is that it must have good 
locality—when a section of the index is complete we must be able to transfer it to 
secondary storage without requiring access to this section later during index construc­
tion. This requirement precludes the use of the original 0 (n )  construction algorithms 
of Weiner [102], McCreight [81] and Ukkonen [100].
Four TCST construction algorithms, each based on the naive suffix tree construction 
algorithm [48], are given here. The first is a variation on the phased tree construction al­
gorithm of Hunt et al. [57]. The next algorithm given is the Improved Prefix-Partitioned 
Construction Algorithm. This algorithm eliminates the redundant multiple passes of 
prefix-partitioned construction, giving greatly improved performance whenever a large 
number of partitions are required in order to create the index. Finally, both of the 
previous algorithms are extended to allow multi-threaded and distributed TCST con­
struction.
3 .5 .1  P r e f ix -P a r tit io n e d  C o n stru c tio n
To achieve incremental construction we must be able to split the complete task into 
jobs tha t can be processed independently. This can be accomplished by allocating non­
overlapping ranges of prefixes, for which the corresponding part of the index can be 
constructed without reliance on parts of the structure tha t do not lie within the current 
range. For instance, if we were to partition the construction of the data structure shown 
in Figure 3.1 we could choose the following ranges: [0. .5] , [6. .11] and [12. .15] 
(which are equivalent to [AA..  CC] , [CG. . GT] and [TA. . TT]), and build each of these 
sections of the index independently.
The Prefix-Partitioned TCST Construction Algorithm is similar to the phased tree 
construction algorithm of Hunt et al. [57], but with two notable differences. The first is 
that the insert operation used differs from the standard suffix tree insert as it must make 
allowance for the presence of the two-level array. The second difference is that in order
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S tep  1: All su ffixes in the first partition h ave b een  Step  2: T he first o n -d isk  partition is com p lete,
ad ded  to the in -m em ory  TCST. and the se c o n d  in -m em ory  partition filled in.
S tep  3: T he First two parititions are com p lete  on disk, S tep  4: The TC ST is com p lete  on disk, and the
and the final in -m em ory  partition is created . in -m em ory  representation  can  b e cleared.
Figure 3.4: Incremental TCST construction with three partitions.
to avoid redundant calculations the current prefix code is advanced to reflect the next 
prefix using the technique given in Section 3.3.1. Figure 3.4 illustrates prefix-partitioned 
construction of a TCST using three partitions and shows the relationship between the 
in-memory structure and the disk-based partitions. The complete algorithm is given in 
Figure 3.5.
Inserting a given suffix into a growing TCST first requires the current contents of 
the two-level array to be examined. If the entry at the position for the suffix’s prefix
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set c to be the compressed depth of the TCST 
create list of non-overlapping prefix ranges 
for each prefix range loop
calculate code for the first prefix 
for i in 1 to SequenceLength loop
if prefix code in current prefix range then 
{ We now insert the suffix }
if two-level array entry for code is null then 
create new node with left label i+c 
add created node to two-level array 
else
get sub-tree for current prefix code 
insert suffix i+c to sub-tree 
end if 
end if
advance prefix code to next position 
end loop
transfer index section to disk 
reclaim main memory 
end loop
Figure 3.5: The Prefix-Partitioned TCST Construction Algorithm.
code is null, then we simply create a new leaf node with a left label equal to i +  c (where
i is the suffix’s position and c is the compressed depth) and add this to the two-level 
array. Note that this may result in a new rib being allocated in the two-level array. 
Alternatively, if a sub-tree is found at the relevant position in the two-level array then 
suffix i +  c is added to the sub-tree.
C hoosing the N um ber o f P artitions
In order to use this algorithm, it must be possible to establish the number of partitions 
required to index a given sequence. If it can be assumed tha t the c-character prefixes of 
the suffixes of the sequence being indexed are uniformly distributed, we can derive the 
number of partitions required to construct the index. For a given amount of available 
main memory A mm, the number of partitions m  will be as follows:
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where Z mrri is an estimate of the overall size of a main-memory resident instance of the 
index and N mm is the size of the sequence representation in main memory. Note tha t as 
the sequence length (and therefore N mm) grows, the amount of available main-memory 
tha t can be used to construct the index sections (which is given by A mm — N mm) will 
decrease, thus the number of partitions required will grow super-linearly (c.f. Hunt 
et al. [58]). However, our assumption regarding the distribution of suffixes over the 
partitions does not always hold true for genomic data,3 so the required number of 
partitions can exceed the predicted value (see Section 4.5).
3 .5 .2  Im p roved  P r e fix -P a r tit io n e d  C o n str u c tio n
The Prefix-Partitioned TCST Construction Algorithm has an average case running time 
of 0 (m n  +  n logn) (see Section 2.4.4). When m  (the number of partitions) is small 
this is equivalent to the average case running time of the naive suffix tree construction 
algorithm. However, if indexing a given sequence for a particular amount of main 
memory requires numerous partitions the 0{m n) component of the running time can 
dominate. The algorithm given in the previous section requires one complete scan of 
the sequence for each partition. This can be avoided by pre-processing the sequence in 
such a way that the suffix numbers of the sequence can be grouped according to which 
partition they correspond to. This pre-processing stage can be performed in 0(n )  time, 
thus the overall running time of the Improved Prefix-Partitioned TCST Construction 
Algorithm is 0 (n  log n). Figure 3.6 gives an overview of the improved algorithm.
Pre-P rocessing Stage
The overall aim of the pre-processing stage is to create, in linear time, a list of the suffix 
numbers of a sequence grouped according to which prefix partition they lie within. For 
larger sequences it may not be possible to hold this ordered list in main memory, thus 
a technique for constructing this list on secondary memory is required. The simplest 
method for achieving this is to maintain one file for each partition, and periodically 
append each of the partial lists held in main memory to its corresponding file (and 
subsequently clearing the in-memory lists). This has the advantages of being straight­
forward to implement and only requiring one pass of the sequence. However, when 
dealing with a large number of partitions this method would necessitate the manipu­
lation of many files, which may result in unwanted performance overheads. Hence, an
3Although DNA data is pseudo-random in nature, a given sequence may have features which lead 
to the number of suffixes falling within certain partitions to exceed the amount estimated.
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create list of non-overlapping prefix ranges
{ Begin pre-processing stage } 
calculate code for the first prefix 
for i in 1 to SequenceLength loop
allocate suffix i to its prefix partition 
advance prefix code to next position 
end loop
{ Begin TCST construction } 
for each partition loop
for each suffix in partition loop 
insert suffix 
end loop
transfer index section to disk 
reclaim main memory 
end loop
Figure 3.6: The Improved Prefix-Partitioned TCST Construction Algorithm.
alternative algorithm which builds the complete list incrementally using one file is now 
given.
In order to construct the grouped list of suffixes incrementally using one file, we 
must first know how many suffixes lie within each partition. This can be achieved 
by performing one complete scan of the sequence, and tallying the number of suffixes 
within each partition. Once complete, the size of each partition list is retained in main 
memory. This sizing pass is necessary so that appropriately sized gaps can be left when 
writing out the partial lists to disk. A second scan of the sequence is then used to 
allocate suffix numbers to partitions. Allocating a suffix number to its partition simply 
consists of appending the number to the end of the linked list corresponding to that 
partition. A reference to each of the linked lists is held in an array, and the required 
linked will be entry l ^partMze6  ^ (w^ere prefixCode is the prefix code of the current 
suffix and partSize is the size of each partition).
Periodically, the current contents of each list will be transferred to disk, leaving 
suitably sized gaps in the file so tha t the as yet unallocated suffixes can be inserted 
at the appropriate locations. Note that writes to disk will be contiguous with the 
occasional (strictly forward) jump. Additional information regarding the start and end
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After first output:
After interm ediate output:
After final output:
Key:
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Figure 3.7: Incrementally grouping suffixes on secondary memory.
point of each partitioned list will be present at the start of the file. Note that during 
both passes of the sequence only a small section of the sequence need be present in 
main memory, thus the majority of the available main-memory can be used to create 
the suffix lists. Additionally, this means that the need to write to disk does not become 
more frequent as sequence length grows. Figure 3.7 illustrates how the contents of 
the file change to reflect the growing lists during the second pass of the sequence and 
Figure 3.8 contains the complete two-pass suffix grouping algorithm.
3 .5 .3  P ara lle l  C o n s tru c t io n
Both the Prefix-Partitioned and the Improved Prefix-Partitioned TCST Construction 
Algorithms can be extended to allow each partition of the index to be constructed in 
parallel. For the original prefix-partitioned algorithm this allows each sequence scan 
to be undertaken in parallel, whereas with the improved prefix-partitioned algorithm 
it is the creation of the TCST partitions from the grouped suffix lists that is computed 
in parallel. The techniques given here apply to both algorithms, although in the case 
of the Improved Prefix-Partitioned TCST Construction Algorithm we assume that the 
grouped list of suffixes has already been created.
As the prefix ranges used during construction are non-overlapping, there will be no 
contention for access to sub-trees or access to a given entry in the two-level array. The
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for each partition loop 
create empty list 
set list size to 0 
end loop
{ Begin sizing pass }
calculate code for the first prefix
for i in 1 to SequenceLength loop
increment size of list to which code belongs 
advance prefix code to next position 
end loop
write out list size information
{ Begin allocation pass } 
calculate code for the first prefix 
for i in 1 to SequenceLength loop
add i to the list to which this code belongs 
advance prefix code to next position
{ Check available memory } 
if free memory below threshold then 
for each partition list loop
transfer partial list to disk 
reclaim memory 
end loop 
end if 
end loop
Figure 3.8: The Two-Pass Suffix Grouping Algorithm.
only data tha t is required by each process is the sequence being indexed, and as this is 
read-only data it can be shared safely. It would be possible for two threads to interfere 
if they both required access to a particular rib in the two-level array (this could happen 
if a range boundary is in the middle of a rib) and both threads attem pt to create the 
rib at the same time. This problem can be avoided by choosing range boundaries that 
correspond exactly to the start and end of ribs.
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M ulti-T hreaded C onstruction
Given the observations above, all that is required to achieve multi-threaded TCST 
construction is to provide a suitable method of co-ordinating the various threads. The 
required number of build threads will be created, each having access to a job queue that 
has been populated with the partitions that have to be processed. Each thread will then 
take one job at a time from the queue, process that job (i.e. build the corresponding 
section of the TCST) and finally report back to the queue that the job has been 
completed and attem pt to dequeue another job. The main loop (i.e. the one that 
populates the job queue) will wait until the queue reports that all jobs have been 
completed.
D istributed  C onstruction
Multi-threaded construction can easily be extended to allow simple distributed con­
struction, which can vastly improve the total time required to create a large index. 
The job queue described in the previous section is replaced with a central job server 
that provides build clients with details of the current sequence to be indexed and where 
to store completed sections. The job server will also allocate partitions to build clients 
and report when all jobs have been completed. Note tha t each distributed build client 
can be multi-threaded if desired. This assumes that all machines share a common file 
system (to provide access to the sequence to be indexed and for storing the completed 
sections of index).
To construct an index using this technique requires three steps. Firstly, details of 
the current index to be constructed are supplied to the job server (this consists of the 
location of the sequence file, the location of the output directory, how many partitions 
are used, the location of grouped list of suffixes—if using the improved prefix-partitioned 
algorithm—and other implementation specific information). Next, the job server will 
add details of the partitions to be indexed to the job queue. Finally, the build clients 
are invoked: they will query the job server for details of the work to be done, and report 
back after each partition has been processed.
3.6 Exact M atching over the TCST
Exact matching using a TCST is performed using a similar algorithm to that which is 
used for traditional suffix trees. However, the presence of the two-level array (which 
implicitly represents the first c characters of every suffix) must be dealt with. This
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results in search targets that are longer than c characters being treated differently to 
search targets that have c characters or fewer. The following descriptions assume that 
the relevant parts of the structure are already resident in main memory—a description 
of how to transfer the structure from secondary storage to main memory is given in 
Section 3.7.
3 .6 .1  T arget P a tte r n s  L onger th a n  th e  C o m p ressed  D e p th
When searching for a target pattern of more than c characters, we are first required to 
calculate the prefix code for the first c characters of the pattern using the technique 
given in Section 3.3.1. The location in the two-level array corresponding to this prefix 
code is then examined. If there is a sub-tree present at this location, then the first c 
characters of the search target have been matched. The remainder of the search target 
is then matched (or not) using the algorithm given in Section 2.4.1. If no sub-tree is 
present then there are no matches in the sequence for the given search target. This 
algorithm is given in Figure 3.9. Note that if it is only required to test for the presence 
of the string, and not to report each occurrence, then it is not necessary to traverse the 
tree—we can simply return true or false as soon as either the first mismatch is found 
or the complete target pattern has been matched.
3 .6 .2  T arget P a tte r n s  S h o rter  th a n  th e  C o m p ressed  D e p th
Target patterns that are equal in length, or shorter than, the compressed depth c are 
matched (or not) by examining the presence of sub-trees in the corresponding entries 
in the two-level array. If one or more sub-trees are located, we have matched the target 
pattern and the locations of the matches are found by traversing each sub-tree. If no 
sub-trees are found, then the target pattern has not been matched.
For a given target pattern, we must check every location in the two-level array that 
is ‘prefixed’ by the target string. This is accomplished by calculating both the starting 
position and the size of the range of entries in the two-level array to be scanned. The 
size of this range is given by ac-/, where a is the alphabet length, c is the depth of the 
compressed region and I is the length of the search target. The start point of the range 
is the product of the range size and the polynomial code for the target string. Now 
we can scan the range of entries to locate the relevant sub-trees. Note that wherever a 
null rib is encountered, we can skip d2 entries in the range being searched. For a target 
pattern  of exactly c characters, the size of the range to be explored will be exactly one 
entry (if c =  Z then ac~l =  1).
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initialise result set
calculate code for c-character prefix of query 
if two-level array entry for code is null then 
return empty result set 
else
get sub-tree for code
match remainder of query using the sub-tree 
if miss-match found then 
return empty result set 
else
traverse sub-tree adding locations to result set 
end if 
end if
return result set
Figure 3.9: Finding all occurrences of query string longer than the compressed depth 
using a TCST.
It is worth noting that a TCST implemented as described would not provide a 
means for locating matches in the final c — 1 characters of the sequence.4 Thus, when 
searching for target patters of less than c characters we must use another technique for 
locating matches at the tail end of the sequence. One solution is to use another search 
technique, such as the Boyer-Moore algorithm [48], or by building a suffix tree for the 
final few characters. Alternatively, we could add c dummy characters to the end of 
the sequence (a sequence of c separator characters5 would not be searched for, hence 
would not interfere with results) allowing all meaningful suffixes to be entered into the 
index. The complete algorithm for finding all the occurrences of a target pattern of 
length less than or equal to the compressed depth is given in Figure 3.10. Note that if 
we are solely testing for the presence of the string, and not locating each occurrence of 
the query string, then we can simply return true as soon as a sub-tree is found, thus 
avoiding scanning the complete range of possible locations in the two-level array.
4The final c — 1 suffixes are not entered into the TCST as we cannot calculate a c-character prefix 
for such suffixes and hence cannot allocate them a location in the two-level array.
5A separator character is used to separate sections of the sequence, such as those corresponding to 
individual chromosomes.
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initialise result set
set length to be query length 
calculate code for complete query 
if length = c then
if two-level array entry for code is null then 
return result set 
else
get sub-tree for code
traverse sub-tree adding locations to result set 
end if 
else
{ Match against the TCST }
set size to be power(alphabetLength,c - length) 
set start to be code * size 
set end to be start + size - 1 
for i in staxt to end loop
if two-level array entry i is not null then 
get sub-tree for i
traverse sub-tree adding locations to result set 
end if 
end loop
check for match in last c characters of sequence 
end if
return result set
Figure 3.10: Finding all occurrences of query string of length less than or equal to that 
of the compressed depth using a TCST.
For particularly short target patterns, it may be found that the performance of 
this technique will be marginally worse than tha t of a suffix tree. However, if such 
short target patterns are of particular interest (which is rarely the case) the size of the 
compressed depth can be chosen accordingly (a shorter compressed depth will result 
in smaller ranges to be explored). Additionally, for particularly short search targets it 
may be preferable to serially scan the sequence rather than making use of an index. 
Section 4.6.3 explores the performance of finding short target patterns.
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3.7 Incremental Faulting
Given that one of the aims of this data structure is to support the use of indexes that 
are larger than the available main memory, it is clearly not possible to always expect a 
desired section of the index to be present in main memory. This prompts the need for 
incremental faulting—bringing in sections of the index on demand.
All faulting actions take place upon access to the two-level array. The contents of 
the two-level array are essentially a cache of the disk-based index, with some sub-set 
of the index’s sub-trees being present in main memory at any given time. Thus, with 
a TCST, faulting consists of identifying a required sub-tree that is not currently in 
main memory and transferring that sub-tree (if it exists) from disk to main memory. 
Note tha t there are many alternative schemes that can be used to manage faulting. 
The scheme given here gives the basic faulting operation for the TCST, which may be 
extended to suit particular applications.
The absence in main memory of a required sub-tree is indicated by attem pting to 
access a null rib in the two-level array, or by locating a null entry in a rib of the two- 
level array. In both cases faulting begins by accessing the relevant backbone entry on 
disk (after selecting the correct partition for the entry). In the first faulting case it 
is possible that this entry may lead to a null rib (as indicated by a negative offset), 
meaning that the requested sub-tree is not present in the index. If the entry indicates 
that a rib is present (as is guaranteed in the second faulting example), we then access 
the on-disk representation of the rib. If the relevant entry in the on-disk rib indicates 
a null sub-tree (negative offset) the sub-tree is not present in the index and no further 
action is required. If a sub-tree offset is found, we then seek to that position and 
transfer the on-disk sub-tree to main memory and enter the sub-tree at the correct 
location in the two-level array. Note that in the first faulting case this will also require 
the creation of a new (empty) rib. Figure 3.11 illustrates the first faulting case, where a 
new rib is created prior to the faulted in sub-tree being added to the in-memory index.
Known N ull Entries
Here we have used null entries in both the backbone and ribs of the in-memory two-level 
array in order to indicate sections of the index that are not in main memory. We also 
need to distinguish between entries that are known to be null (i.e. are not part of the 
index) and entries that are not yet known (i.e. those that require the on-disk index to 
be examined). This can be achieved by having all ‘known null’ ribs point to one object 
that represents a null rib. This incurs no space overhead as all such references point to
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Figure 3.11: Sub-Tree faulting in a TCST.
one trivial object and will help avoid unnecessary disk access. A simple equality test 
can then be used to distinguish between known null entries and valid entries. A similar 
technique can be used for sub-trees.
3.7.1 E v ic t io n  M a n a g em en t
When supporting a long-lived query server we would aim to use nearly all of the avail­
able main memory to cache the disk-based index (as this would improve performance). 
However, we must also provide a means for releasing memory to allow continuous op­
eration. This can be achieved by monitoring the current free memory, and when this 
goes below a threshold value we choose sections of the two-level array to evict. Evic­
tion is achieved by setting entries in the two-level array to ‘null’ and allowing them 
to be garbage collected. Regions will continue to be evicted until the amount of free 
memory is above the set threshold. Currently active sub-trees (i.e. those being used to 
answer a current query) will not be garbage collected until the query is complete. Any 
appropriate strategy can be used to determine which range of entries to set to null,
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including random, round-robin and second chance.
3.8 Justification of Design
The design of the TCST reflects some assumptions about how such an index is to be 
used. In particular, this data structure has been designed to be a write-once read-many 
index. If the indexed data changes we will have to dispose of the current index and 
create a new index over the revised data. Most suffix based indexes follow this trend: 
it can be shown tha t updating a suffix tree for a dynamically changing text has a lower 
bound equal to that of suffix tree construction [12]. However, when indexing texts 
that either do not change or infrequently change this is not a problem, so long as index 
creation is not longer than the period of text revision. Genomic data can be classified as 
reference data (finished sequences are rarely altered, although errors may be corrected, 
and draft sequences are typically revised only a few times each year). Thus, this form 
of index is suitable for genomic sequence data.
As commented on in Section 3.6.2, searching for a particularly short target pattern 
(say less than four characters long) may not be efficient using this index, and it may 
be preferable to serially scan the sequence. However, such short queries are rarely 
of interest to those working with genomic data as the number of results produced by 
such a query would be very large (up to hundreds of millions of results for a 3 Gbp 
sequence) and beyond useful analysis. Additionally, the index can be tuned at the point 
of construction to improve the performance of finding short target patterns (lowering 
the value of the compressed depth is expected to give improved performance for short 
queries) and a serial algorithm could be provided as a complement to searching using 
the index for this case. Initially, this structure has been designed to solve matching 
problems, and may not be directly suited to pattern discovery.6
The decision to represent the first c characters of each prefix via a two-level array 
rather than using tree nodes was based upon two observations. The first is that in 
order to allow sub-trees to be treated independently we need to be able to represent 
the top part of our index in such a way tha t there is no contention when indexing each 
partition. The second is that the density of suffix trees is at its greatest nearest the 
top of the tree.
When using H unt’s partitioned tree for an index requiring several partitions, it can 
be seen that the nodes near the top of the tree may be shared between more than one
6Pattern Discovery aims to find new patterns in a given set of sequences with the hope that such 
patterns may be important in determining the biological function of the sequences [23].
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partition. If we consider the case when eight partitions ( [AA. . AC] , [AG. . AT] through 
to [TA. .TC] , [TG. .TT]) are used, it is clear that each node at a depth of one will be 
shared between two partitions and that the number of shared nodes will increase as 
the number of partitions increases. General purpose persistence mechanisms, such as 
PJam a, can resolve such issues when creating the index on disk, although contention 
for access to nodes would still require consideration if multi-threaded construction is 
desired. Additionally, when using bespoke persistence technology, such sharing of nodes 
between partitions would require a more complex disk-based index. Thus, by choosing 
an array based representation for the top of the index such contention is avoided as no 
two partitions will share an entry in the array.
Through examination of two different measures of tree density, it can be seen that 
the top of a suffix tree is considerably more dense than the deeper sections of the tree. 
Figure 3.12 shows that for a range of suffix trees7 the number of nodes at each depth 
grows rapidly until a depth of between eleven and thirteen is reached (a node is said to 
be at depth x  if the length of the path label to that node is x). Thus, a sizeable amount 
of memory will be used to represent nodes that are near the top of the tree—in fact, 
it was found that the top twelve layers typically accounted for one third of the total 
space occupied by the tree. This suggests that a more compact representation may be 
possible and that the performance of finding large target patterns could be improved 
by allowing more direct access to deeper parts of the index. Figure 3.13 shows the 
number of prefix combinations found within each sequence for prefix lengths in the 
range one to thirty when using an alphabet of five characters (this is expressed as a 
percentage of the theoretical maximum). From this it can be seen that the percentage 
of prefix combinations present within each sequence drops rapidly, reaching less than 
50% at a depth of three and less than 1% at a depth of thirteen. An array-based prefix 
representation will be sparsely populated: thus, the two-level array is chosen as it can 
be tailored to provide a compact representation of a sparsely populated array. If, for a 
given sequence, it is possible to use an alphabet size of four (i.e. the sequence contains 
no ‘unknown’ characters) then the percentage of prefix combinations used at each level 
would be higher, significantly so for short depths. However, the density would still drop 
rapidly as prefix length increases.
7The sequences used in this section range from 3 Mbp to 27 Mbp in length, and will be discussed 
in Section 4.2.
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Figure 3.12: Density of suffix trees for path lengths 1-30 as number of nodes at each 
depth.
3.9 Im plem entation Notes
The previous sections introduced the Top-Compressed Suffix Tree, giving details of both 
data structure and algorithms. We now go on to discuss notable aspects of the TCST 
implementation used to provide the performance analysis given in Chapter 4. The 
primary language used for this implementation was Java™  (version 1.4.1), a platform 
independent object-oriented language (see Section 1.4.1).
The various components that constitute this TCST implementation can be split into 
five main categories: sequence representation, which deals with encoding and decoding 
of both sequence and alphabet; the distributed server, which co-ordinates parallel index 
creation; a TCST construction algorithm implementation; the persistence layer, which 
manages all file related activity; and finally, the query engine which supports exact 
matching over a disk-based TCST.
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Figure 3.13: Prefix density for prefix lengths 1-30 as a percentage of the theoretical 
maximum.
3 .9 .1  S eq u en ce  R e p r e se n ta tio n
In order to maximise the amount of memory available for index creation, a compact 
sequence representation was used. This representation packed several base pairs into 
one 32-bit integer. Individual characters can be extracted from a given integer by using 
appropriate shifts and masks (the masks are computed once and subsequently stored). 
The minimum number of bits required to store one character from an alphabet of length 
a is given by [log2a"|. For example, if we have an alphabet of length five (a DNA, or 
RNA, alphabet with an additional ‘unknown’ character) the minimum number of bits 
to represent one character is three, allowing ten characters to be stored in one 32-bit 
integer (whereas allocating one byte per character would give four characters in one 32- 
bit integer). Adopting such a representation necessarily incurs a performance penalty 
when accessing the sequence (in comparison to using the languages native represen­
tation). However, this can be minimised by providing efficient access methods that 
allow substrings to be extracted (thus avoiding repeated shifts that would be necessary 
if accessing each character independently). Using a compact sequence representation 
allows larger sequences to be indexed for a given amount of available main memory,
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and reduces the number of partitions required. 32-bit integers were used for all text 
indices, including the left labels of the suffix sub-trees, thus the largest sequence that 
can be indexed using this implementation is 2 Gbp.
3 .9 .2  C o n str u c tio n
The pre-processing stage of the Improved Prefix-Partitioned TCST Construction Algo­
rithm  has been implemented using the Two-Pass Suffix Grouping Algorithm. However, 
it was found tha t construction performance can be improved by storing the prefix codes 
(which are calculated when grouping the suffixes) in addition to the suffix numbers. 
Therefore, this implementation can optionally store the prefix codes in the grouped 
suffix file. Distributed TCST construction, as described in Section 3.5.3, has been im­
plemented using Java™  Remote Method Invocation (RMI), which provides a means 
for the necessary components to communicate.
D istributed  Garbage C ollection w ith in  the JV M
The Java V irtual Machine provides support for distributed garbage collection. In order 
to allow accurate identification of garbage objects where remote references are possible 
(as is the case when RMI is used), the JVM initiates frequent local garbage collection 
cycles. The default maximum time between each local garbage collection is one minute.8 
This proves to be problematic when the local heap contains a large number of objects 
(as is the case with the construction large trees): if each garbage collection takes in 
excess of one minute, then more processing time will be dedicated to garbage collection 
than to useful work. In such cases it will be necessary to reduce the frequency of local 
garbage collection. This can be achieved by setting the system properties described in 
Table 3.3.
Inheritance from the class ja v a .rm i . s e rv e r  .U nicastRem oteO bject is the primary 
criterion for the distributed garbage collection system to be used. W ithin the TCST 
implementation, only the class implementing the Job Server inherits from this class. 
Therefore, there will only be two remote references per construction client, and the 
amount of garbage created that is only detectable via distributed garbage collection 
will be insignificant. For the TCST implementation, the maximum time between local 
garbage collection cycles was reduced to once every fifteen minutes (although the JVM 
will initiate other garbage collection cycles as dictated by other criteria, such as the
8Tuning Garbage Collection with the 1.4.2 Java™  Virtual Machine, Sun Microsystems Inc., 
h ttp : //ja v a .su n .e o m /d o c s /h o tsp o t/g c l.4 .2 /, as accessed April 2004.
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JVM System Property Purpose
su n . rm i. d g c . s e r v e r . g c In te rv a l 
su n .rm i.d g c . c l ie n t .g c ln te r v a l
Sets the frequency of garbage 
collection on the remote objects. 
Sets the frequency of garbage 
collection on the local heap.
Table 3.3: JVM System Properties.
amount of available free memory).
3 .9 .3  P e r s is te n c e  Layer
The implementation of the TCST is such that algorithms that query the index can be 
implemented without having to make allowances for the fact that a necessary part of the 
index may or may not be resident in main memory. This is achieved by implementing 
the persistence layer wholly within the class corresponding to the two-level array.9 
By having all operations which require disk access contained within one class and 
restricting access to this class to a few specific methods, it is possible to make the 
faulting of required index sections transparent to the query code that makes use of 
them. In particular, the value returned by any of the supported accessor methods will 
be the same regardless of whether or not the on-disk index was accessed.
Four methods are provided by the class representing the two-level array to support 
different types of query tha t may operate over the TCST (see Table 3.4). The first 
two, g e t and processRange, provide a means of accessing required sub-trees (reading 
them from the on-disk index if necessary) and can support any algorithm tha t queries 
the TCST by traversing one or more sub-trees. This includes the exact matching 
algorithm and testing for the presence of a target string of a length that exceeds that of 
the compressed depth. The second two methods, t e s t  and entrylnR ange, are provided 
to support algorithms tha t need only know if a given sub-tree is present in the index 
or not (for example, if we are testing for the presence of a target string tha t is equal 
in length, or shorter than, the compressed depth). Although such algorithms could be 
implemented using the first two methods, this would incur an unnecessary performance 
overhead—in some cases a complete sub-tree would be brought in from disk and not 
subsequently accessed. Hence, methods are provided that simply test for the presence
9Note that, although all index operations that may invoke disk access are contained within one 
class, it is not necessary to have the methods that actually read and write the on-disk index in this 
same class. Such methods can be implemented using additional classes, although these classes should 
not be exposed to the areas of the code implementing query algorithms.
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Method Name Parameters Description
g e t in t  i Returns the sub-tree stored at entry i  
in the array, n u l l  if no such sub-tree.
processRange s t a r t  s 
end e
Processes each non-null sub-tree in the 
specified range using the supplied node 
processor.
t e s t i n t  i Returns t ru e  if entry i  corresponds to a 
non-null sub-tree, f a ls e  otherwise.
entrylnR ange s t a r t  s 
end e
Returns t ru e  if a non-null entry is found 
in the specified range of entries, f a l s e  
otherwise.
Table 3.4: Two-level array accessor methods.
of the sub-tree in the index and would not cause the sub-tree to be faulted (although 
the backbone and rib entries of the on-disk two-level array may be accessed).
The implementation of the faulting operation that may be invoked when calling 
either g e t or processRange is based on the technique described in Section 3.7. Firstly, 
the amount of available main memory is checked and if it is found to be below a 
specified threshold eviction will take place. The previous two steps are repeated until 
the amount of available main memory exceeds the chosen threshold value. After this, 
the file corresponding to the required partition is retrieved from the list of available 
partitions. The backbone and rib entry (assuming the rib is present) are then accessed 
in turn by locating the corresponding locations in the file and reading the stored offset 
values. The sub-tree (if present) is then accessed by seeking to the start of its on-disk 
image and then reading in the marshalled sub-tree (see Section 3.4.2). Once complete, 
the sub-tree is added to the correct location in the two-level array, where it will remain 
until chosen for eviction. If either a null rib or null sub-tree is accessed on disk then 
a reference to the corresponding ‘known null’ marker is added to that location in the 
two-level array.
If, when calling either t e s t  or entrylnR ange, it is necessary to access the on-disk 
index, the process will begin in an identical manner to that of the method described 
above. However, once the sub-tree offset has been read from the appropriate rib, these 
methods do not then need to read in the corresponding sub-tree (since at this point they 
have enough information to determine if the sub-tree is present or not). As described 
above, any null ribs or null sub-trees encountered are recorded. One limitation of 
this technique is tha t information relating to a found sub-tree is not recorded in the 
main-memory index, so, if the query is repeated at some point in the future, the same
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information will need to be read from disk. This can be avoided by introducing a special 
node that corresponds to a ‘known non-null node’ and adding a reference to this node 
at the appropriate location in the two-level array, thus eliminating the need to re-read 
this information from disk. When this technique is adopted, it is necessary to introduce 
additional checks to ensure tha t this marker node is not treated as a valid sub-tree. 
(This also has to be done with the ‘known null’ markers described previously.)
3 .9 .4  Q u ery  Server
Given a completed on-disk TCST, a query server can be initialised using the following 
three steps. Firstly, the specified sequence and parameter values are read into main 
memory. Next, an index is created to provide efficient access to the collection of files 
that constitute the on-disk TCST. Given tha t in this implementation partitions are 
assumed to be of equal size (with the possible exception of the final partition), the index 
to the files is simply an array of the file handles. Therefore, the file corresponding to a 
specific prefix is given by entry [ Paruiionste J in the array- The final steP in creating a 
query server instance is to initialise an empty two-level array to represent the top of the 
index. One simple optimisation can be carried out at this stage: the backbone sections 
of the on-disk index can be scanned and all ‘null rib ’ entries can be entered into the 
two-level array. This incurs no space overhead (all ‘known null’ entries point to the 
same object), and avoids disk access when answering a query where a null backbone 
entry would have been accessed on disk.
3.10 Summary
This chapter has introduced the Top-Compressed Suffix Tree, a disk-resident suffix- 
based index tha t can be used to index large biological sequences. Details of the design 
of both in-memory and disk-resident versions of the structure were described together 
with techniques for converting between the two representations. The necessary algo­
rithms for constructing and querying the structure were given, each allowing for the 
use of the structure when its total size exceeds that of the available main memory. Of 
particular note are the Improved Prefix-Partitioned Construction algorithm and the 
distributed variants of the construction algorithms as they have the potential to dra­
matically improve the performance of index construction. A justification of the index 
design was then given, as was a summary of noteworthy implementation details. The 
performance of this index is explored in the following chapter.
Chapter 4
The Top-Compressed Suffix Tree: 
Performance Evaluation
This chapter presents the results of a number of experiments that explored various 
aspects of the performance of a Java implementation of the TCST (as described in the 
previous chapter). Top-Compressed Suffix Trees were constructed for a variety of DNA 
sequences. These sequences ranged in length from 3 Mbp for a complete bacterium 
genome, through to 1.5 Gbp for chromosomes 1 to 8 of the human genome. The size of 
completed indexes, the behaviour of different construction techniques and the perfor­
mance of sample queries are all explored in detail. Additionally, we explore parameter 
sensitivity to establish which operational parameters impact upon which aspects of in­
dex performance. Such information can enable clients of the index technology to select 
the values for operational parameters that best suit their needs.
4.1 Experimental Process
One of the main reasons for performing the experiments discussed in this chapter was 
to explore how the values of various operational parameters effect performance of the 
TCST. However, an exploration of all possible combinations of parameters would be 
infeasible as the parameter space would be too large. Hence, the values of operational 
parameters explored here are those tha t were identified during the design stage as being 
likely to have a significant impact on the performance of the TCST. Parameters, such 
as buffer sizes, that have a predictable impact upon performance were not explored in 
detail and are omitted from the results presented here. Furthermore, it was observed 
during the design phase that values of the rib size and compressed depth both affect the
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nature of the two-level array, and thus different combinations of these parameters were 
explored when gathering results. Note that, unless stated otherwise, all comparisons 
of algorithms and index representations make use of the same test data.
Several of the experiments presented in this chapter make use of measurements 
of total execution time as the primary means of comparing the efficiency of different 
indexes. As previously discussed in Section 1.3.1, this method has been selected in 
preference to techniques such as algorithmic analysis or counting the number of op­
erations as these techniques do not reflect the complexity of the memory hierarchy 
in a typical modern computer. In particular, the objects comprising a given object 
graph can be arranged in main memory in numerous different ways, meaning that the 
pattern of memory accesses can differ widely for a particular sequence of operations 
over equivalent object graphs. Such variations can lead to significant differences in the 
time taken to perform a given task—differences that cannot be predicted or measured 
through techniques such as counting the number of operations. All of the experiments 
that make use of execution time were performed on a lightly loaded computer, thus 
contention for resources was minimal.1 Furthermore, these experiments were repeated 
at least twice to ensure that the trends observed were consistent and that they could 
be replicated. Overall, it was found that the variance in the measured execution time 
was small.
4 .1 .1  T est E n v iro n m en t
All experiments described in this chapter were undertaken using a lightly loaded IBM 
xSeries 235 server, with two 2.8 GHz Intel Xeon™  processors and 6 GB of RAM. 
The operating system was based on GNU/Linux version 2.4.20-20.9 and all code was 
developed using the Java™  2 Runtime Environment, Standard Edition, version 1.4.1 
(the server variant of the Java virtual machine was employed for all performance mea­
surements). Note that only 2 GB of main memory is available to the Java virtual 
machine. The processors used in this system make use of Hyper-Threading technology 
to improve the performance of multi-threaded applications [60]. One consequence of 
this technology is that the operating system will treat each physical processor as two 
distinct logical processors, with process scheduling influenced accordingly.
lrThe only processes running on the computer were those of the operating system and those of the 
TCST implementation (no external services were provided by the computer).
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4.2 Sample Data
The DNA sequences used for the evaluation of the TCST were obtained from various 
publicly accessible repositories of genomic data. Each sequence was stripped of all 
formatting, leaving a file containing only the characters that constitute the sequence. 
Additionally, some sequences contained large sections where sequencing has not yet 
been completed, resulting in long substrings consisting solely of the character N. Such 
sections were removed from the sequences, as they are of little interest to those working 
with sequence data.2 For the purposes of the experiments described here, all substrings 
consisting of the character N  repeated one hundred or more times were replaced by 
a single character N. Where appropriate, individual chromosomes have been concate­
nated to create a single input file. Table 4.1 lists all of the sequences used during the 
evaluation. Sequences 1 and 2 are complete genomes of the bacteria Mycobacterium 
Leprae3 and Mycobacterium Tuberculosis4, both obtained from the Wellcome Trust 
Sanger Institute. Sequences 3, 4 and 5 are selected chromosomes of Caenorhabditis 
Elegans (a small worm), obtained from WormBase5. Sequences 6 to 10 where obtained 
from UCSC Genome Browser6, and consist of selected chromosomes from the following 
species: Drosophila Melanogaster (a species of fruit fly), Fugu Rubripes (puffer fish), 
Rat and Human.
Organism Name Version File Length
1 Mycobacterium Leprae Final 3 Mbp
2 Mycobacterium Tuberculosis Final 4 Mbp
3 C. Elegans, chromosome II May 2003 15 Mbp
4 C. Elegans, chromosome III May 2003 13 Mbp
5 C. Elegans, all chromosomes merged May 2003 100 Mbp
6 Drosophila, chromosome arm 2R June 2003 20 Mbp
7 Drosophila, chromosome arm 3R June 2003 27 Mbp
8 Fugu Rubripes April 2002 316 Mbp
9 Rat (chromosomes 1-5) June 2003 965 Mbp
10 Human (chromosomes 1-8) July 2003 1482 Mbp
Table 4.1: Genomic data used for performance evaluation.
2If substrings are removed from a given sequence, for example, when omitting sections that have 
not yet been sequenced, the locations of such omissions must be recorded in order to allow accurate 
results to be reported.
3Obtained from http://www.sanger.ac.uk/Projects/M_leprae/, August 2003.
4Obtained from http://www.sanger.ac.uk/Projects/M_tuberculosis/, August 2003.
5Obtained from ftp://ftp.sanger.ac.uk/pub/wormbase/WS100/CHR0M0S0MES/, August 2003.
6Obtained from ftp://genome.cse.ucsc.edu/goldenPath/, August 2003.
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4.3 Storage Requirements
The disk-based TCST was designed to allow on-demand access to relevant parts of the 
index while avoiding having to read in large sections of the index in order to perform 
a simple query (incremental faulting). A secondary aim was to take advantage of the 
bespoke nature of the persistence solution in order to provide a compact disk-resident 
index representation. In particular, it was intended tha t the on-disk space requirements 
of the TCST would be significantly less than the disk space occupied by suffix tree 
implementations deployed using generic persistence platforms. Reducing the storage 
requirements allows a greater number of such indexes (and corresponding sequences) 
to be stored in a given database and using a compact representation for the suffix sub­
trees reduces the amount of data that must be read from secondary storage in order to 
transfer a sub-tree from disk to main memory.
When using the on-disk representation discussed in Section 3.4, two operational 
parameters affect the size of the completed TCST. They are the compressed depth, 
c, and the rib size, d2. The compressed depth determines the depth at which the 
data structure is split and, correspondingly, the capacity of the two-level array. Given 
the capacity of the two-level array, the ratio between backbone size, d 1, and rib size, 
d2 is determined from the chosen rib size. This section discusses how the size of on- 
disk TCSTs grows with sequence length and how size is affected by the operational 
parameters.
4 .3 .1  O n -D isk  In d e x  S ize
TCSTs were created over a variety of DNA sequences using compressed depths of 8, 9, 
10 and 12 along with both a rib size of 32 and a rib size of 64. Figure 4.1 shows how 
the size7 of the completed on-disk indexes grows with sequence length. Only the results 
from using indexes with a rib size of 32 are shown as equivalent trends are obtained using 
a rib size of 64. As expected of a data structure based on the suffix tree, the on-disk 
index size is directly proportional to the sequence length. For each sequence indexed, 
the most compact on-disk representation was obtained using a compressed depth of 8. 
However, as sequence length increases, the difference in the size of index obtained using 
different compressed depths decreases. For example, the size of the indexes created over 
the longest sequence (Human Chromosomes 1-8, 1.5 Gbp) differed by less than 0.6%, 
whereas for the shortest sequence (Mycobacterium Leprae, 3.2 Mbp) the difference in
7The total space required for a given on-disk TCST was measured using the disk usage command, 
du, on the relevant directory.
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size between the smallest and largest TCST was over 600%.
Figure 4.2 shows how the relative index size (in terms of bytes per input character) 
changes with sequence length. For the shortest sequences indexed, there is a notable 
difference in relative index size for each of the compressed depths used. However, as 
the length of sequence increases, the relative index sizes converge. This trend is due 
to the amount of free space present in the two-level array of the TCST: if the capacity 
of the two-level array greatly exceeds that which is required, the amount of free space 
in the array may contribute a significant amount to the overall space required to store 
the index. On the other hand, with larger sequences a greater number of entries will 
be used in the two-level array, resulting in significantly less wasted space.
Each entry in the two-level array corresponds to exactly one c-letter prefix, therefore 
the maximum number of two-level array entries that can be required when indexing a 
given sequence is n — c (where n is the sequence length). However, the two-level array 
must be able to accommodate every possible combination of c letters drawn from the 
given alphabet. In practice, the number of entries used will be significantly smaller 
than this (the prefixes of the suffixes of a DNA sequences are not evenly distributed, 
see Section 4.5.1). It then follows that providing a two-level array with a minimum size 
tha t exceeds n — c will lead to an inefficient representation (the minimum size of the 
two-level array being determined by the size of the backbone). The minimum fixed cost 
of storing the two-level array is one 32-bit integer for each location in the backbone. 
If this exceeds n — c then a relatively large amount of the total space requirement of 
the on-disk index will be used to store null values. For example, if using a compressed 
depth of 12, a rib size of 32 and a DNA sequence of length 3.2 Mbp, the backbone 
of the two-level array will occupy over 30 MB, which is almost ten times the size of 
the original sequence, whereas the backbone would only occupy 49 KB on disk if a 
compressed depth of 8 is used. Clearly, for smaller sequences there are advantages to 
using a lower value for the compressed depth (see Section 4.3.2). On the other hand, 
for larger sequences the difference in index size is small, and therefore the size of the 
compressed depth will be determined by other aspects of index performance.
The choice of rib size was found to have minimal effect on the overall size of the 
index. In particular, for compressed depths of 8, 9 and 10 the difference in size between 
corresponding indexes was found to be less than one percent. In most cases, using a 
rib size of 32 gave a smaller index than using a rib size of 64. However the optimum 
choice of rib size will depend on the exact nature of the sequence being indexed. Larger 
differences were observed when using a compressed depth of 12. W ith the two shortest 
sequences indexed (the two bacteria genomes), a difference of seven percent was found
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Figure 4.1: On-disk Top-Compressed Suffix Tree space requirements.
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On-Disk TCST Size Relative to Sequence Length (Logarithmic Scale)
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Figure 4.2: Relative sizes of on-disk TCSTs (logarithmic scale).
between corresponding indexes. Additionally, one of the larger sequence files (Fugu 
genome, 350 Mbp) produced a four percent difference. From Figure 4.2 it can be seen 
that altering the rib size does not affect the overall trend of index size growth and 
that only a small difference in index size is observed between corresponding indexes of 
different rib sizes.
Taking the smallest TCST created for each sequence, the average on-disk index 
size was found to be 8.17 bytes per base pair. The sizes for individual indexes ranged 
from 7.28 bytes per base pair to 8.83 bytes per base pair, with the majority of indexes 
requiring between 8.22 and 8.35 bytes per base pair. The same average (to four decimal 
places) was obtained over the TCSTs created using a compressed depth of 8 and a rib 
size of 32, suggesting that this combination of parameters is a suitable choice when 
attem pting to minimise the on-disk size of the completed index. Additionally, an aver­
age size of 8.20 bytes per base pair was obtained when using an increased compressed 
depth as sequence length increased. Table 4.2 shows the sequence lengths at which 
the compressed depth was increased—these lengths are derived from the points on Fig­
ure 4.2 at which the difference in relative index size between corresponding indexes of 
different compressed depths converge to within 0.5%. This result shows that using an
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Sequence Length Compressed Depth
<27 Mbp 8
27 Mbp 9
316 Mbp 10
1482 Mbp 12
Table 4.2: Sequence lengths at which the compressed depth is increased.
increased compressed depth for larger sequences, as may be beneficial to other aspects 
of performance, has only minimal impact on index size.
4.3.2 Param eter Sensitiv ity  for Short Sequences
In Section 4.3.1, it was observed tha t altering the values of the operational parameters 
produced greatest variation in on-disk TCST sizes when indexing shorter sequences. 
We now explore how the size of on-disk TCSTs changes over a wider range of values 
for both compressed depth and rib size when used with relatively short sequences. 
Figures 4.3 and 4.4 show how these parameters affect the size of TCSTs over sequences 
of lengths 3.2 Mbp and 28 Mbp respectively. In both cases, using compressed depths 
between 2 and 8 produced negligible differences in the size of the completed index. 
Additionally, within this range of compressed depths, the choice of rib size also had 
negligible impact.8 However, once the compressed depth is increased beyond 8 both 
parameters affect the size of the index.
As discussed in Section 4.3.1, the amount of space used to represent the backbone 
of the two-level array greatly contributes to the size of the of the completed index 
(when indexing relatively short sequences). This is confirmed in Figures 4.3 and 4.4, 
where the largest TCSTs were obtained when using a rib size of 4 (lowering the rib 
size increases the backbone size, and vice versa). This suggests that using a larger rib 
size may be beneficial when indexing shorter sequences. However, in both cases using 
a rib size of 128 produced indexes larger than those obtained using rib sizes of 16, 32 
and 64. As with the longer sequences, the most compact indexes were obtained using 
a rib size of either 32 or 64. Although altering the values for the compressed depth 
and rib size produced greatest variation in index size when indexing shorter sequences, 
the overall trends identified in Section 4.3.1 remain, with the additional caveat that 
reducing the compressed depth below 8 does not achieve any further reduction in the
8Note that it is not possible to use a rib size greater than 32 when using a compressed depth of 2 
and an alphabet size of 5, as this would cause the two-level array to degenerate into a linear array.
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On-Disk TCST sizes for a 28Mbp DNA sequence
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amount of space required by the index.
4 .3 .3  C om p ar ison s W ith  O th er  R e p r e se n ta tio n s
We now compare the space requirements of the on-disk TCST with other published 
implementations of the suffix tree and related structures. The space requirements given 
in this section are those that were reported by the original authors when evaluating 
their data structures against DNA data. This means tha t the comparisons being made 
between the TCST and other forms of index do not use the same test data. In each 
case, 32-bit values have been used for both references and string indices.
P e rs is te n t Suffix T rees The persistent suffix tree of Hunt et al. [57] uses a repre­
sentation equivalent to the minimal suffix tree described in Section 2.4.1 (as used to 
represent the sub-trees of the in-memory TCST). Persistence was achieved by using 
PJam a [10], an orthogonally persistent implementation of Java. The longest sequence 
indexed was 263 Mbp in length, and required 18 GB of storage together with a 2 GB 
log file (which is used by PJam a to provide recovery management [51]). This gives a 
relative index size of 68.44 bytes per base pair (excluding the space required for the 
log). More recently, Bedathur and Haritsa [15] propose a persistent suffix tree based 
upon a bespoke paging system tha t has been tuned to match the requirements of suffix 
tree construction. Using a suffix tree representation similar to that of McCreight [81], 
this technique produced a typical index size of 27.7 bytes per base pair. The buffering 
system of Tata et al. [99] uses a linear array to represent the suffix tree, giving an 
average size of 8.5 bytes per character (although, additional space is required during 
construction). Finally, Harding and Atkinson [52] describe a persistent suffix tree that 
is comprised of two arrays that together represent the nodes of the suffix tree (with­
out suffix links) in depth-first traversal order. This technique results in an index that 
occupies an average of 10.3 bytes per base.9
M ain -M em o ry  Suffix T rees Of the various suffix tree representations given by 
Kurtz [72], the Improved Linked List Implementation gives the most compact index 
when used with DNA sequence data. This implementation made use of two tables 
(one storing leaf nodes, the other storing branches) and occupied an average of 12.55 
bytes per base pair. This is the most compact main-memory suffix tree representation 
published to date that includes suffix links. The Lazy Suffix Tree of Giegerich et
9Note that the values provided by Harding and Atkinson [52] relate to protein sequences, however 
the technique described would give similar values when used with DNA sequence data.
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al. [41], which does not make use of suffix links, is reported to require 9.38 bytes per 
input character when used over a variety of texts. However, the authors acknowledge 
tha t the average storage requirement will be higher when used over DNA sequences. 
The compact vector based suffix tree representation of Brown [24] also omits suffix 
links, and has an average space requirement of 9.3 bytes per base pair.
R e la te d  S tru c tu re s  The suffix array [80], which is often cited as an alternative 
to the suffix tree, is implemented using two integer arrays, one of length n and the 
other of length j  (see Section 2.4). This gives an overall space requirement of 5 bytes 
per character indexed. The recently proposed SPINE data structure of Neelapala et 
al. [90] (which is a essentially a horizontal compaction of a trie) is reported to require 
Hess than 12 bytes per input character’ when used with DNA. Kurtz [72] gives average 
space requirements for a number of automaton based data structures. They are: the 
Directed Acyclic Word Graph (DAWG) [20], the Compact DAWG (CDAWG) [21] and 
the Position End-Set Tree [74] which respectively require 34.03, 22.54 and 26.52 bytes 
per input character (when used with DNA).
S u m m a ry  The on-disk Top-Compressed Suffix Tree provides a more compact index 
than all previously reported suffix tree implementations, bettering the best previously 
reported result by over 0.3 bytes per base pair. Although, it should be noted that as 
the same test data was not used in both cases, the significance of the measured differ­
ence in average number of bytes occupied per base pair requires further exploration. 
Additionally, the space requirement of the TCST was smaller than the persistent tree 
of Hunt [57], which used general purpose persistence mechanisms to support prefix- 
partitioned tree construction, by over 60 bytes per base pair. Of the various data 
structures proposed as alternatives to the suffix tree, only the suffix array had lower 
space requirements than the on-disk TCST. However, the performance of this structure 
does not match that of the suffix tree for many applications.
4 .3 .4  G ro u p ed  S u fS x -N u m b er  L ists
When using the Improved Prefix-Partitioned TCST Construction Algorithm, disk space 
will be required to represent the grouped suffix-number lists. These lists, which can 
be deleted as soon as index creation is complete, consist of the suffix numbers of the 
sequence grouped according to which prefix partition they fall within. Optionally, the 
corresponding prefix codes may also be stored on disk (as this was found to improve 
performance in some cases). The amount of space required to represent these lists is
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Figure 4.5: Sizes of on-disk grouped suffix-number lists.
directly proportional to the sequence length (see Figure 4.5). When using 32-bit integers 
(as is the case with the implementation discussed here) the total storage requirement 
of the relevant suffix-number lists will be approximately 4n or 8n bytes for a sequence 
of length n (depending on whether prefix codes are stored).
4.4 Index Construction
The cost of constructing an index can be amortised over the lifetime of the index 
(which will primarily be determined by the lifetime of the data). W ith reference data, 
such as genomic data, this lifetime could range from several months to several years. 
For example, DNA sequences from completed projects (such as the Mycobacterium 
Leprae Genome Project10) have an indefinite lifetime, whereas the draft sequences 
from ongoing projects (such as the C. Elegans sequences available form WormBase11) 
have a typical lifetime of several months, with some minor revisions occurring more 
frequently. Efficient index construction is therefore important as it is essential tha t the
10The Sanger Institute: Mycobacterium Leprae genome project, The Wellcome Trust Sanger Insti­
tute, h ttp ://w w w .san ger.ac .u k /P rojects/M _leprae/, as accessed April 2004.
11 WormBase Web Pages, http://www.worm base.org/, as accessed April 2004.
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time taken to construct a TCST over a draft sequence is significantly less than the time 
taken for that draft to be superseded. Additionally, the ‘turnaround’ time may be of 
interest to those working with the data. That is, the length of the delay between the 
data becoming available and indexed access to the data becoming available. Finally, 
TCST construction must be able to scale to accommodate large sequences and index 
construction must be competitive with alternative suffix tree representations.
This section discusses several aspects of index construction time. For sequences 
that can be indexed entirely in main memory, we compare the time taken to create 
a TCST against both naive and Ukkonen’s suffix tree construction algorithms. For 
larger sequences, the performance of both the Prefix-Partitioned and the Improved 
Prefix-Partitioned TCST Construction Algorithm are explored. Finally, the use of 
parallel TCST construction is discussed.
4 .4 .1  In -M em o ry  In d e x  C o n str u c tio n
Figure 4.6 shows how the performance of in-memory TCST construction compares 
to both Ukkonen’s algorithm [100] and naive suffix tree construction. Each of the 
sequences used during this experiment could be indexed using only one partition, i.e. 
the completed structure can fit entirely in main memory. Values of 8, 10 and 12 were 
used for the compressed depth, c, of the TCST. As c increases, the amount of time taken 
to construct a TCST over a given sequence decreases. Correspondingly, if c is reduced 
to 1, TCST construction will degenerate to tha t of naive suffix tree construction and will 
give identical performance (see also Section 4.4.2). For values of c equal to (or greater 
than) 10, it was found that TCST construction will out-perform our implementation 
of Ukkonen’s construction algorithm. When using a compressed depth of 12, TCST 
construction was almost twice as quick as Ukkonen’s method for the size of sequence 
that can be indexed entirely in main memory. The times observed over different runs of 
this experiment showed a variation in time taken of less than 1%. From these results, 
it can be seen that little, if anything, is lost in practice by sacrificing the linear-time 
construction requirement.
The observed improvement in performance over the naive algorithm can be a t­
tributed to the presence of the two-level array in the TCST. Matching the first c 
characters of a suffix in the TCST requires two steps: the calculation of the prefix code 
(evaluation of a polynomial, the coefficients of which are the first c characters of the 
suffix being inserted12) and the accessing of the correct location in the two-level array
12Note that, when accessing sequential prefixes we can use the optimisation discussed in Section 3.3.1.
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In-Memory Construction of Suffix Trees
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Figure 4.6: In-memory performance of suffix tree construction.
(which consists of accessing a single location in two arrays). In contrast, the same op­
eration in a suffix tree requires up to a x c nodes to be accessed (where a is the length of 
the alphabet), together with up to a x c character comparisons between the suffix being 
inserted and the complete sequence.13 It can be deduced that a typical insertion into 
a TCST will require fewer operations than the equivalent insertion into a suffix tree. 
Additionally, when using object oriented implementations (as was done here), fewer 
objects will be created when using the TCST than with the suffix tree—the numerous 
nodes (each being an object) of the top few layers of the suffix tree are replaced with 
the two-level array (which should consist of fewer objects).
A further contributing factor to the improved performance is tha t the pattern of 
memory accesses is also likely to be better with the TCST. W ith the TCST the first c 
characters of the suffix being inserted will be accessed contiguously during polynomial 
evaluation, and this will then be followed by the access of the one array location in
13The value a x e  derives from that fact that at each node in the path being followed in the suffix tree 
there could be one child node for each element of the specified alphabet. Each of these nodes may need 
to be examined to find a potential match. Some suffix tree implementations may support direct access 
to each possible child, reducing the number of possible node accesses (and character comparisons) to 
c, however this is at the expense of additional storage costs at each node.
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each of the backbone and appropriate rib of the two-level array. In contrast, with 
the suffix tree the pattern of memory accesses is less predictable. Each character 
comparison between the suffix being inserted and the complete sequence requires two 
separate locations in the sequence to be accessed, with the patterns of access likely to 
vary considerably as tree construction continues. Additionally, this will be intertwined 
with the access to the nodes, giving potentially inefficient memory access patterns—a 
problem which is lessened when using the TCST.
4 .4 .2  P a ra m e ter  S e n s it iv ity  for S h ort S eq u en ces
Creating a disk-resident TCST is done in two phases: the first is the construction of 
the relevant part of the in-memory index and the second is the writing of the completed 
index section to disk (we refer to this phase as checkpointing).14 The operational param­
eters will influence the performance of both phases, thus it is necessary to understand 
how each phase is affected in order to select suitable values. As was the case with index 
size, it is expected that construction time is most influenced by choice of operational 
parameters when indexing short sequences, thus construction time is explored using 
the same set of parameters used in Section 4.3.2.
Figures 4.7 and 4.8 show how the in-memory phase of TCST construction is affected 
by compressed depth and rib size. The performance of the in-memory phase confirms 
the assertions given in the previous section, with performance approaching tha t of the 
naive algorithm as compressed depth is decreased. Additionally, it can be seen that 
choice of rib-size has negligible affect upon the performance of the in-memory phase 
of construction. Given that no further reduction in on-disk index size was observed 
for compressed depths lower than 8, and that construction performance is adversely 
affected, it can be concluded tha t the use of compressed depths smaller than 8 is not 
beneficial.
Figures 4.9 and 4.10 show how overall construction time varies with compressed 
depth and rib size. For the shortest sequence (Figure 4.9), the checkpointing phase 
begins to dominate for compressed depths larger than 9. This is indicated by an increase 
in total construction time, which is contrary to the trend observed for the in-memory 
phase (see Figure 4.7). This increase in construction time corresponds directly to the 
increase in on-disk size shown in Figure 4.3. For the larger sequence (Figure 4.10), 
this effect is lessened but still present (as indicated by no further improvement in 
performance for compressed depths greater than 10). Rib size only affects the overall
14When using prefix-partitioned construction, the construction of each independent index section 
will involve both phases (in-memory construction and checkpointing).
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Figure 4.7: In-memory construction times for Top-Compressed Suffix Trees over a 
Mbp sequence.
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Figure 4.8: In-memory construction times for Top-Compressed Suffix Trees over a 
Mbp sequence.
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Figure 4.9: Overall construction times for TCSTs over a 3.2 Mbp sequence.
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Figure 4.10: Overall construction times for TCSTs over a 28 Mbp sequence.
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construction time indirectly—if increasing rib size results in a larger on-disk index size, 
it will increase the time taken to checkpoint the index. Repeating the experiments 
described in this section produced differences of less than 1%.
4.4.3 Prefix-Partitioned TCST C onstruction
So far, we have explored the performance of index construction when only one partition 
is required. We now go on to explore the performance of partitioned TCST construction. 
Figure 4.11 shows how the overall time taken to create a disk-resident TCST varies as 
sequence length increases. The indexes were created using compressed depths of 8, 9, 10 
and 12 together with a fixed rib size of 32 (the effect of altering the rib size was explored 
in the previous section). In each case, the number of partitions used was the minimum 
number that would allow successful indexing (see Section 4.5 for details). This ranged 
from a single partition when indexing the shortest sequences, through to 260 partitions 
for the longest sequence indexed. It can be seen that the prefix-partitioned approach 
to the construction of suffix trees can scale to accommodate large sequences. In this 
example, it was possible to index a 1.5 Gbp sequence using a heap size of just under 2 
GB (note that the compressed in-memory representation of the sequence occupies 600 
MB). This demonstrates that prefix-partitioned construction is still feasible even when 
a substantial amount of the main-memory is used to accommodate the sequence being 
indexed. The difference in times measured for repeated runs of this experiment was, 
on average, 1%.
As with the in-memory suffix tree examples given in Section 4.4.1, it can be seen 
tha t increasing the compressed depth decreases the overall time taken to create a prefix- 
partitioned TCST (see Figure 4.11). Over the complete range of sequences indexed, 
increasing the compressed depth from 8 to 12 resulted in an average decrease of 30% in 
the time taken to create the index. It can be concluded that prefix-partitioned TCST 
construction will take less time than prefix-partitioned suffix tree construction based 
upon the naive construction algorithm (as described by Hunt [57]), as this is equivalent 
to prefix-partitioned TCST construction with a compressed depth of l . 15
C o n s tru c tio n  P h ases  Figure 4.12 shows the total amount of time spent in each 
phase (in-memory construction and checkpointing) for the indexes discussed above. It 
can clearly be seen that index construction is dominated by the creation of the in­
memory sections of the index, with checkpointing typically accounting for less than
15 Note that if a compressed depth of 1 is used then the maximum number of partitions would be 
equal to the alphabet length, thus limiting the size of sequence that could be indexed.
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Figure 4.11: Top-Compressed Suffix Tree construction performance using the Prefix- 
Partitioned algorithm.
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Figure 4.12: Performance of Prefix-Partitioned construction phases.
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10% of the total time taken to create the index. Additionally, it can be seen tha t the 
total amount of time spent on checkpointing is directly proportional to the sequence 
length (as would be expected given that the amount of data being written to disk is 
directly proportional to the sequence length and random disk access is not required).
4 .4 .4  Im p ro v ed  P r e fix -P a r tit io n e d  T C S T  C o n stru c tio n
Figure 4.13 shows how the performance of the Improved Prefix-Partitioned TCST Con­
struction Algorithm compares with the original prefix-partitioned algorithm (both using 
a compressed depth equal to 8). For sequences of up to length 316 Mbp (which could 
be indexed using no more than 11 partitions), the Improved Prefix-Partitioned TCST 
Construction Algorithm was typically about 15% slower than the original algorithm. 
This is largely due to the additional cost of the pre-processing step. However, for the 
two longest sequences indexed, overall construction time was reduced by 6% and 25% 
respectively. This difference in performance will continue to grow as larger sequences, 
requiring more partitions, are indexed. This shows that the time taken to perform the 
pre-processing step can be recouped over the remainder of the index construction and 
tha t use of the Improved Prefix-Partitioned TCST Construction Algorithm is advan­
tageous whenever it is necessary to use a large number of partitions. Similar trends 
were observed when using other values for the compressed depth. Here, the difference 
in times observed for different runs of each experiment was approximately 2.5%. This 
increased variance in the times observed (when compared to previous experiments) is 
likely to be due to the increased amount of on-disk data being accessed.
The improvement in construction performance observed when using the Improved 
Prefix-Partitioned TCST Construction Algorithm confirms the analysis of the Prefix- 
Partitioned TCST Construction Algorithm given in Section 2.4.4. As both algorithms 
insert the suffixes into the tree in an identical order (and make use of the same insertion 
code), the relative performance of the two algorithms confirms that repeatedly scanning 
the sequence is an inefficient technique for identifying the required suffixes for a given 
partition.
C o n s tru c tio n  P h ases  Figure 4.14 shows the total amount of time spent in each 
phase of the Improved Prefix-Partitioned TCST Construction Algorithm (suffix group­
ing, in-memory construction and checkpointing). As was found with the Prefix-Partitioned 
TCST Construction Algorithm, construction time is dominated by the creation of the 
in-memory index sections. Suffix grouping and checkpointing each typically accounted 
for 8% of the overall time to create the index. The time taken by the grouping algo-
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Figure 4.13: Top-Compressed Suffix Tree construction times using both the Prefix- 
Partitioned and the Improved Prefix-Partitioned construction algorithms.
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Figure 4.14: Improved Prefix-Partitioned TCST construction phases.
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rithm  was found to be directly proportional to the sequence length (as predicted in 
Section 3.5.2), with the performance of the checkpointing phase being identical to that 
of the prefix-partitioned algorithm (as would be expected since they are performing 
identical tasks).
4 .4 .5  P a ra lle l T C S T  C o n stru c tio n
The final aspect of construction performance to be explored is that of the two parallel 
TCST construction techniques discussed in Section 3.5.3. These techniques require 
that access to more than one processor (either on a single computer, or over several 
computers) is available.
M ulti-T hreaded C onstruction
Table 4.3 shows the performance gain achieved using prefix-partitioned double-threaded 
construction on a two processor computer. For the shortest sequence (28 Mbp), over­
all construction time was reduced by 40% when using double-threaded construction. 
This result was achieved using twelve partitions (compared to one partition for single­
threaded construction). For the larger sequence (316 Mbp), the reduction in overall 
construction time was 31% and was achieved using 25 partitions (compared to 11 for 
single threaded construction). In both cases, marginally slower times were observed 
using other numbers of partitions. As both construction threads share one heap space, 
it is necessary to use more partitions than would be the case for single threaded con­
struction. This effectively restricts the use of multi-threaded construction to relatively 
short sequences: increasing the already large number of partitions required to index 
the longest sequences would become impractical (see Section 4.5). This limitation does 
not apply to distributed construction, where several independent heap spaces are used, 
and is therefore a more attractive choice for indexing large sequences. Allowing for the 
overheads associated with initialising the data structure, contention for writing to disk, 
and the fact tha t both threads will not finish simultaneously, the observed reduction in 
construction time is in accordance with what would be expected for double-threaded 
construction. The use of additional processors will yield additional improvements in 
performance (assuming that the number of jobs is not less than the number of proces­
sors) .
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Sequence Length 
(Mbp)
Single-Threaded 
Build (Seconds)
Double-Threaded 
Build (Seconds)
Percentage
Reduction
28 383 231 40%
100 1854 1160 38%
316 4453 3078 31%
Table 4.3: Multi-threaded TCST construction performance.
D istributed  C onstruction
Using two similarly equipped computers, TCSTs were constructed using the distributed 
variants of both the prefix-partitioned and improved prefix-partitioned construction 
algorithms. From Table 4.4, it can be seen that the distributed version of the Prefix- 
Partitioned TCST Construction Algorithm reduces construction time by an average 
of 45% (when compared to the single-threaded non-distributed version of the same 
algorithm) and that the reduction in construction time does not significantly deteriorate 
as sequence length increases (as was the case with multi-threaded construction).
Sequence Length 
(Mbp)
Single Computer 
Build (Seconds)
Distributed 
Build (Seconds)
Percentage
Reduction
315538525 3272 1691 48%
965390695 19316 10348 46%
1482254280 39696 22944 42%
Table 4.4: Distributed prefix-partitioned TCST construction performance using two 
computers.
Table 4.5 shows how construction time is reduced when using the distributed variant 
of the Improved Prefix-Partitioned TCST Construction Algorithm. Here, the average 
reduction in construction time was 42%. As expected, this is slightly less than that 
of the prefix-partitioned algorithm. This is because the implementation of the pre­
processing step is single threaded and does not take advantage of the second computer. 
Again, note that the improvement in performance does not deteriorate as sequence 
length increases.
For each algorithm, adding additional distributed build clients will further reduce 
construction time, assuming that the number of partitions is greater than the number 
of build clients, with the total time taken being inversely proportional to the number 
of build clients used. Distributed construction can be combined with multi-threaded 
construction (i.e. each distributed build client has more than one construction thread)
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Sequence Length 
(Mbp)
Single Computer 
Build (Seconds)
Distributed 
Build (Seconds)
Percentage
Reduction
315538525 3619 2206 39%
965390695 18744 10604 43%
1482254280 28692 16450 43%
Table 4.5: Distributed improved prefix-partitioned TCST construction performance 
using two computers.
and may be useful if suitable resources are available, although it is likely that this would 
require an increased number of partitions to be used.
4.5 Minimum Num ber of Partitions
For a fixed amount of main memory, we define the minimum number of partitions 
to be the least number of equal-sized prefix partitions that can be used in order to 
successfully index a given sequence; that is, the least number of such partitions where 
the largest sub-section of the index contained in a single partition can be created entirely 
in main memory. In Section 2.4.4, it was argued that when using a fixed amount of 
main memory, the minimum number of partitions required must grow super-linearly 
as the size of the sequence increases (c.f. Hunt et al. [58]). Figure 4.15 shows how the 
minimum number of partitions grows with sequence length when using a fixed heap size 
of 2 GB and a compressed depth of 8. In each case, the minimum number of partitions 
was established by approximating the number of partitions required, and subsequently 
refining this value through a process of trial and error. It can be seen that the growth 
in minimum number of partitions is not linear with respect to the sequence length. For 
example, the 316 Mbp sequence required 11 partitions in order to be indexed, whereas 
the 965 Mbp sequence required 64 partitions and the 1.5 Gbp sequence required 260 
partitions. Comparing the 316 Mbp sequence with each of the two larger sequences, 
the following ratios are observed. For sequence length, the ratios are 1:3.05 and 1:4.75 
whereas the ratios between the number of partitions required are 1:5.8 and 1:23.6. This 
clearly illustrates tha t the minimum number of partitions grows super-linearly.
Although the minimum number of partitions required to index a given sequence is 
primarily determined by the sequence length, the size of the available main memory 
and the distribution of suffixes over the partitions (see Section 4.5.1), other factors 
can influence the exact number of partitions required. Any parameter which affects 
memory usage can alter the minimum number of partitions required. For example,
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Figure 4.15: Minimum number of partitions required for successful index creation using 
a 2 GB Heap and a compressed depth of 8.
increasing a buffer size will reduce the amount of the heap space that is available for 
index construction and therefore may increase the number of partitions required (and 
vice versa). The size of the compressed depth, c, also affects the minimum number of 
partitions. For larger sequences, the two-level array can occupy notably less space than 
the equivalent suffix tree nodes. Therefore increasing c can decrease the amount of 
space the in-memory index occupies and thus reduce the number of partitions required. 
For the longest sequence indexed, increasing c from 8 to 12 resulted in the minimum 
number of partitions dropping from 260 to 244. Finally, as discussed in Section 3.5.3, 
all partition boundaries must correspond to the start and end of the relevant ribs. 
Therefore, altering the rib size can alter the distribution of suffixes of partitions and 
thus subtly alter the spread of suffixes over partitions.
4 .5 .1  D is tr ib u tio n  o f  Su ffixes over P a r tit io n s
The distribution of suffixes over prefix partitions is one of the main factors determining 
how many partitions are required to successfully index a given sequence. In particular, 
the first reported use of prefix-partitioned suffix tree construction assumes that the ‘tree
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is uniformly populated’ [58], i.e. that each partition should contain approximately the 
same number of indexed suffixes. However, it can be demonstrated that this assumption 
does not necessarily hold when suffix trees are used with DNA sequence data and that 
this assumption is not necessary for successful index creation using prefix-partitioning.
Figures 4.16, 4.17 and 4.18 illustrate the number of suffixes lying within each parti­
tion for indexed sequences of lengths 316 Mbp, 965 Mbp and 1.5 Gbp respectively. In 
each case, it can be seen that there is considerable variation in the number of suffixes 
that lie within each partition. Table 4.6 summarises this data for four different DNA 
sequences. As sequence length and the corresponding minimum number of partitions 
increases, the average number of suffixes in each partition decreases, whereas the num­
ber of suffixes within the largest partition remains fairly stable. For each sequence, the 
partition containing the largest number of suffixes was found to be the first partition. 
The range of prefixes that lie within the first partition will always start with the letter 
A repeated c times, with the end of the partition varying according to choice of c and 
number of partitions. This suggests that suffixes beginning with the letter A repeated 
are the most commonly occurring in DNA sequences. Thus, for each of the sequences 
used in this experiment, the task of determining the minimum number of partitions 
required was reduced to finding the minimum number of partitions such that the num­
ber of suffixes within the first partition was small enough for successful indexing. This 
observation was found to hold true for each of the sequences used throughout this work. 
However it may not be possible to assume that this will apply to all genomic data.
Sequence Length Partitions Used Number of Suffixes per Partition
Smallest Biggest Average
100 Mbp 3 22837291 45068981 33425957
316 Mbp 11 41896 53566042 28685319
965 Mbp 64 21656 45265855 15084229
1482 Mbp 260 0 38176065 5700977
Table 4.6: Summary statistics for the distribution of suffixes over prefix partitions.
The inclusion of the character N  (which represents one or more unknown charac­
ters) in the alphabet used when indexing DNA sequences has a notable effect on the 
distribution of the suffixes. Note that substrings consisting solely of the character N  
repeated one hundred or more times have been removed from the sample data (see 
Section 4.2). For sequences that are either completed, or nearing completion, this char­
acter will occur infrequently. However, this character will occupy the same amount of 
space within the prefix ranges as each other character in the alphabet. This results
CH APTER 4. TCST: PERFORM ANCE EVALUATION
Number of Suffixes per Partition, c=8, 62=32, m=11, n=316Mbp
60
50
co
.2 40
x
30
CO
o
0)n
|  20Z
10
0
Figure 4.16: Distribution of suffixes over 11 partitions for a 316 Mbp sequence.
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Figure 4.17: Distribution of suffixes over 64 partitions for a 1 Gbp sequence.
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Figure 4.18: Distribution of suffixes over 260 partitions for a 1.5 Gbp sequence.
in a number of partitions that are either sparsely populated, or completely empty. 
This effect can be seen in Figures 4.16, 4.17 and 4.18, where the range of partitions 
corresponding to those prefixed by the letter N  are almost completely empty (these 
partitions can be found in the fourth fifth of the range of partitions shown). Obviously, 
if a given sequence did not include this character then it is possible to omit N  from 
the alphabet, thus giving a more even distribution of suffixes over the partitions. This 
would also reduce the range of possible prefix values to be supported by the two-level 
array, allowing for a more compact representation.
4 .5 .2  L im ita tio n s  o f  P r e fix -P a r tit io n e d  C o n stru c tio n
So far we have demonstrated that the prefix-partitioned approach to the construction 
of suffix trees is a viable technique for indexing large sequences. Use of this technique 
assumes that the data being indexed can be successfully partitioned, i.e. that it is 
possible to split the index into a number of independent sections that are small enough 
to be created entirely in main memory. It was shown in the previous section that even 
though the suffixes of a typical DNA sequence are not uniformly distributed over the 
range of prefix partitions, the nature of the distribution is such that prefix-partitioned
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construction is still possible. However, if a suitable partitioning cannot be achieved 
then construction will not be possible using this technique. This situation can only 
occur where there are one or more long substrings consisting solely of a very short 
repeated pattern.
Consider a text containing a long substring comprised entirely of the character N  
repeated x  times (for some value of x ). Of the suffixes corresponding to this substring, 
the first x  — c will all share a common c character prefix and therefore must lie within 
the same prefix partition (regardless of the number and size of the partitions used). 
Therefore, if all x — c suffixes cannot be indexed in main memory then prefix-partitioned 
construction will fail. A similar problem could arise if a substring contained a short 
pattern (such as A C) repeated x  times. In this case, the suffixes drawn from this 
substring will lie alternately in two partitions (one corresponding to A C  A C ... and 
the other corresponding to C A C A ...). Again, if the substring is suitably long then 
prefix partitioning could fail. Although it is unlikely that the latter case would occur, 
the former can be present in DNA sequences. However, such use of the character N  
denotes a section of the sequence where the sequencing process has not been completed, 
so providing an index over such sub-strings is likely to be of limited use. In practice, 
this limitation of prefix partitioning is unlikely to be an obstacle to the use of this 
construction technique.
4.6 M atching Performance
The final aspect of Top-Compressed Suffix Tree performance to be explored is that 
of matching target strings against the sequence using the index. Support for efficient 
queries is a vital property of any index. If the TCST is to be used in preference to 
the suffix tree, then the time taken to complete a typical query using the TCST must 
either be equal to or less than the time taken using a suffix tree.
The basic matching operation over the suffix tree consists of matching characters 
from the query string one at a time against the labels associated with the nodes of the 
tree. This operation forms the basis of many algorithms that operate over the suffix 
tree. We explore the performance of two versions of this basic matching technique. 
The first is the exact matching problem (where all occurrences of a given query string 
are located), the second simply tests for the presence of the query string (i.e. it simply 
returns true or false depending on whether the query string is present or not). Although 
inherently similar problems, testing for the presence of a string will not require that 
the complete sub-tree be traversed below the point of the match and is likely to have
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different performance characteristics.
This section discusses several aspects of matching performance. As was the case with 
construction performance, for sequences that can be indexed entirely in main-memory 
we compare the time taken to complete a set of queries using the TCST against that 
of suffix trees constructed using the naive algorithm and Ukkonen’s algorithm.16 We 
also explore how the choice of compressed depth affects query performance, including a 
detailed exploration of the performance of searching for patterns that are shorter than 
the compressed depth. Finally, we explore query performance over persistent TCSTs.
4 .6 .1  G e n e ra tin g  T arget S tr in g s
In order to generate sets of target strings, substrings were drawn at random from two 
sequences tha t were not being used as part of the index evaluation. For each set, 
a minimum and maximum length (inclusive) was specified, with the length of each 
substring being a random value from this range. The sets of target strings were stored 
as plain text files in the format specified in Appendix A.
4 .6 .2  In -M em o ry  M a tch in g  P erfo rm a n ce
The first aspect of query performance to be explored is how the performance of TCSTs 
of varying compressed depth compares with that of suffix trees constructed with the 
naive algorithm and Ukkonen’s algorithm (for indexes that can be held entirely in main 
memory). Figure 4.19 shows how the time taken to complete a set of one million po­
tential exact matches (minimum length four characters, maximum length one hundred 
characters) varies with sequence length and index type. The time taken includes, for 
each query, matching the target pattern, locating each occurrence and traversing the 
result set. Each experiment was repeated four times, with the times shown in Fig­
ure 4.19 being the average of the total times taken for each of the four runs. To prevent 
the first experiment to use a particular set of queries being unfairly penalised (due to 
the later runs performing better due to caching of the query list) the results of the first 
experiment were ignored, and the experiment repeated.
16Note that by comparing the results obtained from each of the different index implementations it 
is possible to confirm, within reason, the correctness of the implementations used—if all the indexes 
give identical results we can be confident that the results are accurate. Additionally, for shorter runs, 
the search results produced by using the TCST where compared against those obtained using an 
implementation of the Boyer-Moore search algorithm. This served as a further test of correctness, but, 
given the computational time required by Boyer-Moore, was restricted to sequences of lengths up to 
100 MB.
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Figure 4.19: In-memory exact matching performance using suffix trees.
The first result of note is tha t our implementation of a naively constructed suffix 
tree outperforms the equivalent suffix tree constructed using Ukkonen’s algorithm. This 
improvement is almost certainly due to improved cache interaction resulting from the 
different node representation and clustering achieved with the naive algorithm. Our 
naive tree uses a more compact node representation than that required by Ukkonen’s 
algorithm. In particular, no suffix link is required and the suffix number and right 
label are calculated on demand. This more compact representation allows more nodes 
to stored in any region of memory, thus increasing the likelihood of the required node 
being cached. Additionally, the top-down insertion of suffixes into the tree during 
construction is more likely to have nodes that are accessed together during search 
being located close together in main memory (thus reducing the amount of random 
memory access). Here, the overhead associated with the on-demand calculation of the 
suffix number and right label (see Section 2.4.1) is entirely recouped by the performance 
boost obtained due to greater locality of reference.
Over the complete range of sequences indexed, increasing the compressed depth, c, 
of a TCST improves the performance of the exact matching algorithm. On average, 
when using a TCST with a compressed depth of 12, the total time taken to complete
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a set of exact matches was 63% less than the time taken when using a suffix tree 
constructed with Ukkonen’s algorithm and 39% less than a naively constructed suffix 
tree. If we consider only the three longest sequences that could be indexed entirely in 
main memory, then the average percentage reductions further improve to 73% and 62% 
respectively. The only exception to this trend was with the shortest sequence indexed 
(3 Mbp), where the performance improved when increasing c from 6 through to 10, but 
further increasing c to 12 actually worsened the performance. This is almost certainly 
due to the two-level array being excessively sparse, resulting in poorer locality than 
that obtained with lower values of c (see also Section 4.3.1).
As with index construction, the improvement in performance associated with in­
creasing c can be attributed to the presence of the two-level array. Matching the first 
c characters of a query using the two-level array will be quicker than traversing the 
corresponding section of a suffix tree. This is due to fewer character comparisons being 
required, greater locality of access to both query and sequence strings and fewer nodes 
being accessed (see Section 4.4.1 for a fuller explanation). For index construction, it 
was observed that as c decreased, TCST construction performance tended to that of 
naive suffix tree construction. If we consider only query patterns that are longer than 
c, then this observation holds for exact matching performance, however when query 
patterns shorter than c are included such a correlation cannot be established. This is 
confirmed by the results shown in Figure 4.19, where the performance of the naively 
constructed trees was found to be somewhere between that of the TCSTs with com­
pressed depths of 6 and 8. The performance of short queries is explored in detail in the 
Section 4.6.3.
Figure 4.20 shows the results of the experiment described above repeated with the 
exact matching operation replaced by simply testing for the presence of the query string 
(and not locating the occurrences of it in the sequence). W ith this operation it is seen 
again that increasing c yielded improved performance. The performance gain achieved 
was consistent over all the lengths of sequence used, with the best performing TCST 
(compressed depth of 12) being on average 37% and 33% faster than the suffix trees 
constructed with Ukkonen’s algorithm and the naive algorithm respectively. Note that 
each experiment described here was repeated in its entirety (meaning that the complete 
set of four runs was repeated), and the average times observed for each experiment 
differed by less than 1%.
R ib  Size All the TCST results presented above used a constant rib size of 32. Each of 
these experiments was also undertaken using rib sizes of 16, 64 and 128. For equivalent
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Figure 4.20: In-memory presence test performance using suffix trees.
indexes using different rib sizes, the largest observed difference in the time taken to 
execute a set of queries was 10%. However it was found that the typical difference 
was approximately 2%. Although altering the rib size did have a marginal effect on 
performance, the effect was not predictable—the optimum choice of rib size varied not 
only between indexes but also between sets of queries. Therefore, a rib size of either 32 
or 64 is recommend as these values yielded the best index construction performance.
4 .6 .3  S h ort Q u ery  P erfo rm a n ce
The second aspect of query performance to be explored is that of matching short 
query patterns using the TCST. This is of interest as the nature of searching a TCST 
for a query pattern shorter than the compressed depth is quite different from the same 
operation on a suffix tree. In Section 3.6.2 it was observed that searching for particularly 
short queries may take longer using TCST than when using a suffix tree.
Several batches of query patterns were generated using the technique described in 
Section 4.6.1. Each batch consisted of queries of a fixed length, with one batch created 
for each possible query length between one and twelve. For queries of length 5 or 
greater, each batch consisted of one million queries. However, it would be impractical
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to perform exact matching for one million queries for each query length less than five as 
this would take an excessive amount of time to process (such a list would also contain 
many repeated target patterns and is unlikely to be used in practice). Therefore, shorter 
lists were used for each query length less than five, with all times being presented 
as averages. This allowed an exploration of which index was most efficient for each 
potential query length. Again, the performance of both exact matching and testing for 
the presence of the given string were explored.
Figure 4.21 shows the performance of the exact matching algorithm over a sequence 
of length of 3 Mbp. Again, it is seen that the suffix tree constructed using Ukkonen’s 
algorithm is the worst performing index in all cases—taking up to three times as long to 
execute the queries as the best performing TCST. For queries of lengths ten to twelve, 
the TCST with a compressed depth of twelve was found to be the best performing index 
and was found to be on average 27% quicker than the naively constructed suffix tree. 
For queries shorter than ten, the TCST with a compressed depth of ten was found to 
be the best performing index, being just over 10% quicker than the naively constructed 
suffix tree. However, when this experiment is repeated with longer sequences, the 
TCST with a compressed depth of twelve becomes the best performing index for all 
query lengths. When searching for matches in a 27 Mbp sequence (see Figure 4.22), the 
TCST with a compressed depth of twelve was on average 67% faster than the suffix tree 
constructed with Ukkonen’s algorithm and 53% faster than that naively constructed 
suffix tree.
The benefits of the TCST over the suffix tree are different when searching for query 
patterns shorter than the compressed depth. The advantages of matching against the 
two-level array (as opposed to using the tree) are diminished by the fact that we must 
scan several locations in the array. However, there are some benefits to this technique. 
Firstly, this technique does not require the indexed sequence to be accessed when 
looking for a match. Also, much of the access to the two-level array will be contiguous, 
allowing for good cache interaction. Finally, the presence of the two-level array will 
result in the sub-trees that are to be traversed (i.e. those that lie within the matching 
prefix range) being much smaller than the corresponding section of suffix tree. This 
will mean tha t fewer nodes are traversed, and less stack space used during recursion. 
Essentially, optimum TCST performance for short queries will be obtained by finding 
a suitable balance between reducing the size of the sub-trees and avoiding making the 
two-level array too sparse (as was the case when a compressed depth of twelve was used 
with the 3 Mbp sequence).
Figures 4.23 and 4.24 show the results of performing a similar experiment to that
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Figure 4.21: Average in-memory exact matching performance for short queries over a 
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described above, where the exact matching operation is replaced by testing for the 
presence of the given query string. Note that each batch of queries used for this 
experiment contained exactly one million queries. W ith the suffix tree, establishing 
the presence of a query pattern of length I is an 0(1) operation. This is also the case 
for the TCST when I is greater than c. However, once I is less than c we will have 
to scan a section of the two-level array, therefore such a guarantee cannot be given. 
From Figures 4.23 and 4.24 it can be seen that once the query length is less than c, the 
total time taken by this matching operation over a TCST becomes reasonably constant 
(differing by no more than 5%) and is not directly proportional to the query length. 
This suggests that the number of two-level array entries that must be scanned in order 
to locate the first match does not increase significantly as query length decreases. Once 
I is greater than c, the time taken by a TCST will grow at a similar rate to that of the 
suffix tree. This can be seen from Figures 4.23 and 4.24, where the lines corresponding 
to the various TCSTs only begin to rise once the query length exceeds c.
For each query length I, the best performing index was found to be the TCST with 
the smallest possible value of c that is not less than I. However, the performance of 
both implementations of the suffix tree were consistently worse than the best performing 
TCST, suggesting that if c is further reduced there will be no performance gain (even for 
the shortest of queries). If searching for the presence of such short strings is of particular 
interest to a client of this index, then it may be beneficial to choose a suitable value for 
c based upon these observations (although this may be to the detriment of other aspects 
of performance). As with the previous experiment, each experiment was repeated in 
its entirety (meaning that the complete set of four runs was repeated), and the average 
times observed for each experiment differed by less than 1%.
S u m m a ry  Contrary to the observations made in Section 3.6.2, on average, searching 
for short query strings takes less time when using a TCST index than a suffix tree. For 
exact matching, a significant time saving is made by only traversing sub-trees. When 
simply testing for the presence of a given string, the time taken by all the indexes tested 
was comparable, with the best performing index found to be the TCST with a suitably 
chosen compressed depth.
4 .6 .4  P e r s is te n t  M a tch in g  P erfo rm a n ce
The final aspect of query performance to be explored is that of the matching algorithms 
when operating over a persistent TCST. When operating the index from disk, the 
amount of time spent on faulting (that is, the amount of time spent transferring sections
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of the index from disk to main memory) is expected to have a significant impact on index 
performance—particularly so when using indexes that are several times larger than the 
available main memory. Additionally, with a persistent index there are certain tests 
that must be performed before accessing certain parts of the index, and such tests 
may also impact upon performance. The impact of these overheads must be balanced 
against the benefits of using a persistent index, namely that we can index sequences 
many times larger than is possible with main-memory techniques and that we do not 
have to re-build the index each time a batch of queries is to be performed.
In order to examine different aspects of the overhead associated with using the index 
from disk, times will be recorded for cold, warm and average performance. By cold it 
is meant tha t the query is being executed for the first time, so the relevant section of 
index is less likely to be in main memory. By warm it is meant that the query is being 
repeated, increasing the likelihood of the relevant section of index already being present 
in main memory. Average query performance will also be considered when discussing 
the effects of caching and eviction, in such cases the average query performance will 
be the mean time taken to perform a query, for the complete set of queries performed 
(which will include examples of both warm and cold queries). Such times are now 
explored for a variety of different sequences and queries.
W arm Index Perform ance
Comparing the warm performance of queries over both main-memory only and small 
persistent TCSTs allows the impact on performance due to the necessary differences in 
implementation to be explored. Firstly, there is the impact of the residence tests, these 
are the various tests that must be performed to establish if a required section of the 
index is resident in main memory or not. Secondly, there will be some differences in the 
main-memory layout of the two types of index: for the main-memory only TCST the 
index layout will be determined by the construction algorithm, for the persistent TCST 
the main-memory layout will be determined by the order in which the relevant index 
sections are faulted. To ensure that any observed difference in performance is due to 
the factors described above, the times compared will be warm times—this ensures that 
all necessary parts of the persistent index will have been faulted into main-memory (as 
all of the indexes used here could fit entirely in main-memory, no part of the index 
will have been evicted during these experiments). Both the exact matching algorithm 
and testing for the presence of the given string are considered here. Furthermore, the 
queries are split into two categories: those that may be shorter than the compressed 
depth and those that are always longer than, or equal to, the length of the compressed
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depth. This distinction is made as queries that are shorter than the compressed depth 
may invoke many residence tests, whereas with longer queries this will only happen 
once.
Figure 4.25 shows the performance of warm exact matching over both main-memory 
only and persistent TCSTs (over a variety of sequence lengths). All query strings had 
a length between 12 and 100 (inclusive). As would be expected, the time taken by the 
persistent TCSTs is, on average, marginally slower than that of the main memory only 
trees. A similar performance overhead was observed when the exact matching operation 
is replaced with testing for the presence of the string (not shown). In both cases, the 
persistent TCSTs were, on average, one percent slower than the main-memory only 
trees for warm queries.
Repeating the above exact matching experiment using query strings of lengths be­
tween 4 and 12 (inclusive) yielded significantly different results (see Figure 4.26). Here, 
the residence tests can have a significant impact on the performance of the exact match­
ing algorithm. From Figure 4.26, it can be seen that increasing the compressed depth 
actually worsened the performance of the warm persistent TCST, significantly so in the 
case of the TCST with a compressed depth of 12. This is due to the large number of 
two-level array entries that must be scanned in order to satisfy such queries. Scanning 
a large number of two-level array entries will lead to a large number of residence tests 
being performed: one such test is required for each rib in the given range, and, for 
non-null ribs, there will be a similar test performed on each rib entry. Increasing the 
compressed depth will, for short queries, increase the number of two-level array entries 
that must be scanned, and the cost of performing the additional residence tests is, in 
some cases, counteracting the benefits of using a higher value for the compressed depth. 
However, it was also found tha t the rate at which the average time to perform a query 
grows with sequence length decreased as the compressed depth increased, suggesting 
that as sequence length increases it is likely that a higher value for the compressed 
depth will be more suitable.
A more surprising result is that for all the indexes with a compressed depth less 
than 12 it was found that the warm persistent index performed significantly better than 
the main-memory only equivalent—in some cases the warm persistent index was five 
times quicker than the corresponding main-memory index. This improved performance 
is due to the effects of clustering. W ith the persistent index the in-memory sub-trees 
will be arranged in the order tha t they were faulted from disk, i.e. the nodes of the sub­
trees will be arranged in depth first order (as dictated by the marshalling algorithm) 
and collections of ribs and sub-trees are likely to be located closely in memory (as die-
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Figure 4.25: Average warm exact matching performance for main-memory only and 
persistent TCSTs over a variety of lengths of sequence (query lengths 12-100).
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Figure 4.26: Average warm exact matching performance for main-memory only and 
persistent TCSTs over a variety of lengths of sequence (query lengths 4-12).
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tated by the order in which they are faulted as the list of two-level array elements is 
scanned). In contrast, the ordering of all objects within the main-memory only TCSTs 
will be dictated solely by the construction algorithm. As was found when comparing 
main-memory only trees (see Section 4.4.1), clustering has a dramatic impact upon the 
performance of such indexes. This result justifies the use of measured execution time 
as a means of comparing index performance—the substantial difference in the time 
taken by equivalent indexes could not be predicted through traditional analytical tech­
niques. Repeating this experiment with the presence test replacing the exact matching 
algorithm yielded the same one percent slow down discussed above (such queries will 
typically only require a few two-level array entries to be scanned, regardless of query 
length). Note that for all of the warm times presented in this section, the difference in 
times noted for repeated runs of the same experiment was approximately 2.5%.
Cold Index Perform ance
The next part of the persistence overhead to be examined is the cost associated with 
faulting required sections of the index. Accessing data on disk is typically several 
orders of magnitude slower than accessing data in main memory. Additionally, once 
the data has been read from the disk, the corresponding in-memory data structure 
must be created prior to executing the query. Given these necessary additional steps, 
it is expected that the performance of a cold TCST will be significantly slower than 
the warm performance of the same index—this is an unavoidable overhead of using an 
on-disk index. However, the impact of accessing the data on disk is lessened as much 
of the data is accessed sequentially (individual sub-trees are arranged as single ‘blocks’ 
of data) and caching is expected to improve the performance of the index when used 
for larger batches of queries (this is explored in the following section).
The cost of faulting required sections of the index can be established by comparing 
the cold and warm performance of the same persistent index. Such an experiment 
assumes that no eviction is necessary (i.e. all the required sections of the index can fit 
into the available main memory) and that the number of queries is small enough that 
almost all queries will require an index section to be faulted (i.e. the number of times a 
given sub-tree is accessed more than once should be negligible). These conditions ensure 
that the effects of caching do not impact upon the measured cold performance, and tha t 
eviction (and subsequent re-faulting) of sub-trees does not impact upon the measured 
warm performance. Furthermore, in order to minimise the impact on performance of 
the operating system’s disk cache, different experiments that make use of the same 
on-disk index should not be performed sequentially.
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Figure 4.27 shows the performance of exact matching over both cold and warm 
persistent TCSTs with compressed depths of 8, 10 and 12. The queries used were of 
lengths 12 to 100 (inclusive), and numbered 1000. The first result of note is that for a 
fixed compressed depth, the average time taken to perform exact matching over a cold 
section of the index grows more rapidly with sequence length than the average time 
taken to perform warm exact matching. This is because the nature of the TCST is 
such, that all sub-trees start at the same prefix depth; meaning that in many cases the 
faulted sub-tree will contain parts of the index tha t are not on the path corresponding 
to the current query. For example, if we consider a query of length 50 and a TCST 
with a compressed depth of 10, then the complete sub-tree corresponding to the first 
10 characters of the query may need to be faulted, but only the nodes on the path 
corresponding to the query (and, if a match is found, those below the point of the 
match) are subsequently accessed. However, such costs must be amortised over the 
lifetime of the index: subsequent queries may access other parts of such a sub-tree, 
which can then be done without requiring access to the on-disk index (assuming the 
sub-tree has not been chosen for eviction).
The second trend worth noting is that the average time taken to perform a cold 
query grows less rapidly with sequence length as the compressed depth is increased. 
This is primarily due to the fact that increasing the compressed depth results in an index 
that consists of a greater number of sub-trees, with the sub-trees also being smaller than 
those found in TCSTs with lower values for the compressed depth. Hence, less data 
is accessed when faulting a typical sub-tree. Furthermore, increasing the compressed 
depth also increases the likelihood of encountering an entry in the two-level array that 
does not correspond to an entry in the original sequence (meaning that no sub-tree 
is to be read from disk). Overall, the best performing cold TCSTs were those with a 
compressed depth of 12. However, for the shortest sequences such an index would be 
excessively sparse, so using a lower value for the compressed depth may be advantageous 
in some circumstances. On average, for queries of a length greater than the compressed 
depth, the best performing TCSTs took approximately 300 times longer to perform a 
cold query than a warm query.17
The above experiment was repeated using a batch of 50 queries of lengths 4 to 
12 (inclusive), the results of which are shown in Figure 4.28. When performing exact 
matching for queries that are shorter than the compressed depth, it is necessary to 
access all parts of the sub-trees that are faulted (i.e. no data will be read from disk
17It should be noted that the relative performance of cold and warm queries will vary greatly between 
different system environments.
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Figure 4.27: Average exact matching performance for both cold and warm persistent 
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and not subsequently accessed). This is reflected in the observed results, where it 
can be seen that the average time taken by cold and warm queries both grow with 
sequence length at a similar rate. As above, it can be seen tha t the average time 
taken to execute a cold query grows less rapidly with sequence length when a higher 
value is used for the compressed depth. However, for the range of sequences used, 
the best performing index in each case was the TCST with a compressed depth equal 
to 8 (although the difference in average time taken by the different indexes decreases 
significantly as sequence length increases). For shorter queries it was found that the 
best performing TCSTs took approximately 48 times longer to perform a cold query 
than a warm query.
The previous two experiments were also performed with exact matching being re­
placed by testing for the presence of the desired string. For queries of length 12 or 
greater, the cold performance of the presence test over persistent TCSTs yielded near 
identical results to those given in Figure 4.27. This is what would be expected, given 
that the same volume of data is read from disk in both cases (for queries of length 
greater than the compressed depth, the relevant sub-tree must be examined to estab­
lish whether or not the query string is present in the index). However, the behaviour 
of the index for the shorter queries is notably different. For queries that are shorter 
than, or equal to, the length of the compressed depth it is not necessary to access 
any sub-trees in order to establish the presence of the string (this can be by simply 
establishing if the relevant sub-tree is present or not).
Comparing Figure 4.29 to Figure 4.28, it can be seen that the cold performance of 
the presence test grows with sequence length at a much slower rate than tha t observed 
with the exact matching operation (when executing queries of lengths close to that of 
the compressed depth). Exact matching of short target patterns may require numerous 
sub-trees to be faulted, whereas at most one sub-tree is faulted when performing the 
presence test operation. Hence, the rate of growth in time taken with sequence length 
is relatively slow when performing the presence test. For the TCSTs with compressed 
depths of 8 and 10, some of the queries in the sample batch will require sub-trees to 
be faulted from disk, the size of which will grow as sequence length increases. For the 
TCSTs with a compressed depth of 12, the rate of growth in time taken is much slower 
as no sub-trees need to be faulted. However the average time taken to perform a cold 
query was still seen to grow with sequence length. This is likely to be a result of the 
increasing size of the on-disk index and the fact tha t a greater number of partitions 
(files) are used: the overhead of accessing the required parts of the on-disk index is 
likely to be slower as index size, and the number of partitions, increases.
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Figure 4.29: Average presence test performance for both cold and warm persistent 
TCSTs, query lengths 4-12 (logarithmic axes).
Although cold queries are, by their very nature, significantly slower than the corre­
sponding warm queries, this overhead must be balanced against the benefits of using 
a persistent index. Firstly, with a persistent index it is not necessary to construct the 
data structure each time a batch of queries is to be performed. Secondly, persistent 
indexes allow longer sequences to be indexed than is possible with main-memory only 
index techniques. Furthermore, as more queries are performed using a given index, 
a greater part of that structure will become cached in main-memory, thus decreasing 
the likelihood tha t the required part of the index will need to be fetched from disk 
(although in some cases it will be necessary to subsequently evict parts of the index 
from main-memory to accommodate further queries). In most cases, it can be seen 
that increasing the compressed depth results in improved performance, the two excep­
tions to this being, when sequences of lengths less than 30 Mbp are indexed and when 
performing exact matching for queries of lengths less than 12.
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T he Effects o f E viction  and Caching
The final aspect of query performance to be explored is that of executing batches of 
queries over large persistent indexes. It was shown in Section 4.4 that TCSTs can 
be constructed over large sequences. However, in order to demonstrate the utility of 
such an index it is also necessary to show that relevant query algorithms can operate 
efficiently over the completed index. Furthermore, such a demonstration also allows an 
exploration of how performance is affected by the frequency of eviction cycles and what 
percentage of sub-tree accesses require the on-disk index to be examined. All of the 
experiments presented in this section were performed using TCSTs with compressed 
depths of 10 or 12, built over the three longest sequences in our data set (that is, the 
sequences of lengths 315 Mbp, 963 Mbp and 1.482 Gbp). Three batches of queries were 
used: the first contained one million queries of lengths 12-100; the second contained 
one million queries of lengths 4—12; and the final set contained one thousand queries of 
lengths 4-12.
For the purposes of these experiments, an eviction cycle is triggered whenever the 
amount of available main memory falls below 5% of the total main memory, with 
eviction continuing until 20% of the main memory becomes available. Sections of the 
index are selected for eviction at random, with each section corresponding to one-sixth 
of the total prefix range (more than one such section may need to be evicted during 
each cycle). For each selected section, all backbone entries are set to null, with the 
exception of those marking known-null ribs. The parameters used here were selected 
as they were found to provide adequate performance over the range of experiments 
performed but may need to be adjusted for other workloads.
Table 4.7 shows the average query time and number of eviction cycles required 
when performing exact matching over large persistent TCSTs. For the first batch of 
queries used (one million queries of lengths 12-100), increasing the compressed depth 
from 10 to 12 halved the average query time and significantly reduced the number of 
eviction cycles invoked. However, for the second batch of queries (one thousand queries 
of lengths 4-12), it was found that increasing the compressed depth had little effect 
on the number of eviction cycles invoked and caused an increase in the average time 
taken to perform a query. This corresponds to the trends observed in the previous 
section regarding cold query performance: cold query performance and the frequency 
of eviction are both largely determined by how much data must be read from disk in 
order to satisfy the given queries. For both sets of queries it can be seen that the 
number of eviction cycles required increases as sequence length increases. This is what 
would be expected given that the number of eviction cycles is influenced by the same
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c= 10 c= 12
Query Sequence Number of Avg Time Number of Avg Time
Set Length (Gbp) Evictions (ms) Evictions (ms)
12-100 0.315 7 2.462 0 1.378
12-100 0.965 22 4.605 0 2.547
12-100 1.482 43 6.775 1 3.597
4-12 0.315 9 841 7 2385
4-12 0.965 25 1926 27 4330
4-12 1.482 41 3041 48 5091
Table 4.7: Exact matching performance over large sequences for two separate query 
batches (one million queries of lengths 12-100, and one thousand queries of lengths 
4-12).
factors that impact upon the number of partitions required in order to successfully 
index a given sequence.
Table 4.8 shows the above experiment repeated for the presence test operation. 
For the first batch of queries, the results obtained are equivalent to those for exact 
matching. However, for the second batch (one million queries of lengths 4-12), the 
results are notably different from those observed for exact matching. W ith the presence 
test, it was found that increasing the compressed depth reduces the number of eviction 
cycles triggered and, for the longest sequence, improves query performance. Again this 
corresponds to the trends observed previously for cold query performance.
Similar trends are also observed when the effect of caching is examined. Here, a 
cache miss is defined as being an access to a two-level array element that results in 
the on-disk index being examined, and a cache hit is where accessing a two-level array
c= 10 c= 12
Query Sequence Number of Avg Time Number of Avg Time
Set Length (Gbp) Evictions (ms) Evictions (ms)
12-100 0.315 7 2.328 0 1.492
12-100 0.965 24 4.622 0 2.507
12-100 1.482 41 6.965 1 3.590
4-12 0.315 0 0.820 0 0.841
4-12 0.965 1 1.246 0 1.328
4-12 1.482 5 1.908 0 1.680
Table 4.8: Presence test performance over large sequences for two separate query 
batches (one million queries of lengths 12-100, and one million queries of lengths 4-12).
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element does not require the on-disk index to be examined (i.e. the required sub-tree is 
already in main memory, or has been marked as ‘known null’ or ‘known non-null’). Note 
tha t certain queries require several two-level array locations to be accessed and may 
result in several cache hits or misses. Figures 4.30 and 4.31 show the ratio of cache 
hits and misses for the experiments described above. For batches of queries where 
eviction is required, the percentage of cache hits is seen to drop as sequence length 
(and the number of eviction cycles) increases. For batches where little, or no, eviction 
takes place, the percentage of cache hits stays reasonably constant as sequence length 
increases. Over all of the exact matching experiments, the percentage of two-level array 
accesses resulting in a cache hit ranged from 43% to 8%, depending on the size of the 
index and the nature of the queries. For the presence test operation, the cache hit rate 
ranged from 43% to 15% for the batch of longer queries and was found to be as high 
as 72% for the batch of shorter queries (which, given their length, is likely to contain 
many repeated queries). Given tha t each experiment begins with an empty in-memory 
index, and that queries are not expected to exhibit good locality, such modest cache 
hit rates are to be expected. However, all techniques that can reduce the number of 
times the on-disk index is accessed will improve index performance.
Summary
As would be expected, the performance of a persistent TCST is notably slower than 
its main-memory only equivalent. However, this overhead must be balanced against 
the fact that using an on-disk index allows a far greater volume of data to be indexed. 
The observed performance overhead is due to the costs associated with transferring 
sections of the index from main-memory to disk (a necessary operation with an on-disk 
index). However, the impact of this overhead is reduced by the effect of caching: as 
the number of completed queries grows, a greater percentage of the available main- 
memory will be occupied by faulted index sections, thus reducing the number of times 
the on-disk index is accessed. Additionally, when comparing the performance of a main- 
memory only index and a warm persistent index, it was found that the object layout 
used for the warm persistent index allowed for better performance than that of the 
main-memory only index, thus further reducing the impact on performance of using a 
persistent TCST. Overall, it was found that the TCST with a compressed depth of 12 
gave the best performance, the only exception being, when exact matching is performed 
for short queries, in which case using a compressed depth of 8 was found to give better 
performance.
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Cache hit rate for exact matching, TCSTs c=10 and c=12, query lengths 12-100 and 4-12
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Figure 4.30: Cache hit rate for exact matching over large sequences using two query 
batches (one million queries of lengths 12-100, and one thousand queries of lengths 
4-12).
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Figure 4.31: Cache hit rate for the presence test over large sequences using two query 
batches (one million queries of lengths 12-100, and one million queries of lengths 4-12).
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4.7 Summary of Results
We now summarise the main results presented in this chapter. In Section 4.3 it was 
shown that the TCST can provide a more compact on-disk index than all previously 
published main-memory or disk-resident implementations of the suffix tree. Further­
more, it was demonstrated that it is possible to increase the compressed depth of the 
index as sequence length increases without incurring any space overhead. Section 4.4 
discussed the performance of various techniques for constructing TCSTs. It was shown 
that in-memory TCSTs can be constructed in less time than that taken by more tradi­
tional suffix trees using Ukkonen’s linear time construction algorithm. Additionally, it 
was shown that index construction time can be significantly decreased by employing, 
where appropriate, the Improved Prefix-Partitioned TCST Construction Algorithm or 
parallel construction. Section 4.6 explored the performance of both exact matching 
and testing for the presence of a given string over disk-resident and main-memory TC­
STs. Again, it was found that in-memory TCSTs performed better than equivalent 
implementations of more traditional suffix trees. For disk-resident indexes, the over­
heads associated with using an on-disk index were explored. Overall, it was found that 
increasing the compressed depth of the TCST improved query performance, with the 
only exception being when exact matching is performed over a disk resident TCST for 
short queries. Throughout this chapter, we have seen that the operational parameters 
associated with the TCST can have a great impact on the performance of the index. 
In the next chapter we introduce a framework and toolkit that can assist developers 
and clients of novel index technology in the management of operational parameters.
Chapter 5
Generic Index Developm ent and 
Operation Framework
This chapter introduces the Generic Index Development and Operation Framework 
(GIDOF): a framework and toolkit that aids both developers and clients working with 
novel indexing technology.1 More specifically, GIDOF addresses many aspects of the 
management of operational parameters—a task that is of fundamental importance to 
the successful implementation and deployment of bespoke indexing technology, and is 
often non-trivial. Section 5.1 motivates the need for such a parameter management 
framework, drawing on the experiences of designing and evaluating the TCST (as pre­
sented in the preceding chapters). Sections 5.3 and 5.4 give the core functionality of 
the GIDOF parameter model. Section 5.5 defines the representation of the supported 
parameter types in XML. Finally, Section 5.6 describes the tools provided for use by 
developers and clients. Examples of the use of this framework will be given in the 
following chapter.
5.1 The Role of Parameter M anagement in the Process 
of Index Developm ent and Use
Operational parameters play a significant role in the successful deployment of many 
applications, particularly so in the case of performance critical applications, such as 
indexes. In this work, the term operational parameter is used to refer to any option
Tn this chapter, the term developer is used to refer to the person, or persons, involved in the design 
and implementation of the index technology in question; with term client used to refer to those who 
use the completed implementation (for example, those involved in the deployment of a server based on 
the index technology).
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within the implementation that can, when altered, affect some aspect of the perfor­
mance of the index. For example, in the previous chapter the effect of some of the 
operational parameters relating to the TCST were explored, namely, the compressed 
depth, rib size and choice of construction algorithm. Each was found to influence the 
performance of the index in such a way that choosing the optimum values for the pa­
rameters cannot be done without knowledge of the workload (i.e. it is not possible to 
simply choose values that would be appropriate in all circumstances). Furthermore, 
there are numerous other parameters associated with the implementation of the TCST 
that were not explored in detail. For example, several I/O  buffers were used, the sizes of 
which will affect the performance of many aspects of the index. W ith such parameters, 
it is possible to choose values that are likely to give acceptable levels of performance in 
most circumstances, however, the value chosen may not be optimal in all cases. Hence, 
allowing the client of an index application to tune selected parameters may result in 
improved index performance.
In order for a client of a particular index technology to be able to optimise the 
performance of their index, it is necessary that they can change the values of the 
index implementation’s operational parameters. This requires that some sub-set of the 
parameters are presented to the client in such a way tha t they can sensibly alter the 
parameters tha t they deem to be of interest. Additionally, it will be required that some 
form of documentation is provided, as the client will need to be informed as to the 
form and purpose of the parameter. Such tuning is more likely to be of interest when 
an index is to be long-lived and heavily used as this allows the costs associated with 
tuning the index to be recouped.
So, why is it beneficial to provide a framework and toolkit to support the tasks as­
sociated with the management of operational parameters? Firstly, the need for careful 
parameter management is not unique to the implementation of the TCST. It is a fea­
ture of many persistent systems: for example, the SPHERE persistent object store [93] 
and the Oracle family of databases [84] both require some degree of parameter tuning 
if adequate levels of performance are to be achieved. Any index system of even moder­
ate complexity is likely to require similar tuning if implemented using general purpose 
persistence systems, or when implemented using bespoke techniques. This suggests 
that such a framework and toolkit is likely to be of use to developers of such systems. 
Secondly, developing ‘ad hoc’ techniques to manage parameters is likely to result in 
redundant development effort, with each index implementation providing its own vari­
ation on this task. Provision of a toolkit for the management of operational parameters 
could lessen the development effort required when implementing indexes with tunable
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parameters. Finally, by providing tools tha t allow a given set of parameters to be 
manipulated in a structured manner, the parameter management tasks performed by 
both developer and client may be simplified.
In addition to the benefits described above, a suitable parameter management 
framework and toolkit can also provide a means of communication between the de­
veloper and client. Such communication is necessary if the client is to successfully tune 
their index: it is essential that the role of a parameter, and what effect changing it will 
have, is known before a value can sensibly be chosen. Before discussing the specification 
of the GIDOF parameter model, the tasks associated with parameter management at 
both the development stage and the deployment stage are discussed in detail.
5 .1 .1  D ev e lo p m en t:  P a ra m e ter  Id en tifica tio n  an d  E x p e r im e n ta tio n
Identifying parameters that affect index performance is a fundamental part of the suc­
cessful implementation of any index technology. As implementation progresses, the 
developer will introduce and specify parameters as necessary, gradually building the 
complete list of parameters associated with the index application. This iterative spec­
ification of the parameter list reflects the piecemeal nature of software development, 
and it is vital that any parameter model and toolkit supports such use.
Once a given parameter has been identified, the developer must then decide how this 
param eter is to be treated. The simplest way of doing this would be to simply choose a 
suitable value, based on past experience and assumptions about the use of index, and 
then fix this choice in the code. This approach is clearly limited in tha t the assumptions 
made may not accurately reflect the use of the index and that changing the value of 
the param eter requires knowledge of the development process. Similarly, the developer 
could explore various performance measurements before fixing the param eter’s value, 
or possibly establishing rules to determine the value. Although such experimentation 
would provide additional insight into the effect of changing the param eter’s value, 
it still relies on certain assumptions about the final use of the index (for example, 
both the workload and system environment used may differ from tha t of the client 
of the index). In both cases, the existence of the parameter, the value chosen and 
the implications of this choice will be ‘hidden’ in the details of the code. Any party 
wishing to tune the performance of the index would not readily have access to such a 
parameter and would be unable to fully address the aspects of performance influenced 
by this parameter. Additionally, if the developer wishes to change the value of this 
parameter, they must locate and alter the correct part of the source code. Separating 
the param eter specification from the implementation would allow parameters to be
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tuned more readily, and this is how parameters are to be treated by both the framework 
and toolkit.
Once a parameter has been identified, the developer could decide to present it in 
such a way tha t the client may alter its value. This may be because the parameter 
has a significant impact upon performance and that its value cannot be determined 
without knowledge of the client’s workload. Exposing a parameter in this manner has 
the advantage of allowing the client to tune the index implementation to suit their 
needs. However, this also requires that the developer provides a suitable mechanism 
for altering the param eter’s value and that the developer fully documents the role of 
the parameter. In particular, documenting such parameters is of importance as it is 
only the developer who will have sufficient knowledge of the index to be able to judge 
which parameters will affect which aspects of performance. Given this observation, it is 
essential tha t the parameter model provided by the framework allows each parameter 
to be annotated, thus providing a mechanism for the developer to communicate their 
knowledge of the param eter’s function to the client.
In order to be able to fully document the parameter list associated with an in­
dex implementation, the developer may wish to explore the effect of changing certain 
parameters. This allows performance trends to be established and parameters to be 
annotated accordingly. In some cases the developer may use this information to tune 
certain aspects of the index, or restrict the range of values that a parameter might take 
to those identified experimentally as providing acceptable performance. This process 
of experimentation is equivalent to that which was discussed in the previous chap­
ter, where the effects of changing several operational parameters related to the TCST 
were explored, and resultant trends identified. Such experimentation requires tha t the 
developer can easily edit and refine the parameter list associated with the index.
In summary, as part of the development process the developer will identify and 
annotate the various operational parameters associated with the implementation of the 
index in question. This process will be iterative, with the parameter list evolving as 
implementation progresses. Furthermore, the developer may also undertake a perfor­
mance evaluation to establish the effects of altering certain operational parameters. 
This information can then be used by both the developer and client to tune the index 
implementation.
5 .1 .2  In d e x  O p eration : T u n in g
If a particular data set is likely to be queried extensively then it may be beneficial 
to tune the indexes used to access this data. In particular, the client of the index
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technology may wish to optimise the index for a given workload and system environ­
ment, potentially after undertaking some performance evaluation. It is likely that only 
certain aspects of performance, and therefore certain operational parameters, will be 
of interest. For example, if the data set and index are to be long-lived, then query 
performance is more likely to be explored than index construction performance. In 
order for index tuning to be performed effectively, the client will need to know what 
parameters are available for tuning, what these parameters correspond to, and what 
the effect of changing the parameters would be. This information is to be provided by 
the developer, as only the developer will have the necessary expertise. Correspondingly, 
any tool provided for tuning a given index implementation should be arranged in such 
a way that only those parameters of interest need be addressed.
The way in which operational parameters are presented to the client of the index 
will determine how any tuning or evaluation processes are undertaken. For exam­
ple, it would be unrealistic to expect a client of the technology to alter operational 
parameters by directly editing the source code of the implementation as this would 
require significant knowledge of the design and implementation of the index. More 
common mechanisms for allowing operational parameters to be adjusted include the 
use of command-line arguments or configuration files. The former can be effective when 
only a small number of options are available, but quickly becomes inappropriate as the 
number of parameters rises; the latter is more appropriate where a larger number of 
parameters are available. Although these techniques allow an application to be tuned, 
they do not readily allow for detailed annotations to accompany parameter definitions, 
an im portant property if tuning operations are to be successful.
5.2 Examples of Performance Tuning Tools
The increasing complexity of modern data management systems has seen a growth in 
the demand for applications tha t allow end-users to tune a given system to suit the 
needs of their applications [26]. In particular, many database management systems 
are supplied with tools that allow operational parameters to be altered by the end- 
user. For example, the Oracle Tuning Pack [91] contains several applications that 
allow operational parameters to be adjusted, each addressing a specific aspect of the 
database implementation. Similar tools are available for other commercial databases, 
such as DB2 [95]. Systems of this type often make use of a set of rules to in order to 
allow past experience of tuning the system to be reflected in the values of operational 
parameters (such parameters will not be exposed to the end-user) [73]. This is similar
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to the use of rules within expert systems [27].
The tuning mechanisms supplied with commercial databases are each specific to a 
single database platform, thus they are not suitable for use by developers of bespoke ap­
plications. Examples of more general parameter configuration tools include the package 
j a v a .u t i l  .p re f  s, which is supplied as part of the Java 2 Platform2 [38], and numer­
ous commercially available XML property editor applications. However, these more 
general tools are aimed at allowing users to manage simple application preferences and 
do not address the wider task of parameter management: for example, they do not 
support the use of rules to allow previous tuning experience to be readily exploited. 
Parameter management tools also have applications in many other areas of computing 
science, including information retrieval [53] and parallel programming [5].
5.3 Overview of Functionality
The Generic Index Development and Operation Framework consists of an implementa­
tion of a flexible and comprehensive parameter model, together with two applications 
that allow parameter lists to be defined and edited. The design and implementation of 
GIDOF has been independent of the TCST, and is such that it is possible to make of 
use of this technology when implementing any application. However, GIDOF has not 
been evaluated using any other application implementation, and, as such, proof that 
the implementation is generic is not provided. The primary purpose of the implemen­
tation of the parameter model is to provide a means by which an index implementation 
can access and manipulate the parameters associated with it. The key features of the 
parameter model, and its implementation within GIDOF, are given below.
• Parameter Grouping Parameters are split into two groups: the first is a flat list 
of parameters that are shared amongst all aspects of the implementation; the 
second group is arranged hierarchically and can be used for parameters that have 
more limited scope.
• Phases Parameters can have a fixed lifespan associated with them, which is de­
fined in terms of phases: this ensures that parameters with values that are de­
pendent on other parameters are not accessed before they have a meaningful 
value.
2The package j a v a .u t i l .p r e f s  is available as part of the Java 2 Platform as of version 1.4.0, see 
h ttp ://ja v a .su n .c o m /j2 se / for details.
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• Rule-Based Parameters Parameters can be defined in such a way that their value 
is derived from a sequence of rules (conditions and corresponding actions), allow­
ing a param eter’s value to be derived at run-time.
• Event-Based Sharing Events are triggered whenever a param eter’s value changes, 
allowing components that make use of the parameter to respond, if necessary, to 
the change.
• XM L Representation Use of XML allows the parameter model to be represented 
in a structured textual format, which can then be used to provide a means of 
persistence for the definitions and values of the current parameter list.
Two applications are provided as part of GIDOF. The first is for use by those 
involved in the implementation of the index, who are responsible for identifying, defining 
and annotating all of the parameters associated with the index. The second application 
is for use by clients of the index, who can, if desired, explore the effects of changing 
the values of certain parameters. The input, where appropriate, and output from these 
applications will take the form of the XML representation of the parameter list. If 
desired, it would be possible to create, or edit, this XML file using third party tools. 
However, it is recommended that the supplied applications are used as they guide 
the user through the task and ensure tha t specified parameters are valid. The two 
applications are described below.
• Developer’s Parameter Tool A graphical application that allows the complete an­
notated parameter list associated with an index to be defined: the parameter 
list is built up iteratively as implementation (and possible experimentation) pro­
gresses, with some parameters identified as being ‘tunable’ (i.e. its value may be 
altered by the client).
• Client’s Parameter Tool A graphical application that allows those deploying the 
index to tune selected parameters associated with the index implementation (the 
tunable parameters having been selected and annotated previously by the devel­
oper).
Together, the two applications provide a means for supporting parameter management 
at all stages of index development and use. The developer’s application supports both 
initial development and experimentation, and is expected to be used repeatedly as 
development progresses: new parameters can be added to the existing model as and 
when they are required, and the nature of existing parameters can be altered. The
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same tool can also be used to support a possible experimentation, or evaluation, phase, 
with the existing parameters updated according to the results of any experimentation. 
The client’s application allows the parameters of the index application to be tuned 
to suit the given workload and environment. This tool can also be used to support 
experimentation, albeit in a more restricted way than is supported by the developer’s 
application.
5.4 Parameter M odel
The first aspect of GIDOF to be discussed in detail is the parameter model and its 
implementation in Java. This model has been designed to be flexible and provides the 
developer with a variety of ways to structure the parameter list for their index, while 
still providing the application with a straightforward view of the parameters available 
to it.
5 .4 .1  P a ra m e ter  S ty le s
Three styles of parameter are supplied with GIDOF, with each style corresponding to 
a different way in which the developer may want to use a given parameter. However, 
all parameter styles have certain common attributes, allowing the application to view 
different parameter styles uniformly (allowing the style of a parameter to be changed 
without requiring any significant changes in the corresponding application). Corre­
spondingly, the implementations of the three parameter styles all extend the same 
abstract class defining the common attributes and accessor methods. The following 
attributes are associated with every parameter.
• Name A unique name that is used to identify the parameter (see also Sec­
tion 5.4.2): this identifier is used by the application to select a required parameter.
• Type A param eter’s value can be specified as being of one of the following types: 
S tr in g , C harac ter, Boolean, Byte, Short, In te g e r , Long, F lo a t or Double (i.e. 
object representations of all primitive types supported by Java, with the addition 
of the type S trin g ).
• Value The current value associated with the parameter, which will be an object 
of the specified type when used by the index application, and will be treated as 
text when manipulating the XML representation.
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• Description A textual description of the param eter’s purpose, and, where appro­
priate, what the implications of changing the param eter’s value would be.
• User Mode States whether or not the param eter’s value can be altered using the 
client’s parameter tool, i.e. whether or not the parameter is tunable.
• Constant Value States whether or not the param eter’s value can be changed by 
the index application. Such a parameter may still be tunable prior to invoking 
the application, but its value may not subsequently be altered once the program 
is running.
In addition to the above attributes, parameters will also have attributes specific to the 
style of parameter used. The three parameter styles, their attributes and predicted use 
are now discussed.
S im ple P a ra m e te rs  This represents the most basic form of parameter supported by 
GIDOF. The value of such a parameter may be any value of the specified type.3 In 
the case of the numeric data types, this may correspond to a particularly wide range 
of values. As such, Simple Parameters are only of limited use for representing tunable 
parameters—it is unlikely that such a wide range of values would be sensibly used with 
the application, although such situations may still occur. However, they are useful for 
representing parameters that are modified by the index application, or parameters that 
the developer may be exploring.
F ixed -C h o ice  P a ra m e te rs  Associated with this form of parameter is a pre-defined 
list of values, with the range of values supported by the parameter being limited to 
those on this developer specified list. Fixed-Choice Parameters are most likely to be of 
use where the developer has identified a range of suitable values for a given parameter, 
and then wishes to allow the client of the index application to choose which value best 
suits their need. Examples of the type of parameters tha t may be represented in this 
manner are parameters that correspond to different algorithm choices or different buffer 
sizes.
R u le -B ased  P a ra m e te rs  This form of parameter is distinct from the previous two 
in that the value associated with a given parameter is calculated at run-time according 
to a set of conditions and actions specified by the developer (a single rule is composed
3When dealing with the XML representation, it is more accurate to say that a Simple Parameter 
can take any value that can be parsed as the stated type.
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of one condition and a corresponding action). The purpose of such a representation is 
to allow parameters to be specified in such a way that their value is dependent on the 
current workload and system environment, allowing the most appropriate value to be 
used without need for manual tuning. This allows performance trends identified by the 
developer to be exploited. For example, if a relationship was found between buffer size 
and input size, such a relationship could be expressed using a Rule-Based Parameter. 
A full description of the conditions and actions associated with Rule-Based Parameters 
is given in Section 5.4.3.
Accessing a Parameter’s Value
All three parameter styles share common accessor methods to enable the param eter’s 
value to be retrieved and, where appropriate, modified. In all three cases, retrieving a 
param eter’s value using the getV alue method simply results in an object of the correct 
type being returned—it is up to the application how this value is subsequently used. 
Note that in the case of the Rule-Based Parameter the value returned will be that 
which was calculated previously by evaluating the associated conditions and actions, 
i.e. the rules are not re-evaluated upon each access to the parameter (this behaviour 
can, if desired, be achieved by explicitly invoking the tim e method before accessing 
the parameter). Unless the parameter is specified as having a constant value, or is an 
instance of a Rule-Based parameter, it is possible to modify its current value using the 
setV alue method. When invoked, this method will check that the supplied value is 
of the correct type and, in the case of a Fixed-Choice Parameter check tha t the value 
matches one of the pre-defined values, before updating the param eter’s current value.
5 .4 .2  P a ra m e ter  G rou p in g
The parameters within a GIDOF parameter list can be split into two groups. The 
first grouping, referred to as the shared parameters, will contain the parameters tha t 
are fundamental to the index implementation and have values tha t will be needed by 
more than one component within the application implementation. Parameters within 
the shared grouping are stored as an unordered set, each being identified by a unique 
name. It is expected that there will be few such parameters in any given parameter list. 
The second grouping of parameters contains those of more limited scope; parameters 
that will typically only be accessed by one component. This second grouping, referred 
to as the local parameters, is expected to contain a greater number of parameters than 
the first grouping and is arranged hierarchically. This hierarchy allows the parameters
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to be classified according to use, thus simplifying the task of identifying parameters 
of interest. Note tha t the nature of this hierarchy is essentially arbitrary, allowing the 
developer to classify parameters according to any suitable criteria. For example, it may 
be decided to classify parameters according to function, such as grouping I/O  related 
parameters together, or it may be decided that the grouping of parameters should 
closely mimic the package and class hierarchy of index implementation. All parameters 
at a given point in the hierarchy must have unique names, although it is possible 
to have parameters at different points in the hierarchy sharing a common name. By 
allowing the developer to specify the exact nature of the hierarchy, and deciding which 
parameters belong in the shared grouping, it is possible for the developer to structure 
their parameter list in such a way that the client will only need to browse a sub-set of 
the parameters in order to establish which are of interest.
The main purpose of splitting the parameters into two distinct groups (and then 
further classifying the local parameters) is to simplify the processes of identifying and 
manipulating required parameters, particularly so in the case of a client of the index 
application who is attem pting to tune the index. While such grouping may not be 
necessary if only a handful of parameters are associated with a given index, it is ex­
pected that allowing parameters to be organised in this manner will become increasingly 
im portant as the number of parameters associated with a system grows.
5 .4 .3  R u le -B a se d  P a ra m eters
Rule-Based Parameters are parameters that can be specified in such a way that their 
value is derived at run-time dependent on the value of other parameters. This can allow 
relationships between workload, parameter choice and performance to be exploited 
without requiring manual tuning. Furthermore, it means that such relationships are 
expressed in a manner that is independent of the code. This allows the conditions and 
actions of a parameter to be adjusted by the developer without the need for source 
code to be re-compiled (as would be the case if equivalent rules were simply specified 
as part of the implementation of index application).4 Thus, parameter exploration and 
establishing associated rules can be performed independently of the implementation 
process.
The technique used to represent Rule-Based Parameters in GIDOF is as follows. 
Associated with each Rule-Based Parameter is a list of conditions and corresponding
4Consider the case of self-organising data structures, such as self-balancing B-Trees [2]: the rules 
that determine the behaviour of such structures is typically embedded in the implementation of the 
algorithm and cannot be altered without making changes to the source code.
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actions. To determine the value of the parameter, each condition will be taken in the 
order specified by the developer until the first one that evaluates to t r u e  is encoun­
tered.5 The action corresponding to this condition will then be evaluated, and the 
resulting value used as the param eter’s new value. If none of the conditions is found to 
hold true then the parameter is not updated, thus the developer should ensure that all 
possibilities are covered. This is somewhat similar to the case statement, as found in 
numerous programming languages, albeit in a more specialised form. Three variations 
of Rule-Based Parameters are provided in GIDOF, each invoking the evaluation of the 
param eter’s value under different circumstances. The three variations are described 
below.
• Evaluate On-Demand The value of the parameter will only be evaluated when 
explicitly requested by the index application.
• Evaluate Once The value of the parameter will be evaluated only once at a spec­
ified point in the lifetime of the index (see Section 5.4.4): this behaviour can also 
be achieved using the on-demand variation of the Rule-Based Parameter.
• Self-Adjusting The value of the parameter will be updated whenever the value 
of any parameter that it is dependent upon (i.e those that feature in any of its 
conditions or actions) changes.
D efining C onditions and A ctions
The conditions and actions corresponding to a Rule-Based Parameter need to be ex­
pressed in such a way that they have a straightforward text based representation and 
that they can be evaluated simply at run-time. The need for a textual representation is 
to allow the conditions and actions to be input directly by the developer when using the 
Developer’s Parameter Tool. Additionally, this also allows the conditions and actions 
to be stored simply as strings within the XML representation of the parameter list. 
The package used for this purpose was JEP (Java Expression Parser).6 This package 
allows a variety of mathematical expressions to be parsed and evaluated, and supports 
the use of a number of common functions and constants. Furthermore, JE P  supports 
the use of user defined variables, which can be used to represent the values of other 
parameters within GIDOF.
5Note that any non-zero value is taken to be true, with f a ls e  corresponding only to the value zero.
6JEP - Java Mathematical Expression Parser, h ttp ://w w w .sin gu larsys.com /jep /, as accessed 
September 2004.
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Both conditions and actions are given as JEP expressions. Conditions will be eval­
uated using JEP, with the current value of any referenced variables previously being 
loaded into the JEP environment (and updated as necessary). This result will then 
be treated as a boolean value with all non-zero results being interpreted as being true. 
Actions are also specified as JE P  expressions and will be evaluated if the corresponding 
condition is found to hold. Note that literal values are valid JEP expressions, and, in 
the case of S tr in g  or C h arac te r types, only literal values are allowed as actions. A 
description of the operators, functions and constant values available for use within JEP 
expressions is given in Appendix C.4.4.
5 .4 .4  P h a ses
Given that Rule-Based Parameters can be specified in such a way that they are de­
pendent on the values of other parameters, it is necessary to provide a mechanism to 
prevent such parameters from deriving their value from parameters that have yet to 
be given a meaningful value. This can be achieved through the use of phases. Phases 
can be used to mark significant milestones in the lifetime of the index and can be used 
to signal that a Rule-Based Parameter can meaningfully derive its value. Phases are 
specified by the developer as an ordered list, with the application specifying when a 
particular phase is to be entered or exited. As was the case with parameter grouping, 
the nature of the phases used is arbitrary, and can be omitted if they are not deemed 
to be necessary. No aspect of the use of phases is explicitly exposed to the client of 
the index application. Example uses of phases could be to distinguish between index 
construction and use of the completed index as a server, or to separate initialisation 
from the main algorithm.
Phases are primarily intended for use with Self-Adjusting Parameters; however they 
are also of use when dealing with Rule-Based Parameters that are to be evaluated only 
once at a specific point in the index’s lifetime. In the first case, the temporal scope 
of a Self-Adjusting Parameter is defined in terms of a start and end phase (inclusive). 
When a particular phase is entered, any Self-Adjusting Parameter with tha t phase as 
its start phase will begin to auto-tune (i.e. its value will be recalculated whenever a 
value that it is dependent upon changes). This will continue until the end phase has 
passed, with several phases potentially passing in between. In the second case, a Rule- 
Based Parameter tha t is only to be evaluated once can be set at either the start or end 
of a specified phase.
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5 .4 .5  C h an ge E v en ts
If shared parameters are used in a multi-threaded environment then it is necessary 
to provide a mechanism to alert a component that the value of a parameter that it 
uses has been changed. Furthermore, such a mechanism is also necessary to allow Self- 
Adjusting Parameters to be notified of changes to the parameters on which their value 
is dependent. This can be achieved by triggering a ValueChangedEvent whenever a 
shared param eter’s value is changed. Any component that wishes to be notified of 
such changes can implement the value Changed method and register a suitable imple­
mentation of the ValueChangedListener interface. The component can then process, 
or ignore, the updated value as necessary. A similar mechanism is also used to allow 
notification of changes in phase to be propagated.
A parameter tha t has been specified as self-adjusting is to be updated whenever 
a parameter tha t features in any of its conditions or actions has its value changed. 
Notification of such a change is achieved via the event mechanism described above. 
However, rather than the application implementing a suitable event listener, such a 
listener is provided by GIDOF. This component is initiated whenever the parameter 
list is opened by the application and is responsible for updating all Self-Adjusting 
Parameters that are affected by any given parameter value change.
U pdate C ycles
Given that events are used to initiate the updating of Self-Adjusting Parameters, and 
that any resulting update will also cause such an event, it is possible that a cycle of 
updates may be created. Such a cycle may be self-terminating: after a small number 
of iterations, the parameters may all reach a stable state. However, it is also possible 
that such a cycle may result in infinite propagation of updates, which could result in 
degradation of application performance. In GIDOF, such cycles are permitted and it 
is left to the judgement of the developer to establish if the dependencies are suitable. 
However, as an aid to the developer, the presence of such a cycle will be flagged by the 
Developer’s Parameter Tool.
Detecting an update cycle is achieved by first creating a directed graph correspond­
ing to all the Self-Adjusting Parameters. Each parameter will become a vertex on the 
graph, and each dependency will be represented as an edge directed in the order of the 
dependency. Note that such a graph typically will not be a connected graph. Given the 
completed graph, detecting a cycle can be achieved using a suitable implementation of 
a depth first traversal. A thorough introduction to directed graphs and corresponding
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algorithms is given by Manber [79].
5 .4 .6  S u m m a ry
The GIDOF parameter model supports a wide variety of parameter types and provides 
various mechanisms to aid the developer in classifying and managing the parameter 
list associated with an index application. Developers need only use the features that 
meet their needs, allowing parameter lists to be as simple, or as complex, as necessary. 
Clients of the index application will see only a sub-set of the complete parameter 
list, with implementation details, such as the use of phases or Rule-Based Parameters, 
being hidden. The following section gives the schema for the XML representation of 
the parameter model.
5.5 XML Representation
This section defines the structure of the XML representation of the GIDOF parameter 
model. XML is used to provide a means of persistence for the parameter definitions and 
values, thus preserving this information between application invocations and providing 
a representation of the parameter list that is independent of the application source 
code. The internal representation of the parameter model can be created from the 
corresponding XML file when an application is invoked, with all subsequent changes 
made to the parameter values affecting only the internal model. If it is required that 
these changes be recorded, then the application must request that the internal model 
is written to an appropriate file. Selected elements from the XML Schema definition 
of the parameter list representation are given below, with the complete schema being 
presented in Appendix B.l.
5 .5 .1  S ch em a
The schema for the GIDOF parameter model is defined using XML Schema, and can be 
used to validate XML documents corresponding to parameter lists. XML documents, 
and corresponding schemas, are hierarchical in nature, thus the schema is presented 
in a top-down manner. The schema is self-contained, meaning that it does not refer 
to any elements defined elsewhere (with the exception of the constructs used to define 
the schema itself) and that all elements are part of a single namespace. Note that, by 
default, each element defined in the schema will appear exactly once as a child of the 
enclosing element, with all exceptions being explicitly annotated.
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Top-Level E lem en t The root element, named p ro p e r t ie s ,  encompasses the com­
plete parameter model and is defined in Figure 5.1. This element simply consists of 
three child elements, respectively representing the list of phases, the shared parameters 
and the local parameters.
<xs:element name="properties'^
<xs:complexType>
<xs:sequence>
<xs:element ref="phaseList"/>
<xs:element ref="sharedParameters"/> 
<xs:element ref="localParameters"/> 
</xs:sequence>
</xs:complexType>
</xs:element>
Figure 5.1: Root element of the parameter model schema.
P h a se  L ist The p h aseL ist element represents the list of phases used in the pa­
rameter list, and is defined as an unbounded sequence, or list, of phase elements (see 
Figure 5.2). Given that the use of phases is optional, the list is allowed to be empty. 
Each phase element has four attributes: the first corresponds to the name of the phase, 
with the remaining three solely being used for the purposes of tracking which phases 
have been completed, and the order in which they are to be processed.
S h ared  P a ra m e te rs  The list of shared parameters is represented by the element 
sharedParam eters, as defined in Figure 5.3. There are no constraints on the number 
of shared parameters that may be present in a given parameter list, thus the number of 
child elements is unbounded and may be empty. Each parameter is represented using 
the p ro p e rty  element (discussed later), this element can be used to represent all forms 
of parameter supported by GIDOF.
L ocal P a ra m e te rs  The representations of both the group hierarchy and the local 
parameters are encompassed by the lo c a lP a ram e te rs  element. This element con­
sists of a potentially empty, unbounded list of group elements. In turn, each group 
element is comprised of a number of p ro p e rty  elements, corresponding to the pa-
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<xs:element name="phaseList">
<xs:complexType>
<xs:sequence>
<xs:element name="phase"
min0ccurs="0" maxOccurs="unbounded">
<xs:complexType>
<xs: attribute name="name" type="xs: string" 
use="required"/>
<xs:attribute name="donePre" type="xs:boolean"/> 
<xs:attribute name="donePost" type="xs:boolean"/> 
<xs:attribute name="number" type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
Figure 5.2: Element representing the list of phases in the parameter model schema.
<xs:element name="sharedParameters">
<xs:complexType>
<xs:sequence>
<xs:element ref="property"
min0ccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
Figure 5.3: Element representing the list of shared parameters in the parameter model 
schema.
C H APTER 5. GIDOF 129
rameters associated with tha t point on the group hierarchy, and a number of group 
elements, corresponding to the sub-groups of the group represented by the current ele­
ment. Both lists are unbounded and are allowed to be empty. Figure 5.4 defines both 
the localParameters element and the group element.
<xs:element name="localParameters">
<xs:complexType>
<xs:sequence>
<xs:element ref="group"
min0ccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="group">
<xs:complexType>
<xs:sequence>
<xs:element ref="property" 
min0ccurs="0" maxOccurs="unbounded"/>
<xs:element ref="group"
min0ccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="name" type="xs:string" use="required"/> 
</xs:complex
Figure 5.4: Elements representing the local parameters and groups of the parameter 
model schema.
P ro p e r ty  Each parameter within a parameter list is represented by the p ro p e rty  
element (see Figure 5.5). The attributes of this element correspond to the generic 
attributes of a parameter, with the specifics of the actual parameter being given as a 
child element (which is defined as being a choice of one of the supported parameter 
types). The four attributes of the element correspond to the param eter’s name, user 
mode, type and constant value status (as described in Section 5.4.1). The values that 
can be taken by the attributes userMode and valueType are constrained to being those 
supported by GIDOF (see Appendix B .l for details). The param eter’s description is 
given as a child element that has a value of the type string. The param eter’s value is
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not given by the property element, instead it is found in the child element representing 
the details specific to the given parameter type.
<xs:element name="property">
<xs:complexType>
<xs:sequence>
<xs:element name="description" type="xs:string"/> 
<xs:choice>
<xs:element ref="simpleParameter"/>
<xs:element ref="fixedChoiceParameter"/>
<xs:element ref="ruleBasedParameter"/>
</xs:choice>
</xs:sequence>
<xs: attribute name="name" type="xs: string" 
use="required"/>
<xs:attribute name="userMode" type="userMode" 
use="required"/>
<xs:attribute name="valueType" type="supportedTypes" 
use="required"/>
<xs:attribute name="final" type="xs:boole£in" 
use="required"/>
</xs:complexType>
</xs:element>
Figure 5.5: Property element of the parameter model schema.
S im ple P a ra m e te r  Figure 5.6 defines the XML representation of a Simple Param­
eter. This element, sim pleParam eter, is comprised solely of a single child element 
giving the param eter’s value, which is stored as type String (all values in GIDOF are 
represented using text).
F ix ed -C h o ice  P a ra m e te r  Figure 5.7 defines the XML representation of a Fixed- 
Choice Parameter. This element, fixedC hoiceParam eter, is comprised of an un­
bounded list of choice elements, each corresponding to a single value in the list of 
potential values associated with the parameter. At least one choice element must be 
present (otherwise, it would not be possible to associate a value with the parameter). 
The current value of the parameter is not stored explicitly, instead the number cor-
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<xs:element name="simpleParameter">
<xs:complexType>
<xs:sequence>
<xs:element name="value" type="xs:string"/> 
</xs:sequence>
</xs:complexType>
</xs:element>
Figure 5.6: Element representing a simple parameter in the parameter model schema.
responding to the currently selected value is recorded as an attribute of the element 
(with a negative number used to indicate that no value has been selected).
R u le -B ased  P a ra m e te r  The final element in the schema to be given here is the 
representation of a Rule-Based Parameter. The definition of the ruleBasedParameter 
element is given in Figure 5.8. Associated with each Rule-Based Parameter is a list 
of conditions and actions. These are represented by two unbounded lists: the first 
list is comprised of condition elements and the second list is comprised of the corre­
sponding action elements. Both are unbounded and must have at least one element 
present. Both types of element, condition and action, have a single child element 
which simply holds the string corresponding to the JEP expression.7 The current value 
of the property is stored as a child element of type String: this is required to enable 
derived values to be preserved between program executions. Finally, each Rule-Based 
Parameter operates in one of the three modes described in Section 5.4.3. Hence, each 
ruleBasedParameter element has one child element corresponding to the selected mode 
of operation for the parameter. These child elements record (where necessary) details 
of the phases corresponding to the evaluation of the parameter.
7The definition of both con d ition  and action  elements are omitted here for brevity, their definitions 
are given in the complete schema presented in Appendix B .l.
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<xs:element name="fixedChoiceParameter">
<xs:complexType>
<xs:sequence>
<xs:element name="choices">
<xs:complexType>
<xs:sequence>
<xs:element name="choice"
minOccurs="l" maxOccurs="unbounded"> 
<xs:complexType>
<xs:sequence>
<xs:element name="value"
type="xs:string" />
</xs:sequence>
<xs:attribute name="number"
type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
<xs:attribute name="currentChoice" 
type="xs:integer" 
use="required"/>
<xs: attribute name="numberOf Choices" 
type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
Figure 5.7: Element representing a Fixed-Choice Parameter in the parameter model 
schema.
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<xs:element name="ruleBasedParameter">
<xs:complexType>
<xs:sequence>
<xs:element name="rules">
<xs:complexType>
<xs:sequence>
<xs:element ref="condition"
minOccurs="l" maxOccurs="unbounded"> 
<xs:element ref="action"
minOccurs="1" maxOccurs="unbounded">
</xs:sequence>
<xs:attribute name="numberOfRules" type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
<xs:choice>
<xs:element name="onDemand" />
<xs : element n£ime="evaluateOnce">
<xs:complexType>
<xs : attribute name="phaseName"
type="xs:string" use="required"/> 
<xs:attribute name="isPre" type="xs:boolean" 
use="required"/>
</xs:complexType>
</xs:element>
<xs:element name="selfAdjusting">
<xs:complexType>
<xs : attribute name=" start Phase"
type="xs:string" use="required"/> 
<xs:attribute name="isStartPre"
type="xs:boolean" use="required"/> 
<xs:attribute name="endPhase" type="xs:string" 
use="required"/>
<xs:attribute name="isEndPre" type="xs:boolean" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:choice>
<xs:element name="currValue" type="xs:string" />
</xs:sequence>
</xs:complexType>
</xs:element>
Figure 5.8: Element representing a Rule-Based Parameter in the parameter model 
schema.
CHAPTER 5. GIDOF 134
5 .5 .2  E x a m p les
Here, we present an example of each of the three forms of parameter used within the 
GIDOF parameter model. Each example is drawn from the TCST configuration file (see 
Appendix B.2), with a fuller discussion of the TCST operational parameters being given 
in the following chapter. Figures 5.9 and 5.10 show the XML elements corresponding 
to the TCST operational parameters representing the ‘number of partitions’ and the 
choice of ‘alphabet’. The former is an example of Simple Parameter and uses the 
sim pleParam eter element, as defined in Figure 5.6. The latter is an example of a 
Fixed-Choice Parameter and uses the a f  ixedC hoiceParam eter element, as defined 
in Figure 5.7. Both parameters also make use of the more general element p ro p e rty  
(defined in Figure 5.5).
<property final="false" name="numberOfPartitions"
userMode="User Defined" valueType="java.Icing.Integer"> 
<description>
The number of partitions to be used when constructing the 
index. For larger sequences it will be necessary to increase 
the number of partitions used in order to achieve successful 
index construction. Use of multi-threaded construction will 
require more partitions.
</description>
<simpleParameter>
<value>50</value>
</simpleParameter>
</property>
Figure 5.9: A Simple Parameter representing the number of partitions to be used for a 
given TCST.
Figure 5.11 shows the XML element corresponding to the TCST operational pa­
rameter that represents the ‘choice of construction algorithm’. This is an example of 
a Rule-Based Parameter. As was the case with the two examples given above, the 
main element is an example of the p ro p e rty  element. Here, the child element rep­
resenting the details of how to derive the param eter’s value being an example of a 
ru leB asedParam eter (as defined in Figure 5.8). The given conditions are textual rep­
resentations of expressions that can be parsed and evaluated using JEP, whereas the 
actions are simply literal values of the type java.la n g .S tr in g . This Rule-Based Pa-
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<property final="false" name="alphabet"
userMode="User Editable" valueType="java.lang.String"> 
<description>
The alphabet from which the sequence file is constructed.
The supported alphabets are: DNA {A,C,G,N,T}, RNA {A,C,G,N,U} 
and protein {A,B,C,D,E,F,G,H,I,K,L,M,N,P,Q,R,S,T,U,V,W,X,Y,Z}. 
</description>
<f ixedChoiceParameter>
<choices currentChoice="0" numberOfChoices="3">
<choice number="0"> <value>DNA</value> </choice>
<choice number="l"> <value>RNA</value> </choice>
<choice number="2"> <value>protein</value> </choice> 
</choices>
</fixedChoiceParameter>
</property>
Figure 5.10: A Fixed-Choice Parameter representing the chosen alphabet for a given 
TCST.
rameter has been classified as an ‘Evaluate Once’ parameter, hence the child element 
evaluateO nce, which defines the point at which the param eter’s value is to be derived, 
is present.
5.6 Toolkit
The toolkit associated with GIDOF consists of two applications: the developer’s pa­
rameter tool and the client’s parameter tool. The developer’s tool allows parameter 
lists to be created, with both applications allowing such lists to be edited. Although 
it is possible to edit, or create, an XML document using a basic text editor or general 
purpose XML manipulation tool, there are advantages to using the applications pro­
vided. Firstly, all user’s input is validated, ensuring that both the parameter list and 
XML representation are valid. Secondly, both applications are structured in such a 
way that the user will be guided through their task. Finally, such tools suppress much 
of the detail of the parameter list’s XML representation, thus reducing the amount of 
expertise required in order to make use of GIDOF (this is especially im portant in the 
case of the client’s tool). The developer’s tool and client’s tool are discussed in the 
following two sections, and a tutorial giving examples of the use of both tools can be
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<property final="false" name="constructionAlgorithm"
userMode="User Editable" valueType="java.lang.String"> 
<description>
Determines the version of the construction algorithm to used 
with the TCST. If set to ‘skip’, then the suffix grouping 
phase is bypassed and the prefix-paxtitioned algorithm is 
used. If set to either ‘true’ or ‘false’, then the improved 
prefix-partitioned algorithm is used. ‘True’ states that 
prefix codes should be stored in addition to suffix numbers, 
‘false’ states that they should be ignored.
</description>
<ruleBasedParameter>
<rules number0fRules="2">
Ccondition number="0">
<expression>
minimiseDiskUsage I I seqLength < 900000000 
</expression>
</condition>
Ccondition number="l">
<expression>seqLength >= 900000000</expression> 
</condition>
Caction number="0">
<expression>"skip"</expression>
</action>
Caction number="l">
Cexpression>"true"C/expression>
c/action>
C/rules>
CevaluateOnce isPre="true"
phaseName="initiateConstruction"/>
CcurrValue>nullC/currValue>
c/ruleBasedParameter>
c/property>
Figure 5.11: A Rule-Based Parameter representing the choice of TCST construction 
algorithm.
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found in Appendix C.
5 .6 .1  D e v e lo p e r ’s P a ra m eter  S p ec ifica tio n  A p p lic a tio n
The developer’s parameter tool serves two purposes: it allows the developer to create 
new parameter lists, and it allows existing lists to be edited or extended. Upon starting 
the application, the user is asked to select whether or not they wish to edit an existing 
parameter list. If so, the specified parameter list is located, and the details of this list 
added to the list being edited. If not, an empty parameter list is created. After this 
point, all aspects of the application’s behaviour are identical, regardless of whether a 
new list is being created, or an existing list is being edited. The four steps involved in 
specifying a parameter list are as follows:
1. The list, and order, of any phases used is specified.
2. Shared parameters are defined.
3. The group hierarchy is created.
4. Local parameters are defined and added to the corresponding group.
The above steps are presented in this order as certain stages are dependent on the com­
pletion of others. For example, Rule-Based Parameters can be associated with phases, 
hence the list of phases must be complete before such parameters are added. Further­
more, any local parameter that is defined as a Rule-Based Parameter can reference the 
list of shared parameters, hence shared parameters are defined before local parameters. 
Finally, all local parameters must be associated with a group, so the group hierarchy 
must be specified before the local parameters are defined. The four stages involved are 
now discussed in the order that they are presented to the user.
P h a se  L ist This step consists of specifying the names and the order of the phases 
to be used with the current parameter lists. Associated with each phase is a unique 
identifier, this is specified by the developer and consists of an arbitrary string. Phases 
can be added or deleted at this stage.
S h a red  P a ra m e te rs  This step allows the shared parameters in the current list to 
be added, edited or deleted. When adding a parameter, the style, type and mode of 
the parameter are selected from the fixed set of options provided. A unique name must 
also be given, as must a description of the param eter’s role. For Simple Parameters
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it is optional to provide a value, whereas for Fixed-Choice Parameters a list of values 
must be specified. In both cases, all values provided are checked to ensure tha t they 
can be parsed as the selected type. For Self-Adjusting Parameters, a list of conditions 
and actions must be provided (specified as a JE P  expression), all of which will be 
verified before being added to the current parameter list. If a Self-Adjusting Parameter 
references another parameter, then the parameter upon which it depends must be 
specified first. If any form of circular dependency is required, then it will be necessary 
to first add the parameters without the necessary rules, and then edit the conditions 
and actions once all relevant parameters have been added. The application will warn 
the user if an update cycle has been specified.
G ro u p  H ie ra rch y  At this point, the group hierarchy is specified. The hierarchy is 
shown as a tree, from which groups (nodes) can be added, edited or deleted (if a group 
is deleted, all associated groups and parameters are also deleted). Associated with each 
group is an arbitrary name, which must not be the same as that of any other group 
sharing a common parent.
L ocal P a ra m e te r s  The final step is where local parameters are specified. The group 
hierarchy is displayed, allowing the user to specify which group is of interest. Once 
the required group has been identified, the process of editing the local parameters 
proceeds in the same manner as that described for shared parameters. One limitation 
of the GIDOF implementation is that Rule-Based Parameters can only refer to shared 
parameters in their conditions and actions, so it is not possible to create an update 
cycle at this point. Once this stage is complete, the parameter list is output to the 
chosen file in XML form.
5 .6 .2  C lie n t’s In d e x  T u n in g  A p p lic a tio n
The client’s tuning application is, in several ways, similar to the developer’s tool de­
scribed above. It allows a given parameter list to be explored and edited, and can be 
used iteratively as the process of tuning progresses. However, this tool presents only 
the aspects of the parameter list that the client can alter. In particular, the definition of 
phases and Rule-Based Parameters are not shown, as they can be edited only by the de­
veloper. Furthermore, only the parameters that the user can edit are displayed—these 
will be the parameters that the developer has specified as being ‘tunable.’ The param­
eter list is presented by the application in two different stages. The first step is where
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the shared parameters can be edited, and the second is where the local parameters can 
be edited. Both steps are now discussed.
S h ared  P a ra m e te rs  The user will be presented with a list of the shared parameters 
tha t have been identified by the developer as being tunable. A selected param eter’s 
attributes, including its description, can be displayed and its value altered (if desired). 
In the case of a Simple Parameter, any value entered will be checked to ensure that it 
can be parsed as the given type. For Fixed-Choice Parameters, the value will simply 
be selected from the list provided. Note that no attribute of a parameter, other than 
the value, can be edited using this tool. Details of the parameters that are not tunable 
(including all Rule-Based Parameters) are not displayed.
L ocal P a ra m e te rs  In order to allow the user to browse the local parameters that 
have been identified as ‘tunable,’ the group hierarchy is displayed (although it cannot 
be edited by this application). When a given group is selected, the corresponding list 
of tunable parameters (if any) is then displayed. These parameters can then be edited, 
as described above.
5.7 Summary
This chapter has introduced GIDOF, a framework and toolkit for the management 
of operational parameters. Section 5.1 discussed the role of operational parameters 
during both development and use of bespoke indexing technology, concluding that 
a suitable toolkit may be of benefit to both developers and clients of such indexes. 
Section 5.3 defined the areas of parameter management that were to be addressed 
by the GIDOF framework and toolkit. Details of the GIDOF parameter model were 
given in Section 5.4: this included several categorisations of parameter use and support 
for Rule-Based Parameters (the values of which are derived at run-time). The XML 
representation of this parameter model was defined in Section 5.5, with the tools that 
can create and manipulate the parameter model being discussed in Section 5.6. The 
following chapter explores the use of GIDOF within the implementation of the TCST, 
demonstrating how the concepts introduced in this chapter can be used when creating 
a tunable index implementation.
Chapter 6
GIDOF: Im plem enting a Tunable 
Index
This chapter describes how the GIDOF parameter model was used in the creation of 
a tunable implementation of the Top-Compressed Suffix Tree. As part of the process 
of undertaking the performance evaluation discussed in Chapter 4, a parameter spec­
ification was created for the TCST: the operational parameters identified during the 
implementation of the techniques described in Chapter 3 were added to the parame­
ter list, with the results of the performance evaluation allowing a description of their 
impact to be given. This parameter specification serves as a complete description of 
all the operational parameters associated with the TCST implementation, and, when 
used with the GIDOF client’s tuning application, allows the performance of the TCST 
to be tuned to suit the specific needs of a given workload. In this chapter, the nature 
and classification of the TCST operational parameters are discussed, demonstrating 
how the parameter model discussed in the previous chapter can be used with this index 
implementation. The complete XML parameter specification for the TCST is given in 
Appendix B.2.
6.1 Im plem entation Notes
Prior to discussing the operational parameters associated with the TCST, it is necessary 
to describe how the parameter list is manipulated by the TCST implementation. More 
specifically, the implementation of the TCST discussed in Chapter 3 makes use of 
several applications in order to construct and query a particular index; therefore, it is 
necessary to understand how each application accesses the list of available parameters.
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Three applications are used when constructing a persistent TCST, they are: the job 
server, which co-ordinates index construction; one or more sub-tree builders, which are 
used to construct index partitions; and finally, create tree, which initiates the construc­
tion of a given index (see also Appendix A). When index construction is initiated, all 
the applications involved will access a single XML document containing the parameter 
list; each application will then create and retain a main-memory copy of the list. This 
allows each application to access the parameters specific to its operation, while still 
having all parameters contained in a single file (having the complete parameter list in 
a single file simplifies the process of tuning the index). However, only one application 
is responsible for the values of the shared parameters: the create tree application will 
access these values and submit the relevant details to the job server, which, in turn, can 
supply the information to the sub-tree builders. This prevents inconsistencies in the 
values used for parameters tha t are derived at run-time (as could happen if each ap­
plication independently derived its own value for such a parameter). Correspondingly, 
once index construction is complete, it is the responsibility of the create tree application 
to ensure that the parameter list is saved to disk, thus preserving the derived values 
of the Rule-Based Parameters. This copy of the parameter list is saved in the same 
directory as the completed index, and it is this copy of the parameter list that will be 
used by the query engine application.
6.2 Shared Parameters within the TCST
The first set of operational parameters to be discussed are those tha t were classified 
as shared parameters. This set includes all parameters corresponding to the basic con­
figuration of the index; covering details of the sequence to be indexed and the form 
of TCST to be created. Table 6.1 lists the user-editable shared parameters associated 
with the implementation of the TCST.1 The first two parameters provide details of the 
sequence to be indexed (respectively giving the location of the sequence file and the 
corresponding alphabet). This information is required by all of the TCST applications; 
hence, shared parameters were used. The location of the sequence file is represented 
using a Simple Parameter and is of type String. The choice of alphabet is also rep­
resented as a string, but, as the choice of alphabet is restricted to being one of those 
corresponding to biological sequence data, a Fixed-Choice Parameter is used. The next 
two parameters respectively represent the location of the directory where the persistent
^ o t e  that the naming conventions commonly associated with the Java language have been used 
when naming parameters—this is not compulsory and names may be chosen to be any suitable string.
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index is to be located and the hostname of the computer hosting the job server. Again, 
this information is required by more than one of the TCST applications, hence the use 
of shared parameters. Both of these parameters are represented as Simple Parameters 
of type String.
The final three shared parameters define the style of TCST that is to be used. 
These parameters specify the number of partitions that the index should be split into; 
the size of rib to be used in the two-level array2; and finally, the size of the compressed 
depth. The number of partitions is specified as a Simple Parameter of type Integer. 
The remaining two parameters are both represented as Fixed-Choice Parameters of 
type Integer. Fixed-Choice Parameters are used for these two parameters as, unlike 
the number of partitions, the range of suitable values for these parameters was identified 
experimentally and shown to be small (see Chapter 4 for details).
Parameter Name Type Parameter Style Purpose
seqFile
alphabet
destinationDir
jobServerHostName
numberOfPartitions
ribSize
compressedDepth
String
String
String
String
Integer
Integer
Integer
Simple Parameter 
Fixed-Choice
Simple Parameter 
Simple Parameter
Simple Parameter
Fixed-Choice
Fixed-Choice
Sequence file to be indexed. 
Alphabet from which the 
sequence is drawn.
Directory to contain the index. 
Hostname of server running 
the Job Server.
Number of partitions into 
which the index is split.
Size of ribs in the two-level 
array.
The compressed depth.
Table 6.1: Shared parameters of the TCST implementation.
6 .2 .1  A u to m a tin g  P a ra m e ter  C h o ice
The parameter list presented in the previous section gives the basic list of shared 
parameters used by the TCST implementation. In this section, the definition of the 
shared parameters is adapted to support the automation of parameter choice through 
the use of Rule-Based Parameters.
Of the seven shared parameters listed in Table 6.1, only two are potentially suitable
2It may appear that the choice of rib size should be present as a local parameter, since it is a 
property specific to the two-level array. However, the value chosen impacts upon the partitioning 
scheme (partitions must be aligned to the start and end of ribs) and it also affects more than one 
aspect of index performance, hence it represented as a shared parameter.
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for representation with Rule-Based Parameters. These parameters are the compressed 
depth and the number of partitions. For the remaining shared parameters, the appro­
priate values will either be specific to the user’s environment (as is the case with file 
or machine names), or the optimum value is not predictable (as is the case with rib 
size3). Given the evidence presented in Section 4.5, it would be possible to approximate 
the number of partitions required for a given sequence using a Rule-Based Parameter. 
However, successful definition of such a Rule-Based Parameter would require more de­
tailed knowledge of the relationship between sequence length and the minimum number 
of partitions. In addition, it is possible that, due to the presence of highly repetitive 
substrings, certain sequences would require more partitions to be used than such a rule 
may predict (see Section 4.5.1). Therefore, the use of a Rule-Based Parameter was 
deemed inappropriate in this case. On the other hand, ample experimental evidence 
has been gathered regarding the impact of the compressed depth on index performance, 
thus making this parameter suitable for representation as a Rule-Based Parameter.
It was shown in Section 4.3.1 that, by starting with a compressed depth of 8, 
it is possible to increase the compressed depth of the TCST as sequence length grows 
without incurring a significant increase in the size of the disk-resident index. Therefore, 
it would be possible to define the compressed depth as being a Rule-Based Parameter 
tha t takes advantage of this result. However, the compressed depth also impacts upon 
the time taken to create the index and the time taken to perform various types of 
query. Typically, the best construction times were obtained when using the highest 
possible compressed depth (see Section 4.4). Similarly, using the highest value for the 
compressed depth also gave the best possible query performance, except where exact 
matching of short target patterns is of particular importance (see Section 4.6). When 
defining a Rule-Based Parameter for the compressed depth it is essential tha t all aspects 
of performance be considered.
In order for the compressed depth to be represented as a Rule-Based Parameter, it 
is necessary to introduce three further shared parameters. Firstly, if we are to define 
conditions based on the length of the sequence, then a parameter representing this value 
will need to be added to the list of shared parameters. The value for this parameter will 
be established by the application once the appropriate sequence file has been accessed. 
This parameter will be a Simple Parameter of type Integer and will be listed as not 
being editable by the user (i.e. it will not be presented by the client’s tuning application 
as it is only used internally by the TCST implementation). It is also necessary to know
3Note that, of the two values identified as suitable rib sizes, both provide similar levels of perfor­
mance, thus the default value will be adequate in most situations.
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how the user is likely to use the completed index, thus two parameters are introduced 
to allow the user to state their preferences. These parameters are both of type boolean 
(and therefore Fixed-Choice Parameters) and allow the user to answer simple ‘yes’ or 
‘no’ questions regarding the nature of the index’s workload. The first parameter allows 
the user to state if exact matching with short queries is of particular importance (by 
default, this will be set to false). The second parameter allows the user to state if it is 
preferential for the use of disk space to be minimised (which can be to the detriment of 
performance), and will be initially set to false. The three additional shared parameters 
are given in Table 6.2.
Parameter Name Type Parameter Style Purpose
seqLength
shortExacts
minimiseDiskSpace
Integer
Boolean
Boolean
Simple Parameter
Fixed-Choice
Fixed-Choice
Represents the length of the 
sequence being indexed (not 
user editable).
Set to true if exact matching 
of short query patterns is a 
priority (false otherwise).
Set to true if disk space usage 
is to be minimised (set to 
false otherwise).
Table 6.2: Supplementary shared parameters of the TCST implementation.
Table 6.3 lists the conditions and actions associated with the Rule-Based Parameter 
representation of the compressed depth. All rules are defined using JEP, as discussed 
in Section 5.4.3 and Appendix C.4.4. When deriving the value for the parameter, the 
conditions will be taken in the order given until the first condition evaluating to true is 
found. When this condition is found, the value of the parameter will be set to be the 
value found by evaluating the corresponding action (which is simply an Integer literal 
for all of the actions specified here). The first rule states that if exact matching over 
short queries is of importance, then the compressed depth will be set to 8 (regardless 
of sequence length). The following two rules apply when the user does not wish to 
minimise disk space: in this case the compressed depth is set to 10 for sequences of 
length less than or equal to 30 Mbp, and set to 12 if the sequence is found to be longer. 
These values were based on the findings presented in Section 4.6.4. The final four rules 
apply in the case tha t exact matching over short queries is not of importance and the 
user does want to minimise disk-space usage. Here, the value of the compressed depth 
increases with sequence length, with the values at which it increases taken from the
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Condition Action
shortExacts 8
IminimiseDiskSpace && seqLength < =  30000000 10
IminimiseDiskSpace && seqLength > 30000000 12
seqLength < =  25000000 8
seqLength > 25000000 && seqLength < =  300000000 9
seqLength > 300000000 && seqLength < =  1400000000 10
seqLength > 1400000000 12
Table 6.3: Conditions and actions defining the value of the compressed depth when 
represented as a Rule-Based Parameter.
results presented in Section 4.3.1.
The final part of the specification of this parameter concerns the point at which 
the value will be derived. As the value of the compressed depth is dependent on the 
length of the sequence, its value must only be derived once the seqLength parameter 
has been given a value. Additionally, once the value of the compressed depth has been 
established it will not subsequently alter. Therefore, this Rule-Based Parameter is an 
example of an evaluate once parameter. Such use of a Rule-Based Parameter requires 
that one, or more, phases have been specified. Here, two phases were added: one 
corresponding to the initialisation stages and a second corresponding to the submitting 
of the index details to the job server. The value for the compressed depth was chosen 
to be evaluated at the start of the second phase: at this point all necessary information 
is available, and the value of the compressed depth is about to be accessed for the first 
time.
Overall, two new editable parameters and one non-editable parameter were added 
to the list of shared parameters, with the compressed depth parameter being changed 
from an editable Fixed-Choice Parameter to a (non-editable) Rule-Based Parameter. 
Although it may seem that these changes complicate, rather than simplify, the process 
of tuning the index (which is, after all, the aim of using a Rule-Based Parameter), 
it is expected that the parameters presented will be more readily understood by a 
potential client than the single parameter they replace. Answering two simple ‘yes’ or 
‘no’ questions about index usage is likely to be straightforward, whereas selecting the 
most appropriate value for the compressed depth would require a greater understanding 
of the design of the TCST. Thus, the detailed knowledge of how the compressed depth 
impacts upon performance (as discussed in Chapter 4) can be more readily exploited, 
without requiring the client of the index to have knowledge of the index’s design.
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6 .2 .2  S u m m a ry
The parameters discussed in this section are mainly those that the user will have to 
provide a suitable value for prior to initiating index construction. Access to these 
values is then required by a variety of components in the index implementation, thus 
the use of shared parameters is appropriate. It was shown that both Simple Parameters 
and Fixed-Choice Parameters can be appropriate for representing tunable operational 
parameters: in some cases it is preferential to limit the choice of values (hence the 
use of Fixed-Choice Parameters), however this is not always possible (therefore, Simple 
Parameters may be required). It can also be seen that the use of Rule-Based Parameters 
allows an appropriate value for a parameter to be identified without requiring significant 
input from the user—even when deriving the correct value is non-trivial. It is expected 
tha t a wide variety of applications are likely to have at least basic configuration needs 
tha t can be served by the aspects of the GIDOF parameter model used here.
6.3 Local Parameters within the TCST
The second set of parameters to be discussed are those that were classified as local pa­
rameters. Such parameters only affect specific aspects of an application’s performance, 
and it is not expected that a client would provide values for them all. However, access 
to these parameters is of importance if thorough tuning of the application is to be 
undertaken.4
6 .3 .1  G roup  H ierarch y
Local parameters are grouped according to their purpose. This simplifies the task of 
tuning a particular aspect of index performance: only parameters that belong to the 
group, or groups, affecting tha t area of performance need to be explored. Figure 6.1 
illustrates the group hierarchy used for the parameter specification of the TCST (note 
tha t all such hierarchies have the group ‘local param eters’ at the top-most level). The 
two principal groups used here correspond to the two main stages in the lifetime of the 
index, namely, constructing the index and querying the index. Additionally, both of 
these groups have sub-groups. In the case of the construction group, the two sub-groups 
correspond to the two phases of the Improved Prefix-Partitioned TCST Construction 
Algorithm, i.e. suffix grouping and TCST construction (see Section 3.5.2). If the suffix-
4 Such tuning may be undertaken as part of the development process or immediately prior to index 
deployment.
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grouping phase is not used (i.e prefix-partitioned construction is favoured) then the 
parameters relating to suffix grouping are simply ignored. For the group corresponding 
to the query server, only one sub-group is present, representing the parameters that 
are specific to the processing of the result set.
An im portant point to note is that the groups have been chosen to reflect index 
use, and do not necessarily correspond to the structure of the index’s implementation. 
For example, the component implementing the two-level array of the TCST has sev­
eral operational parameters, some of which affect construction performance, with the 
remainder affecting query performance. W ithin the group hierarchy, the parameters 
used by the two-level array component are split across both of the main groups, as it 
is expected tha t this is how they would be accessed when tuning the index.
Local P aram eters
Construction Query S erver
Build Client Result S e tSuffix Grouping
Key:
'Sub-G roup O f
P aram eter Group
Figure 6.1: The hierarchy of groups for local parameters within the TCST.
6 .3 .2  P a ra m e ters
Taking each parameter group in turn, an overview of the local parameters associated 
with the implementation of the TCST is now given. Note that, each local parameter 
is given a suitable default value (derived through preliminary experimentation), thus 
tuning these parameters is optional for the user of the TCST.
Only one parameter is present in the parameter group ‘construction’ (the remaining 
local parameters that affect construction performance are located in the two sub-groups
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‘Suffix Grouping’ and ‘Build Client’). This parameter determines which version of the 
construction algorithm is to be used, and is represented as a Fixed-Choice Parameter of 
type String. The three possible values correspond to the use of the Prefix-Partitioned 
construction algorithm, the Improved Prefix-Partitioned construction algorithm (with­
out storing prefix codes) and the Improved Prefix-Partitioned construction algorithm 
(storing prefix codes). The respective values are “skip” , “false” and “true.” This pa­
rameter is used by the create tree application, which will then instruct the sub-tree 
builder applications to use the specified algorithm.
The parameter group ‘Suffix Grouping’ contains the parameters that are specific to 
the implementation of the suffix-grouping algorithm (this algorithm is implemented in 
the create tree application). All are represented as Fixed-Choice Parameters of type 
Integer, and a range of suitable values is provided in each case. These parameters rep­
resent the following properties: the size of the buffers used when reading the sequence 
file and when writing out the grouped suffix lists; the capacity of each node of the 
linked lists representing the grouped suffix lists; and finally, the threshold at which the 
partial suffix lists should be written to disk (expressed as a fraction of the total available 
main memory). The other sub-group of ‘construction’ is the parameter group ‘Build 
Client,’ which represents the parameters that influence the performance of the dis­
tributed build clients. The first three of these parameters all correspond to buffer sizes 
and are represented as Fixed-Choice Parameters of type Integer. These three buffers are 
used, respectively, when writing completed sub-trees to disk, when writing a backbone 
section to disk, and finally, when reading the grouped suffix lists (Improved Prefix- 
Partitioned construction only). The final two parameters in this group correspond to 
the default number of build threads to be used by each distributed build client5 and to 
the maximum interval between garbage collection cycles (see Section 3.9.2). Both are 
represented as Simple Parameters of type Integer. Table 6.4 summarises the specifica­
tion of the local parameters that affect construction performance.
The final set of local parameters to be discussed are those that affect query perfor­
mance. The first two parameters in the group ‘Query Server’ affect the nature of index 
eviction, corresponding respectively to the threshold at which eviction will take place 
(expressed as a fraction of the total available main memory) and the amount of the 
index to be evicted during each eviction cycle (expressed as a fraction of the total prefix- 
range). Both are represented as Fixed-Choice Parameters, and are of types Double and 
Integer, respectively. The final parameter in this group gives the size of the buffer to
5In order to allow different sub-tree builders to use different numbers of threads, the parameter 
giving the default number of threads can be overridden when invoking the application.
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Parameter Name Group Type Parameter Style
constructionAlgorithm
prefixBufferSize
evict ionThreshold
writeBufferSize
bucketBlockSize
numberOfThreads
garbageCollectionlnterval
suffixesBufferSize
backBoneWriteBuffer
subTreeWriteBuffer
Construction 
Suffix Grouping 
Suffix Grouping 
Suffix Grouping 
Suffix Grouping 
Build Client 
Build Client 
Build Client 
Build Client 
Build Client
String
Integer
Integer
Integer
Integer
Integer
Integer
Integer
Integer
Integer
Fixed-Choice
Fixed-Choice
Fixed-Choice
Fixed-Choice
Fixed-Choice
Simple Parameter
Simple Parameter
Fixed-Choice
Fixed-Choice
Fixed-Choice
Table 6.4: Local parameters affecting construction performance of the TCST.
be used when reading a given sub-tree from disk. It is represented as a Fixed-Choice 
Parameter of type Integer. Two parameters are present in the ‘Result Set’ sub-group, 
and correspond to the capacity of the nodes used in the linked lists that store result 
sets (the capacity of the first node is smaller than other nodes as this was found to 
improve performance due to a large number of queries only giving a small number of 
results). Both are represented as Fixed-Choice Parameters of type Integer. Table 6.5 
summarises the specification of the local parameters that affect query performance.
Parameter Name Group Type Parameter Style
evictionThreshold
evictionFraction
readBufferSize
firstBlockSize
blockSize
Query Server 
Query Server 
Query Server 
Result Set 
Result Set
Double
Integer
Integer
Integer
Integer
Fixed-Choice 
Fixed-Choice 
Fixed-Choice 
Fixed-Choice 
Fixed-Choice
Table 6.5: Local parameters affecting query performance of the TCST.
Overall, the complete set of local parameters consists of the following: the sizes of six 
I/O  buffers; the capacities of three types of linked-list nodes; three properties relating 
to memory management; the default number of threads to use during construction; 
and finally, the choice of construction algorithm. Although the default values given for 
these parameters are likely to provide adequate levels of performance, each parameter 
does impact upon the behaviour of the index and access to them is important if tuning 
is to take place.
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6 .3 .3  A u to m a tin g  P a ra m e ter  C h oice
The only parameter discussed in the previous section that is a candidate for representa­
tion as a Rule-Based Parameter is the choice of construction algorithm. In Section 4.4.4, 
it was shown that Improved Prefix-Partitioned TCST construction was quicker than 
Prefix-Partitioned construction when a large number of partitions were used (the num­
ber of partitions required being determined by the length of the indexed sequence and 
the amount of available main memory). However, use of this algorithm is at the expense 
of disk space (albeit, temporarily), thus, if the user wishes to conserve disk space this 
algorithm should not employed. In this instance, use of a Rule-Based Parameter does 
not require that any additional parameters be specified: parameters representing both 
sequence length and whether or not disk space usage should be minimised are already 
present in the list of shared parameters.
Table 6.6 lists the conditions and actions associated with the Rule-Based Parameter 
corresponding to the choice of construction algorithm. Two rules are sufficient to 
cover all possibilities. The first condition will evaluate to true if it has been specified 
that disk-space usage should be minimised or if the sequence length is less than 900 
Mbp, i.e. the Prefix-Partitioned algorithm should be used when disk space is at a 
premium or when the sequence is not long enough to justify use of the Improved 
Prefix-Partitioned algorithm. The second rule simply states that the Improved Prefix- 
Partitioned algorithm is to be used when the sequence length is long enough to justify 
it. In both cases, the action is simply a string that will indicate to the application which 
algorithm is to be used. As was the case with the compressed depth, this parameter is 
evaluated only once, and requires access to the value of the sequence length parameter; 
hence, this Rule-Based Parameter is evaluated at the start of the second phase (during 
which, index construction will be initiated).
Condition Action
minimiseDiskSpace I I seqLength < 900000000 
seqLength >= 900000000
"skip"
"true"
Table 6.6: Conditions and actions defining the choice of construction style when rep­
resented as a Rule-Based Parameter.
6 .3 .4  S u m m ary
The parameters discussed in this section all affect localised aspects of the performance 
of the TCST implementation, and represent values that a client of the index may
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wish to alter, but do not need to do so in order to use the index. It was shown 
how parameter groups can be used to categorise the local parameters: parameters 
were grouped according to the aspects of index performance that they affect, thus 
allowing parameters of interest to be more readily identified when tuning the TCST 
implementation. Again, it was seen that both Fixed-Choice Parameters and Simple 
Parameters can be useful, although Fixed-Choice Parameters are preferable as they 
restrict the range values that can be used. Another example of exploiting the results 
of the extensive performance measurements presented in Chapter 4 was given; where 
the parameter representing the choice of construction algorithm was specified in such a 
way that its value can be determined automatically. Of the remaining local parameters, 
it may be possible to use Rule-Based Parameters to automatically select appropriate 
values (for example, increasing buffer sizes when more main-memory is available), but 
this would require further investigation into how they affect index performance and it 
may be that suitable trends cannot be identified.
6.4 Summary
This chapter has shown how many of the features of the GIDOF parameter model 
were used when providing a complete listing of the operational parameters affecting 
the performance of the TCST. This parameter list covers some twenty-five parameters, 
of which twenty-two can be tuned by a client of the TCST implementation. Given such 
a large number of parameters, it is im portant that the list of parameters is presented 
to the user in a structured manner if a client of the index is to locate parameters of 
interest. Parameters fundamental to the operation of the index were included in the list 
of shared parameters, with parameters deemed to be of less importance listed as local 
parameters (which were then further classified according to the area of performance 
that they impact upon). Where possible, experimental evidence was used to automate 
the selection of appropriate values for operational parameters, thus allowing some of 
performance trends identified in Chapter 4 to be exploited. The remaining parameters 
were simply made available for tuning by a user of the TCST implementation, the 
values of which can be accessed by using the toolkit described in the previous chapter.
Chapter 7
Conclusions and Future Work
This final chapter summarises the main contributions made within this thesis, demon­
strating how the proposals given in the initial hypothesis have been addressed. Fur­
thermore, areas of future research tha t could further the work presented are discussed.
7.1 Summary of Contributions
The primary contributions of this thesis are the provision of two novel technologies: 
the Top-Compressed Suffix Tree and the Generic Index Development and Operation 
Framework (GIDOF). These two technologies are complementary: the performance 
of the implementation of the TCST is dependent on the values of several operational 
parameters, with GIDOF providing a framework and toolkit for the management of 
such parameters.
The Top-Compressed Suffix Tree was introduced in Chapter 3. This data structure 
was designed as a scalable disk-resident index for sequence data and extends previous 
work on persistent suffix-based indexes. Such indexes allow greater volumes of data 
to be indexed than is possible with main-memory only techniques. Several techniques 
were given for constructing TCSTs, including the Improved Prefix-Partitioned TCST 
Construction Algorithm, which can better the performance of previously reported par­
titioned suffix tree construction algorithms. Techniques for parallel TCST construction 
were given, along with a description of how to query a disk-resident TCST.
Extensive measurements profiling various aspects of the performance of the TCST 
were discussed in Chapter 4, producing several notable results. It was found that the 
TCST can provide a more compact on-disk index than rival suffix tree implementations, 
occupying an average of only 8.17 bytes per character indexed. When large numbers of
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partitions are used, the improved prefix-partitioned algorithm was found to out-perform 
prefix-partitioned construction, thus allowing partitioned indexes to be created in less 
time. Furthermore, distributed index construction can further reduce the time taken 
to create a given index by up to 48%. As an in-memory index, it was found that the 
TCST could be both constructed and queried more efficiently than traditional suffix 
tree implementations. Thus, it was shown that the TCST is a viable structure for 
indexing biological sequence data.
It was seen that the operational parameters associated with the implementation 
of the TCST impact greatly on the observed performance of the index. Thus, in 
Chapter 5 the GIDOF framework and toolkit were introduced to support some of the 
tasks associated with parameter management. Chapter 6 then demonstrated how the 
GIDOF parameter model was used with the TCST, showing how a framework such 
as GIDOF can be used in the specification of a tunable index. GIDOF introduces a 
number of ways of representing and classifying operational parameters, including rule- 
based parameters with values that are derived at run-time. GIDOF allows parameter 
specifications to be constructed iteratively, thus the parameter specification can be 
adapted as development and subsequent evaluation progress. The completed parameter 
specification can then be used to tune a given index for a particular workload. The 
design of GIDOF is such that the processes of parameter specification and tuning are 
largely independent of the application source code. This separation of the parameters 
from the implementation allowed the tasks associated with parameter management to 
be treated separately from application implementation; this is reflected in the design 
of the GIDOF toolkit.
7.2 Future Work
Several unexplored areas that could further the research presented in this thesis have 
been identified. These areas can be split into three categories. The first category 
consists of ways to extend the functionality of the implementations of the concepts 
presented here. The second category consists of areas that would benefit from addi­
tional evaluation. The final category is that of areas of, potentially substantial, future 
research. Such areas of future work are now discussed for the main concepts introduced 
in this thesis.
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7.2.1 Extending the TC ST Im plem entation
The implementation of the Top-Compressed Suffix Tree, although complete, could be 
extended in the ways described below.
64 -b it Im p le m e n ta tio n  The implementation of the TCST discussed here makes 
use of 32-bit values for both references and integers, limiting the size of sequence that 
can be indexed to 2 Gbp. In order to index larger sequences it would be necessary 
to change each index into the sequence (i.e. the left label of each node) to be 64-bit. 
This would allow all realistic sequences to be indexed, but at the cost of a significant 
increase in the size of both the in-memory and on-disk representation of the TCST. In 
turn, this would necessitate the use of a larger main memory object heap and require 
the use of 64-bit references (pointers).1 Such changes would remove the 2 Gbp limit 
and, given a suitable amount of main memory, allow multi-gigabyte sequences to be 
indexed. Additionally, when indexing such large sequences it may be desired that a 
higher value for the compressed depth of the TCST be used, consequently this may 
result in a need for the indices to the two-level array to be 64-bit.
O p tim is in g  D isk  A ccesses All access to disk required by the TCST implementa­
tion was achieved using the standard I/O  facilities of the Java language. Although 
this proved to be adequate for the purposes of our evaluation, it is likely that the 
performance of persistent indexes could be significantly improved by using alterna­
tive methods of accessing the disk-resident data. For example, replacing the language 
provided methods with native methods2 might improve performance; as such methods 
allow more direct access to devices such as disks. An alternative approach would be to 
make use of an established platform for providing efficient access to large quantities of 
disk-resident data. This could be achieved by re-engineering the TCST in such a way 
tha t it can be implemented using a technology similar to the DataBlade framework 
or by storing sections of the index as ordinary data within a highly-tuned relational 
database, as demonstrated by Cooper et al. [32] (see Section 2.2.1).
P ro v is io n  o f a  Q u ery  S erver Providing a query server, accessible via any suitable 
network protocol, would serve two purposes. Firstly, it would allow the TCST indexing
^ u ch  implementations of the Java Virtual Machine axe currently available on some platforms, with 
more widespread support expected with the upcoming release of version 1.5.0 of the Java Runtime 
Environment (see h ttp : //ja v a .su n .c o m /).
2The Java language provides the Java Native Interface (JNI) for allowing Java programs to invoke 
native methods (see h t tp : / / ja v a .s u n .e o m /j2 s e / l .4 .2 /d o c s /g u id e /jn i / ).
CHAPTER 7. CONCLUSIONS AND FUTURE W O RK 155
technology to be exploited more readily by those working with biological sequence data. 
Secondly, such a server would allow usage statistics to be gathered as to the nature of 
queries most commonly used, thus furthering the evaluation of the performance of the 
TCST. This data could, when combined with observations made in this thesis, be used 
to further tune the index implementation and, where appropriate, allow greater use of 
self-adjusting parameters. Additionally, a suitable server could be provided over other 
forms of textual data, for example, protein data or English text—both of which use a 
larger alphabet than that used with DNA sequences, and may require different tuning 
of the index.
7.2.2 Support for A pproxim ate M atching Over the TCST
At present, the only forms of query supported by the TCST are variations of the exact 
matching problem. In order for the TCST to be used as a comprehensive means for 
indexing biological sequences it is likely that support for a wider variety of query algo­
rithms will be required. In particular, support for some form of approximate matching 
would be of interest to those working with sequence data.
Applications that support searching DNA sequences to find areas of similarity to a 
given query (approximate matching) are amongst the most heavily used bioinformat­
ics tools. By similar, it is meant that the sequence and query have a local alignment 
that scores above a certain threshold, given some application specific scoring scheme. 
However, the use of indexes to accelerate the performance of such queries is still an un­
derdeveloped area of research. The suffix tree and suffix array have often been proposed 
as a suitable choice of index—it has been demonstrated that suffix based indexes can be 
used to accelerate the Smith-Waterman algorithm [88, 52]. The Smith-Water man algo­
rithm  [96] is chosen as it is guaranteed to find all optimal scoring alignments. This is in 
contrast to heuristic based approaches such as BLAST [3, 4], which trades accuracy for 
performance. Although popular, the performance of BLAST is directly proportional 
to the size of the database (i.e. the collection of sequences against which the query will 
be executed) which could be a limiting factor as database sizes continue to grow. We 
now go on to describe how suffix based indexes can be used to accelerate this task and 
to discuss the applicability of the Top-Compressed Suffix Tree to this area.
It has been shown previously that suffix trees, and related data structures, can 
be used to accelerate the Smith-Waterman algorithm [88, 56, 52]. It therefore follows 
that if the TCST provides efficient support for the index query operations required by 
the accelerated implementations of the Smith-Waterman algorithm, then the TCST 
will also be a candidate index for this task. In this section, the functionality of the
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TCST is compared to two such index implementations: the Suffix Sequoia [55, 56] and 
SPLAT (Suffix-tree Powered Local Alignment Tool) [52]. Both of these indexes have 
been successfully used to accelerate approximate matching, and both have functionality 
tha t overlaps with the TCST.
F in d in g  L ocal A lig n m en ts
Locating the local alignments of a given query that score above a certain threshold when 
compared to a particular sequence can be characterised by two phases [69]. The first 
phase concerns locating the positions in the sequence where a potential local alignment 
is found to score above the given threshold, while the second phase concerns the delivery 
of final verified alignments. It is the acceleration of the first phase that is of greatest 
interest here. A thorough exploration of the alignment phase is given by Kent [69].
The Smith-Waterman algorithm [96] calculates a matrix of scores for all potential 
alignments between the sequences and the query using a set of recurrence relations 
together with dynamic programming. Naively evaluating this I x n  matrix (where I is 
the length of the query and n  is the size of the sequence) has a time complexity of 0 ( ln ), 
and will quickly become impractical as sequence length grows. However, it is possible 
to reduce the amount of the matrix that is evaluated through optimisations such as 
those proposed by Myers and Durbin [86]. This technique made use of an index over 
the query and resulted in an algorithm that only required 4% of the matrix coefficients 
to be evaluated. One limiting factor of this technique is that the entire sequence must 
be scanned in order to execute every query. By employing a suitable index over the 
sequence, it is possible to further reduce the amount of the matrix that is evaluated in 
addition to removing the need to scan the entire sequence.
Suffix S equo ia
The Suffix Sequoia [55, 56] is an example of an index that can be employed to accelerate 
the first phase of finding local alignments. This data structure is of particular interest 
here as it uses the same prefix-coding scheme as the TCST, and all algorithms that 
operate over the sequoia can be used with the TCST. The suffix sequoia provides an 
index over the c-character prefixes of each of the suffixes of a given string (the remainder 
of each suffix is not indexed). The index consists of the three arrays described below 
(where a corresponds to the alphabet size, c is the size of the prefix and n is the length 
of the sequence):
• A bitm ap of size a° where each element is set to true if the corresponding c-
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character prefix is present in the text, and set to false otherwise.
• An integer array of size ac, with each entry corresponding to the location in the 
third array where a list of occurrences of the prefix can be found in the text.
• A final array consisting solely of the lists of occurrences of each c-character prefix 
pattern, this will be of size n  and stored on disk.
In order to use the sequoia to accelerate approximate matching, it is necessary that 
the query be viewed as a series of (overlapping) c-character strings. The alignment 
process will be repeated using each c-character string obtained from the query. The 
data structure will then be used to retrieve the positions in the sequences where a 
c-character string present in one or more sequences is found to score above the stated 
threshold. It is claimed that using a value of c equal to 5 that the upper bound on the 
percentage of the matrix that must be evaluated is 1.6% [55].
The operations which an index must support in order to make use of this algorithm 
are that it can efficiently establish if a given c-character string occurs within the se­
quence and, if the c-character string does occur, that it can retrieve a list of positions 
where it appears. Additionally, the sequoia makes use of a lexicographical ordering to 
reduce the amount of the matrix that is evaluated. We now contrast the support for 
each of these requirements as provided by the TCST and by the sequoia.
T estin g  for S tr in g  P re sen ce  Testing for the presence of c-character string using the 
sequoia is achieved by testing the boolean value stored at the relevant location in the 
bitmap. The same test can be achieved using the TCST by testing the relevant entry 
in the two-level array (during which, two arrays are accessed and two non-consecutive 
integers may need to be read from disk). Although it may seem that this operation will 
be slower using the TCST, the ability of the two-level array to compactly represent a 
sparsely populated array3 will reduce this overhead. This will allow large un-populated 
areas of the index to be processed efficiently, particularly when operating over the 
index in lexicographical order. Additionally, the caching and eviction mechanisms used 
with the TCST could be suitably tuned to favour the retention of ribs (as opposed to 
suffix sub-trees), which would reduce (if not completely remove) the need to access the 
on-disk index in order to support this part of the algorithm.
R e tr ie v in g  th e  L ist o f O ccu rren ces  Using the sequoia, the list of occurrences of 
a particular c-character string is accessed by retrieving the file offset from the second
3Hunt comments on the need to support efficient operation over sparsely populated indexes [55].
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array, and reading the list of occurrences from the relevant file. Using the TCST, it 
will be necessary to traverse the associated suffix sub-tree (faulting as necessary) in 
order to extract the positions. In both cases, this is an 0 (o ) operation (where o is the 
number of occurrences), with the performance of the TCST expected to be marginally 
slower due to the added overhead of reading in and traversing the tree.
L ex icog raph ica l O rd e rin g  Each potential c-character code is compared with the 
query string in lexicographical order: this minimises the amount of the matrix calcu­
lated as only the entries that change between two successive codes need to be computed. 
This can easily be replicated with the TCST, as accessing each entry in the two-level 
array in order is equivalent to traversing the index in lexicographical order.
S PL A T : Suffix T ree  P ow ered  Local A lignm en t Tool
An alternative approach to implementing approximate matching over the TCST would 
be to build upon the techniques described by Harding and Atkinson [52]. Harding 
and Atkinson describe SPLAT (Suffix-tree Powered Local Alignment Tool), a highly 
optimised version of the Smith-Waterman algorithm that has been accelerated through 
the use of a suffix tree index and through a number of optimisations that allow matrix 
calculations to be term inated early without missing any possible alignments. As with 
the algorithm described in the previous section, the index is used firstly to confirm the 
presence of a particular string tha t is of interest, and secondly to retrieve the positions 
of a particular occurrence. W ithin SPLAT, the suffix tree is accessed in a depth-first 
manner, with traversal only continuing deeper into the tree if the section of the matrix 
currently being calculated has the potential to score above the given threshold.
To use this algorithm with the TCST it is necessary to provide a depth-first traversal 
over the TCST. By scanning the two-level array from lowest entry to the highest, 
the sub-trees will be encountered in the order that they would be found during a 
depth-first traversal. As each sub-tree is associated with a c-character prefix, it is 
necessary to know the alignment score for the prefix before continuing (or abandoning) 
this possible alignment. This approach may limit the use of some of Harding and 
Atkinson’s optimisations: when using a depth-first traversal starting at the root of the 
tree it is possible in some cases to abandon a low scoring alignment early, whereas using 
the TCST the calculation of the alignment score for the first c characters will always 
be completed. W hether or not this has a significant impact upon performance is yet to 
be explored. Other possibilities would include combining Harding’s approach with the 
techniques associated with the suffix sequoia or possibly simulating a full depth-first
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traversal by a carefully constructed scan of the two-level array.
Sum m ary
The overlap in functionality of the TCST and the suffix sequoia suggests tha t the accel­
erations in the calculation of the dynamic programming matrix demonstrated with the 
sequoia are equally applicable to the TCST. While the sequoia has been designed solely 
to accelerate approximate matching algorithms, the TCST has been designed to be a 
more versatile data structure tha t supports a wider variety of algorithms (for example, 
the sequoia does not support exact matching as it only indexes fixed size windows over 
the text). However, it still provides an efficient implementation of the methods required 
by the approximate matching algorithm described by Hunt [55]. During approximate 
matching, it is the top of the index that is most commonly used, and this is exactly the 
area of the TCST that is likely to be resident in main memory and that benefits from 
a compressed representation. One potential advantage of the TCST over the sequoia 
is that the TCST does not have a maximum query window size (the sequoia processes 
each query using a sliding window of size c or less, whereas the TCST has no such 
limit—the suffix sub-trees can be used to test for the presence of patterns longer than 
c).
Adapting the SPLAT algorithm for use with the TCST is potentially an attractive 
solution as this algorithm has been heavily optimised. However, some of the optimi­
sations proposed may not be directly applicable to the TCST and it may be required 
to provide additional index functionality in order to replicate such features. As stated 
above, the fact that the TCST aims to retain much of the top of the index in main- 
memory is likely to be of benefit with SPLAT. In either case, the applicability of 
approximate matching techniques to the TCST requires in-depth exploration.
7 .2 .3  U se  o f  G ID O F  w ith  O th er  In d ex es
In this thesis, it was shown that GIDOF can be used to manage a variety of parameters 
associated with the implementation of the TCST. It is expected that this framework is 
suitable for managing the kinds of parameters commonly associated with performance 
engineering. Use of the framework with further examples of indexing technology would 
be of interest, as this may uncover further styles of parameter use that are not directly 
supported—it is expected that all parameters can be managed with GIDOF, but that 
some, as yet undocumented, common forms of parameter use may benefit from more 
specialised support. Of particular interest would be the use of GIDOF by a greater
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number of index developers. Such use is the most likely source of the identification 
of parameter management requirements that are not currently addressed within the 
framework. Although GIDOF has been designed specifically to support the manage­
ment of parameters within bespoke index implementations, it is likely tha t similar 
technologies may be of interest in other areas of performance engineering, for exam­
ple, applications that support the visualisation of large amounts of data. Parameter 
management in such contexts may be addressed through the use of GIDOF, although 
additional functionality may be required.
7 .2 .4  L igh tw eigh t P e r s is te n c e  for G ID O F
It is intended that parameter management will form only part of GIDOF, and that 
future revisions of the framework will address other aspects of index implementation 
and operation. One such example would be complementing the parameter management 
component with a parameter exploration component. This could then be used to 
automatically explore different combinations of parameters, establishing, for a given 
input and task, what combination of parameters resulted in the best performing index. 
Another component that could be added to GIDOF is support for lightweight persistence 
for indexes. By lightweight persistence, it is meant, generic persistence components that 
can be used to provide persistence for simple write-once read-many data structures (for 
example, indexes over reference data). Such a mechanism is termed lightweight as it 
only supports write-once read-many structures and no support is given for updating 
already disk-resident structures. An approach to implementing such a technology is 
now given.
The potential for such a technology can be seen by considering the representation of 
tree-based indexes as multi-layered data structures. W ith the Top-Compressed Suffix 
Tree, it was seen that persistence could be achieved by splitting the data structure into 
two layers, with faulting of sub-trees occurring when crossing from the top layer to the 
lower layer. A similar pattern was used in the work of Cooper et al., except that their 
tree was split into multiple layers [32]. By splitting a write-once read-many index into 
layers it is possible to implement persistence purely in terms of reading and writing 
sub-trees, with writing only occurring during index construction. Note tha t each layer 
can consist of more than one (non-overlapping) sub-tree. Implementing such a system 
requires the following properties to hold true:
• The system must know when to fault in a required section of the index, i.e. when 
an algorithm attem pts to cross a boundary from part of the structure that is in
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main memory to part of the structure that is not, the faulting mechanism must 
be invoked.
• The system must know what section of the index corresponds to the part that is 
being faulted, i.e. there must be a relationship between points on a layer boundary 
and on-disk index sections.
• The system must be able to keep track of what sections of the index are currently 
held in main memory; the main purpose of this is to support efficient selection of 
index sections for eviction.
• It is also required that techniques are given to support the transfer of index 
sections to and from disk, i.e. that the index sections can be marshalled and 
un-marshalled.
Additional requirements are that such a system would only involve a minimal develop­
ment overhead, and that the impact on the in-memory performance would be minimal 
(obviously, faulting sections of index from disk will incur a significant overhead when 
compared with a main-memory implementation of the same structure). The advantages 
of such a system would be that an existing main-memory tree can easily be extended 
to allow its use as an on-disk index. Furthermore, by providing implementations of 
a variety of different eviction techniques (for example, first-in first-out, least recently 
used or random) the developer can experiment with different strategies without the 
development overhead of having to implement each one.
7.3 Concluding Remarks
To conclude, we return to the thesis statement given in Section 1.2.1. It was proposed 
that the Top-Compressed suffix tree could be used with large volumes of sequence data. 
In Chapter 4, it was shown that partitioned TCSTs can be created over sequences of 
up to 1.5 Gbp in length, resulting in an index that was several times larger than that 
possible with main-memory only techniques. Furthermore, it was then shown that it 
is possible to query the completed index, with index sections being transferred to (and 
subsequently evicted from) main memory as necessary, thus confirming that the TCST 
is a viable data structure for use with large biological sequences. It was then shown that 
main-memory TCSTs can be created and queried more efficiently than traditional suffix 
tree representations, thus demonstrating that the TCST is competitive with the suffix 
tree. The extensive performance measurements given in Chapter 4 demonstrate how
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the values used for operational parameters can impact greatly upon index performance. 
The discussion of the design and use of the GIDOF framework and toolkit given in 
Chapters 5 and 6 demonstrate how such a framework and toolkit can be used in the 
implementation of a tunable index, confirming the final aspect of the original proposal; 
tha t such frameworks can be used during index development and operation.
A ppendix A
Top-Compressed Suffix Tree: 
Usage Instructions
This appendix describes the steps required to successfully install, compile and use 
the Java™  implementation of the Top-Compressed Suffix Tree described in Chap­
ters 3 and 4. This implementation makes use of the GIDOF toolkit to allow opera­
tional parameters to be tuned to suit the user’s needs. A summary of the role of the 
more im portant parameters is given here—the role of other parameters can be explored 
through use of the GIDOF tuning application. For guidance on the use of the GIDOF 
framework, see Appendix C. The guidelines given here reflect the needs of the software 
when used with the largest sequence lengths supported. The amount of RAM and 
disk space required are dependent on the data set being indexed, therefore use of this 
software with more limited resources may be possible when indexing smaller quantities 
of data. All the example commands given use a command line with semantics similar 
to the BASH shell.1 The exact form of these commands may vary on other platforms.
A .l System  Requirements
• Java 2 Runtime Environment (JRE), Standard Edition, version 1.4.0 (or higher).
• 2 GB of RAM, of which 1880 MB will be allocated to the Java Virtual machine.
• Disk space equal to approximately ten times that of the sequence data to be in­
dexed (additional space will be required if the Improved Prefix-Partitioned TCST
1A description of the semantics of the BASH command line environment is available from 
http://w w w .gnu.org/softw axe/bash /bash .htm l, as accessed August 2004.
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Construction Algorithm is used).
• NFS (or equivalent networked file system), if distributed construction is used.
• Java 2 Software Development Kit (SDK), Standard Edition, version 1.4.0 (or 
higher), if compilation from source is required.
• Apache Ant version 1.5.1 (or higher) (required for both compilation from source, 
and for invoking the GIDOF tuning application).
Both the Java 2 Runtime Environment and Software Development Kit are available 
from h t tp : / / ja v a .s u n .c o m / . Ant is available from h t tp : / / a n t .a p a c h e .o r g / . The 
GIDOF library should be supplied with the software.
A .2 Installation Guide
Prior to compilation, the directory containing the Top-Compressed Suffix Tree software 
should consist of four items: an Ant build script (bu ild .xm l), a directory named l i b s  
containing all necessary j a r  files, a directory containing the source code (simply named 
java) and a file named p ro p e r t ie s  .xml (which specifies the operational parameters 
to be used with the index). It is assumed that both Java and Ant are already installed 
and configured.
The software can be compiled simply by invoking the command an t. This will 
create a directory named c la s s e s  and compile all the relevant source code, placing the 
compiled classes in the newly created directory. If Javadoc documentation is desired, 
this can be obtained by running the command an t doc. Finally, in order to run the 
software, the location of the c la s s e s  directory, and the various j a r  files located in the 
l i b s  directory, must be added to the CLASSPATH environmental variable.
The GIDOF tuning application can be invoked by using the following command: 
an t TuningWizard. This application can be used to edit the file p ro p e r t ie s  .xml prior 
to invoking index construction. Note that, at the end of index construction the current 
properties of the index will be saved in the index output directory, thus if further tuning 
is required prior to invoking the query server, the file p ro p e r t ie s  .xml in the directory 
containing the persistent index should be edited (fewer parameters will be available for 
tuning at this stage).
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A .3 D ata Format
The TCST can be used to index sequence data comprised of elements drawn from 
any of the following alphabets: DNA {A,C,G,N,T}, RNA  {A,C,G,N,U} or protein 
{A,B,C,D,E,F,G,H,I,K,L,M,N,P,Q,R,S,T,U,V,W,X,Y,Z}. The data to be indexed 
should be stored in a single ASCII text file that has been stripped of all formatting 
(including all white space characters). That is, the file should contain only characters 
drawn from the chosen alphabet.
A .4 Index Creation
As the Top-Compressed Suffix Tree software developed, several different techniques 
for index construction were implemented. Thus, this implementation can be used to 
construct TCSTs in a variety of ways. Firstly, two distinct algorithms are used for the 
creation of the index sub-trees. These are, prefix-partitioned construction and improved 
prefix-partitioned construction. The latter should be used when disk-space is ample 
and a large number of partitions are required to create the index, the former should 
be used in all other circumstances. In addition, single-threaded, multi-threaded and 
distributed construction are all available. For simplicity, all of these options make use 
of the same components, meaning that Java RMI (Remote Method Invocation) is used 
even when only one CPU is being used for index construction.
A .4.1 TC ST Job Server
The Job Server (class s u ff  ix t r e e s  . d i s t r . JobServerlm pl) is the main co-ordinating 
class in the TCST. This server, which can only co-ordinate one index build at a time, 
must be running prior to starting the construction of a given index. If using distributed 
construction, this server must be accessible by all of the distributed clients; otherwise, 
it can simply be run on the local computer. Communication with the Job Server makes 
use of RMI; therefore, a remote object registry must be running on the computer hosting 
the Job Server. This registry can be invoked by the command rm ire g is try .
E xam ple Com m ands: Starting th e Job Server
*/, rmiregistry &
java -server suff ixtrees . distr. JobServerlmpl &
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A .4 .2  In it ia t in g  an  In d e x  B u ild
Assuming that the Job Server is already running, creating a TCST requires two pro­
grams to be run: a version of the Sub-Tree Builder (which constructs individual par­
titions of the index) and the C reateT ree program (which initiates the construction of 
the index). Each program is now discussed in detail.
Sub-Tree Builder
The Sub-Tree Builder implements two versions of the TCST construction algorithm: 
the first is the Prefix-Partitioned TCST Construction Algorithm, and the second is 
the Improved Prefix-Partitioned TCST Construction Algorithm. The use of both al­
gorithms is identical, however the latter expects the output of the suffix grouping to 
be complete prior to the creation of index partitions. The algorithm invoked is de­
termined by the Create Tree application (see below). The work carried out by the 
sub-tree builders is controlled by the Job Server, and they can be started before the 
index is ready to be constructed (i.e. they will wait until details of the index are avail­
able). A sub-tree builder can make use of more than one construction thread (giving 
multi-threaded construction). However, each thread will share a common heap and 
therefore smaller partitions must be specified if this option is to be used. Distributed 
construction is achieved simply by starting a sub-tree builder on more than one com­
puter. If desired, multi-threaded and distributed construction can be combined. The 
two operational parameters of most interest here are the location of the Job Server and 
how many threads to use (see Table A .l). Values for these parameters can be accessed 
via GIDOF, or set using the command line (which will override any GIDOF settings).
Parameter Name Purpose
jobServerHostName
numberOfThreads
The hostname of the server where the Job Server 
is running (can be set to localhost).
The number of construction threads to use.
Table A.l: Usage of command-line arguments for Sub-Tree Builder.
C reate Tree
The final stage in initiating the construction of a Top-Compressed Suffix Tree is to 
invoke the class s u ff  i x t r e e s . topcom pressed. C reateTree. The primary purpose of 
this class is to co-ordinate index construction and ensure that all details of the index to
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be constructed are related to the Job Server. In turn, the Job Server will supply this 
information to the sub-tree builders, but only when asked to do so by the Create Tree 
program. If the Improved Prefix-Partitioned TCST Construction Algorithm is being 
used, this class will also invoke the suffix-grouping algorithm. The suffix-grouping 
algorithm can be used in two different ways: storing the prefix code along with each 
suffix, or omitting the prefix codes. Storing the prefix codes requires additional disk 
space, but can give improved performance. The version of the grouping algorithm 
to be used (or if grouping should be skipped entirely) is specified as a command-line 
argument. Details of all the operational parameters used by this class are given in 
Table A.2. The first five parameters listed can be specified either using the command 
line or via GIDOF, with the final three parameters being accessed via GIDOF.
Parameter Name Purpose
jobServerHostName
seqFile
alphabet
destinationDir
numberOfPartitions
The hostname of the server where the 
Job Server is running (can be set to localhost). 
Location of the sequence file to be indexed. 
Alphabet form which the current sequence is 
composed. Must be one of {DNA,RNA,p ro te in } . 
Where the completed index will be stored.
The number of partitions to use.
compressedDepth
ribSize
constructionAlgorithm
The size of the compressed depth.
The size of the ribs in the two-level array. 
Determines which version of the suffix grouper 
should be used (or if it should be skipped). 
Must be one of { sk ip ,fa lse ,tru e } .
Table A.2: Usage of command-line arguments for Create Tree.
E xam ple Com m ands: Starting Index C onstruction
'/, java -server -Xmxl880m -Xmsl400m -Xssl024k \
suffixtrees.topcompressed.SubTreeBuilder kona & 
java -server -Xmx400m suff ixtrees .topcompressed. CreateTree \ 
kona ~/SeqIdx/Fruit_Fly.seq DNA "/Seqldx/FFIndex/ 26
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A .4 .3  J V M  O p tio n s
In addition to the command-line arguments specified above, a number of arguments 
must be supplied to the Java Virtual Machine2 in order to achieve the best possible 
performance. These parameters are specific to a given JVM implementation; therefore, 
the documentation for the chosen JVM should be consulted prior to using these options. 
Each of the JVM options used in the examples given is described in Table A.3.
JVM Argument Purpose
- s e rv e r
-Xms
-Xmx
-Xss
Signals tha t the Server variant of the virtual 
machine is to be used.
Sets the minimum heap size to the value specified. 
Sets the maximum heap size to the value specified. 
Sets the thread stack size to the value specified.
Table A.3: JVM command-line arguments.
A .5 Query Execution
A simple program for performing exact matches is supplied with the TCST. It is ex­
pected that this class, s u ff  ix t r e e s  .topcom pressed. QueryEngine, will be used in 
conjunction with client specific technology (i.e. that it be used as the basis for provid­
ing a query server). However, it can also be used as a stand-alone tool for performing 
batches of queries. The target patterns should be contained in a single file, one per 
line, and are subject to the same formatting constraints as the original sequence data. 
Table A.4 describes the parameters used with this class. Additional parameters can 
be accessed via GIDOF, with some parameters having had their values fixed during 
index construction. Note that the list of queries to be performed is always specified as 
a command-line argument.
E xam ple Com m ands: Q uerying an Index
7, java -server -Xmxl880m -Xms 1400m -Xss 1024k \
suffixtrees.topcompressed.SubTreeBuilder \
"/Seqldx/FFIndex/ ~/SeqIdx/Fruit_Fly.seq DNA \
~/SeqIdx/FlyQueries•qrs
2In the examples given, all JVM arguments are preceded by a single dash.
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Parameter Name Purpose
destinationDir
seqFile
alphabet
queryList
Location where the completed index is stored. 
Location of the indexed sequence file.
Alphabet form which the current sequence is 
composed. Must be one of {DNA,RNA,protein}. 
Location of the file containing the queries 
to be executed.
Table A.4: Usage of command-line arguments for Query Engine.
A ppendix B
GIDOF: XML Param eter M odel
B .l  XML Schema
<?xml version^ 1.0’ encoding^UTF-B’ ?>
< ! DOCTYPE xs: schema PUBLIC J-//W3C//DTD XMLSCHEMA 200102//EIP 
’http://www.w3.org/2001/XMLSchema.dtd, >
<!— Copyright: 1.0— >
<!— Title: GIDOF: Generic Index Development and Operation Framework— > 
<!— Version: — >
<!— Author: Robert Japp— >
<!— Project Description: A framework and toolkit for the management of 
Operational Parameters.— >
<!— Document Description: GIDOF parameter model schema.— >
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema" 
xmlns="GID0FM 
targetNamespace="GID0F" 
elementFormDefault="qualified">
<!— The parameter list— >
<xs:element name="properties">
<xs:complexType>
<xs:sequence>
<xs:element ref="phaseList"/>
<xs:element ref="sharedParameters"/>
<xs:element ref="localParameters"/>
</xs:sequence>
</xs:complexType>
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</xs:element>
<!— The List of Phases— >
<xs:element name="phaseList">
<xs:complexType>
<xs:sequence>
<xs: element name="phase"
min0ccurs="0" maxOccurs="unbounded">
<xs:complexType>
<xs.’attribute name="name" type="xs:string" 
use="required"/>
<xs:attribute name="donePre" type="xs:boolean"/>
<xs:attribute name="donePost" type="xs:boolean"/>
<xs:attribute name="number" type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
<!— The Shared Property List— >
<xs:element name="sharedParameters">
<xs:complexType>
<xs:sequence>
<xs:element ref="property"
min0ccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<!— Root element for the group hierarchy— >
<xs:element name="localParameters">
<xs:complexType>
<xs:sequence>
<xs:element ref="group"
min0ccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<!— A Group element, contains a list of properties and sub-groups— > 
<xs:element name="group">
<xs:complexType>
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<xs:sequence>
<xs:element ref="property" 
min0ccurs="0M maxOccurs="unbounded"/>
<xs:element ref="group"
min0ccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="name" type="xs:string" use="required"/> 
</xs:complexType>
</xs:element>
<!— Java types supported by GIDOF— >
<xs:simpleType name="supportedTypes">
<xs:restriction base="xs:string">
<xs renumeration value=" java. lang. String"/>
<xs renumeration value="java.lang.Character"/>
<xs:enumerat ion value="j ava.lang.Boolean"/>
<xs renumeration value="java.lang.Byte"/>
<xs r enumeration value=" java.Icing.Short"/>
<xs r enumeration value="java.lang.Integer"/>
<xs:enumeration value="java.lang.Long"/>
<xs:enumeration value="java.lang.Float"/>
<xs renumeration value="java.lang.Double"/>
</xs:restriction>
</xs r simpleType>
<!— Parameter User Modes— >
<xs:simpleType name="userMode">
<xs:restriction base="xs r string">
<xs:enumeration value="User Editable"/>
<xs:enumeration value="User Defined"/>
<xsrenumeration value="Not User Editable"/>
</xs rrestriction>
</xs:simpleType>
<!— Property element (includes generic parameter attributes) — > 
<xs:element name="property">
<xs:complexType>
<xs r sequence>
<xsrelement name="description" type="xs:string"/>
<xs:choice>
<xs relement ref="simpleParameter"/>
<xs relement ref="fixedChoiceParameter"/>
<xs:element ref="ruleBasedParameter"/>
</xs:choice>
APPEND IX B. GIDOF: XM L PARAM ETER MODEL 173
</xs:sequence>
<xs:attribute name="name" type="xs:string" 
use="required"/>
<xs:attribute name="userMode" type="userMode" 
use="required"/>
<xs:attribute name="valueType" type="supportedTypes" 
use="required"/>
<xs:attribute name="final" type="xs:boolean" 
use="required"/>
</xs:complexType>
</xs:element>
<!— Representation of Simple Parameter— >
<xs:element name="simpleParameter">
<xs:complexType>
<xs:sequence>
<xs:element name="value" type="xs:string"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<!— Representation of Fixed-Choice Parameter— >
<xs:element name="fixedChoiceParameter">
<xs:complexType>
<xs:sequence>
<xs:element name="choices">
<xs:complexType>
<xs:sequence>
<xs:element name="choice"
minOccurs="1" maxOccurs="unbounded"> 
<xs:complexType>
<xs:sequence>
<xs:element name="value"
type="xs:string" />
</xs:sequence>
<xs:attribute name="number"
type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
<xs:attribute name="currentChoice" 
type="xs:integer" 
use="required"/>
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<xs:attribute name="numberOfChoices" 
type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
<!— Representation of Rule-Based Parameter— >
<xs:element name="ruleBasedParameter">
<xs:complexType>
<xs:sequence>
<xs:element name="rules">
<xs:complexType>
<xs:sequence>
<xs:element name="condition"
minOccurs="l" maxOccurs="unbounded"> 
<xs:complexType>
<xs:sequence>
<xs:element name="expression"
type="xs:string" />
</xs:sequence>
<xs:attribute name="number"
type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
<xs:element name="action"
minOccurs="1" maxOccurs="unbounded"> 
<xs:complexType>
<xs:sequence>
<xs:element name="expression"
type="xs:string" />
</xs:sequence>
<xs:attribute name="number"
type="xs:integer" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
<xs:attribute name="numberOfRules" type="xs:integer" 
use="required"/>
</xs:complexType>
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</xs:element>
<xs:choice>
<xs:element name="onDemand" />
<xs:element name="evaluateOnce">
<xs:complexType>
<xs:attribute name="phaseName"
type="xs:string" use="required"/> 
<xs:attribute name="isPre" type="xs:boolean" 
use="required"/>
</xs:complexType>
</xs:element>
<xs:element name="selfAdjusting">
<xs:complexType>
<xs:attribute name="startPhase"
type="xs:string" use="required"/> 
<xs:attribute name="isStartPre"
type="xs:boolean" use="required"/> 
<xs:attribute name="endPhase" type="xs:string" 
use="required"/>
<xs:attribute name="isEndPre" type="xs:boolean" 
use="required"/>
</xs:complexType>
</xs:element>
</xs:choice>
<xs:element name="currValue" type="xs:string" />
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:schema>
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B.2 TCST Configuration File
<?xml version="l.0" encoding="UTF-8"?>
<properties xmlns="GIDOF">
<phaseList>
<phase donePost="false" donePre="false" name="initialisation" 
number="0"/>
<phase donePost="false" donePre="false" name="initiateConstruction" 
number="l"/>
</phaseList>
<sharedParameters>
<property final="false" name="numberOfPartitions"
userMode="User Defined" valueType="java.lang.Integer"> 
<description>The number of partitions to be used when 
constructing the index. For larger sequences it will be 
necessary to increase the number of partitions used in order to 
achieve successful index construction. Use of multi-threaded 
construction will require more partitions.</description> 
<simpleParameter> <value>l</value> </simpleParameter>
</property>
<property final="false" name="destinationDir"
userMode="User Defined" valueType="java.lang.String"> 
<description>The directory where the completed index (and 
intermediary output) is to be stored. Should be in a location 
accessible to all build clients.</description>
<simpleParameter> <value>null</value> </simpleParameter> 
</property>
<property final="false" name="smallExacts"
userMode="User Editable" valueType="java.lang.Boolean"> 
<description>If set to true, the index will be timed to improve 
the performance of executing exact matching using short query 
performance. By short, it is meant query strings of length less 
than 8. If set to false, the index will be tuned to suit a 
greater variety of query type.</description>
<fixedChoiceParameter>
<choices currentChoice="l" numberOfChoices="2">
<choice number="0"> <value>true</value> </choice>
<choice number="l"> <value>false</value> </choice>
</choices>
</f ixedChoiceParameter>
</property>
<property final="false" name="alphabet"
userMode="User Editable" valueType="java.lang.String">
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<description>The alphabet from which the sequence file is 
constructed. The supported alphabets are: DNA {A,C,G,N,T}, RNA 
{A,C,G,N,U} and protein
{A,B,C,D,E,F,G,H,I,K,L,M,N,P,Q,R,S,T,U,V,W,X,Y,Z}.</de script ion> 
<f ixedChoiceParameter>
<choices currentChoice="0" numberOfChoices="3">
<choice number="0"> <value>DNA</value> </choice>
<choice number="l"> <value>RNA</value> </choice>
<choice number="2"> <value>protein</value> </choice> 
</choices>
</fixedChoiceParameter>
</property>
<property final="false" name="ribSize"
userMode="User Editable" valueType="java.lang.Integer"> 
<description>The size of the ribs to be used in the two-level 
array component of the Top-Compressed Suffix Tree. Altering 
this value may give a slight improvement in query and 
construction performance.</description>
<f ixedChoiceParameter>
<choices currentChoice="l" numberOfChoices="2">
Cchoice number="l"> <value>32</value> </choice>
<choice number="2"> <value>64</value> </choice>
</choices>
</f ixedChoiceParameter>
</property>
<property final="false" name="minimiseDiskSpace"
userMode="User Editable" valueType="java.lang.Boolean"> 
<description>If set to true, the amount of disk space used by 
the index will be minimised. This may reduce the performance of 
index creation and querying. If set to false, more disk space 
may be used by the index, but this can allow greater 
performance.</description>
<f ixedChoiceParameter>
<choices currentChoice="l" numberOfChoices="2">
<choice number="0"> <value>true</value> </choice>
<choice number="l"> <value>false</value> </choice>
</choices>
</f ixedChoiceParameter>
</property>
Cproperty final="false" najne="compressedDepth" 
userMode="Not User Editable" 
valueType="java.lang.Integer">
<description>The compressed depth to be used with the 
Top-Compressed Suffix Tree. Lowering this value can decrease
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the amount of space occupied by the on-disk index, however this 
can be to the detriment of both construction and query 
performance. If using a persistent index, and performing mainly 
short exact matches, choosing a lower value for the compressed 
depth may improve performance.</description> 
<ruleBasedParameter>
<rules numberOfRules="7">
<condition number="0">
<expression>smallExacts</expression>
</condition>
Ccondition number="l">
<expression>IminimiseDiskSpace &&
seqLength <= 30000000</expression>
</condition>
<condition number="2">
<expression>IminimiseDiskSpace &&
seqLength > 30000000</expression>
</condition>
<condition number="3">
<expression>seqLength <= 25000000</expression>
</condition>
<condition number="4">
<expression>seqLength > 25000000 &&
seqLength <=300000000</expression>
</condition>
<condition number="5">
<expression>seqLength > 300000000 &&
seqLength <=1400000000</expression>
</condition>
<condition number="6">
<expression>seqLength > 1400000000</expression>
</condition>
<action number="0"> <expression>8</expression> </action> 
<action number="l"> <expression>10</expression> </action> 
<action number="2"> <expression>12</expression> </action> 
<action number="3"> <expression>8</expression> </action> 
<action number="4"> <expression>9</expression> </action> 
<action number="5"> <expression>10</expression> </action> 
<action number="6"> <expression>12</expression> </action> 
</rules>
<evaluate0nce isPre="true" phaseName="initiateConstruction"/> 
<currValue>null</currValue>
</ruleBasedParameter>
</property>
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<property final="false" name="seqFile"
userMode="User Defined" valueType="java.lang.String"> 
<description>The file name of the sequence to be indexes (can be 
relative or absolute).</description>
<simpleParameter> <value>null</value> </simpleParameter> 
</property>
<property final="false" name="seqLength" 
userMode="Not User Editable" 
valueType=" java. Icing. Integer">
<description>Represents the length of the sequence being index. 
This parameter is not user editable, its value will be 
established at run-time from the given details of the sequence 
being index.</description>
<simpleParameter> <value>null</value> </simpleParameter> 
</property>
<property final="false" name="jobSeverHostname"
userMode="User Defined" valueType="java.lang.String"> 
<description>The hostname of the server where the JobServer is 
running (can be set to localhost).</description> 
<simpleParameter> <value>null</value> </simpleParameter> 
</property>
</sharedPar£imeters>
<localParameters>
<group name="Local Parameters'^
<group name="Query Server">
<property final="false" name="evictionThreshold" 
userMode="User Editable" 
valueType="j ava.lang.Double">
<description>The smallest amount of free memory before 
eviction is triggered. Decreasing this vaule may result in 
more frequent evictions but may also improve the number of 
cache hits.</description>
<f ixedChoiceParameter>
<choices currentChoice="l" numberOfChoices="6">
Cchoice number="0"> <value>0.02</value> </choice>
<choice number="l"> <value>0.05</value> </choice>
<choice number="2"> <value>0.07</value> </choice>
<choice number="3"> <value>0.l</value> </choice>
<choice number="4"> <value>0.15</value> </choice>
<choice number="5"> <value>0.2</value> </choice> 
</choices>
</fixedChoiceParameter>
</property>
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<property final="false" name="evictionFraction" 
userMode="User Editable" 
valueType="j ava.lang.Integer">
<description>The amount of the index to be evicted whenever 
the amount of available main-memory drops below the 
specified threshold. This value is the fraction of the 
total index (i.e. 6 -> 1/6). Decreasing this value may give 
improved cache hit rates, but may also cause more frequent 
evictions (and thus degrade performance).</description>
<f ixedChoiceParameter>
<choices currentChoice="0" numberOfChoices="6">
<choice number="0"> <value>6</value> </choice>
Cchoice number="l"> <value>8</value> </choice>
<choice number="2"> <value>10</value> </choice>
<choice number="3"> <value>12</value> </choice>
<choice number="4"> <value>14</value> </choice>
<choice number="5"> <value>16</value> </choice> 
</choices>
</fixedChoiceParameter>
</property>
<property final="false" name="readBufferSize" 
userMode="User Defined" 
valueType=" java.Icing. Integer">
<description>The size of buffer to be used when reading a 
sub-tree of the index. Increasing this value may improve 
query performance, but at the cost of increased memory usage 
(hence more frequent evictions).</description>
<fixedChoiceParameter>
<choices currentChoice="0" numberOfChoices="4">
<choice number="0"> <value>4096</value> </choice>
Cchoice number="l"> <value>8192</value> </choice>
Cchoice number="2"> Cvalue>16384c/value> c/choice> 
Cchoice number="3"> Cvalue>32768c/value> c/choice>
< /choices> 
c/fixedChoiceParameter> 
c/property>
Cgroup name="Result Set">
Cproperty final="false" name="blockSize" 
userMode="User Defined" 
valueType="java.lang.Integer">
Cdescription>The size of each block in the linked list 
used by the result set. Increasing this value can give 
improved performance when queries produce a large number 
of results (e.g. when performing exact matching for short
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query patterns).</description>
<f ixedChoiceParameter>
<choices currentChoice="0" numberOfChoices="4">
<choice number="0"> <value>100</value> </choice> 
<choice number="l"> <value>200</value> </choice> 
<choice number="2"> <value>500</value> </choice> 
<choice number="3"> <value>1000</value> </choice>
</choices>
</fixedChoiceParameter>
</property>
<property final="false" name="firstBlockSize" 
userMode="User Defined" 
valueType="j ava.lang.Integer">
<description>The size of the first block in the linked 
list used by the result set. Increasing this value can 
give improved performance when queries produce a large 
number of results (e.g. when performing exact matching for 
short query patterns). This value is typically lower them 
the block size as many queries will only produce a 
handfull of results.</description>
<fixedChoiceParameter>
Cchoices currentChoice="l" numberOfChoices="6">
<choice number="0"> <value>10</value> </choice>
<choice number="l"> <value>20</value> </choice>
Cchoice number="2"> <value>30</value> </choice>
Cchoice number="3"> Cvalue>40c/value> c/choice>
Cchoice number="4"> Cvalue>50c/value> c/choice>
Cchoice number="5"> Cvalue>100c/value> c/choice>
< /choices>
</f ixedChoiceParameter> 
c/property>
C/group>
c/group>
Cgroup name="Construction">
Cproperty final="false" name="constructionAlgorithm" 
userMode="User Editable" 
valueType="java.lang.String"> 
cdescription>Determines the version of the construction 
algorithm to used with the TCST. If set to 'skip', then the 
suffix grouping phase is bypassed and the prefix-partitioned 
algorithm is used. If set to either ‘true’ or 'false', then 
the improved prefix-partitioned algorithm is used. 'True' 
states that prefix codes should be stored in addition to 
suffix numbers, 'false' states that they should be ignored.
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</description>
<ruleBasedParameter>
<rules number0fRules="2">
<condition number="0">
<expression>minimiseDiskUsage I I
seqLength < 900000000</expression>
</condition>
<condition number="l">
<expression>seqLength >= 900000000</expression> 
</condition>
<action number="0">
<expression>"skip"</expression>
</action>
<action number="l">
<expression>"true"</expression>
</action>
</rules>
<evaluateOnce isPre="true"
phaseName="initiateConstruction"/>
<currValue>null</currValue>
</ruleBasedParameter>
</property>
<group name="Build Client">
<property final="false" name="garbageCollectionInterval" 
userMode="User Editable" 
valueType="j ava.lang.Integer">
<description>The time (in milliseconds) between 
invocations of the garbage collector (this is a system 
property). Increasing this value may improve construction 
performance, however having too large a gap between 
garbage collections may degrade performance.</description> 
<simpleParameter> <value>900000</value> </simpleParameter> 
</property>
<property final="false" name="backBoneWriteBuffer" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The size of buffer used when writing 
back-bone sections to disk. Increasing this value may 
improve performance when creating large indexes, however 
this will increase memory usage, and may result in more 
partitions being used.</description>
<fixedChoiceParameter>
Cchoices currentChoice="l" numberOfChoices="5">
Cchoice number="0"> <value>131072</value> </choice>
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<choice mimber="l"> <value>262144</value> </choice> 
<choice nnmber="2"> <value>524288</value> </choice> 
<choice number="3"> <value>1048576</value> </choice> 
<choice number="4"> <value>2097152</value> </choice>
</choices>
</fixedChoiceParameter>
</property>
<property final="false" name="numberOfThreads" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The default number of construction threads to 
be used by sub-tree builders. Increasing the number of 
threads can improve construction performance, but at the 
cost of additional partitions being used. Note that this 
value can be overridden at the command line.</description> 
<simpleParameter> <value>l</value> </simpleParameter> 
</property>
<property final="false" name="suffixesBufferSize" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The number of suffixes to be accessed at one 
time when processing the grouped suffix list (if 
appropriate). Increasing the number of suffixes increases 
the buffer size and may improve construction performance, 
but at the cost of increased memory use (which potentially 
requires additional partitions to be used).</description> 
<fixedChoiceParameter>
<choices currentChoice="2" numberOfChoices="4">
<choice number="0"> <value>32768</value> </choice> 
<choice number="l"> <value>65536</value> </choice> 
<choice number="2"> <value>131072</value> </choice> 
<choice number="3"> <value>262144</value> </choice> 
</choices>
</fixedChoiceParameter>
</property>
<property final="false" name="subTreeWriteBuffer" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The size of buffer used when writing 
individual sub-trees to disk. Increasing this value may 
improve performance when creating large indexes, however 
this will increase memory usage, and may result in more 
partitions being used.</description>
<fixedChoiceParameter>
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<choices currentChoice="l" numberOfChoices="5">
<choice number="0"> <value>131072</value> </choice> 
Cchoice number="l"> <value>262144</value> </choice> 
<choice number="2"> <value>524288</value> </choice> 
<choice number="3"> <value>1048576</value> </choice> 
<choice nnmber="4"> <value>2097152</value> </choice> 
</choices> 
c/fixedChoiceParameter> 
c/property>
</group>
<group name="Suffix Grouping">
<property final="false" name="evictionThreshold" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The amount of available main memory drops 
below this value (where the value is to be read as (1/x), 
eviction will take place. Increasing this value will 
cause fewer eviction to take place, but having too small a 
fraction can cause the algorithm to fail.</description>
<fixedChoiceParameter>
<choices currentChoice="2" numberOfChoices="7">
<choice number="0"> <value>30</value> </choice>
<choice number="l"> <value>35</value> </choice>
<choice number="2"> <value>40</value> </choice>
<choice number="3"> <value>45</value> </choice>
<choice number="4"> <value>50</value> </choice>
<choice number="5"> <value>55</value> </choice>
<choice number="6"> <value>60</value> </choice> 
</choices>
</fixedChoiceParameter>
</property>
<property final="false" name="writeBufferSize" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The size of buffer to be used when writing 
out an individual bucket. Increasing the size of this 
value may improve grouping performance, but at the cost of 
increased memory usage.</description>
<fixedChoiceParameter>
<choices currentChoice="0" numberOfChoices="3">
Cchoice number="0"> <value>1048576</value> </choice> 
Cchoice number="l"> Cvalue>2097152c/value> c/choice> 
Cchoice number="2"> Cvalue>4194304c/value> c/choice> 
< /choices>
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c/fixedChoiceParameter>
</property>
<property final="false" name="bucketBlockSize" 
userMode="User Editable" 
valueType="java.lang.Integer">
<description>The size of each block in the buckets used to 
collect grouped suffixes. There will be one bucket per 
partition. Increasing the size of the buckets will result 
in fewer ,eviction’ phases, and may result in increased 
performance. However, if the bucket sizes become too 
large, suffix grouping may fail due to inadequate memory 
resources.</description>
<fixedChoiceParameter>
Cchoices currentChoice="l" numberOfChoices="4">
Cchoice number="0"> <value>32768</value> </choice> 
Cchoice number="l"> Cvalue>65536c/value> c/choice> 
Cchoice number="2"> Cvalue>131072c/value> C/choice> 
Cchoice number="3"> Cvalue>262144c/value> c/choice> 
c/choices> 
c/fixedChoiceParameter> 
c/property>
Cproperty final="false" name="prefixBufferSize" 
userMode="User Editable" 
valueType="java.lang.Integer">
Cdescription>The buffer size (in number of prefixes) to be 
used when reading in the sequence file. Increasing this 
buffer size may improve performance, but at the cost of 
additional memory usage.c/description>
CfixedChoiceParameter>
Cchoices currentChoice="l" numberOfChoices="4">
Cchoice number="0"> Cvalue>32768c/value> c/choice> 
Cchoice number="l"> Cvalue>65536c/value> C/choice> 
Cchoice number="2"> Cvalue>131072c/value> c/choice> 
Cchoice number="3"> Cvalue>262144c/value> c/choice> 
C/choices>
C/fixedChoiceParameter> 
c/property> 
c/group> 
c/group>
C/group>
c/localParameters>
c/properties>
A ppendix C
GIDOF: U ser’s Tutorials
This appendix describes the steps required to install, compile and use GIDOF for the 
purposes of specifying or tuning a parameter list associated with a given application im­
plementation. Separate tools are provided for clients and developers of the technology. 
Clients of an application making use of GIDOF should ensure that their system meets 
the requirements specified in Section C .l and then consult Section C.3. Developers 
making use of GIDOF should read all sections of this appendix.
C .l System  Requirements
• Java 2 Runtime Environment (JRE), Standard Edition, version 1.4.0 (or higher).
• Java 2 Software Development Kit (SDK), Standard Edition, version 1.4.0 (or 
higher), if compilation from source is required.
• Apache Ant version 1.5.1 (or higher),required for both compilation from source, 
and for invoking the GIDOF tuning application.
• Xerces Java Parser libraries: xerceslmpl. jar and xmlParserAPIs. jar, Febru­
ary 2003 version or higher.
• Java Mathematical Expression Parser (JEP) library, version 2.3.0 or higher.
Both the Java 2 Runtime Environment and Software Development Kit are available 
from h t t p : / / j ava . su n . com/. Ant is available from h t t p : / / a n t . apache. o rg /. Xerces 
is available from h t tp : / /x m l .a p a c h e .o r g /x e r c e s - j / . Java Mathematical Expression 
Parser is available from h ttp ://w w w .s in g u la rsy s .c o m /je p /.
186
APPENDIX C. GIDOF: U SER’S TU TO RIALS 187
C.2 Installation Guide
If GIDOF is being used with a completed application implementation, then the library 
file g ido f . jar should be provided and no compilation will be required. If compilation 
from source is required, then the following steps should be followed. Prior to compi­
lation, three items should be present in the directory containing the GIDOF software: 
an Ant build script (bu ild .xm l), a directory named l i b s  (containing the libraries dis­
cussed in the previous section) and a directory named java containing the source code. 
It is assumed that both Java and Ant are correctly installed and configured.
The software can be compiled by invoking the command ant. This will create a 
directory named classes and compile all relevant source code (placing the compiled 
classes in the newly created directory). If Javadoc documentation is required, then 
it can be obtained by invoking the command ant doc. The location of the classes 
directory and the contents of the libs directory should be added to the CLASSPATH 
environmental variable. Finally, if a jar file is required, then this can be created by 
invoking the command ant jar.
C.3 Using the C lient’s Param eter Tuning Tool
The GIDOF client’s tuning tool can be used to alter the values of selected operational 
parameters associated with a given application. This can allow certain aspects of the 
application’s behaviour to be tailored to suit the specific needs of the environment 
it will be operating in and the dataset that it will be operating over. The param­
eters presented by this tool are those that have been identified by the developer of 
the software as being appropriate for tuning by the client of the application. This 
tool can be invoked using the command an t TuningWizard, or via the command java 
g ido f .p ro p e r t ie s  .TuningWizard. If the latter is used, then the location of the prop­
erty file to be examined can be supplied as a command-line argument, otherwise the 
file can be selected using the file chooser window presented by the tool. The two steps 
involved in tuning an application are now discussed.
C .3 .1  T u n in g  Sh ared  P a ra m e ters
The first step in exploring (and tuning) the operational parameters associated with a 
given application is to browse the list of tunable shared parameters. Shared param­
eters are parameters that affect several aspects of the application’s performance and 
are likely to include fundamental options about how the application is to be used. Fig-
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Step 2 o f 3 : Tune shared param eters
-Shared Param eters;-
S numberOfPartitions 
|destinanonDfr 
a'phabet 
iribSize
|constructk>nStyle 
j comp re s sed De p th
jseqFite
JobSeverHostname
-Edit Param eter Value;-
Param eter Style: Fixed Choice Param eter 
User Mode: User Editable 
Name; alphabet 
Type: java.lang.String 
Value:
D escriptlon:-
|The a lphabet from  which th e  sequence file is 
construc ted . The supported  alphabets are; DNA 
tac .C .N .T } , RNA {A,C,C,N.U} and protein 
j{A,B.C.D,E,FfC.Hfl,K.L,M,N>P,Q1R.S.T.U,V.WpX>Y.Z}.
i
(  Clear )  f  Save P roperty}
{ Cancel )  (; Next }
A
Figure C.l: Examining the value of a shared parameter using the GIDOF client’s tuning 
tool.
ure C .l shows this step of the tool. The list of available parameters is displayed on 
the left-hand side. When one of the parameters is selected, the right-hand panel of the 
tool will update to display the details of the parameter. This includes a description 
of the parameters purpose and, where appropriate, what the impact of changing the 
parameters value will have on the application’s behaviour. At this point the value of 
the parameter can be altered. Depending on the nature of the parameter, the value 
will either be entered as text (which will subsequently be checked to ensure that it can 
be parsed as the appropriate type) or by selecting one of several possible values from 
the menu given (as is the case in Figure C .l). The value can then be saved and the 
values of other parameters explored. Once all parameters have been explored, the next 
step of the tuning process can be accessed.
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Param eter Groups;-
▼ y f Local Parameters
▼ Construction
^ Checkpointing
▼ y i Querying
I/O 
' Server
S tep 3 o f 3 : Tune local param eters
Local Param eters:-
evktionThreshold
evWohSiwatro.
Edit Param eter Value;-----------------------
Param eter Style: Sim ple Param eter
User Mode: User Defined
Name: evictronFraction
Value: j 48
Type; java.lang.lnteger
D escription:
T h e  am oun t of th e  index to  be 
{evicted during each cycle. <
D ecreasing th is  value may reduce ; 
{the frequency o f  eviction cycles, ; 
bu t a t the co s t o f increased 
a c c e s s  to  th e  o n -d is k  index. This{ 
is specified as a fraction o f  the 
to tal index size, i.e. if a  value o f '■ 
.32 is given, then  1 /32  o f th e  
tn d e x  will be evicted during each 
cycle.
(  C lear j  (  Save Param eter )
{  Cancel ) (  Finish j
A.
Figure C.2: Examining the value of a local parameter using the GIDOF client’s tuning 
tool.
C .3 .2  T u n in g  L ocal P a ra m eters
The second step in exploring the operational parameters is to browse the groups of 
local parameters associated with the application. Although similar in many ways to 
the previous step, there are some notable differences in the way that the parameters are 
accessed and displayed. Local parameters are parameters tha t only affect the behaviour 
of limited areas of the application’s behaviour. Therefore, parameters are organised 
in hierarchical groups, with each group corresponding to a particular aspect of the 
application. The exact nature of the grouping will be decided by the developer, but 
parameters should be organised in such a way that parameters affecting the same aspect 
of performance are grouped together. Figure C.2 shows how the group hierarchy and
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list of parameters are presented by the tool. The left-most panel of the tool shows a 
tree representation of the available groups. Individual nodes of the tree can then be 
selected, with the middle panel updating to show the parameters associated with that 
group. A parameter can then be selected form the middle panel, with its details being 
presented in the right-most panel. The param eter’s value can then be altered as before.
C .3 .3  S a v in g  C h an ges
Once the previous step has been completed, the user will be presented with a file 
chooser dialogue. Here, the user will select the file where the completed parameter 
is to be written. Applications may expect the property file to be stored at a specific 
location: this should be considered when selecting a location.
C.4 D eveloper’s Parameter Specification Tool
The GIDOF developer’s parameter specification tool can be used to define the pa­
rameters to be associated with a given application implementation. This tool is likely 
to be used iteratively, with the parameter list growing as implementation progresses. 
For example, as new components are added to the application, it is likely that further 
operational parameters will be required—these can simply be added to the current 
parameter list as necessary. Furthermore, it is possible to change the nature and val­
ues of the parameters with only minimal changes being required by the application 
implementation. For example, if it is found through experimentation, that a certain 
set of values produces the best possible performance, then the corresponding param­
eter can be restricted to allow only those values. The parameter specification tool 
can be invoked using the command an t PropertyW izard, or via the command ja v a  
g ido f .p ro p e r t ie s  .PropertyW izard. If the latter is used, then the location of the 
property file to be edited can be supplied as a command-line argument, otherwise the 
file can be selected using the file chooser window presented by the tool. The steps 
involved in creating (or editing) a parameter list are now discussed.
C .4 .1  S p e c ify in g  P h a ses
The first part of the parameter list to be addressed is the specification of the phases 
associated with the application. Phases are used to mark significant points in the 
lifetime of the application, and can be used in conjunction with rule-based parameters 
to automate certain aspects of parameter management (see Section C.4.4). Each phase
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is identified by a unique name, and the order in which they are presented corresponds to 
the order in which they are to be processed. The tool presents the current list of phases 
in the left-hand panel, allowing, where necessary, an existing phase to be removed from 
the list (see Figure C.3). New phases can be added to the end of the list. Once the 
phase list has been correctly specified, the user can proceed to the next step.
C .4 .2 S p ec ify in g  S h ared  P a ra m eters
Shared parameters are parameters tha t are used throughout the application implemen­
tation, and are typically those that are fundamental to the operation of the application. 
For example, a parameter that represents the location of the completed index might be 
represented as a shared parameter, whereas a parameter representing an input buffer’s 
size may be better represented as a local parameter as it will only be needed by one 
part of the application.
At this step in the use of the tool, shared parameters can be added or deleted from 
the current parameter list. Furthermore, existing parameters can be edited, allowing the 
nature of the parameter to change as application development progresses. Associated 
with each parameter are the following attributes: name, user mode, value, type, style, 
description and whether or not the value should be treated as a constant. The name and 
type of the parameter should correspond to the name and type used by the application 
implementation when accessing the parameter. The user mode determines whether or 
not a given parameter will be available for tuning, and can be changed as development 
progresses. The description should give a concise description of the role of the parameter 
within the application—this is the primary means by which a client of the technology 
will gain information on how to tune the application, therefore it is im portant that this 
information is provided.
In addition to the attributes described above, each parameter can be specified as 
being of the following three types: simple parameter, fixed-choice parameter, rule-based 
parameter. Each parameter style represents its value in a different manner. Simple 
parameters can have any value that can be parsed as the stated type. Such parameters 
are most likely to be of use when defining parameters are to be used by the developer 
(or internally by the application). Figure C.4 shows how the tool can be used to define 
a simple parameter. Fixed-choice parameters have a list of values associated with them, 
with the actual value of the parameter restricted to being one of those on the list. This 
style of parameter should be used wherever there are only a small number of values 
that a parameter may take (and are particularly suitable for use with client tunable 
param eters). The final style of parameter, the rule-based parameter, has a value tha t is
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Step 2 of 5: Choose phases
f Current Phases; Add New Phase:- —
Name; serverDeployment
Add
Delete
Figure C.3: Specifying the list of phases using the GIDOF developer’s parameter tool.
; Current Shared Parameters ■■ 
; jnumberOtParnoons
:idestinatfcm D ir
iiconstructtonStyle
|;ribSize
i a lp h a b e t
;;c o m p re s se d D e p th
i'seqF ile
j yo b S ev e rH o stn am e
GIDOF Property Wizard
Step 3 of 5: Edit shared parameters
Delete l!
Edit Parameter Details:
Parameter Style: I Simple Parameter i
User Mode; 1 User Defined
Name: : numberOfPartitlons
Value: : null
Type: [ java.lang.Integer 
0  Final Value
Description:
i The number of partitions to be used when constructing the 
\ index. For larger sequences it will be necessary to increase 
: the number of partitions used in order to achieve successful 
; index consturction. Use of multithreaded construction will 
i require an increased number of partitions to be used.
f.---Cleaf--?| f Save Parameter )
Cancel 3 £ Next 3
Figure C.4: Defining a shared parameter using the GIDOF developer’s parameter tool.
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defined in terms of a set of rules and corresponding actions and are discussed in detail 
in Section C.4.4.
C .4.3 Specifying the Group Hierarchy and Local Param eters
Parameters tha t only affect specific aspects of the application’s behaviour, and are not 
fundamental to the operation of the application, should be defined as local parameters. 
Local parameters are arranged in groups, with all parameters in a given group influenc­
ing a certain aspect of the application’s performance. For example, parameters may be 
grouped according to function, thus all parameters relating to, say, index construction 
may be taken together. This allows the parameters to be explored by the client in a 
structured manner—they need only examine the groups corresponding their particular 
areas of interest.
Prior to specifying the local parameters, the nature of the group hierarchy must 
be established. The tool presents the current group hierarchy as a tree where the user 
can add, delete or rename nodes as desired (see Figure C.5). Note that, deleting a 
group will result in all sub-groups and associated parameters also being deleted. Once 
the hierarchy has been specified, local parameters can then be added to the groups as 
necessary.
Defining the local parameters is the final step in the specification of a parameter list. 
As each local parameter is associated with a specific group, the first part in defining 
a local parameter is to locate the appropriate group. This is achieved by browsing 
the group hierarchy (again, presented as a tree) and selecting the appropriate node. 
Once a node has been selected, the current list of associated parameters is displayed 
and parameters can be added, deleted or edited as they were for shared parameters. 
Figure C .6 shows how this step is presented by the tool. The left-most panel presents 
the group hierarchy, the middle panel presents any parameters currently associated with 
the selected group, and the right-most panel shows the details of the parameter being 
added. Here, a fixed-choice parameter has been added, hence a dialogue requesting a 
list of values for the parameter has been presented. Once this step is complete, the 
parameter list can then be saved to an appropriate file, thus completing the specification 
of the parameter list (although further iterations of this process may be necessary).
C .4.4 R ule-Based Param eters
The final aspect of the developer’s parameter specification tool to be discussed is the 
process of defining a rule-based parameter. A given parameter (which can be either a
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Figure C.5: Defining the group hierarchy using the GIDOF developer’s parameter tool.
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Step 5 of S: Edit local parameters
Current Croups:............. ... '-Current Local Parameters - --------
▼ Local Parameters 
▼ ,*S Construction
Checkpointing 
► iJ Querying
-Edit Parameter Details:
Parameter Style: ? Fixed-Choice
User Mode: f User Defined
Name: writeBuffer
C O O V alues R equ ired  fo r F ixed C hoice P aram eter
Enter the User Choices for the Parameter writeBuffer of type: java.lang.Integer.
Current Choices:-
048576
097152
194304
•
:
Delete %
Add New Choice:
Value: 8388608
ifang.Integer
tput buffer (in bytes) 
b completed 
| Increasing the size 
[improve construction 
[may also create a 
ised number of 
sed. ?
Done )
3  1 s ( Clear ) { Save Parameter )
£ Cancel | ( finish -)
Figure C.6: Defining a local param eter using the GIDOF developer’s parameter tool.
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shared parameter, or a local parameter) can be defined as being a rule-based parameter, 
that is, a parameter with a value that is derived at run-time depending on the values 
of other parameters. This can allow parameters to be specified in such a way that their 
value is derived at run-time depending on the characteristics of the current system and 
workload—thus allowing parameters to be tuned without manual intervention.
Rule-based parameters are defined in terms of conditions and corresponding actions. 
When establishing the param eter’s value, each condition is evaluated in turn, until a 
condition is found that evaluates to true (a non-zero value). When this condition is 
found, the expression of the corresponding action is evaluated, the result of which 
becomes the new value of the parameter. If no condition is found to hold true, then the 
parameter’s value does not change. Three variations of the rule-based parameter are 
provided: those that are to be evaluated on-demand (i.e. the application will explicitly 
request that the parameter update its value); those tha t are to be evaluated once at a 
fixed point in the application’s life-cycle; and those will update their value whenever a 
parameter that its value depends on updates (such parameters are referred to a self- 
adjusting parameters). Phases are used to determine the points at which self-adjusting 
parameters should start and stop tuning, and are used in the case of a parameter 
with a value that is derived at a fixed point. Both conditions and actions are specified 
using mathematical expressions and are parsed using the Java Mathematical Expression 
Parser (JEP), as described in the following section.
Figure C.7 shows how conditions and actions are specified using the developer’s 
tool. In this example, the parameter compressedDepth is dependent on a param­
eter named seqLength; as seqLength increases beyond certain values, the value of 
compressedDepth is to increase accordingly. Once the attributes of a rule-based pa­
rameter have been set, the conditions and actions can be defined. This is presented as 
a simple window showing the current conditions and actions (which, if necessary, can 
be deleted) together with the option of adding a further condition and action. A label 
stating the current validity of both condition and action is shown, allowing the user 
to be sure that the specified condition and action are valid. Once all rules have been 
specified, the user simply closes the window, thus completing the specification of the 
parameter.
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Figure C.7: Defining a rule-based parameter using the GIDOF developer’s parameter 
tool.
JE P
The grammar associated with JEP (Java Mathematical Expression Parser)1 is the 
method used to specify both conditions and actions of rule-based parameters. Valid JEP  
expressions are similar to valid Java expressions: variables, literals and function calls 
can be combined using a variety of operators, giving a powerful and flexible mechanism 
for specifying conditions and actions. The variables accessible when specifying a rule are 
all of the shared parameters that have previously been specified using GIDOF. In the 
example shown in Figure C.7, the conditions all reference the seqLength parameter, 
which is already in the list of shared parameters. Additionally, constant values for 
p i, e, TRUE and FALSE are provided, and can be accessed when defining a rule. The 
operators supported by JEP are listed in Table C .l, and include many of the operators
1JEP is developed by Singular Systems. The information given here is derived from the documen­
tation provided at h ttp ://w w w .sin gu larsys.com /jep /.
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supported by Java (with the addition of the power operator). Furthermore, several 
common functions are also supported, including various trigonometric functions and 
logarithms. Note that literal values are valid expressions, thus actions need only be 
specified as the value that the parameter should take. In addition, variables of types 
String and Character are available when specifying rules and actions, so care should be 
taken when referencing these variables—while it is meaningful to compare to value of 
two strings, comparing a string with a numeric value will always return false.
C.5 Summary
This appendix has described the two applications that comprise the GIDOF toolkit. 
The process of tuning an application using the client’s parameter tool was described, 
with illustrations of each of the key steps provided. The developer’s parameter tool 
was then described, and again the key steps were discussed and illustrations provided.
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Operator Name Symbol
Power
Boolean Not !
Unary Plus, Unary Minus +x, -x
Modulus 7.
Division /
Multiplication *
Addition, Subtraction +> -
Less or Equal, More or Equal <=, >=
Less Than, Greater Than < , >
Not Equal, Equal ! “ 5
Boolean And &&
Boolean Or 11
Table C.l: Operators available when specifying rules in GIDOF (JEP operators).
Function Name
Sine s in (x )
Cosine cos(x)
Tangent ta n (x )
Arc Sine a s in (x )
Arc Cosine acos(x)
Arc Tangent a tan (x )
Hyperbolic Sine s in h (x )
Hyperbolic Cosine cosh(x)
Hyperbolic Tangent tan h (x )
Inverse Hyperbolic Sine as in h (x )
Inverse Hyperbolic Cosine acosh(x)
Inverse Hyperbolic Tangent a tan h (x )
Natural Logarithm ln (x )
Logarithm base 10 lo g (x )
Absolute Value /  Magnitude abs(x )
Random number (between 0 and 1) randO
Square Root s q r t(x )
Sum sum(x,y, . . . )
Convert to String s t r ( x )
Table C.2: Functions available when specifying rules in GIDOF (JEP functions).
Glossary
A p p ro x im a te  M atch in g
The process of finding the positions in a text where a given pattern occurs, allowing 
a limited number of ‘errors’ in the matches. Such errors may include the deletion, 
insertion or replacement of one or more characters. Various techniques exist to solve 
this problem, although the number, and nature, of the errors allowed in a match differ 
with choice of algorithm (and also with the application-specific costs associated with 
each type of error).
B ackbone
The first level array element in a two-level array. A two-level array will have exactly 
one backbone, which is used to maintain (and provide access to) the collection of ribs 
that make up the second level.
B ase P a ir
Two bases (nucleotides) that bond to form a complementary pair. In a DNA sequence, 
each base pair is represented by a single letter (drawn from the alphabet {A ,C ,G ,T }).
B L A S T
A software package that uses heuristics to compute local alignments (a form of approx­
imate matching) over a DNA or protein sequence.
b p
An abbreviation of base pair.
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C heckpointing
The process of transferring a section of a memory-resident data structure to secondary 
memory so that it can be accessed during subsequent program invocations (see also 
eviction).
Cold Perform ance
The performance of an algorithm when operating for the first time over a given data 
structure, meaning tha t no part of the data structure will have been cached before 
invoking the algorithm (compare with warm performance).
D ensely  Coding
The process of coding a given alphabet using sequential integers starting at zero, as 
opposed to using a standard coding (such as ASCII).
D isk-R esident
A disk-resident data structure is one that resides on secondary memory, with sections 
of the structure only being transferred to main memory as necessary.
D N A  Sequence
A representation of a single DNA molecule. When given in textual format, it is com­
prised of a sequence of letters, each corresponding to one base pair.
E viction
The process of removing a section of a data structure from main memory in order to 
allow the newly vacant section of main memory to be reclaimed and reused. Eviction 
may be used in conjunction with checkpointing.
Exact M atching
The process of finding all occurrences of a specific pattern in a given text.
Faulting
The operation of transferring a required section of a disk-resident data structure from 
secondary storage to main memory.
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F ixed -C h o ice  P a ra m e te r
A GIDOF parameter with an associated list of possible values, the value of which is 
then restricted to being one of those listed.
G eneric  In d e x  D evelopm en t an d  O p e ra tio n  F ram ew o rk
A toolkit and framework to support the management of operational parameters; as is 
necessary when implementing or tuning a bespoke persistent index.
G enom e
The entire genetic information contained in a single organism.
G ID O F
See Generic Index Development and Operation Framework.
H o rn e r’s M e th o d
A method for evaluating a polynomial using repeated addition and multiplication. 
Im p ro v ed  P re f ix -P a r ti tio n e d  C o n s tru c tio n  A lg o rith m
A variation of the Prefix-Partitioned Construction Algorithm tha t uses a pre-processing 
stage to partition suffixes prior to creating a suffix tree.
In c re m e n ta l C o n s tru c tio n
The process of constructing a data structure in such a way tha t completed sections of 
the data structure may periodically be transferred to secondary storage and will not 
subsequently be accessed during construction.
J E P
Java Expression Parser: a package that can parse and evaluate a wide variety of m ath­
ematical expressions given in textual format.
JV M
Java Virtual Machine: a component of the Java runtime environment that interprets 
Java bytecode.
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K nown N on-N ull
An element in a two-level array tha t is known not to be null. That is, it is known that 
there is a sub-tree corresponding to this element resident on disk, but tha t sub-tree is 
not currently held in main memory. Such a situation may arise when a two-level array 
element has been accessed on disk, but the corresponding sub-tree was not.
K now n-N ull
An element in a two-level array tha t is known to be null. That is, it is known that 
there is no sub-tree on secondary storage that corresponds to this element.
Local Param eters
The group of operational parameters in a GIDOF parameter model that only influence 
limited aspects of the applications behaviour.
Locality o f R eference
An application is said to have good locality of reference if all accesses to memory are 
localised, thus allowing for good cache interaction.
O perational Param eter
A parameter that influences the behaviour of a given application.
O rthogonally P ersistent Program m ing Language
A programming language that supports the automatic retention of main-memory data 
structures over several invocations of a given program.
Param eter Tuning
The process of tuning the operational parameters of a given application in order to 
improve selected aspects of performance.
PA TRICIA
Practical Algorithm To Retrieve Information Coded In Alphanumeric: an indexing 
technique that supports efficient processing of textual data [85].
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P e rs is te n c e
The concept of retaining data values across multiple invocations of an application. 
P e rs is te n c e  L ayer
The section of code in the TC ST  responsible for invoking the faulting and eviction of 
index sections.
P re f ix -P a r ti tio n e d  C o n s tru c tio n  A lg o rith m
A technique for constructing suffix trees (and related data structures) where the inser­
tion of suffixes is grouped according to the prefix partition in which they lie.
P re sen ce  T est
Here, used to describe a simpler version of the exact matching problem where it is only 
required to confirm that the given search target is present in the text (i.e. it is not 
necessary to locate each occurrence of the target pattern).
R ecu rsive  M arsh a llin g  A lg o rith m
A recursive technique for serialising the main-memory representation of a tree, thus 
allowing it to be stored on disk as a linear sequence of bytes.
R eferen ce  D a ta
D ata that is infrequently (possible never) updated.
R ib
A second level element in a two-level array. Ribs are allocated on demand, meaning 
that different two-level array instances of the same capacity may have different numbers 
of ribs.
R M I
Remote Method Invocation: a technique for communicating between process running 
on separate computers that uses the semantics of the method call.
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R ule-B ased Param eter
A GIDOF parameter with a value tha t is derived at run-time using a sequence of 
predefined rules.
Self-A djusting Param eter
A variation of the Rule-Based Parameter, the value of which can update in response to 
any changes in the values upon which it depends.
Sequence D ata
One, or more, instances of a DNA sequence represented in digital form.
Shared Param eters
A parameter grouping used in GIDOF to represent operational parameters that influ­
ence the behaviour of all aspects of a given index’s behaviour.
Sibling Chain
A technique for representing a tree where a given node only has one child reference, 
with all other child nodes being accessed by first accessing the child of the current node 
and subsequently traversing the chain of sibling links starting at that node.
Sim ple Param eter
A GIDOF parameter that can take any value of the specified type.
SPLAT
Suffix-tree Powered Local Alignment Tool, a software package tha t employs a suffix tree 
index to accelerate the calculation of local alignments.
Suffix Sequoia
An array based data structure tha t can be used as an index of the prefixes of the suffixes 
of a given text.
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Suffix Sub-Tree
A sub-tree in a TCST , and is equivalent to a suffix tree containing all the suffixes 
(minus the first c letters) corresponding to a particular element in the TCST.
Suffix Tree
An data structure, similar to a PATRICIA  tree, that indexes all the suffixes of a given 
text in order to allow efficient matching of target patterns.
T C ST
See Top-Compressed Suffix Tree.
T D D
A package to allow Top Down Disk-based suffix tree construction [99].
Top-C om pressed Suffix Tree
A variant of the suffix tree that represents the first c characters of each suffix using a 
two-level array.
T O P /  TO P-Q
A paging policy that claims to allow for efficient access to disk resident nodes when 
constructing a suffix tree using Ukkonen’s construction algorithm [15].
Transient
A data structure is said to be transient if it is not retained once the program has 
finished executing (i.e. does make use of persistence).
Tw o-Level Array
A technique for representing a sparsely populated array using one backbone and some 
number of ribs.
Tw o-Pass Suffix Grouping A lgorithm
An implementation of the pre-processing stage of the Improved Prefix Partitioned Con­
struction Algorithm.
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U k k o n en ’s A lg o rith m
A linear time (with respect to sequence length) suffix tree construction algorithm [100]. 
W arm  P e rfo rm an c e
The performance of an algorithm over a given data structure, where the algorithm 
has already been executed at least once over this data structure; thus increasing the 
likelihood of the data already being cached (compare with cold performance).
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