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Abstract
This study deals with the use of optimization algorithms to determine ef-
ficient parameters of flow control devices. To improve the performance of
systems characterized by detached flows and vortex shedding, the use of flow
control devices such as oscillatory jets, are intensively studied. However, the
determination of efficient control parameters is still a bottleneck for industrial
problems. Therefore, we propose to couple a global optimization algorithm
with an unsteady flow simulation to derive efficient flow control rules. We
consider as test case an backward facing step with a slope of 25◦, including a
synthetic jet actuator. The aim is to reduce the time-averaged recirculation
length behind the step by optimizing the jet blowing/suction amplitude and
frequency
Keywords: Flow control, Optimization, Ramp
1. Introduction
Flow-control technology has been widely researched to improve the aero-
dynamic performance of transportation systems such as aircrafts and cars.
The common objectives in many cases are to prevent massive flow separa-
tions. Actuator devices, such as synthetic jets or vortex generators, have
proved their ability to modify the flow dynamics. However, the determi-
nation of efficient flow control parameters, in term of location frequency,
∗Corresponding author: Emmanuel.Guilmineau@ec-nantes.fr
Preprint submitted to Comptes Rendus de l’Acade´mie des Sciences February 21, 2014
amplitude, . . . , is tedious and highly problem dependent [1, 2]. To overcome
this issue, the numerical simulation of controlled flows is often considered to
determine optimal control parameters, and the use of an automated optimiza-
tion procedure is more and more observed [3, 4]. Several studies have shown
that the simulation of controlled flows is a difficult task, since result may be
dependent on the turbulence close used [5, 6] but also on numerical errors [6].
Therefore, this paper presents numerical results in the context of the
optimization of flow control parameters for the flow on a ramp.
2. Flow solver
The ISIS-CFD flow solver, developed by “Ecole Centrale de Nantes” and
CNRS, solves the incompressible unsteady Reynolds-Averaged Navier-Stokes
equations. This solver is based on finite volume method to build a spatial
discretization for the transport equations.
The incompressible unsteady Reynolds-Averaged Navier-Stokes equations
can be written (using the generalized form of Gauss’ theorem) as:
∂
∂t
∫
V
ρdV +
∫
S
ρ(
−→
U −
−→
U d) ·
−→n dS = 0 (1a)
∂
∂t
∫
V
ρUidV +
∫
S
ρUi(Uj − Udj) · njdS =
∫
S
(τijnj − pni)dS (1b)
where V is the domain of interest, or control volume, bounded by a closed
surface S moving at a velocity
−→
U d with a unit outward normal vector
−→n
where nj is the j
th component.
−→
U and p are respectively the velocity and
pressure fields. τij are the components of the Reynolds stress tensor.
All flow variables are stored at the geometric center of arbitrary shaped
cells. Volume and surface integrals are evaluated with second-order accurate
approximations. The face-based method is generalized to two-dimensional
or three-dimensional unstructured meshes for which non-overlapping con-
trol volumes are bounded by an arbitrary number of constitutive faces, that
means cells can be polyhedral. A centered scheme is used for the diffusion
terms, whereas for the convective fluxes, the Gamma Differencing Scheme
(GDS) [7] is used for this study. Through a Normalized Variable Diagram
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(NVD) analysis [8], this scheme enforces local monotonicity and convection
boundedness criterion. For more details, see Queutey and Visonneau [9].
The velocity field is obtained from the momentum conservation equations,
and the pressure field is extracted from the mass conservation constraint,
or continuity equation, transformed into a pressure-equation. The pressure
equation is obtained in the spirit of Rhie and Chow [10]. Momentum and
pressure equations are solved in a segregated manner as in the SIMPLE cou-
pling procedure [11].
A second-order backward difference scheme is used for time discretiza-
tion. All spatial terms appearing in equations (1a) and (1b) are treated in
a fully implicit manner. In this paper, the geometry is fixed. Therefore, the
velocity
−→
U d in the equations (1a) and (1b) is null.
In the case of turbulent flows, additional transport equations for mod-
eled variables are discretized and solved using the same principles. Various
turbulence closures are implemented. The method features sophisticated
turbulence models: apart from the classical two-equation k-ε and k-ω mod-
els, the anisotropic two-equation Explicit Algebraic Reynolds Stress Model
(EARSM), as well as Reynolds Stress Transport Models, are available, see [12]
and [13]. Recently, a Detached Eddy Simulation (DES) approach has been
introduced, see [14].
We consider actuations based on synthetic jets. The actuation is imple-
mented as boundary conditions. The velocity is imposed on the jet boundary
and is defined as:
U = UjA(X)sin(ωt)dj (2)
with A(x) a unit profile function, Uj the amplitude, ω the angular frequency
with ω = 2pifj where fj is the frequency of the synthetic jet, and dj the
direction of the jet. In this study, A(X) is a sine squared function and dj is
perpendicular to the boundary.
3. Optimizer
A surrogate-based optimizer, included in the FAMOSA optimization tool-
box developed at INRIA by Opale Project-Team, is used for this study. It
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is based on the construction of a kriging model to describe the variation
of the objective function value, for example the recirculation length or the
drag coefficient, with respect to control parameters. Kriging models, also
called Gaussian process models, belong to response surface models, that
allow to predict a function value f at a given point x, on the basis of a
set of known function values FN = {f1, f2, · · · , fN} at some points XN =
{x1, x2, · · · , xN}, that are stored in a database. FN is assumed to be one
realization of a multivariate Gaussian process [15] which has a joint Gaussian
distribution
p (FN |CN ,XN ) =
exp
(
−1
2
F
T
N
C−1N FN
)
√
(2pi)N det(CN)
(3)
for any collections of inputs XN . CN is the N × N covariance matrix,
whose elements Cmn give the correlation between the function values fm
and fn obtained at points xm and xn. We assume that these values are
correlated, since they correspond to underlying physical phenomena. This is
expressed in terms of a correlation function k, i.e., Cmn(xm, xn) = cov(fm, fn)
= k(xm, xn; Θ) with Θ a set of hyper-parameters that are calibrated to max-
imize the likelihood of the observations.
It can be shown [16] that the probability density for the function value
at a new point is
p(fN+1|(XN ,FN ), CN , xN+1) ∝ exp
[
−
(fN+1 − fˆN+1)
2
2σˆ2fN+1
]
(4)
where
fˆN+1 = k
T
N+1C
−1
N FN , σˆ
2
fN+1
= κ− kT
N+1C
−1
N kN+1 (5)
with κ= k(xN+1, xN+1; Θ) and kN+1 = [k(x1, xN+1; Θ), · · · , k(xN , xN+1; Θ)]
T .
Thus, the probability density for the function value at the new point xN+1
is also Gaussian with mean fˆN+1 and standard deviation σˆfN+1 . Therefore,
the most likely value at the new point xN+1 is fˆN+1. This value will be con-
sidered as the prediction of the kriging model. The variance σˆ2fN+1 can be
interpreted as a measure of uncertainty in the value prediction. The function
value can expected to vary in some range like [fˆ − 3σˆ, fˆ + 3σˆ].
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The optimization strategy used in this study is based on the iterative
construction of a kriging model. The use of such a model for optimization
must be an iterative process since it is not possible to build a model accurate
enough to find the optimal parameters in only one step. The model should
be updated with the results from flow simulation until some convergence
criterion is fulfilled. Therefore, the algorithm is organized in two phases.
During the first one, an initial a priori database is constructed, that gath-
ers the flow response (objective function values) corresponding to different
control parameter values. The control parameters are chosen in order to
explore uniformly the search space, according to a Design Of Experiments
(DOE) method. During the second phase, a kriging model is constructed
on the basis of available data and is used to determine which flow simula-
tions should be carried out and added into the database. This second phase
is then repeated until convergence of the algorithm, as illustrated in Figure 1.
The robustness and efficiency of this algorithm depends critically on the
choice of the new simulations to be carried out during the second phase. To
obtain satisfactory results, the capability of a kriging model to predict the
uncertainty related to value predictions is used. Indeed, for a given design
vector x, a kriging model provides not only a prediction of the function
value fˆ(x), but also an estimation of the uncertainty of this prediction σ(x).
Therefore, one can use this knowledge to determine not only the point that
minimizes the model, but also areas for which the model is uncertain, i.e. of
poor quality. Evaluating such points promotes the minimization of the cost
function as well as the improvement of the kriging model. Details on the
enrichment procedure can be found in [17]
4. Test-case
The ramp is a backward facing step with an slope of 25◦, and is selected
to test the optimization method on a flow control problem. This test-case
is a configuration chosen by the French research group “Flow Separation
Control”, entitled in French “GDR Controˆle des de´collements”. This config-
uration is represented in Figure 2.
The step height h is equal to 100 mm and the slope of the step is equal
to 25 degrees. Two positions of the synthetic jet are investigated. The first
is located just after the step. This position is called configuration A. The
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second is just before the step and is called configuration B. In both cases,
the jet direction is normal to the wall. The width of the slot is d = 0.5 mm,
i.e. 0.05h.
The inlet of the computational domain is located at 11.8h of the corner
of the step and the outlet at 25h. The mesh is generated by HexpressTM,
an automatic unstructured mesh generator. This software generates meshes
containing only hexahedrons. The mesh contains 73502 nodes and 71375
cells.
At the inlet, a uniform velocity Uref = 20 m/s, which corresponds to a
Reynolds number of Re = 1.23×105 with respect to the height of the ramp,
h, is imposed as well as the top of the computational domain. At the outlet,
the pressure is imposed. The walls have a no-slip condition and the boundary
layer is refined at the wall to fulfill the y+ < 1 criterion, as shown Figure 4.
5. Results
For all the numerical simulations, the turbulence model used is the k-ω
SST model of Menter.
5.1. Non controlled configuration
A configuration without actuation is firstly studied. In this case, the jet
boundary condition is replaced by a wall.
Figure 5 presents a comparison of the velocity profile between the exper-
imental data [18] and numerical results at X/h = -2.4. We observe a good
agreement between the experimental data and the numerical result. This
comparison confirms that the inlet is sufficient far to get the correct bound-
ary thickness.
Figure 6 shows the streamlines obtained by the numerical simulation and
in experiments. A massive separation exists and any vortex shedding ap-
pears. The recirculation is characterized by a length, called Lr. The nu-
merical simulation predicts Lr/h = 5.333. The center of the recirculation is
located at XC/h = 2.659 and YC/h = 0.455.
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5.2. Controlled configuration
A synthetic jet is used to reduce the recirculation length. The period
of the synthetic jet, called Tj, is described with 200 time steps and the nu-
merical simulation is carried out with 20 jet periods. The averaged flow is
obtained by using the last five periods.
The optimization parameters considered in this study are restricted to the
amplitude and the frequency of the synthetic jet. To construct the a priori
database used to explore the design space, the parameters of the synthetic
jet are supposed to vary in the following ranges:
• 15 m/s ≤ Uj ≤ 100 m/s for the amplitude,
• 50 Hz ≤ fj ≤ 600 Hz for the frequency.
For both jet configurations, an initial of 16 flows is generated using an
optimized Latin Hypercube Sampling (LHS), as illustrated in Figure 7.
The time history of the optimization process is represented in Figure 8
for both configurations. The first step of optimization loop gives the jet con-
figuration which leads to the minimum recirculation.
The meta-models for both configurations are presented in Figures 9 and
10, for the configuration A and the configuration B respectively. For the
configuration A, the best parameters of the synthetic jet are fj = 77.330 Hz
and Uj = 63.760 m/s. So, the Strouhal number is St = fj × h/Uj ≃ 0.387.
These parameters deal to the moment coefficient Cµ = dUj/Lr Uref = 0.9%
and the reduced frequency F+ = fj Lr/Uref = 2.06. For the configuration B,
the best parameters are fj = 62.086 Hz, Uj = 88.193 m/s and the Strouhal
number St ≃ 0.310. for this configuration, the non-dimensional parameters
are Cµ = 1.8% and F
+ = 1.66. For both configurations, the best parameters
are obtained for a frequency of the synthetic jet close to the boundary of the
design space. We also observe that the meta-model begins to oscillate. The
possible sources of oscillations are the interpolating model that becomes too
complex when the new points close together are added to the database and
the difficulty to maximize the kriging model.
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Figure 11 presents the streamlines of the averaged flow obtained with the
best parameters of the synthetic jet. With these jet parameters, the recircu-
lation length decreases. For the configuration A, the length is Lr = 4.004h
while for the configuration B, Lr is equal to 4.061h. In both cases, a reduc-
tion of the time-averaged recirculation of about 24% is observed.
Figure 12 presents a comparison of the pressure coefficient for the non
controlled case and the pressure obtained with the best parameters of the
synthetic jet for each position of the actuator. The presence of the synthetic
jet manifests by a significant increase in the suction peak and an extended
domain of adverse pressure gradient.
Figures 13 and 14 give some snapshots of the flow on one synthetic jet
period for the configuration A and the configuration B, respectively. For
both cases, the flow is obtained with the best parameters of the actuator.
The flow evolution is similar for both jet configurations. Three recirculation
bubbles are created during a time period of the actuator, and for each time
step, the bubble position is similar between the two configurations.
Figures 15 and 16 present a zoom close the actuator for the previous snap-
shots. When the blowing is activated, a bubble is created, see Figure 15(a)
and 16(a). However, this bubble is more large with the configuration B.
When the jet velocity is maximum, see Figure 15(b) and 16(b), the initial
bubble goes down slides down the ramp. According to the position of the
synthetic jet, the flow is different. With the configuration A, another bubble
is present above the first bubble. It is not the case with the configuration
B. With this configuration, a separation is present in front of the jet. Then,
when the suction is activated, the flow is similar.
6. Conclusions
In this study, the kriging-based optimization algorithm of FAMOSA has
been coupled with the unsteady Reynolds-averaged Navier-Stokes solver ISIS-
CFD. This approach has been applied to optimize the amplitude and fre-
quency of a synthetic jet in order to shorten the time-averaged recirculation
length behind a ramp. Two positions of the actuator have been investigated:
one just after the corner of the ramp and the second just before. Each con-
figuration with its own jet parameters leads to the same reduction of the
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averaged bubble. The best parameters for the configuration with the actu-
ator after the corner of ramp are Cµ = 0.9% and F
+ = 2.06 while for the
configuration with the actuator is before the corner the parameters are Cµ
= 1.8% and F+ = 1.66. However, these two results give a similar overview
of the flow with small differences close the actuator.
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Figure 13: Streamlines over a cycle for the best controlled flow with the configuration A
24
(a) t0
(b) t0 + 1
4
Tj
(c) t0 + 2
4
Tj
(d) t0 + 3
4
Tj
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