We propose a new methodology to detect zero-inflation and overdispersion based on the comparison of the expected sample extremes among convexly ordered distributions. The method is very flexible and includes tests for the proportion of structural zeros in zero-inflated models, tests to distinguish between two ordered parametric families and a new general test to detect overdispersion. The performance of the proposed tests is evaluated via some simulation studies. For the well-known fetal lamb data, we conclude that the zero-inflated Poisson model should be rejected against other more disperse models, but we cannot reject the negative binomial model.
Introduction
The Poisson distribution is the standard model for the analysis of count data. However, in many situations this type of observations exhibit a substantially larger proportion of zeros than what is expected for the Poisson model (see Gupta et al. (1996) ). For instance, this is often the case with count data coming from medical and public health research (see Bohning et al. (1999) and Campbell et al. (1991) ).
This phenomenon usually arises when the distribution generating the data is a mixture of two populations, the first of which yields Poisson-distributed counts whereas the second one always contributes with a zero.
One natural model to describe the above situation is the so-called zero-inflated Of course, as pointed out by El-Shaarawi (1985) and Thas and Rayner (2005) , the rejection of the Poisson model does not imply that the ZIP distribution is the most appropriate model to fit the data. It may happen that an alternative model that accounts for the observed dispersion could fit the data better. The negative binomial and the zero-inflated negative binomial distributions are examples of reasonable alternatives.
In this work we introduce a new procedure to detect zero-inflation and overdispersion. The key idea is to link the notion of overdispersion with the concept of variability stochastic order. These orders arrange distributions according to their variability (see Section 3 of Shaked and Shanthikumar (2006) ). Therefore, it is natural to suppose that the observed overdispersion is due to the data actually coming from a different model that dominates the initially assumed distribution in a variability order. The most important variability order is the so-called convex order. We use the properties of this order to derive suitable discrepancy measures for tests in which "overdispersion" is understood as "convex domination".
The method we propose is flexible and easy to implement. It is based on the empirical comparison of the expected sample extremes of two ordered models. An important feature is that the main ideas can be readily adapted to cover several different testing problems: tests for the proportion of structural zeros in zero-inflated models; procedures for testing if a parametric model is appropriate against another one with more variability; and a new general test to detect overdispersion. We illustrate in detail the application of the methodology to the case of the ZIP models, but the technique can be analogously applied in other situations.
The definitions and relevant results on stochastic convex dominance are briefly reviewed in Section 2. These results supply the necessary theoretical background for the rest of the paper. In Section 3, we provide a general framework to detect overdispersion in ZIP models, but we note that the proposed method is very general and can be adapted to many other similar scenarios. We find discrepancy measures for tests on the proportion of structural zeros and discuss whether the Poisson model is appropriate or we should opt for a different model with more dispersion. In Section 4 we establish the relationships, in terms of the convex order, for some zero-inflated models usually considered in the literature: the zero-inflated binomial, Poisson and negative binomial model. These results allow to extend the previous ideas to these important discrete models. Section 5 analyzes the performance of the proposed tests via some Monte Carlo studies. Our proposals are very competitive against the well-known score test in the cases in which the latter can be applied.
In Section 6, we analyze the fetal lamb data from Leroux and Puterman (1992) using our new procedures. For this data set we conclude that the ZIP distribution should be rejected against other models with more variability. This result is consistent with the previous work by Thas and Rayner (2005) . Moreover, we show that the negative binomial model cannot be rejected. Finally, the proofs of the main results are collected in the appendix.
The convex order and overdispersion
In this section, we link the overdispersion phenomenon described in the introduction with the convex stochastic order. Given two integrable random variables X and Y , it is said that X is less or equal to Y in the convex order, and we denote it by X ≤ cx Y , if 
For instance, for the ZIP variables defined as in (1), we can prove (see Section 7) that
Hence, Proposition 1 jointly with (2) imply that the ZIP variable Y (θ, p 2 ) is expected to take strictly larger extreme values than Y (θ, p 1 ) whenever p 1 < p 2 .
Tests for overdispersion in ZIP models
In this section we exploit Proposition 1 to derive discrepancy measures useful to test for overdispersion in ZIP models. We emphasize that the same technique, with the obvious modifications, can be applied in a similar way for the zero-inflated binomial and negative binomial models (see Section 4) or, in general, for any pair of ordered distributions.
The discrepancies introduced in this section are defined in terms of the empirical counterparts of the expected extreme order statistics. Therefore, our goal is to detect (significant) differences between the estimates of the expected extremes of two distributions. The method we propose is based on the following simple idea: (2) states that 
where n 0 is the number of zero-counts in the sample. Then, for k ≥ 2, we compute the discrepancy measures:
and reject H 0 either if ∆ k:k or ∆ 1:k is too large. Observe that, from the equalities
) and E(X 1:2 ) + E(X 2:2 ) = 2 E(X) (which holds for any integrable random variable X), it is readily checked that ∆ 2:2 = ∆ 1:2 .
If we denote by F θ,p the distribution function of Y (θ, p), the discrepancies in (4) can be rewritten as:
In practice, we can always truncate the above series to approximate their value.
To obtain the rejection region of the tests we need to find the distribution of ∆ k:k or ∆ 1:k for k ≥ 2 under H 0 . In Theorem 1 we obtain the asymptotic distribution of ∆ 2:2 when p 0 = 0. However, in general, the distribution of these quantities is rather involved and a simple parametric bootstrap schema can be used instead. The following procedure is described for the discrepancy ∆ k:k but the corresponding one for ∆ 1:k is analogous:
(a) Find the estimateθ =Ȳ . 
(e) For a significance level α, find Q *
The rejection region for the test H 0 : p ≤ p 0 versus H 1 : p > p 0 , at significance level α, is approximated by
As it was mentioned before, the case 
where I 0 and I 1 are modified Bessel functions of the first kind (see e.g. Abramowitz and Stegun (1965)). Using (7) we can rewrite the discrepancy ∆ 2:2 given in (5) with
This enables us to obtain the asymptotic distribution of ∆ 2:2 under H 0 : p = 0 (Poissonness). In the following theorem the symbol "−→ d " stands for "convergence in distribution" and N (0, 1) is a standard normal variable.
where
and I 0 , I 1 and I 2 are modified Bessel functions of the first kind.
As an immediate consequence of Theorem 1, a critical region with asymptotic
with z α being the (1 − α)-quantile of the standard normal distribution. We remark that this test is very simple and easy to implement since the Bessel functions appearing in ∆ 2:2 and σ(θ) can be evaluated by any standard mathematical software package.
A general test to detect overdispersion
Here, we deal with the problem of detecting if a data set comes from a Poisson distribution or there is dispersion that the Poisson model cannot take into account.
The same procedure works for the more general ZIP model or the distributions considered in Section 4, but we illustrate the ideas with the Poisson distribution for the sake of simplicity.
Let us consider the family P := {Y (θ) : θ > 0}, where Y (θ) is a Poisson variable with mean θ. We denote by P cx the set of all integrable random variables, not having the Poisson distribution, that dominate in the convex order a variable in P.
Therefore, P cx includes distributions with strictly more dispersion than the Poisson variables. In particular, according to (2) and Proposition 3 in Section 4, all the ZIP (with p > 0) and the (zero-inflated) negative binomial distributions are included in
In this new test the alternative hypothesis is not completely specified in the sense that it is not given by a parametric family. However, to handle this problem we can use similar ideas to those in Subsection 3.1. We first estimate the parameter θ,θ =Ȳ .
Then, we compute the expectation of the maximum or minimum of k independent copies of Y (θ), Eθ(Y k:k ) and Eθ(Y 1:k ), as before in Subsection 3.1. On the other hand, since there is no parametric restriction under H 1 , we estimate EY k:k and EY 1:k by means of the following nonparametric plug-in estimators:
where F n is the empirical distribution function of the sample Y 1 , . . . , Y n . Hence, for k ≥ 2, we consider the discrepancies
Under H 0 these discrepancies are close to 0 whereas, if H 1 holds, then Λ 1:k and Λ k:k are (strictly) positive for n large enough. Therefore, we reject H 0 whenever Λ 1:k or Λ k:k are too large. The rejection region of these tests can be derived by using a parametric bootstrap approach similar to the one described in Subsection 3.1.
We finally note that we actually have a different test for each discrepancy. The power of the test may depend on the selection of the statistic. The choice of a test with good power is addressed in Subsection 5.1.
Extensions to other models
The application of the methodology described in the previous section relies on verifying the convex domination of the involved variables. In this section, we establish all the relationships, according to the convex order, among the zero-inflated versions of some commonly used models for count data: the Poisson, the binomial and the negative binomial models. For these important discrete models, these relationships allow to extend straightaway the ideas developed in the previous section.
We first note that, given a data set, it is sensible to assume that the models that could fit the data have the same mean. Hence, all the parametric distributions considered in this section are selected to have the same expectation θ. In other words, X(m, θ, p) has the zero-inflated binomial (ZIB) distribution with
Furthermore, we also consider the variable Z(t, θ) with negative binomial (NB) distribution of parameters 1/t and tθ (t > 0 and θ > 0), i.e.,
Among the different parametrizations of the NB distribution, we have chosen the unique one, Z(t, θ), with mean θ (for all t) and increasing in t for the convex order, that is, satisfying
However, there are infinitely many possibilities to inflate with zeros the variable Z(t, θ) preserving the mean θ. Among them, we only consider the most representative two. On the one hand, for t, θ > 0 and 0 ≤ p < 1, let Z 1 (t, θ, p) be the mixture between the degenerate-at-zero variable with weight p and the variable Z(t(1−p), θ/(1−p)) with weight 1−p. On the other hand, for t, θ > 0 and 0 ≤ p < 1 let Z 2 (t, θ, p) be the mixture between the degenerate-at-zero variable with weight p and the variable Z(t, θ/(1 − p)) with weight 1 − p. We refer to these two models as the zero-inflated negative binomial (ZINB) models.
In order to clarify the notation, Table 1 summarizes the relevant information about the models considered throughout this section. We note that all the variables have a fixed mean θ and a proportion p of structural zeros.
The variance of all the zero-inflated variables described before is an increasing function of p ∈ [0, 1). Actually, the next proposition shows that they are convexly ordered for different values of p. 
Model Notation Variance
and Z i (t, θ, p) (i = 1, 2) be variables with the ZIB, ZIP and ZINB distributions described above.
, for all t > 0, θ > 0 and i = 1, 2.
The limiting distribution of X(m, θ, p) (as m ↑ ∞) and of Z i (t, θ, p) (as t ↓ 0) for i = 1, 2 is the ZIP variable Y (θ, p). The smaller m is, the more the ZIB variable differs from the ZIP one. Also, the larger t is, the more the ZINB variables differ from the ZIP one.
For a fixed proportion of structural zeros, the next proposition presents the relationships among these four discrete models. 
, for all 0 < t 1 < t 2 , θ > 0 and i = 1, 2.
Proposition 2 allows to test on the proportion of structural zeros in all the models of this section. Further, Proposition 3 makes possible the comparison of these parametric families. The nonparametric tests described in Subsection 3.2 can also be adapted to these models. An example of the application of these tests can be found in Section 6.
Simulations
We have carried out a Monte Carlo study to check the performance of the tests described above. The simulations also give insight into the choice of the suitable test statistic. The significance level in all cases is fixed as α = 0.05.
The choice of the discrepancy measure
The approach discussed in Section 3 generates a family of discrepancies for the addressed testing problems. We actually have a different test if we select the maximum or minimum in the discrepancy: ∆ k:k or ∆ 1:k in the tests of Subsection 3.1 and Λ k:k or Λ 1:k in the nonparametric case of Subsection 3.2. Moreover, the test statistics also differ for each k ≥ 2. Hence, the question of finding a test with good power arises.
Regarding the tests on the proportion of structural zeros discussed in Subsection 3.1, observe that both hypotheses assume that the observations follow a parametric (ZIP) distribution. The tests mainly rely on the estimation of the parameters of the model, and the choice of the discrepancy is of secondary importance. Some preliminary simulations showed that different discrepancies and values of k yield similar powers. Therefore, in this situation we opt for the simplest one ∆ 2:2 = ∆ 1:2 defined in (8) , which has computational advantages over the others with larger k's.
We now turn to the test for overdispersion of Subsection 3.2. H 0 is given by a parametric model whereas H 1 includes all the distributions that strictly dominate an element of the initial family. Hence, H 1 is not specified by any parametric family. In this case, the power of the tests strongly depends both on the distribution generating the data and on the parametric family assumed in H 0 . For a fixed discrepancy, different alternatives could lead to very different powers. Therefore, it is advantageous to have a family of discrepancies since this provides flexibility to select a good test in each situation.
Let us briefly explain how the coefficient of variation (CV) of the discrepancy is useful to choose a test with good properties. Under H 1 , an adequate discrepancy to detect deviations from H 0 should have a large mean and low variance, that is, a low CV. The CV of the discrepancy describes well how the corresponding test behaves.
In general, under H 1 , a low CV is paralleled by a high power. This is clearly reflected in Figure 1 , where, for 1000 Monte Carlo samples, we plot the power of the test for overdispersion for the Poisson family and the inverse of the CV of the discrepancy Λ 1:k defined in (11) , for different values of k. In Figure 1 We finally note that when analyzing only one data set, it also becomes possible to choose a suitable discrepancy by estimating its CV via bootstrap (see Section 6 for details).
Simulations for the test on the proportion of structural zeros
We consider the test on the proportion of structural zeros in a ZIP model (Subsec- (8) is too large. The rejection region for the latter method is chosen in two ways: via bootstrap as in (6) and also using the asymptotic distribution of ∆ 2:2 as in (10) . The number of bootstrap samples is B = 5000.
In Table 2 we record the proportion of times that H 0 : p = 0 is rejected. For each combination of p and θ in the table, we generate 5000 Monte Carlo samples of sizes n = 50, 100 and 200 from Y (θ, p). Note that our proposed procedure has a very competitive performance in comparison to the score test. This is specially apparent for the lowest values of θ, where, when p > 0, in general our procedure yields a higher power than the score test.
In Table 3 the results for the test H 0 : p ≤ 0.2 against H 1 : p > 0.2 are displayed.
In this case we only use the procedure based on ∆ 2:2 with rejection region (6) . The number of Monte Carlo samples is again 5000.
Simulations for the overdispersion test
We test H 0 : Y ∈ P (P being the Poisson family) against H 1 : Y ∈ P cx following the procedure described in Subsection 3.2. The number of Monte Carlo samples is 5000 and the number of bootstrap samples used to compute the rejection region is B = 5000. We generate observations with sample sizes n = 50, 100 and 200, from a ZIP distribution Y (θ, p) and apply the nonparametric procedure based on Λ 1:20 .
Afterwards, we generate samples from the NB distribution Z(t, θ) and carry out the test with Λ 1:2 . Recall that the justification for selecting such discrepancies was detailed in Subsection 5.1. In Tables 4 and 5 we display the proportion of times that H 0 is rejected. Observe how close the powers in Table 4 are to those of Table 2 .
We found this property appealing since in this test for overdispersion no parametric model is specified for the alternative hypothesis.
An example with real data
To illustrate the usefulness of the methods proposed throughout the paper, we analyze a data set from Leroux and Puterman (1992) . The number of movements by a fetal lamb observed through ultrasound were recorded. We consider one particular sequence of counts of the number of movements in each of 240 consecutive 5-second intervals (see Table 6 ).
If we assume that the data follow a Poisson distribution with mean θ, the estimate of θ isθ = 0.36. The differences between the observed and the expected frequencies in Table 6 point out that the Poisson model is unsuitable. Douglas (1994) The corresponding expected frequencies are in the fourth row of Table 6 . The fit seems indeed better, but we could formalize this statement by testing H 0 : p = 0 versus H 1 : p > 0. We apply both the asymptotic test (10) Therefore, using the nonparametric test developed in Subsection 3.2, we now test the null hypothesis that the distribution is ZIP against the alternative that the true model has more variability than the ZIP one. In this case, we have to select the appropriate statistics (Λ 1:k or Λ k:k ) and a suitable value for k (see Subsection 5.1).
For that purpose, we obtain bootstrap estimates (based on 500 bootstrap samples) of the inverse of the CV of Λ 1:k and Λ k:k , for different k's. The estimates as a function of k are displayed in Figure 2 .
According to the results depicted in Figure 2 , the test based on Λ k:k is preferable. distribution to fit this data set has also been proposed by Gupta et al. (1996) .
A simpler alternative to model this data is the NB distribution. The estimated parameters areθ = 0.36 andt = 1.89, and the corresponding expected frequencies can be found in the fifth row of Table 6 . At first sight it seems the fit provided by the NB is slightly better than the one furnished by the ZIP. To confirm this feature,
we adapt the nonparametric procedure described in Subsection 3.2 to test the null hypothesis that the data come from a NB distribution against the alternative that the data come from a distribution that dominates the NB in the convex order.
We have used bootstrap estimates of the inverse of the CV to conclude that in this case Λ k:k with k ≈ 8 yields an appropriate test (details are omitted). The p-values of the tests for k = 4, 6, 8, 10, 12 are all above 0.33. Therefore, we cannot reject the null hypothesis and conclude that the NB distribution accounts for the dispersion of the data better than the ZIP model.
Appendix: Proofs

Proof of Proposition 2
We need to introduce some notation. Given two integrable random variables X and Y , it is said that X is smaller than Y in the increasing convex order, written 
has two changes of sign, being the sign sequence −, +, −. To show this, we first consider the function
After some simple computations, it is easy to check that the function f (p) := Pr(Z 2 (t, θ, p) = 0) is an increasing function of p ∈ [0, 1). Therefore, ϕ(0) < 1.
we have that ϕ(k) = c k−1 ϕ(1) (k ≥ 1) and this entails ϕ(k) ↓ 0 as 1 ≤ k ↑ ∞.
Moreover, the equality
This implies the desired result and the proof is complete.
Proof of Proposition 3
In the case p = 0, parts and applying part (c) of Proposition 3, we get Z 2 (t(1 − p), θ, p) ≤ cx Z 2 (t, θ, p). This shows that Z 1 (t, θ, p) ≤ cx Z 2 (t, θ, p) and the proof is complete.
Proof of Theorem 1
We first note that the discrepancy ∆ 2:2 = ∆ 2:2 (θ,p) given in (8) is a smooth function of the maximum likelihood estimates,θ andp. Therefore, the desired asymptotic distribution can be obtained combining the classical asymptotic theory for maximum likelihood estimators and the delta method.
According to the the asymptotic theory for maximum likelihood estimators, we have that:
where N ((0, 0) t , Σ) is a bivariate normal distribution centered at the origin with covariance matrix Σ. The matrix Σ is the inverse of the expected Fisher information matrix, that is,
, where (y; θ, p) is the 2×2 matrix of second partial derivatives with respect to θ and p of the log-likelihood function (y; θ, p).
Using this result, after some algebra it is possible to show that, under H 0 : p = 0,
. Now, let ∇∆ 2:2 (θ, p) be the gradient of ∆ 2:2 (θ, p) evaluated at (θ, p). Using the delta method (see e.g. van der Vaart (1998), Theorem 3.1., p. 26) we deduce that, under
where σ 2 (θ) := ∇∆ 2:2 (θ, 0) t · Σ 0 · ∇∆ 2:2 (θ, 0). Now we observe that
where the function M 2 is defined in (7) . To obtain the last equality above we use the following properties of the modified Bessel functions of the first kind:
and Finally, it is obvious that σ(θ) defined in (9) is a consistent estimator of the standard deviation σ(θ). As a consequence, from (14) we also deduce that the conclusion of Theorem 1 holds. 
