This paper proposes nonlinear Lagrangians based on modified Fischer-Burmeister NCP functions for solving nonlinear programming problems with inequality constraints. The convergence theorem shows that the sequence of points generated by this nonlinear Lagrange algorithm is locally convergent when the penalty parameter is less than a threshold under a set of suitable conditions on problem functions, and the error bound of solution, depending on the penalty parameter, is also established. It is shown that the condition number of the nonlinear Lagrangian Hessian at the optimal solution is proportional to the controlling penalty parameter. Moreover, the paper develops the dual algorithm associated with the proposed nonlinear Lagrangians. Numerical results reported suggest that the dual algorithm based on proposed nonlinear Lagrangians is effective for solving some nonlinear optimization problems.
Introduction
Consider the nonlinear programming problem with inequality constraints of the form minimize f 0 (x) subject to
where x ∈ R n , f i (x) : R n → R 1 , i = 0, · · · , m are real-valued functions. The classical (linear) Lagrangian of (NLP) is defined by
which plays important roles in describing the optimality conditions for (NLP) and designing algorithms for finding solutions to (NLP). For convex programming, the saddle point theory 397
can be established in terms of the classical Lagrangian and dual algorithms based on solving min L(x, u k ) for some u k can be developed as well. For nonconvex nonlinear programming, L(x, u k ) is usually not convex even for u k close to u * and x in a neighborhood of x * , where (x * , u * ) is a Kuhn-Tucker point for (NLP), and this encounters difficulties in numerical implementations. To solve this problem, Hestenes [9] , Powell [19] introduced the augmented Lagrangian for problems with equality constraints and Rockafellar [21] [22] [23] developed the augmented Lagrangian for problems with both equality and inequality constraints. For more details on the augmented Lagrange method we refer to Bertsekas [3] or Bertsekas [4] .
As nonlinear Lagrangians can be used to develop dual algorithms for nonlinear programming, requiring no restrictions on the feasibility of primal variables, important contributions on this topic have been done by many authors in recent years.
For convex programming, Polyak and Teboulle [18] discussed a class of Lagrange functions of the form
where µ > 0 is penalty parameter and ψ is twice continuous differentiable function. Based on Log-Sigmoid function, Polyak [16] developed a specific nonlinear rescaling (NR) method and estimated its convergence rate. Furthermore, Polyak and Griva [17] proposed a general primaldual nonlinear rescaling (PDNR) method for convex optimization with inequality constraints, and Griva and Polyak [8] developed a general Primal-dual nonlinear rescaling method with dynamic scaling parameter update. Besides the works by Polyak and his coauthors, Auslender et al. [1] and Ben-Tal and Zibulevsky [2] studied other nonlinear Lagrangians and obtained interesting convergence results for convex programming problems, too. For nonconvex programming, a class of nonlinear Lagrangians for inequality constrained problems, leading to unconstrained saddle point problems, was introduced by Mangasarian [13] ; Charalambous [5] gave the minimum p-th function; Bertsekas [3] proposed the exponential Lagrangian as follows:
Polyak [14] gave two modified barrier functions, namely, modified Frish's function 4) and modified Carroll's function 5) where k > 0 is parameter and Ω k = {x|1 + kf i (x) ≥ 0, i = 1, · · · , m}; Li [11] constructed the p-th power Lagrangian 6) and partial p-th power Lagrangian
where p > 0 is penalty parameter, f i (x) =f i (x)−b i andf i (x) (i = 1, · · · , m) are assumed to take positive values and b i > 0 for i = 1, · · · , m; Goldfarb et al. [6] proposed a modified barrieraugmented Lagrangian method for optimization problems with both equality and inequality constraints; Polyak [15] constructed Log-Sigmoid function
for solving inequality constrained optimization problems. Moreover, under the usual second order sufficient optimality conditions, Dussault [7] analyzed the asymptotic behavior of the class of nonlinear Lagrangians of form (1.2) and obtained superlinear convergence (with order of 4/3). Zhang et al. [24] proposed a class of nonlinear Lagrangians for (NLP) as follows:
where Ψ :
A set of conditions are proposed to guarantee the convergence of nonlinear Lagrangian algorithms, to analyze condition numbers of nonlinear Lagrangian Hessians as well as to develop the dual approaches. These conditions are satisfied by well-known nonlinear Lagrangians appearing in literature. The convergence theorem shows that the dual algorithm based on any nonlinear Lagrangian in the class is locally convergent when the penalty parameter is less than a threshold under a set of suitable conditions on problem functions and the error bound solution, depending on the penalty parameter, is also established.
It is very interesting that the augmented Lagrangian is just the nonlinear Lagrangian generated by the minimum NCP function through the following integral operation
where φ min (a, b) = − min{a, b}. Instead of φ min (a, b) in (1.1), Ren et al. [20] obtained a nonlinear Lagrangian as follows
based on Fischer − Burmeister NCP (nonlinear complementarity problem) function
Dual algorithm based on solving min x F (x, u, t) , for a given u, is locally convergent when the penalty parameter t is less than a threshold. The error bound of the primal solution and the sub-vector of the dual solution corresponding to the active constraints is proportional to t u − u * , and the error bound of the sub-vector of the dual solution corresponding to the inactive constraints is is proportional to t u − u * 2 . For t > 0, this paper aims at the study of a class of nonlinear Lagrangians as follows:
In Section 2, we prove that the dual algorithm based on solving min
given u, is locally convergent when the penalty parameter t is less than a threshold. The error bound of the primal solution and the dual solution is proportional to t u − u * . We note that, in the k-th iteration of dual algorithm, Step 2 solves an unconstrained minimization problem for u k and t > 0. It is obvious that computational success depends critically on the power of unconstrained-minimization techniques. This, however, introduces the question of whether we can facilitate the computational process by an appropriate choice of t. In Section 3, our concern will be the Hessian of F (x, u, t), and particularly its eigenvalues, in the limiting case when t decreases to zero. The motivation for the study is the idea that failures of unconstrainedminimization techniques may be due to ill-conditioning of the Hesse matrix at some iterate points. For simplicity, we shall be concerned with the Hessian of F (x, u, t) with respect to x at x(u, t) and the result obtained shows that the condition number is proportional to t −1 , where t is the controlling parameter. In Section 4, we report some numerical results according to the different values of θ.
We introduce following notations to end this section:
Properties of F (x, u, t) and Convergence Theorem
Let (x * , u * ) denote the Kuhn-Tucker pair of (NLP), L(x, u) given by (1.1) denote the Lagrange function for (NLP) and B(x) = {i | f i (x) = 0, i = 1, · · · , m} denote the index set of active constraints at x. We assume that the following conditions for (NLP) hold:
• (a) Functions f i (x) (i = 0, · · · , m) are twice continuously differentiable;
• (b) For convenience of statement, assume B(x * ) = {1, · · · , r};
• (c) (x * , u * ) satisfies the Kuhn-Tucker conditions, i.e.,
• (e) {∇f i (x * )|i ∈ B(x * )} forms a set of linear independent vectors;
, the following inequality holds
The modified Lagrange function for (NLP) is defined by
In this paper, we aim at discussing a class of nonlinear Lagrangians Based on modified Fischer-Burmeister NCP functions of the form (2.1), where
where 0 ln 0 ≡ 0 is assumed.
We shall use the following proposition, which is a modification of the Debreu Theorem.
Proposition 2.1. Let A be a symmetric n × n matrix, let B be an r × n matrix and U = diag
and
Then there exists an k 0 > 0 large enough and a positive constant µ ∈ (0, λ) such that
3)
The following lemma describes the properties of function F (x, u, t).
Lemma 2.1. Assume that conditions (a)-(f ) hold. The following properties are satisfied for any t > 0:
Moreover, there exists a positivet such that ∇ 2 x F (x * , u * , t) is positive definite when t ∈ (0,t).
Proof. In view of (c), we can easily obtain (2.4) for any t > 0. As the gradient of F (x, u, t) with respect to x is
we have from (c) that
which yields (2.5). Noting that the Hessian of F (x, u, t) with respect to x is
we can obtain (2.6). The final statement of the lemma can be obtained by setting
, and by using Assumption (f) and Proposition 2.1.
The following theorem establishes the local convergence of the method based on solving min
Theorem 2.1. Assume that conditions (a)-(f ) hold. Then there existt > 0 and small enough
δ > 0, ε 1 > 0 such that for any (u, t) ∈ D(ε, δ) ⊂ R m+1 ,
such as the following statements hold: (i) There exists a vectorx
the following estimates are valid
where c 1 , c 2 are positive constants independent of t.
Proof. We prove (i) first. Let us introduce the variable
T and for i = r + 1, · · · , m,
We consider the function
The Jacobian of h(x, α, t) with respect to x is
where
Therefore, we have for any t > 0 that
Define the mapping Φ :
It is obvious that Φ is continuous in a neighborhood of (x * , u * (r) , 0, t) for t > 0 with
and Φ is continuously differentiable at (x, v, α, t) when (x, v, α) is close to (x * , u * (r) , 0) and t > 0. Direct calculation gives
whereē i is the i-th unit vector of IR r . Thus, the Jacobian of Φ(x, v, α, t) with respect to (x, v) 15) which is nonsingular for all t ∈ [0,t]. In fact, for the case t = 0, we can prove, from (d) and (e), that the matrix
is nonsingular. For the case t ∈ (0,t], as the Schur-complement matrix of −tI r in matrix
is nonsingular from Proposition 2.1, the matrix
Nonlinear Lagrangians Based on Modified Fischer-Burmeister NCP Functions
By the second implicit function theorem of Bertsekas [3] , there exist ε 1 > 0, δ > 0 and unique continuously differentiable functions x(α, t) and v(α, t) defined on IB(T, δ) such that
Rewriting (2.18c), we obtain 19) and for i = 1, · · · , r,
For any (u, t) ∈ D(ε, δ), let us definê
where for i ≥ r + 1
Then (2.19) and (2.20) can be equivalently expresses as, for i = 1, · · · , r:
Now, we turn to the proof of (ii). Differentiating (2.19) and (2.20) with respect to α yields 22) whereẽ i is the ith unit vector of R m . Let
System (2.22) can be written as
It is easy to know that
By calculating, we get
Since A(0, 0) is nonsingular, using the perturbation theorem gives
It follows that, for δ small enough,
Since ∇f i (x) is bounded over IB(x * , ε 1 ), i = 1, · · · , m, for (α, t) ∈ IB(T, δ), there exists M > 0 such that 
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For any (α, t) ∈ IB(T, δ), we have f i (x(α, t)) ≥ σ/2, i = r + 1, · · · , m. Let η = 2M/σ, we have
It follows that
Consequently, for (α, t) ∈ IB(T, δ),
). Noting that, for i = r + 1, . . . , m, that
The proof is completed.
The following lemma comes from Theorem 2.1.
Lemma 2.2. If conditions (a)-(f ) hold, then (∇ t x(u, t), ∇ t v(u, t) is bounded for all (u, t) ∈ D(ε, δ).
Proof. By calculating, we get for t > 0,
and for (u, t) ∈ D(ε, δ), the value of Φ(x, v, u, t) at x(u, t) is given by
. . .
we have that the quantity
is bounded for i = 1, · · · , r. In view of the proof of Theorem 2.1, we have
for (u, t) ∈ D(ε, δ) and therefore (∇ t x(u, t), ∇ t v(u, t) is bounded for (u, t) ∈ D(ε, δ) and t > 0. The proof is completed.
Hessian of F (x, u, t)
For t > 0, the Hessian of F (x, u, t) with respect to x is
For convenience of statement, we assume t ∈ (0,t) witht > 0 small enough, and consider the value of ∇ 2 x F (x, u, t) at (x(u, t), u, t), i.e.,
Since the functions in Problem (NLP) are all twice continuously differentiable and from the proof of Theorem 2.1, we know that v i (u, t) (i = 1, · · · , r) andû i (x(u, t), u, t) (i = r + 1, · · · , m), η i (x(u, t), u, t) (i = 1, · · · , m) are continuously differentiable functions with respect to (u, t). Thus the Taylor expansion of M (u, t) and N (u, t) at t = 0 are of the form as follows, for t > 0 close to 0,
where M 1 (u, t) and N 2 (u, t) are the remainder terms of M (u, t) and N (u, t) with respect to t and
, then K(u, t) has a finite limit as t ↓ 0. So G(u, t) can be written as
From the definition ofû j (j = r + 1, · · · , m) and v i (i = 1, · · · , r), one has that
where t ∈ (0,t). Thus, we know, from Theorem 2.1, that
It follows from Lemma 2.2 that, for i = r + 1, · · · , m,
Thus we obtain
Therefore, G(u, t) can be written as
By condition (f), we know that for any y ∈ R n (y = 0) satisfying
the following relations hold
Assume w 1 (u), · · · , w r (u) are normalized orthogonal eigenvectors of C(u) and the corresponding r eigenvalues are c * 11 , · · · , c * rr respectively. Set
where {w r+1 (u), · · · , w n (u)} is a set of n − r normalized orthogonal vectors of IR n such that {w 1 (u), · · · , w n (u)} is a set of n normalized orthogonal basis vectors of R n . In view of the structure of B, we obtain W Obviously, the matrix Q(u) = (W I (u), W I I (u)Q I I (u)) is an orthogonal matrix and the following equality holds
For any Z ∈ IR n, n , let
Since Q(u) is an orthogonal matrix, G * (u, t)(u) and G(u, t) have the same set of eigenvalues. In order to use Gerschgorin theorem, we multiply the last (n − r) rows of G * (u, t)(u) by t 1 2 and multiply the last (n − r) columns of G * (u, t)(u) by t − 1 2 . The resulting matrix denoted by G * * (u, t)(u) can be expressed as
Obviously, G * * (u, t)(u) and G * (u, t)(u) have the same set of eigenvalues. The diagonal elements of G * * (u, t)(u) which are also diagonal elements of G * (u, t)(u) are as follows
(3.13)
Since G(u, t) and G * (u, t)(u) are both real symmetric matrices, their eigenvalues are real-valued. Gerschgorin disks are Gerschgorin intervals denoted by Γ 1 (u, t), · · · , Γ n (u, t), where Γ i (u, t) is an interval with center g * ii (u, t)(u) and radius ρ i (u, t) being of the form
Since for u ∈ IB(u * , ε 2 ), with
Noting that Q(u) could be chosen to be bounded for u ∈ S(u * , ε 2 ), we have lim u→u * E * (u − u * )(u) = 0 and lim
If c * ii (u) (i = 1, · · · , r) and a * ii (u) (i = r + 1, · · · , n) are different from each other, we choose t > 0 small sufficiently and u is very close to u * such that Γ i (u, t) (i = 1, · · · , n) do not intersect. By Gerschgorin theorem, the eigenvalues of G(u, t) are given by
If some of c * ii (u) (i = 1, · · · , r) and a * ii (u) (i = r + 1, · · · , n) are the same, we may consider some connected intervals, i.e., the union of some Γ i (u, t) and (3.15) can also be derived. We might as well assume
If 1 ≤ r < n, for t being small enough and u being close to u * enough, the condition number Cond (G(u, t) ) of G(u, t) is given by
That is,
If r = n, which seldom happens for Problem (NLP), we get
The above analysis shows that the condition number of G(u, t) is proportional to
when u is close to u * enough, which suggests that t should not be too small in practical calculation. Otherwise, if we employ some unconstrained techniques which depend on condition number of Hessian, numerical difficulty for solving min x∈I R n F (x, u, t) will be met.
Dual Algorithm and Numerical Results
Based on minimizing nonlinear Lagrangians F (x, u, t) given by (2.1), the following dual algorithm can be constructed.
D-Algorithm
Step 1 Given t > 0 large enough, ε small enough, u 0 ∈ IR m ++ and x 0 ∈ IR n . Set k = 0;
Step 2 Solve (approximately)
and obtain its (approximate) solution x k ; Step 3 If u Step 4 Update Lagrange multiplier u u k+1 i
Step 5 Set k = k + 1 and return to Step 2.
We use the nonlinear Lagrangians proposed in this paper to solve several problems in [12] . We compile Visual C++ computer programs for D-Algorithm, using these nonlinear Lagrangians. Unconstrained minimization problems in Step 2 are solved by adopting BFGS quasi-Newton method combining with Wolfe line search rule. The numerical results are reported in Tables 4.1-4.5 in which n, m, ε, θ, t, iter, N G/N F , cond and appopt represent the number of variables, the number of constraints, precision, the value of θ(θ ∈ [0, 2)), the value of penalty parameter, the number of iterations, the number of gradient values/the number of function values transferred, condition number and approximate optimal function value via the nonlinear Lagrange algorithm. In view of the above numerical results, we find that the dual algorithms corresponding to the proposed nonlinear Lagrangians are effective for solving some nonlinear programming. Particularly, it is superior over the others for most of the testing problems when θ = 0. This is due to the quadratic error bound for the sub-vector of the dual solution corresponding to the inactive constraints at x * (see [20] ).
