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Abstract
Modeling Complex Electrokinetic Nanouidic Systems
by
Christopher Craig McCallum
e electrical double layer (EDL) nano-structure at the interface between electrolytes and
charged surfaces dominates the performance of a myriad of electrokinetic and electrochem-
ical processes. A complete understanding of the EDL nano-structure allows for a predictive
tool for various systems such as supercapacitors, desalination, and nano-particle manipula-
tion. My work involves developing theoretical models to elucidate the nano-structure of the
EDL and the consequent eects on uid ow and species transport in such systems. ese in-
clude models explaining dispersion of ions in channels with thick EDLs, surface-charge-based
ion conductivity changes, nanouidic-based DNA hybridization, nanouidic isotachophore-
sis, charge inversion due to large ions, and nanouidic systems with heterogeneous surface
charges. Collectively, these studies have enriched our understanding of complex electroki-
netic nanochannel transport.
First, I describe a model for the EDL in nanouidic channels, showing experimentally val-
idated theoretical regimes where dispersion and/or signicant EDL size might aect experi-
mental results, as well as methods to account for these eects. Understanding these eects is
essential to accurately interpret experiments as well as design of future experiments and sub-
sequent applications. is model can further explain other micro- and nanoscale electroki-
netic transport physics. For example, 1) this theory can explain nanochannel conductivity
changes due to changes in surface charge, 2) accounting for reaction terms, it can accurately
model non-equilibrium DNA hybridization as well as the eect of nano-connement on such
hybridization in electrokinetic capillary electrophoresis-based systems, 3) it can predict an
ix
isotachophoretic-like standing front in nanochannels with surface-charge-inverting complex
ionic species that induce uid ow reversal, and 4) it can describe behavior with heteroge-
neous surface charge.
To explain the behavior of nanouidic systems with heterogeneous surface charge and
complex ionic species, I rened the model by accounting for hard-sphere ion size and more
complex near-eld screening eects using classical Density Functional eory. I conducted
a theoretical study to explore heterogeneous surface charge in nanochannels with embed-
ded, addressable electrodes that allow us to fully probe EDL structure. I developed a more
complete EDL model and performed a systematic theoretical study of EDL nano-structure
by varying ion diameter, valence, and concentration, as well as surface charge in order to
elucidate EDL nano-structure, uid ow, and species transport in nanochannels. us far we
have preliminary model validation using custom-fabricated nanochannels with complex ions,
and further experiments will both interpret nanochannel physics through theory as well as
improve the model via experimental feedback, overall enabling a more complete predictive
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1.1 Dierent regions at the solid-liquid interface with the Gouy-Chapman-Stern
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2.1 Current versus time for 100 nm, 10 µm, and 100 µm channels in which 10 mM
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but simulations match nanochannels experiments well. . . . . . . . . . . . . . 23
2.2 (a) Normalized current, (b) percent change in current compared with −10
mC/m2, (c) normalize time, and (d) percent change in time compared with
−10 mC/m2 versus the ratio of Debye length to channel height. Current and
time approach unity as λD/h → 0. However, as λD/h increases, the EDLs
are a larger part of the channel, and thus these values increase. We plot ve
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channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Expected zeta-potential vsλD/h for dierent surface charge values. For thicker
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2.4 Experiment, COMSOL simulation, and theoretical current monitoring for high
γ ratio congurations. A comparison of COMSOL simulations performed us-
ing dierent channel heights for which 50 mM KCl displaces 1 mM with a
surface charge of −10 mC/m2 is shown in (a). ese are normalized by I0
and tHS. e 100 nm channel has higher relative current because of the nite
EDLs and also takes longer to reach a steady state current. Next, in (b), I com-
pare experiments conducted in a 100 nm channel under the same conditions
as in (a) and the 100 nm COMSOL simulation. ese curves show excellent
agreement. Finally, existing literature theory and experiments are directly
compared with COMSOL simulation. As expected, the simulation captures all
the dispersion eects and matches the experiment more accurately than the
previous theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 is gure, adapted from Probstein [2], shows the dierent regions in which
the role of diusion, dispersion, and convection vary in importance. e black
circles show the Peclet number under the case of maximum total ow, maxi-
mum pressure-driven ow combined with underlying EOF, found in the chan-
nels obtained when simulating the largest γ. e blue stars show the case of
uniform EOF when γ ∼ 1. e doed lines demonstrate that, for purely uni-
form EOF, there will be no dispersion, leading to neglible Pe. . . . . . . . . . 29
2.6 is gure presents a color map of KCl ionic strength in the channel for the
normalized time step of 0.54 for the 100 nm channel (a), 10 µm channel (b),
and 100 µm channel (c), where 50 mM KCl displaces 1 mM. Ionic strength is
used to represent the front even though the front is composed of both cations
and anions. Because electroneutrality is maintained in the bulk of the channel,
both species exist in the same conguration; however, in the EDL there are
excess cations and a depletion of anions. e most dispersion occurs in (c),
where PDF is greatest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.7 is shows the normalized time at which the current reaches 99.9% of the -
nal value for high concentration ratios. e induced dispersion severely skews
the arrival time, especially for the Taylor dispersion-dominated 10 µm chan-
nel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 (A) Experimental setup for 100 nm height fused silica nanouidic channel
connected to a sourcemeter (Keithley 2410). (B) Interactions of aminosilanized
nanouidic wall with buer components. (C) Interactions of aminosilane/dsDNA
adsorbed nanouidic wall with buer components. . . . . . . . . . . . . . . . 38
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3.2 Channel conductivity as a function of zeta potential for 89 nm, 100 nm, and 20
µm channels. In all cases, as the zeta potential increases, the conductivity in-
creases. For the microchannel, the EDL contribution to conductivity remains
minimal, while for the nanochannels, the EDL contribution increases substan-
tially. Note that the conductivities are higher in a shallower channel because
a higher percentage of the channel is taken up by the EDL. Using this model,
we can estimate the change in surface potential due to surface modication. . 39
3.3 Change in calculated surface potential of 100 nm tall nanochannels aer in-
cubation with 5 µM ssDNA or dsDNA. Red bars indicate negative surface po-
tential throughout, green bars indicate positive surface potential throughout,
and purple bars indicate change in surface potential from positive to negative
aer DNA exposure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Change in calculated surface potential of various amine modied nanochan-
nel surfaces aer incubation with variable concentration of ssDNA or dsDNA.
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3.5 Comparison of analytical model (solid lines) to numerical simu-lation (dashed
lines) for rst migration order (µA > µB > µC, where A = Substrate, B = Lig-
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and 10−8 M with ko = 0.1 s−1. e analytical model neglects forward re-
actions which overestimates the rate of complex dissociation. In all cases,
the analytical model predicts a lower concentration of complex and higher
concentrations of substrate and ligand. Increasing KD (by decreasing kon) in-
creases the complex dissociation rate and simulations results approach the
analytical model, as shown by the similar shape in analyte distributions. Note
that numerical model captures the eect of forward reactions on equilibrium
dynamics as shown by slower rate of dissociation where the substrate and
ligand overlap within the complex plug. . . . . . . . . . . . . . . . . . . . . . 53
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3.13 (a) Experimental setup for standing front observation. We used 6.2 µm wide,
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3.14 (a) Time-stamped images of front formation between Ru(bpy)3Cl2 (50 mM)
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ing on the region of interest. H is the height, and W is the half width for
which we computed concentrations. In this chapter, x and y refer to the lat-
eral (parallel to the wall) and normal (perpendicular to the wall) dimensions,
respectively. e system is homogeneous in the z dimension because of the
symmetry of the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
xvii
4.2 Normalized cation proles for (le) the 0.3 nm diameter monovalent cation
at 1 M concentration and (right) the 0.15 nm diameter trivalent cation at 1 M
concentration. Surface charges are ±0.05 C/m2 for ±x, respectively. (le) As
expected, the cation is depleted near the positive surface charge and in excess
near the negative with a monotonic lateral transition. (right) In contrast, the
small trivalent exhibits depletion even for x > 0, as well as non-monotonic
perpendicular- and parallel-to-the-wall structure. e small diameter of the
cation causes this depletion for x > 0 because the smaller, trivalent cation
approaches the wall closer than the anion, creating a region of high positive
surface charge. erefore, the system, minimizing the free energy, minimiz-
ing the amount of cations in this region to aempt to prevent large electro-
static potentials. Depletion of the smaller species near the surface has been
previously documented via MC simulations for zero surface charge [5] [6]
[7]. When the surface charge increases, the contact concentration increases
and eventually becomes greater than bulk. We compared one-dimensional
MC simulations to DFT for this case (data not shown), conrming the DFT
accuracy as well as the depletion and concentration bump at 1 M. . . . . . . . 92
4.3 Various 2D proles from the case of a 0.15 nm monovalent cation at 1 M con-
centration with plots from DFT of (A) cation concentration, (B) anion concen-
tration, (C) cation HS and SC potential, and (D) mean-eld electrostatic poten-
tial, as well as cross-sectional proles comparing PB (red) and DFT (black) in
the lateral-to-the-wall (boom curves) and normal-to-the-wall (le and right
plots) directions. e DFT curves are slices of the full 2D image, with the
normal and lateral proles taken at the specied x and y positions, respec-
tively, which are then compared to PB (2D plots not shown). For this case,
σ1 = +0.05 and σ2 = −0.15 C/m2. In this color scheme, white in the 2D
plots corresponds to zero potential or the bath concentration. . . . . . . . . . 93
4.4 Case of the 0.9 nm monovalent at 1 M with plots from DFT of (A) cation
concentration, (B) anion concentration, (C) cation HS and SC potential, and
(D) mean-eld electrostatic potential. See the caption of Figure 4.3 for more
details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Case of the 0.3 nm divalent at 100 mM with plots from DFT of (A) cation
concentration, (B) anion concentration, (C) cation HS and SC potential, and
(D) mean-eld electrostatic potential. e normal cation prole for x > 0 was
truncated for easier viewing. See the caption of Figure 4.3 for more details. . . 96
4.6 Case of the 0.6 nm divalent at 100 mM with plots from DFT of (A) cation
concentration, (B) anion concentration, (C) cation HS and SC potential, and
(D) mean-eld electrostatic potential. See the caption of Figure 4.3 for more
details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
xviii
4.7 Case of the 0.3 nm trivalent at 1 M with plots from DFT of (A) cation con-
centration, (B) anion concentration, (C) cation HS and SC potential, and (D)
mean-eld electrostatic potential. See the caption of Figure 4.3 for more de-
tails. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.8 Case of the 0.9 nm trivalent at 10 mM with plots from DFT of (A) cation con-
centration, (B) anion concentration, (C) cation HS and SC potential, and (D)
mean-eld electrostatic potential. See the caption of Figure 4.3 for more de-
tails. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.9 Eect of surface charge (along each x-axis), ion concentration (10 mM in the
top row, 100 mM in the middle row, and 1 M in the boom row), diameter (dif-
ferent colored lines), and valence (columns) on the truncated absolute excess
adsorption (Θlat) dened in Equation 4.15. In all cases σ1 = +0.05 C/m2. No-
tably, a surface charge threshold near−0.05 C/m2 exists, below which negligi-
ble lateral structure appears, although the spacing of 0.025 C/m2 may obscure
ner trends. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.10 (a-i) Eect of surface charge (along each x-axis), ion concentration (10 mM in
the top row, 100 mM in the middle row, and 1 M in the boom row), diam-
eter (dierent colored curves), and valence (+1 in the rst column, +2 in the
second, and +3 in the third) on the transition width (le y-axis) and scaled
transition width (right y-axis) for DFT (solid lines) and PB (dashed lines),
where in all cases σ1 = +0.05 C/m2. Generally, an exponential function (i.e.,
f(x) = exp(−x/λ)) will decay to 0.01 within 4.6λ. erefore, the transition
width is scaled by twice this value to account for the decay on either side of
the interface. (j-l) Dierence in transition width between DFT and PB versus
cation species for (le) 10 mM, (middle) 100 mM, and (right) 1 M concentra-
tions. All points correspond to points in Figure 4.10, and the 1 M data also
includes all combinations of two surface charge values from Table 4.1. From
an ion-scale perspective, the dierences between DFT and PB are a few ion
diameters, and, for certain species, such as the small trivalent and large mono-
valent, a considerable dierence is present. Generally, the dierence increases
for increasing valence and decreasing cation diameter. . . . . . . . . . . . . . 102
5.1 An embedded, insulated electrode and nanochannels are paerned and etched
into the fused silica substrate using standard photolithography and dry etch-
ing techniques. e embedded electrode consists of a 15 nm Ti adhesion layer
and 105 nm Pt layer insulated with spuered silicon dioxide. Aer embedding
the electrode, the nanochannel paern is dry etched 100 nm into the fused
silica substrate. e device is sealed by direct bonding a polished fused silica
wafer to the device wafer using nitrogen oxygen surface plasma activation. . 106
xix
5.2 is composite gure shows the (a-b) experimental setup and nanochannel
solution composition, (c) current versus time for two experiments, and (d)
the solution displacement make-up of the dierent points in (c). In (d), the
number under each image is the value of x˜ for that point. Point 1 corresponds
to the initial setup with Tris buer in the channel, and LaCl3+Tris in the
positive well. Point 2 shows the LaCl3+Tris partially entering the channel.
However, because the La3+ induces a sign reversal in the electrostatic wall
potential, the solution retreats (from Point 2 to Point 3a). e solutions then
reach near-steady-state (with minor creep) from Point 3a to 4a. e values
below (d) on the channel indicate the front position. If, however, a higher
solution LaCl3+Tris solution is added to the negative reservoir at Point 2b,
then both solutions will move to the le, allowing us to extract zeta potential
and other key electrokinetic values (shown as multiple trials from Point 2b to
3b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3 (le column) Electrostatic potential and (right column) velocity prole for (top
row) PB and (boom row) DFT for a 0.15 nm diameter trivalent cation (sim-
ilar to La3+) at 1 M concentration and 0.3 nm monovalent anion for surface
charges of ±0.05 C/m2 for ±x, respectively. . . . . . . . . . . . . . . . . . . . 112
5.4 Eect of varying Stern layer height,Hs, on mean ow rate for a 10 nm nanochan-
nel with an embedded electrode. A parametric study of cation species was
used to illuminate the full eect under dierent conditions. 3 Stern Layer
heights are explored: equal to zero, equal to the ion radius, and equal to the
ion diameter. Because the Stern Layer height has such a signicant eect on
apparent ow rate and even direction, it is instrumental as a ing parameter. 113
5.5 (top) Absolute zeta potential dierence between 1D and 2D solutions relative
to the Debye length to channel length (equal to 1 µm) ratio, and (boom)
absolute conductivity dierence between 1D and 2D solutions for a channel
height of 10 nm. Four ion diameters at three concentrations (10, 100, and 1000
mM) for surface charges of ± 0.05 mC/m2. As the Debye length (and hence
transition width) take up more of the channel length, the 1D approximation
breaks down as illustrated in terms of zeta potential and channel conductivity. 114
xx
List of Tables
3.1 Sequences and descriptions of DNA . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Table showing KD values (in nM) extracted from our COMSOL model (our
study) as well as those calculated using online the online calculator DINAmelt
(hp://mfold.rna.albany.edu/?q=DINAMelt/Two-state-melting) and IDTDNA
Biophysics tool (hp://biophysics.idtdna.com/). All online calculations were
performed at 25 degrees Celsius and 20 µm concentration of initial DNA
strand with salt concentrations of 10 mM, 20 mM and 50 mM respectively
(see text for resulting Na+ concentrations). . . . . . . . . . . . . . . . . . . . . 63
3.3 Ion mobilities (including valence) . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.4 Measured zeta potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1 Table of parameter values for calculations . . . . . . . . . . . . . . . . . . . . . 87
5.1 Current and velocity values from predicted x˜ position at each point in Figure 5.2 109
xxi
Chapter 1
Transport in Electrokinetic Nanouidic
Systems
e electrical double layer (EDL) nano-structure at the interface between electrolytes and
charged surfaces largely determines the performance of a myriad of electrokinetic and elec-
trochemical processes, including fuel cells, baeries, biologically-relevant ion-selective chan-
nels, supercapacitors, and desalination. Moreso, while planar, impermeable, and uniformly
charged walls have been predominantly studied for these applications, heterogeneous sur-
faces are of notable interest because many of the applications require surfaces that can be
tuned and exploited for ion manipulation. For example, researchers have built heterogeneous
wall charge systems to nely manipulate electrokinetic devices to enhance micromixing [8]
and mimic biological nanopores for single molecule detection [9] [10] [11]. erefore, a
complete understanding of the EDL nano-structure as well as uid ow at heterogeneously-
charged surfaces would allow for a robust predictive tool to drive experiments, as well as,
ultimately, superior device development and characterization. In this chapter, I will rst in-
troduce the EDL and theories used to predict the structure, aer which I will introduce elec-
trokinetic transport, with emphasis on electroosmotic ow (EOF) and challenges of nanou-
1
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idic transport.
1.1 Background
1.1.1 Electric Double Layers
In systems with charged surfaces, counterions are aracted to the surface, creating a re-
gion of excess counterions called the electric double layer (EDL). For example, in a silica or
PDMS nanochannel, walls are negatively charged, aracting positive counterions to the wall
as shown in Figure 1.1. Electrokinetic systems, the behavior of which is governed by this
EDL structure, have been studied since the 1800’s by Reuss [12], motivated initially by the
interaction between colloidal particles in aqueous solution and applied electric elds. is
motion of particles under and applied eld is called electrophoresis. Further study investi-
gated electroosmosis, bulk uid motion induced by an applied potential, which motivated EDL
theory. Gouy [13] and Chapman [14] independently explored EDL structure, which set up
the so-called Poisson-Boltzmann equation used ubiquitously in the eld. Debye and Huckel
linearized this formulation [15], with initial improvement aempts in the point-wise con-
tinuum approximation performed by Stern [16] and Bikerman [17], as well as charge asym-
metry improvements by Grahame [18]. Although the Poisson-Boltzmann formulation lacks
applicability at high surface charge or for size-asymmetric ionic species, its overall ecacy is
well-established and ubiquitous in contemporary electrokinetics.
e Poisson-Boltzmann Model of the EDL
For dilute, size- and charge-symmetric ionic species, the composition of the EDL is gov-
erned by a balance between electromigration and diusion of the ions, for which a continuum
approximation suces. Specically, for a system in chemical equilibrium the electromigrative
2
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and diusive uxes balance,
0 = −ρiνizi∇ψ −Di∇ρi, (1.1)
where ρi is the concentration of species i, νi is the mobility (νi = Dizie0kT , where e0 is the
elementary charge, k is the Boltzmann constant, and T is the system temperature), zi is the
valence, ψ is the transverse electrostatic potential, and Di is the species’ diusivity. is
equation can be solved for the one-dimensional concentration away from a single charged









where ρbathi is the species concentration far from the wall (ρi(z) → ρbathi , and ψ → 0 as
y →∞).
Figure 1.1: Dierent regions
at the solid-liquid interface
with the Gouy-Chapman-Stern
model. Immediately next to the
wall resides a layer of immobile
ions (called the Stern layer),
aer which is the diuse layer
of excess counterions, and the
bulk, neutral uid far from the
wall.
3
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e electrostatic potential of the system is determined from Gauss’ theorem:
0r∇2ψ = −ρE, (1.3)
where 0 is the vacuum permiivity, r is the relative permiivity of the solution in the chan-
nel, and ρE is the volume charge density (ρE =
∑N
i zie0ρi). A commonly used theory allows
for an immobile layer of ions next to the wall, the Stern layer, aer which a diuse layer
exists, followed by bulk uid as shown in Figure 1.1. Combining Equations 1.2 and 1.3, we













where σ is the surface charge of the wall, and δ is the Dirac delta function. e characteristic













and is determined by linearizing Equation 1.4. Notably, the Debye length, generally 1 − 100
nm, scales with (ρbathi )−1/2.
e Poisson-Boltzmann equation is a non-linear ODE and can be solved with ease using a
nite dierence numerical approach. While it remains numerically inexpensive and straight-
forward to solve, the solution produced is only valid in the limit of dilute species and low
surface charge because of the continuum nature of the setup. Ions have nite size, and, there-
fore, more accurate theories have been developed to account for nite ion size as well as more
complex electrostatic eects.
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eories at Account For Finite Size and Near-Field Electrostatics
Recently, there has been study at the limit of Poisson-Boltzmann at high concentration
and high surface charge when ion size eects cannot be neglected, thus requiring a more com-
plete theory. Potentially applicable theories include Monte Carlo (MC) [19] [20] or Molecular
Dynamics (MD) simulations [21] [22] [23] [24], Density Functional eory calculations [25]
[26] [27] [28]), strongly-correlated liquid theory (SCL) [29], and certain modied Poisson-
Boltzmann methods [30] [31] [32] [33] [34]. Density functional theory is a particularly useful
and ecient means of exploring nanouidic electrokinetics because of the low computational
cost and high accuracy relative to MC simulations [35] [36].
Density Functional eory
Density functional theory is a continuum model that accounts for nite ion size and near-
eld screening eects by creating weighted densities, and remains as accurate, yet far more
computationally ecient, relative to MC and MD. All continuum theories give each species a
chemical potential of the form:




+ µexi (r) + zie0ψ(r) + µexti (r), (1.6)
where Λi is the thermal de Broglie wavelength, µexi is the excess chemical potential (which
is made up the hard-sphere and screening components (µexi = µHSi + µSCi ), and µexti is any
external potential (such as a hard, charged wall, giving a large penalty for approaching the
wall too closely). e inhomogeneous system of interest is in chemical equilibrium with a
homogeneous, electroneutral bath uid (µbathi = µi(r)), meaning the species’ density can be
5
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wrien:






















for which the braces indicate that the excess potentials are functionals of the density, and
where ∆µexi = ∆µHSi +∆µSCi is the dierence in excess chemical potential between the system
and the bath. e resulting xed point equation can be solved via optimized Picard iteration
quite eciently [37].
Furthermore, DFT accurately calculates the ensemble average ion density and electrostatic
potential proles for a system in chemical equilibrium with a bath by taking into account
hard-sphere (HS) and screening (SC) excess free energy components. Given their nite size,
ion cannot overlap each other or the hard wall, and the HS contribution accounts for the
pressure work necessary to insert a hard sphere. e SC component accounts for electrostatic
correlations beyond the mean-eld potential of inserting an ion within a screening length of
other ions. erefore, both components check for other ions within a radius or a screening
length, thereby leading to convolutions as in Equation 1.8, which are solved eciently via Fast
Fourier Transforms. Specically, we use the White Bear functional [26] for the HS component
and the functionalized Mean Spherical Approximation (fMSA) [7] for the SC component.
Since the excess chemical potentials are functionals of the densities, we must compute the
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where f(r′) is either the true ρi or weighted ion density (as in Equation 1.13). e DFT weight
functions [26] [7] are
ω
(2)
i (r) = δ (|r| −R) (1.9)
ω
(3)










|r| (|r| − λij)
2 · θ (Rij − |r|) , (1.12)
where δ denotes the Dirac delta function, θ denotes the Heaviside function, and R is the
radius of interest. is radius is either Ri (the radius of ion species i) or the screening length,
λi = Ri +
1
2Γ
, where Γ is the screening parameter [27], which, in the limit of point charges,
is equal to κ/2, where κ is the Debye-Huckel screening parameter, and where λij = λi + λj
and Rij = Ri +Rj .





ρi(r)ω(α)i (r− r′)d3r′, (1.13)
which are then convolved again to give the components of the excess free energy functional.
e most accurate hard-sphere functional is the White Bear functional [26], which builds
on earlier Fundamental Measure eory [38]. Practically, the weight functions give the ions
surface area (ω(2)i ) and volume (ω
(3)
i ), which ultimately determine the energy associated with
inserting a single hard-sphere into an inhomogeneous arrangement of hard-spheres. Moreso,
the weighted density n3 corresponds to the packing fraction of the uid.
e screening component uses a newly developed electrostatic functional that builds on
the Mean Spherical Approximation [39] by formulating a weighted averaged density-based
functional and screening parameter [7]. is method improves on the bulk uid method by
7
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allowing the screening parameter to vary with position, while also improving on the computa-
tional expense of the RFD functional [28]. is screening functional accounts for short-range
electrostatic correlations by determining the potential associated with overlapped charged
shells. e shell size is determined via Newton iterations, and, in this formulation, varies
with averaged density, and hence, position.
e two components, hard-sphere and screening, determine the excess free energy, and
thus contribute to the nal density proles. ese ion density and electrostatic potential are
the primary terms used to quantify the electric double layer, and, ultimately, uid ow in
electrokinetic systems.
1.2 Electrokinetic Transport
Fluid ow at the micro- and nanoscale (i.e., low Reynolds number) is dominated by viscous
forces, making it dicult to drive uids with pressure. Because the required pressure to drive
ow scales with channel height to the fourth power, pressure becomes a less eective means
of transport for sub-microscale systems. However, electrokinetic (EK) ow, uid ow induced
by the application of an electric eld, serves as an eective substitute at this scale since the
ow rate depends only on the applied electric eld strength.
e eld of electrokinetics has seen a myriad of applications over the last hundred years
[13] [14] [15] [17] [18], primarily because it has become the workhorse tool for separations
of biological systems, as in capillary electrophoresis [40] [41] [42], desalination and energy
technology. ese technologies take advantage of microuidic transport, although recently
nanouidics has shown considerable potential because the higher surface area to volume ra-
tio enables enhanced sensitivity. Furthermore, nanouidic platforms enable faster throughput
and smaller sample volumes, and devices can be easily integrated into hand-held platforms for
extra-laboratory applications, such as biological diagnostics [43]. Moreso, nanochannels with
8
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thick EDLs relative to channel height [44] [45], can be exploited to, for example, perform sep-
arations at the nanoscale [46] or to concentrate sample as in Field Amplied Sample Stacking
(FASS) [47] [48], isotachophoresis (ITP) [49] [50], ion concentration polarization (ICP) [51],
or isoelectric focusing [52], among other unique phenomena.
Figure 1.2: Surface charge in sil-
ica channels is due to the de-
protonation of silanol groups.
As the uid enters the channel,
the surface releases protons, ac-
quiring negative surface charge,
thus aracting the positive to
the surface. [1]
1.2.1 Electroosmotic Flow
Once the electrostatic potential and ion density distributions are found, the electroosmotic
ow (EOF) can be obtained from the Navier-Stokes equations,
0 =−∇p+ µ∇2u− ρE∇Φ (1.14)
0 =∇ · u (1.15)
where p is the pressure, µ is the viscosity, u is the velocity, and Φ is the total electrostatic
potential, which can be decompose into axial x direction and transverse z direction compo-
nents,
Φ = ψ(z) + V (x), (1.16)
where V (x) is the applied voltage through the channel and L is the channel length.
9
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Figure 1.3: Schematic of elec-
troosmotic ow (EOF) and pres-
sure-driven ow (PDF) in a mi-
crouidic device.
e resulting uid ow distribution can be found as











where the velocity is decoupled into pressure-driven and EOF velocities, where ∂p
∂x
is the
constant applied pressure gradient, H is the channel height, E is the applied electric eld
(E = Vapplied/L), and ζ is the zeta potential (the electrostatic potential at the uid slip plane)
[53]. alitative dierences of EOF in micro- and nanochannels are shown in Figure 1.4.
When λD  H as in microchannels, the EDL is negligible, and the resulting ow is a plug
prole. However, if λD ≈ H , as in nanochannels, the EDLs are nite and may overlap,
resulting in deviation from the microuidic plug ow.
As a practical example, species of the same mobility can be separated from one another if
they have dierent charge by combining EOF and pressure-driven ow as shown in Figure 1.3.
A more negatively-charged species will prefer the center of the channel, and thus move at a
dierent mean speed than a species that can travel nearer to the wall [53]. erefore, the two
10
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1.2.2 Challenges at the Nanoscale
While electrokinetics serves well to transport uid at the nanoscale, and the high sur-
face area to volume ratio enables enhanced solution characterization sensitivity, macro-scale
properties such as permiivity and viscosity changes, and in ultra-conned nanoslits, the ion-
scale structure of the EDL can drastically change uid transport. Furthermore, the continuum
approximation of Navier-Stokes can break down at this scale. us, variation in macro-scale
properties, as well as ion-scale structure must be acknowledged in order to accurately model
the system.
Ion-scale EDL structure plays an increasingly important role as the size of the channel
decreases [35]. Especially for channels smaller than 10 nm, high surface charge or high ionic
strength will signicantly aect device performance since two EDLs may overlap creating
strong ion layering [36]. Additionally, non-continuum physics may substantially aect uid
ow and ion transport. Studies have shown that high local ion density can increase uid vis-
cosity and reduce ion diusivity [54] [55] [56]. However, uid ow in ultra-conned parallel-
plate channels yields apparent viscosity very near to bulk values [57]. erefore, even though
11
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the continuum approximation may not necessarily hold, its use is quite valid for these geome-
tries. Furthermore, slip length and slip velocity at the solid/electrolyte interface is governed
primarily by molecular-scale roughness and interaction energies [58]. e slip length is not
easily predicted, but it can be tuned to best match experiments and theory. Lastly, the ap-
parent dielectric constant will decrease due to highly oriented water molecules in extended
nanospaces and should be accounted for [59]. Overall, though, use of continuum EOF mod-
eling in conjunction with Density Functional eory calculations shows excellent agreement
with more robust (yet computationally intensive) MD or MC simulations [35] [23] [7].
Additionally, EDL connement eects as well as reservoir entrance and exit eects must
be accounted for. EDL hydrodynamic and electrostatic eects can alter molecule conforma-
tion, shape, and function under connement or even prevent molecules of interest from en-
tering a nanochannel. pH gradients and concentration polarization can also develop quite
easily, thus changing the electrolyte composition within the channel and aecting expected
results. ese are mentioned for completeness, although this work is primarily concerned
with the structure of the EDL and its eect on the uid ow prole.
As discussed, signicant developments in modeling electrokinetic systems have enabled
greatly-enhanced experimental understanding. ese models are constantly tuned with the
aid of new experimental results such that more complete theories can be used as predictive
tools. is synergistic approach combining experiments and theory is ever-evolving. Much of
the work explored was primarily experimental followed with a theoretical approach to beer
understand the system. Other work, however, is nearly all computational/theoretical with
brief experimental conrmation or even purely theoretical with hopes for use as a predictive
tool.
12
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1.3 esis Outline
My thesis focuses on 3 major aspects of modeling complex electrokinetic nanouidic sys-
tems:
1. Chapter 2 shows how theory and modeling can predict experimental phenomena, par-
ticularly regarding dispersion in current monitoring experiments. For this project, I
performed both experiments and simulations, extracting useful parameters by match-
ing the two.
2. Chapter 3 illustrates for three dierent projects that theory can greatly enhance our un-
derstanding of experiments. In all projects I performed simulations and aided in calcu-
lations to elucidate experimental results. I used theory to beer understand nanochan-
nel conductivity changes based on DNA-induced surface charge changes, DNA hy-
bridization kinetics under non-equilibrium conditions in micro- and nanochannels, and
isotachophoretic-like conditions in nanochannels with complex, charge inversion-inducing
species.
3. Chapters 4 and 5 cover a theoretical investigation into electric double layer ion struc-
ture and uid ow, respectively, at the planar interface between regions of dierent
surface charge. I performed Density Functional eory calculations to systematically
probe the structure of the electric double layer and employed COMSOL to calculate the
resulting uid ow to aid in future experimental design. Additionally, Chapter 5 shows
simulation results from a collaboration that uses the more computationally-accessible
Poisson-Nernst-Planck to propose a sample pre-concentration technique in heteroge-
neous nanochannels. We hope that these results can be used to predictively to highlight
potential experimental conditions that are worth exploring.
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Apply Voltage, Measure Current
An eective means of determining the ow rate and/or ζ-potential [60] in micro- and nanou-
idic systems is the solution displacement method, also known as current monitoring (CM),
when one solution in the channel is displaced by a dierent concentration, yielding a linear
change in current versus time [61] [42].
Dissimilar solution concentrations and nite electric double layers (EDLs) cause devia-
tions to typical current versus time, diminishing the utility of such a method. Current moni-
toring has been explored in microchannels for both low and high concentration ratio, γ. Zare
et al [61] [40], Sze et al [42], and Driehorst et al [62] all utilize current monitoring to determine
ow velocity and channel properties, focusing on γ ∼ 1. Mampallil et al [63] and Lenzi et al
[64] focus on cases in which γ is high; however, neither study properly accounts for diusion
and dispersion. Both diusion and dispersion aect solute transport when γ is high, and will
lead to erroneous estimates of ζ potential [63]. Situations of high γ are of high importance in
the eld, as explored by Bharadwaj and Santiago [47], Devasenathipathy et al [65], and Sus-
tarich et al [48]. Furthermore, all analysis thus far has focused on microchannels, for which
the EDL is thin. None have focused on the case in which the EDLs overlap considerably, such
as in a nanochannel. In a nanochannel, the physics becomes more complicated because of
14
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the non-uniform velocity prole, and, hence, the eect of EDL thickness on the time-varying
species concentration and velocity in current monitoring has yet to be fully characterized in
nanochannels.
In this chapter, I theoretically and experimentally investigate the eects of varying dis-
placing/displaced electrolyte concentration ratios and channel height on the observed chan-
nel current and ow rate, as well as apparent dispersion, by simulating the time-dependent
Stokes equation coupled with Poisson-Nernst-Planck and current conservation. Furthermore,
the theory is validated with micro- and nanochannel experiments, showing a robust theoreti-
cal model that matches both micro- and nanochannel systems. I nd that current monitoring
in nite EDL nanochannel systems and small concentration ratios can be approximated with
a simple function, predicting ζ-potential to within 10% even without a priori knowledge of
channel surface charge. However, as concentrations become more dissimilar, dispersion due
to induced pressure gradients greatly aects the shapes of the current monitoring curves. I
show that typical microchannel and nanochannel experiments can easily span a wide range
of dispersion regimes based on Peclet number, from pure axial diusion to pure convective
dispersion. I explain the shapes of the curves based on the regime of dispersion, and give
practical guidelines for CM with high concentration ratios. [66]
2.1 eory
e model assumes a two-dimensional channel bounded by two charged walls, an inlet,
and outlet and is lled with a two species ionic solution. e two-dimensional approxima-
tion is used for this study because the width to height ratio is large. However, the eective
dispersion of the system is underestimated due to the presence of channel side walls in ac-
tual experiments [67]. is eect is negligible for the case of a microchannel, but requires
consideration when investigating nanochannels.
15
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2.1.1 Governing Equations
e governing equation for the rate of change of the concentration of the ionic species is
given by the Nernst-Planck equation,
∂ci
∂t
+ u · ∇ci = Di∇ · (∇ci + βzie0ci∇Ψ) , (2.1)
where ci is the species concentration, u is the velocity vector, Di is the diusivity, β is the
inverse of the Boltzmann constant times temperature, 1/(kBT ), zi is the valence, e0 is the
elementary charge, and Ψ is the electric potential. is work considers an electrolyte that is
monovalent and symmetric, and ions that are small enough to be considered point charges.
e Nernst-Planck equation is coupled with the Poisson equation, relating charge density and
electrostatic potential,
∇2ψ = −ρE, (2.2)
where  is the total permiivity and ρE is the volumetric charge density, which has the form
ρE = e0 (c+ − c−). e bulk uid motion is determined by the Stokes equation,
0 = −∇p+ µ∇2u + ρEE
0 = ∇ · u, (2.3)
where ρw is the density of water, p is the pressure, µ is the viscosity, and E is the electric
eld due to an externally applied potential. Under steady conditions, the bulk uid velocity
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where E0 is the axial electric eld applied through the channel. e electric eld through the
channel can be obtained using Ohm’s Law and current density continuity,
J = σECE (2.5)
∇ · J = 0, (2.6)
where J is the current density in the channel, and σEC is the electrical conductivity of the
solution. Here, the gradient in potential that arises due to free charge, ∇ψ, is assumed to be
decoupled from the externally applied electric eld, E = −∇V [68]. e concentration can
be recast in terms of charge density, ρ¯, and conductivity, σ¯:
ρ¯ = c+ − c− ; σ = c+ + c−, (2.7)
to allow for faster numerical convergence and accuracy. e diusivity is assumed to be
D = 0.5 (D+ +D−). (2.8)
By adding and subtracting the cationic and anionic forms for Eq. 2.1 and using D, the
three coupled equations that determine the species evolution and potential then become
∇2ψ = −e0ρ (2.9)
∂ρ
∂t
+∇ · (−D∇ρ−De0βσ∇ψ)+ u · ∇ρ = 0
∂σ
∂t
+∇ · (−D∇σ −De0βρ∇ψ)+ u · ∇σ = 0 .
Relevant dimensionless numbers based on these equations include the dimensionless De-




, h is the channel
height,U0 is the characteristic uid velocity,D is the species diusivity, and c∞ is the reservoir
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solute concentration. e velocity, U0, refers to the characteristic velocity that representative
of combined pressure-driven and electroosmotic ow in the channel.
2.1.2 Boundary Conditions
e rectangular, two-dimensional domain consists of an inlet and outlet and two charged,
impermeable walls. e boundary conditions are as follows:
n · (D∇ρ) |wall,outlet = n · (D∇σ) |wall,outlet = 0, (2.10)
ρ|inlet = 0 ; σ|inlet = 2c∞, (2.11)
u|wall = 0, p|inlet,outlet =
(
µ∇2u)n|inlet,outlet = 0, (2.12)
−n · (∇ψ) |wall = σw, ψ|inlet,outlet = 0 (2.13)
n · J|wall = 0, V |inlet = V0, V |outlet = 0, (2.14)
where σw is the channel wall surface charge.
2.1.3 Current rough the Channel
e conductivity in the channel can be expressed in terms of the species concentration
and velocity and has advective (σadv) and electromigrative (σmig) components,
σEC = σadv + σmig, (2.15)
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where σEC is the conductivity as dened in Equation 2.5, which, aer recasting concentration
and diusivity as in Equations 2.7 and 2.8, can be wrien as
σadv = − 1∇V Fuρ (2.16)
σmig = βe0FDσ, (2.17)
where F is Faraday’s constant. e current through the channel can then expressed as the
current density times the area,
I = 〈−σEC(x, z)∇V (x, z)〉hw, (2.18)
where h is the channel height (in the z−direction,w is the out-of-plane width of the channel,
x denotes the axial variation, and the angle brackets, 〈〉, denote the area-averaged value of the
contained variables. Note that ρ is generally much smaller than σ, meaning the electromigra-
tive component of conductivity generally dominates. e only case in which the advective
conductivity contribution is substantial is when the EDLs overlap considerably (for very low
concentrations or small channels).
2.1.4 Solution Methodology
e equations and associated boundary conditions are solved in a 2D nite element do-
main using COMSOL v4.4 (COMSOL, Inc., Stockholm, Se). adratic elements are used in
solving for the electric potential and ionic potential, and linear elements are used for velocity
and pressure elds. e mesh is rened adaptively in the Debye length near the charged wall
such [69]. In the EDL, there were at least 20 elements per Debye length to ensure proper
resolution of large potential and concentration gradients near the wall. Elements increase in
size further from the wall to allow fewer elements to be used. Note that all equations were
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solved dimensionally as in Equation 2.9. An electric potential of 200 V is applied through the
channel, yielding a nominal electric eld of 40 kV/m. KCl is used as the background elec-
trolyte, with the diusion coecients of K+ and Cl− equal to 0.5 · (1.96 · 10−9 + 2.03 · 10−9)
m2/s.
2.2 Materials and Methods
Materials All nanochannel devices were designed and custom fabricated in fused-silica
wafers using conventional MEMS processing techniques. Briey, straight designs were pat-
terned with photolithography techniques, etched using wet chemical processes, and bonded
to top wafers with drilled inlet and outlet ports via fusion bonding [46]. e nal channel
dimensions were 5 mm long, 5 µm wide, and 100 nm deep.
Chemicals and Reagents For all experiments, I diluted sodium tetraborate (Sigma Aldrich,
Inc.) using de-ionized ltered water at 18 MΩ cm−1, provided by a Millipore Milli-Q Gradient
ltration system to 100 mM at pH 9.2. Next, stock solution was diluted to concentration of 1,
9, 10, and 50 mM. KCl was not used in experiments because it does not have buering capacity
to mitigate potential pH gradients due to wall deprotonation or electrochemical reactions at
the electrodes. Since this is highly undesirable, I used a buered solution for experiments.
Borate buer has been found, through other experiments [70], to match closely with KCl in
terms of observed EOF velocity, if ionic strength is matched. erefore, the time of arrival
of the experiments will match that of the simulations when using a reasonable guess for the
surface charge in the model. e current was matched using a multiplicative factor to convert
sodium tetraborate to KCl using mobility values from literature [71] such that borate buer
and KCl have the same conductivity at the same ionic strength.
20
Apply Voltage, Measure Current Chapter 2
Current Monitoring We performed current monitoring (CM) experiments as described in
detail elsewhere [42], in which, we lled one reservoir (the positive voltage reservoir) with a
background electrolyte (BGE). en, we applied 50 V via platinum electrodes placed within
each uid reservoir of the device using a high voltage sourcemeter (Model 2410, Keithley)
to generate constant electroosmotic ow. Aer applying voltages, the system equilibrated
within about 15 minutes, aer which we removed liquid from the positive voltage reservoir
and replaced it with BGE at the target concentration. We monitored the rise in current over
time using an electrometer (Keithley 6517a, Keithley) controlled with Labview.
As the BGE of higher concentration enters the channel and migrates from the positive well
towards the intersection, the current increases at a constant rate. e length of the channel
divided by the duration of this initial transient is a direct measurement of area-averaged ve-
locity.
2.3 Results and Discussion
2.3.1 Current Monitoring with nite EDLs and γ ∼ 1
When γ ∼ 1, there are negligible conductivity changes through the channel, so the axial
electric eld within the channel can be approximated as being constant. is also implies that
there are no induced pressure gradients, so that the resulting CM curves are linear and one
can simply use the Helmholtz-Smoluchowski equation, Equation 2.4, to solve for the mean
zeta potential [61] [40] [42]. is is demonstrated in Figure 2.1, which shows a numerical
simulations of normalized current versus normalized time of a 10 mM KCl solution displacing
a 9 mM KCl solution in microuidic channels of three dierent channel heights superimposed
with this simple, linear equation. Note that for thin EDL systems, normalized current as a
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, 0 < t < tHS (2.19)
I/I0 = 1, t > tHS
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where tHS, the normalized time, is the channel length, L over the HS velocity, σ∞ is the bulk
conductivity of the displacing solute, and 〈ζ〉 is the height-wise averaged zeta potential for
the displacing and displaced solutes. Note that there are extremely small dierences between
the numerical simulation and theory for the for 100 µm and 10 µm cases most likely because
the numerical simulation solves the exact time dependent solution displacement problem ac-
counting for the small dierences in the electrolyte conductivity, which will induce very small
pressure gradients.
Also note that the above theory does not match simulation or experiment for the case
of nite electric double layers within the channels, which occurs in the case with 100 nm
channels. Here, EDL thickness is approximately 10% of the channel height, and therefore,
there will be a larger overall current due to the extra conductivity within the EDL [44]. Fur-
thermore, the HS velocity is not constant; instead, it is non-uniform throughout the channel,
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Figure 2.1: Current versus
time for 100 nm, 10 µm,
and 100 µm channels in
which 10 mM KCl displaces
the 9 mM KCl present in
the channel with a sur-
face charge of −10 mC/m2.
e nanochannel current
is greater than microchan-
nel current, but simulations
match nanochannels exper-
iments well.
resulting in a lower area averaged velocity and thus longer time-to-arrival [44]. However,
since γ ∼ 1, the current versus time curve is still linear, and the following normalization ac-
counts for the eects of both the added current and longer time scale in a nanochannel (NC),
enabling direct comparison between micro- and nanochannels:
I0,NC = σ∞E0 h w + 2〈σ)EDL〉E0 (3λD)w
≈ (2βe0FDc∞)E0 w· (2.22)
(h+ 3 〈(exp(−βe0ψ) + 1)〉λD) , (2.23)






−E0〈ζ − ψ〉 , (2.24)
where I0,NC and tHS,NC account for the conductivity contribution in the EDL, as well as for
the nonuniform transverse potential distribution and resulting slower area-averaged velocity
prole. Although the time normalization ultimately yields the appropriate ζ-potential, I0,NC
may still not scale perfectly unless the extra conductivity in the denition of γ is considered.
In reality, numerical methods must be used to solve for ψ accurately, and therefore, the
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above relations are dicult to use in practical scenarios. However, one can estimate the size
of the EDL as 3λD, where λD is simply a function of concentration [45]. In Figure 2.2a, the
ratio of normalized current in a nanochannel to that in a microchannel as a function λD/h is
ploed using a numerical solution to the following equation:
I0,NC/I0 = 1 +
3λD
h
(〈exp(−βe0ψ)〉+ 1) . (2.25)






1.567 · 104σw + 50
)
, (2.26)
with anR2 value of 0.9997. is relation exhibits quadratic dependence with respect to λD/h
as well as a ing function with linear dependence on surface charge, for typical surface
charge values of −5 to −50 mC/m2. Note that at small ratios of λD/h this equation is simply
1. is new normalization can be used for all current monitoring curves when γ ∼ 1; as long
as the surface charge of channels is known. Although typical values for microchannels in
literature are between −5 and −50 mC/m2 [72], it is hard to know the exact value without
repeated experimentation. erefore, I show in Figure 2.2b the percentage error if I compare
results with an arbitrarily chosen, typical value of−10 mC/m2. For λD/h < 0.015, the change
is negligible, and this assumption can work over all systems. However, as the EDL thickness
increases, for example greater than 1.5 nm for a 100 nm channel, this assumption breaks
apart due to the quadratic dependence of λD/h on current. e absolute value of current is
not as important as the time to arrival to determine the ζ potential of a system. erefore,
it behooves us to not only look at the correct normalized time, but also the percent error if
arbitrarily choosing a surface charge.
Figure 2.2c shows the normalized time versus λD/h. is normalized time can be wrien
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Figure 2.2: (a) Normalized current, (b) percent change in current compared with−10 mC/m2,
(c) normalize time, and (d) percent change in time compared with −10 mC/m2 versus the
ratio of Debye length to channel height. Current and time approach unity as λD/h → 0.
However, as λD/h increases, the EDLs are a larger part of the channel, and thus these values
increase. We plot ve dierent values of surface charge, and although the current value can
change signicantly, the percent change is minimal over all surface charges for time, which






e area-averaged potential dierence, 〈ζ − ψ〉 is calculated numerically. Similarly to nor-






292.2σ2w + 30.49σw + 2.352
)
, (2.28)
giving linear dependence on normalized time as a function of λD/h and a ed quadratic
dependence as a function of surface charge with R2 = 0.9973.
We note that as the EDL grows, the displacing solute arrival time increases because thicker
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EDLs correspond to a more nonuniform velocity prole and thus lower area-average velocity.
However, similarly to current, as shown in Figure 2.2d, the percent change in arrival time for
a surface charge dierent than −10 mC/m2 shows a dierence of < 5% even at large λD/h.
erefore, even though the current may be much higher than expected, the time to arrival
can still be used with the new scaling and t to determine the zeta potential of the channel.
is time to arrival is key since one can solve for ζ-potential using the CM method.
To prove that these relations are in fact valid, I performed CM experiments in nanochan-
nels as described in Section 2.2. Superimposed on the nanochannel simulation curve in Fig-
ure 2.1 are experimental data from 100 nm custom fabricated nanochannels. Not only do
experimental data and simulations match well, but this relation can be used to solve directly
for ζ-potential, without using the simulation data and instead using the function above. To do
so, I simply take the actual time-to-arrival (note that in Figure 2.1 I divided by the HS velocity)
and divide by the relation in Equation 2.28, to get the HS time as if in a microchannel. en,
I use the relation ζ = − Lµ
 E0 tHS,NC
to obtain the ζ-potential. In this case, doing so, and assum-
ing a surface charge of −10 mC/m2, I get a ζ potential of −41.8 mV. Note that this is what
I usually measure in custom fabricated microchannels of the same salt concentrations [62],
although the zeta potential will vary with surface charge and λD/h as shown in Figure 2.3.
2.3.2 Monitoring with High γ
When γ  1, non-uniform electric elds due to the conductivity dierences give rise to
internal pressure gradients [65]. ese internal pressure gradients arise to satisfy continuity
and increase dispersion in the channel, highly aecting the shape of the resulting solution
displacement curves. One representative set of curves for γ = 50 is shown in in Figure 2.4.
Note that the shape of the curve is dependent on the height of the channel, not just the
concentration ratio.
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Figure 2.3: Expected zeta-potential vs λD/h for dierent surface charge values. For thicker
EDLs, the expected zeta potential will vary signicantly depending on the predicted surface
charge; however, this is still captured in the model.
Dispersion occurs under the combined eect of molecular diusion and the nonuniform
velocity prole that can exist within a system [73]. Dispersion coecients have been accu-
rately solved for over a wide range of proles analytically using the Aris method of moments
equations, as well as numerically [74], [75]. Although some have looked at dispersion due
only to EOF, pressure-driven ow is the primary component contributing to Taylor disper-
sion for high γ, and is fairly well characterized [76] [77] [78] [79] [80]. Furthermore, in
microuidics, many have looked specically at Taylor-Aris dispersion in systems with non-
uniform pressure gradients with and without nite double layers [47] [81] [48]. Some have
also studied dispersion in the pure convection regime within microchannels [82]. Dispersion
was deduced from a result of the numerical simulation, which simultaneously solved Poisson-
Nernst-Planck and Stokes equations. Since these underlying equations have no closed-form
solution in the case of a nanochannel, an equation for dispersion (as in the method of moments
by Taylor) cannot be easily derived.
All studies mentioned have focused only on one particular regime of dispersion (Taylor,
Taylor-Aris or pure convection). However, typical operation of CM in microuidic channels
can allow for several dierent regimes of dispersion within the same experiment, based on
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Figure 2.4: Experiment, COMSOL simulation, and theoretical current monitoring for high
γ ratio congurations. A comparison of COMSOL simulations performed using dierent
channel heights for which 50 mM KCl displaces 1 mM with a surface charge of−10 mC/m2
is shown in (a). ese are normalized by I0 and tHS. e 100 nm channel has higher relative
current because of the nite EDLs and also takes longer to reach a steady state current. Next,
in (b), I compare experiments conducted in a 100 nm channel under the same conditions as
in (a) and the 100 nm COMSOL simulation. ese curves show excellent agreement. Finally,
existing literature theory and experiments are directly compared with COMSOL simulation.
As expected, the simulation captures all the dispersion eects and matches the experiment
more accurately than the previous theory.
the extent of the non-uniform gradients. Figure 2.5 shows regimes investigated both theoret-
ically and experimentally, typical of experimental microuidic systems, superimposed with
the classic Probstein dispersion map [2]. e circles in the gure represent the highest pos-
sible Pe number for a given channel height, where Pe is dened using Hagen-Poiseuille ow










except for the case of the nanochannel, where I add dispersion due to the nonuniform elec-
troosmotic ow prole [78]. e internal pressure gradients that develop at high γ are the
28
Apply Voltage, Measure Current Chapter 2
driving mechanism behind the nonuniform velocity prole, and the doed lines correspond to
decreasing γ, down to one, when the induced pressure becomes negligible, and the associated
pressure-driven ow component of velocity is zero, as seen in Section 2.3.1. As the interface
moves through the channel, the pressure gradients and therefore Pe vary spatiotemporally,
thereby causing the solute to experience dierence dispersion regimes depending on the time
and channel position.
Figure 2.5: is gure, adapted
from Probstein [2], shows the
dierent regions in which the
role of diusion, dispersion,
and convection vary in impor-
tance. e black circles show
the Peclet number under the
case of maximum total ow,
maximum pressure-driven ow
combined with underlying EOF,
found in the channels obtained
when simulating the largest γ.
e blue stars show the case of
uniform EOF when γ ∼ 1. e
doed lines demonstrate that,
for purely uniform EOF, there
will be no dispersion, leading to
neglible Pe.
Figure 2.4a shows CM curves for three dierent channel heights, spanning the range
of dispersion regimes. To validate the simulation, I performed CM in a nanochannel (Fig-
ure 2.4b), as well as reploed data from [63] in a microchannel (Figure 2.4c). e nanochan-
nel experiment matches the simulation well, and the simulation matches the microchannel
experiment well. In fact, the simulation is a much closer match than the previous theory used
because dispersion was neglected. Note that even though the two dierent experiments are
in widely varied dispersion regimes, the simulation can capture the data well.
To explain why the CM curves look the way they do, Figure 2.6 shows representative con-
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tour plots all at the same normalized time (the actual simulation time divided by the average
HS time for both concentrations) of 0.54 for the 100 nm channel (a), 10 µm channel (b), and
100 µm channel (c). e 100 nm channel is in the convective diusion regime, 10 µm is in
the Taylor-Aris regime, and 100 µm is between Taylor-Aris and pure convection (Figure 2.5.
Also, in the 100 nm channel, the largest observable transverse concentration gradient occurs
in the double layers, which is why in this case EOF contributes to convective dispersion. As
the concentration ratio increases, the double layers become thinner, but because the channel
height is so small, transverse diusion will dominate over advection, and diusion generally
dominates over any sort of dispersion. In the 10 µm case, transverse diusion is still much
faster than advection, however, there is more dispersion due to PDF at high concentration
ratios than in the nanochannel case because the channel height is larger. is dispersion is in
the Taylor-dispersion regime, and therefore is well-mixed in the transverse direction of the
channel, and has the smallest transverse concentration gradients.
Figure 2.6 shows that the 100 µm channel has the most convective dispersion, meaning
that there exist large transverse concentration gradients due to the PDF within the channel.
In this scenario, since the Pe is in general larger, there is not enough time for transverse
diusion to occur, allowing the parabolic PDF prole to remain visible in Figure 2.6. is in
itself explains the CM prole in Figure 2.4a. e curve shows that at small time, the current is
actually larger than the 10 µm case, presumably due to the forward pressure gradient causing
higher concentrations to come forward. However, midway through the channel, this behavior
changes because axial dispersion is so great that the time to actually reach the nominal current
is greater.
I can further explain the CM plots through Figure 2.7, which plots normalized time of
arrival versus γ for the higher concentration ratios of γ = 10, 20 and 50. Here, I normalize
the time by tHS, where tHS takes into account the average ζ-potential for each concentration
ratio. is gure shows the important components of Figures 2.4 and 2.6 across the range
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Figure 2.6: is gure presents a color map of KCl ionic strength in the channel for the
normalized time step of 0.54 for the 100 nm channel (a), 10 µm channel (b), and 100 µm
channel (c), where 50 mM KCl displaces 1 mM. Ionic strength is used to represent the front
even though the front is composed of both cations and anions. Because electroneutrality is
maintained in the bulk of the channel, both species exist in the same conguration; however,
in the EDL there are excess cations and a depletion of anions. e most dispersion occurs in
(c), where PDF is greatest.
of concentration ratios. e 100 µm channel has the largest time to arrival, which can be
aributed to the highly convective behavior dominating transverse mixing. Both the 10 µm
channel and 100 nm channel time to arrival is shorter than for the 100 µm channel. For these
two cases, the time to arrival actually decreases with concentration ratio because Taylor dis-
persion allows the channel to be well-mixed in the transverse dimension, meaning that axial
dispersion can allow for the plug to reach 99% before it would had there not been disper-
sion. e time to arrival is still always greater for the nanochannel case relative to the 10
µm channel because of the retardation of ow due to EOF in the low concentration regime.
As γ increases, the time to arrival for the nanochannel approaches that of the microchannel
because the eect of EDL thickness decreases (higher concentrations mean smaller double
layers).
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Lastly, an important consideration is knowing when the theory fails. I assumed small,
monovalent electrolytes, and a continuum relation between surface charge and zeta potential.
is will break down when using high wall surface charges (over 200 mV), large polyvalent
ions that may cause charge inversion, and systems that may exhibit concentration polariza-
tion. However, for the bulk of microuidic system where small ion buers in concentrations
between 1− 100 mM are being used, my results are accurate for CM curves with both nite
EDLs and high concentration ratios. e eective dispersion may be also be underestimated
because of the presence of channel side walls in actual, physical systems [67]. For the mi-
crochannel case with thin double layers, the side walls do not aect the dispersion in the time
regime investigated. However, for the 100 nm channel, the nite double layers and width
to height ratio produce an expected dispersion coecient at most six times larger than for
parallel plates. erefore, three-dimensional simulations would be required to fully capture
the side-wall dispersion, but a two-dimensional approximation remains within an order of
magnitude.
Figure 2.7: is shows the normalized time at which the current reaches 99.9% of the nal
value for high concentration ratios. e induced dispersion severely skews the arrival time,
especially for the Taylor dispersion-dominated 10 µm channel.
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2.3.3 Conclusion
e solution displacement technique is a quick and easy experimental method to solve
for the ζ-potential in a micro- or nanouidic channel. However, nite double layers and large
concentration gradients can lead to inaccuracies of measurement. In this chapter, I explore
these discrepancies both theoretically and experimentally, and accurately show dierent dis-
persion regimes of practical microuidic systems due to spatial conductivity gradients. ese
dispersion regimes lead to dierent shapes of current monitoring curves. In addition to ex-
plaining the dierent regimes of CM, I also present guidelines with which to predict accurate
zeta potential even with nite double layers.
Reprinted from Ref. [66] with permission from Springer.
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Chapter 3
Using eory to Enhance Experimental
Understanding
3.1 Introduction
Deep theoretical understanding of experimental micro- and nanouidic systems has guided
the design and optimization of breakthrough innovations in our eld. For example, Torrie and
Valleau [83] observed charge inversion in the electric double layer (EDL) using Monte Carlo
simulations in the 1980’s, which has furthered the experimental understanding of the electric
double layer [58] [84]. More recently, experimentalists [85] have taken advantage of similar
Monte Carlo simulations to beer understand ion-selective nanochannels. is optimization
of experimental systems through theoretical analysis contributes signicantly to the eld, but
it is the ability to further use that theory for the predictive design of systems that can truly
motivate scientic endeavors. For example, recent Molecular Dynamics simulations shed
light on conned heterogeneous surface charge systems [86], showing potential for active
electroosmotic ow control. is novel, active control can be predictively tailored for real-
time ne manipulation of single charged species for biological diagnostic applications [87].
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Such predictive modeling can spark genuinely innovative breakthroughs and ll in as-yet
misunderstood nano-scale electrochemical processes.
is section describes my role in utilizing theory to beer understand initial experimental
results. Over the last ve years, I have collaborated with experimentalists in the lab to further
their innovations and understanding of their systems through my background in modeling
of electrokinetic micro- and nanouidics. e rst project exploited the high surface area
to volume ratio of nanouidics to prove the validity of all-electronic DNA sensing based on
DNA-induced nanochannel conductivity due to changes in apparent surface charge [88]. Dr.
Pete Crisalli synthesized all compounds and performed all experiments. I produced a model to
predict the change in nanochannel conductivity with changes in surface charge due to DNA
adsorbed to the modied surface. Second, DNA hybridization and reaction thermodynam-
ics were investigated experimentally in microchannels under varying electrolyte and DNA
species conditions by Dr. Tom Wynne [4], as well as under the eect of nanoconnement by
rotation student Yanxian Lin and graduate students Joe de Rue and Alex Downs [89]. Again,
I modeled the system using the convective-diusion-reaction equation and extract parame-
ters by matching simulation results with experimental data. Lastly, Josh Loessberg-Zahl, an
undergraduate student, observed a standing isotachophoretic-like front between Ru(bpy)3Cl2
(which causes ow reversal) and MgCl2 in 100 nm silica nanochannels, which we were able
to successfully model [90]. is exciting project showed that it is possible to produce a non-
dispersive standing front by tuning the ion mobilities and surface charges appropriately. Here,
I performed nanochannel current monitoring experiments to obtain zeta potential values for
dierent electrolytes as well as aided in the modeling and elucidation of observed phenom-
ena. Overall, I have had the privilege to work with fantastic scientists toward a mutual goal
of understanding nanouidic electrokinetics. e remainder of this chapter describes these
bodies of work, DNA detection in nanochannels, DNA hybridization under non-equilibrium
conditions in micro- and nanochannels, and the eect of complex ionic species on uid ow
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in nanochannels.
3.2 Label free detection of nucleic acids by modulating
nanochannel surfaces
In this work, we developed surface-modied 100 nm silica nanouidic channels whose
solution conductivity changes upon exposure to single- or double-stranded DNA. rough
careful monitoring of both electromigrative and advective current in the channel, we can
detect nanomolar concentrations of DNA. ese results can be exploited for inexpensive, all-
electronic DNA sensors. [88]
Facile detection of nucleic acids is important for rapid screening for pathogen detection
[91]. While various methods exist, most require the addition of a labeling reagent for detec-
tion, oen via a spectroscopy [92] [93]. Such methods, however, are not ideally optimized
for point of care detection, as use of laboratory instrumentation is required for a sample as-
say. Alternative methods for specic sequence detection become even more laborious, as
introduction of radiolabels or the need for gel electrophoresis increases the time, skill, and
materials needed for detection [94]. Electric methods represent unique alternatives for simple
detection of biological components [95], particularly with the expansion of nanopore tech-
nology for complete label-free nucleic acid sequencing [96]. Ideally, simple devices should
be capable of utilizing DNA interactions with surfaces to initiate changes in electronic prop-
erties measured through change in current, potentially eliminating the need for laboratory
instrumentation and improving point-of-care detection [97]. However, these approaches of-
ten require addition of a reporter tag to at least one nucleic acid or the need for highly specic
surfaces and transition-metal containing buers for optimal changes in current upon sample
exposure [98].
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Nanouidic devices oer an alternative means of analyte detection based upon the unique
properties inherent to nanochannels. In general, because of the large surface area to vol-
ume ratio, the surfaces of nanouidic channels or pores can be exploited for all-electronic
biomolecular sensing [97]. ere are a couple of mechanisms that allow for such sensing, the
rst being the fact that large biomolecules can actually clog the channel or pore, changing the
resulting measured current, as is the case for nanopore sequencing [96]. Alternatively, the
addition of biomolecules to the surface in a nanoconned system can change the potential on
the wall or surface, thus the resulting ionic conductance of a buer interacting with it [97]
[99].
While nanopore and nanomembrane detection approaches show great promise, they also
display diculties in precise, repeatable, and inexpensive preparation. Planar nanouidic
channels, however, have already shown excellent repeatability via commonly used glass fab-
rication methodology and properties of the nanouidic wall have been well examined [72]
[100] [53]. Moreover, nanouidic devices present great advantages in portability and decrease
in sample consumption as channel volumes are in the low picoliter range.
3.2.1 Experimental Setup
Combining these properties, we aimed to develop a simple glass-fabricated planar nanou-
idic assay to detect nucleic acids without added reagents, only monitoring changes in mea-
sured current through a modied nanochannel upon sample DNA exposure (Figure 3.1). To do
so, we use our recently developed model to solve for electromigration and advective current
within the nanochannel with varying surface charge [72]. As shown in Figure 3.2, for a 16
mS/cm buer (the measured value for phosphate buered saline employed in experiments),
surface potential aects measured conductivity drastically for smaller channels because of
the relative contributions of advective and electromigration current [44] [45]. Note that for
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larger channels with thin electric double layers (EDLs), the value of zeta potential does not
aect the measured conductivity within the channel, making it impossible to measure dier-
ence in such channels. We exploit this feature of nanouidic channels to detect biomolecular
surface aachment.
Figure 3.1: (A) Experimental
setup for 100 nm height fused
silica nanouidic channel
connected to a sourcemeter
(Keithley 2410). (B) Inter-
actions of aminosilanized
nanouidic wall with buer
components. (C) Interactions of
aminosilane/dsDNA adsorbed
nanouidic wall with buer
components.
We therefore designed a simple nucleic acid sensor by measuring specic changes in
the surface potential upon interactions with nucleic acids, using 25 base ssDNA and dsDNA
oligomers as examples. We measured phosphate buered saline in either 100 nm or 89 nm
nanouidic channels with a sourcemeter (Keithley, 2410) at a constant voltage (+600 V) be-
fore and aer sample exposure, and detected the presence of surface aached nucleic acids
through changes in the current. Moreover, surface potential at the wall determines direc-
tion of ow [72], allowing detection through simply observing direction of ow (i.e. positive
current) before and aer sample incubation. e initial design selectively formed dsDNA at
the wall of a 100 nm height nanochannel by performing surface modication to incorporate
ssDNA and allowing for subsequent hybridization of the complimentary sequence. e for-
mation of dsDNA at the wall decreases the zeta potential of the channel wall, providing readily
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Figure 3.2: Channel conductivity as a function of zeta potential for 89 nm, 100 nm, and
20 µm channels. In all cases, as the zeta potential increases, the conductivity increases.
For the microchannel, the EDL contribution to conductivity remains minimal, while for the
nanochannels, the EDL contribution increases substantially. Note that the conductivities
are higher in a shallower channel because a higher percentage of the channel is taken up by
the EDL. Using this model, we can estimate the change in surface potential due to surface
modication.
observed changes in measured current as long as the channel is small enough (Figure 3.2).
Amine modication was performed by lling a dry channel with a 4% (v/v) solution of
3-(aminopropyl)trimethoxysilane in 18 MΩ MilliQ water followed by overnight incubation
and washing with water. Successful modication was conrmed by an increase in the mea-
sured current from a typical average of 92 ± 3 nA (−75 mV surface potential) for unmod-
ied nanochannels to 101 ± 2 nA (+100 mV) for the amino modied nanochannels [72].
As noted by the surface potentials calculated, amino modication induced charge inversion
of the surface to a positive charge (at pH 7.4 used), changing the direction of ow, consis-
tent with previous work.[99] e amino modied surface allowed for channel wall aach-
ment of 5’-amino modied DNA 25mer (5’-NH2-TTTTTTTTAGCACGTATAGTTTT-3’) via
bis(sulfosuccinimidyl)suberate, (BS3) crosslinking, conrmed by a decrease in the measured
current to 85 ± 4 nA (+60 mV) as the negatively charged DNA partially screens positively
charged amino groups. Subsequent incubation with 5 µM of complimentary DNA 25mer
(5’-AAAACTATACGTGCTAAAAAAAA-3’) for three hours in hybridization buer (70 mM
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Tris borate, 10 mM MgCl2, pH 7.55) followed by washing increased the measured current of
PBS an average of 64% (to 139± 12 nA), while unmodied channels displayed no signicant
change in current upon incubation with ssDNA or dsDNA. e large increase in current for
ssDNA modied surfaces was accompanied with a change in surface potential from positive
to negative (Figure 3.3). Modication of the nanochannel wall with a DNA sequence noncom-
plimentary to incubated ssDNA increased the current by 40% as well as created a negatively
charged surface, indicating some background interactions derived from the BS3 surface. We
conrmed DNA hybridization in channels by using a 5’-uorescein labeled complimentary
strand.
Figure 3.3: Change in calculated surface potential of 100 nm tall nanochannels aer incuba-
tion with 5 µM ssDNA or dsDNA. Red bars indicate negative surface potential throughout,
green bars indicate positive surface potential throughout, and purple bars indicate change
in surface potential from positive to negative aer DNA exposure.
Importantly, similar experiments in an ssDNA modied 20 µm microchannel displayed
negligible change in current (−0.4%), indicating importance of the nanochannel to induce
large alterations in current properties. As seen in Figure 3.2, the larger microchannel di-
mensions make calculations of surface potentials more dicult as bulk ow is the leading
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determinant of current.
We next examined the interaction of ssDNA with an amino modied surface only, as
we anticipated nonspecic interaction of the negatively charged phosphate backbone with a
positively charged surface [99] [101]. Incubation of ssDNA with an amino modied channel
displayed a decrease in measured current (101 nA prior to incubation, 89 nA aer, −12%)
due to nonspecic adsorption of the ssDNA to the channel wall, but not suciently enough
to negatively charge the surface (surface potential decreased from +100 mV to +38 mV, see
Figure 3.3). Washing the channel with Tris-EDTA buer (TE buer, pH 7) removed some
adsorbed ssDNA from the channel wall, as the current increased to 97 nA (surface potential
of +88 mV). Re-incubation of 5 µM ssDNA in the same channel now provided the same
current and surface potential, indicating that the surface had become saturated with ssDNA.
Upon incubation of a solution of annealed dsDNA, however, the channel displayed not only
a moderate increase in measured current of PBS but also re-inversion to a negatively charged
surface (+71 mV to −119 mV), indicative of considerable adsorption of dsDNA to the amine
surface.
We performed considerable experiments using just aminosilane/BS3 modied channels
(without adding ssDNA to the channel wall) and found considerable binding of both ssDNA
and dsDNA at low concentrations. However understanding and modelling this surface is
inherently dicult when considering the variety of possible reactions between BS3 and a
simple amine surface. us, further experiments with simple amino modied surfaces were
performed to beer model and understand its capability as a general sensor platform for
single- or double stranded DNA. Previous studies of ssDNA interaction with amino modied
30 nm nanochannels had shown changed wall properties at high concentration of ssDNA in-
cubation and our initial results indicated dierences between ssDNA and dsDNA interactions
at the channel surface. For these experiments, 89 nm height nanochannels were prepared us-
ing standard fabrication procedures and amino-silanization, then exposed to increasing con-
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centrations of ssDNA or dsDNA. When measuring the current and calculating the resulting
surface potential, dierences between ssDNA and dsDNA behaviour were notable at 500 nM
and 5 µM samples (Figure 3.4). Low concentrations (5 nM and 50 nM) of ssDNA or dsDNA
changed measured current only slightly, keeping a similar or slightly lower positive surface
potential. Incubation of 500 nM ssDNA created detectable changes in measured current (11%
increase), and, more interestingly, generated channels with bidirectional ow (Figure 3.4).
ese channels were subsequently exposed to 5 µM ssDNA but surface saturation was evi-
dent from 500 nM exposure. 500 nM was also the threshold for altering surface properties
with dsDNA, with surface changing from +88 mV to −113 mV, but this is a signicantly
higher than the threshold for BS3 (where changes in channel properties were observed at 5
nM dsDNA incubation).
Figure 3.4: Change in calculated surface potential of various amine modied nanochannel
surfaces aer incubation with variable concentration of ssDNA or dsDNA. Green bars in-
dicate positive surface throughout, purple bars indicate change in surface potential from
positive to negative, and blue bars indicate bidirectional ow (positive and negative surface
potential) aer DNA exposure.
To further conrm that interactions of the amino modied surfaces were specically be-
cause of ssDNA or dsDNA, we degraded a dsDNA sample with DNase and then incubated
the resulting reaction mixture in unmodied or amino modied channels. ese experiments
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showed negligible change in measured current for both an unmodied channel (−0.55%)
and an amino modied channel (1.2%). Importantly, inverted charge and direction of ow
was maintained in the amino modied channel, indicating lile to no non-specic adsorp-
tion of nucleotides. Consequently, re-inversion in charge and changes in measured current of
amino modied nanochannels are specically the result of oligomers of ssDNA and dsDNA
as opposed to interaction with nucleotides or small ions in general, providing promising early
results for nanouidic channels as label-free nucleic acid sensors. Performing the same ex-
periment with a BS3 modied nanochannel displayed unstable current values, indicating this
surface may be sensitive to nucleoside mono-phosphates with a dierent wall interaction than
oligonucleotides.
3.2.2 Discussion
In total, there are 5 regimes possible for interactions of nucleic acids at the channel wall
that will subsequently change the nanochannel wall surface potential. First is simply no in-
teraction with the channel wall, as observed with unmodied channels (via charge repulsion)
or dilute concentrations of ssDNA or dsDNA, where minimal change in current was observed
and surface potential maintained. Next, minimal interactions between the nucleic acid and
the surface can occur, most likely where the nucleic acid is not bound tightly, observed by a
decrease in the measured current whilst maintaining direction of ow (for example, in cases
of ssDNA in 100 nm amino modied channels). Alternatively, a greater degree of interaction
with adsorbed DNA provides change in the direction of ow but results in reduced measured
current. When sucient DNA is present with the appropriate wall, high binding will occur,
increasing the current and inverting charge, as seen in ssDNA modied channels interacting
with the complimentary sequence to form dsDNA at the wall or high concentrations of ds-
DNA non-specically adsorbing to amino modied nanochannels. Finally, bidirectional ow
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can be aained, although understanding this surface (as seen in ssDNA with aminosilanized
channels) is dicult and may be the result of zwierionic or net neutrally charged surfaces.
While our initial experiments conrmed the ability of the system to serve as a non-specic
sensor for nucleic acids via negatively charged phosphate backbone interactions with a pos-
itively charged (aminosilanized) nanochannel surface, we still sought to have specicity. To
this end, we adopted a dierent surface functionalization, namely azidosilanization. Cou-
pling this surface to copper-free click chemistry for beer DNA aachment, we theorized
that improved specicity could be aained. Indeed, successful azidosilane modication af-
forded reduced surface potential as conrmed by the low measured currents. Subsequent
reaction with 5’-DBCO modied DNA increased the negative surface potential (as DNA was
selectively aached to the surface by this reaction) using a known sequence for PCR based
detection of Ebola (5’-DBCO-CAAGAAATTAGTCCTCATCAATC-3’) [102]. Exposure of the
resulting ssDNA surface modied nanochannels to 5 µM of a complimentary DNA sequence
(5’-FAM-GATTGATGAGGACTAATTTCTTA-3’) increased the measured current modestly
(3.5 ± 0.8%) while the calculated surface potential decreased by 11 ± 3 mV, indicating a
further negative potential at the surface based upon dsDNA formation. Importantly, negative
controls resulted in reduced changes in both the measured current and calculated surface po-
tential. When ssDNA modied surfaces were incubated with a mismatch sequence (5’-FAM-
AAAACTATACGTGCTAAAAAAAA-3’), the current increased by 1.6 ± 0.5% as indicated
by a change in the calculated surface potential of only −6 ± 2 mV. is indicates that al-
though there is likely some nonspecic adsorption of the mismatch to the negatively charged
channel surface, it is considerably less than when using an aminosilane modied surface and
indicates considerably greater repulsion of nucleic acids by the azidosilanized surface. is
was experimentally conrmed by incubating the complimentary DNA oligonucleotide inside
a nanochannel modied to contain only an azidosilane surface (no ssDNA surface modica-
tion). Similar to incubation with a mismatch sequence, the measured current changed by only
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2± 1% indicating a change in the surface potential of −5 mV. ese results cumulatively in-
dicate the ability for azidosilanization of a nanochannel wall and subsequent strain promoted
click chemistry to allow for a moderately negatively charged surface that can become more
negatively charged upon recognition of a complimentary sequence, reducing our concerns
for an aminosilanization approach.
3.2.3 Conclusions
Our experiments conrm the capability of nanouidic channels to be used for detection of
nucleic acids. While microchannels show virtually no change in properties upon nucleic acid
interactions at the channel wall, considerable changes in properties can be aained in 100 nm
or smaller nanochannels based upon the modications made to the nanochannel wall. Im-
portantly, ssDNA and dsDNA generate dierent properties upon adsorbing to aminosilanized
channels, while employing azidosilanization and click chemistry can greatly reduce nonspe-
cic adsorption while still providing measurable changes for a perfect compliment. ese
results provide the basis for future nanochannel wall modications to optimize changes in
surface properties upon binding of nucleic acids, and future eorts will be made to allow for
single nucleotide resolution of binding biologically important sequences to DNA wall mod-
ied nanochannels and simple label free detection using an all-electronic approach. Future
designs incorporating neutral (or near-neutral) surface modications and uncharged nucleic
acid derivatives (e.g., PNA, morpholino DNA) are likely to provide increased sensitivity to
change in surface potential while reducing nonspecic adsorption based upon charge pairing
[97] [98] [103].
Reproduced from Ref. [88] with permission from e Royal Society of Chemistry.
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3.3 Hybridization ermodynamics of DNA Oligonucleotides
during Microchip Capillary Electrophoresis
As described in Section 1.2, Capillary electrophoresis (CE) is a powerful analytical tool for
performing separations and characterizing properties of charged species. For reacting species
during a CE separation, local concentrations change leading to non-equilibrium conditions.
Interpreting experimental data with such non-equilibrium reactive species is non-trivial due
to the large number of variables involved in the system. In this section we develop a COM-
SOL multiphysics-based numerical model to simulate the electrokinetic mass transport of
short interacting ssDNAs in microchip capillary electrophoresis. We probe the importance of
the dissociation constant, KD, and the concentration of DNA, on the resulting observed mo-
bility of the dsDNA peak, µw by using a full sweep of parametric simulations. We nd that the
observed mobility is strongly dependent on DNA concentration and KD, as well as ssDNA con-
centration, and develop a relation with which to understand this dependence. Furthermore,
we present experimental microchip capillary electrophoresis measurements of interacting 10
base ssDNA and its complement with changes in buer ionic strength, DNA concentration
and DNA sequence to vary the system equilibria. We then compare our results to thermody-
namically calculated KD values.
3.3.1 Introduction
Capillary electrophoresis (CE) has been a workhorse tool to analyze the size, charge, and
mobility of chemical and biological species. CE has also been used to determine kinetic and
thermodynamic parameters, recently coined kinetic capillary electrophoresis (KCE), and de-
ned as a CE separation of interacting species.[104],[105] Drug-protein binding, for example,
has been studied experimentally and computationally using ve equilibrium methods of KCE;
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anity capillary electrophoresis (ACE), Hummer-Dreyer (HD), frontal analysis (FA), vacancy
peak (VP), and vacancy anity capillary electrophoresis (VACE) [106] [107] [108] [109]. Al-
though these methods give useful information about the equilibrium parameter KD, dynamic
parameters such as the rate constants (ko and kon) cannot be determined.
Non-equilibrium methods for KCE were introduced in 2002, most notably non-equilibrium
capillary electrophoresis of equilibrium mixtures (NECEEM).[104] Here, a plug of two react-
ing species in equilibrium enters the capillary, and electrophoretic forces drive the protein
and target in dierent directions away from the complex, thereby enabling the study of non-
equilibrium dynamics of the kinetic system. Okhonin et al. developed analytical solutions
for the determination of rate constants based on the ratio of electropherogram peak areas in
NECEEM,[105],[110] however these analytical solutions assumed forward reactions are neg-
ligible and are therefore neglected. Krylova et al. derived two parameters, slow-dissociation
parameter (SDP) and slow-recombination parameters (SRP), to test if assumptions used in
NECEEM analysis are valid.[111] Okhinin et al. developed numerical simulations and per-
formed experiments to determine rate constants ko and kon of protein-DNA interactions us-
ing plug-plug KCE where reactive analytes are injected sequentially separated by a small
amount of run buer so that the analytes electrophoretically move in opposite directions and
migrate through each other.[112] To date, only KCE systems where the unbound analytes
migrate in opposite directions relative to the bound complex have been investigated theoreti-
cally. However, other migration orders exist in nature, such as in the case of hybridized DNA,
where two complementary, negatively charged single strand (ss) DNA migrate in the same
direction relative to the double strand (ds) DNA. Recent micro- and nanouidic NECEEM
experiments with reacting DNA species ranging from 10nt to 100nt have shown the impor-
tance of channel size and ionic strength on separation as well as the importance of reaction
constants,[113] [114] [3] however these experiments lack a reliable model for the eects of
hybridization thermodynamics on transport. In the context of cycling temperature capillary
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electrophoresis of DNA, Laachi et al. derived a robust theoretical framework to describe the
denaturing and reannealing kinetics of DNA strands during a separation. [115] eir model
calculates mean velocities and eective diusivities to determine band broadening during
separations, taking into account binding kinetics and transport. However, it does not ad-
dress species that are fully resolved or allow for the determination of kinetic parameters from
experimental data.
In this section, we simulate non-equilibrium KCE of DNA systems where analytes are of
the same charge. We rst validate our model using theory for typical protein systems, where
the reacting analytes migrate in opposite directions relative to the complex. Next, we perform
KCE of DNA, where both strands migrate in the same direction, causing changes in the ob-
served electrophoretic mobility of the dsDNA. We investigate the important parameters that
aect the observed mobility as well as the electropherogram shape, namely the dissociation
constant of the system, KD, and initial concentration of the analyte, c0. To further validate our
model, we perform microchip capillary electrophoresis experiments with ssDNA hybridizing
with its perfect complement and with complements containing single nucleotide polymor-
phisms (SNPs) at dierent salt concentrations to vary KD. Finally, we compare our results to
calculated values from common thermodynamic prediction soware for static systems.
DNA Under Connement
Furthermore, Understanding DNA hybridization at the nanoscale and the eects of con-
nement on molecular processes has important implications for understanding cellular func-
tion and evolution. Conned or compartmentalized spaces are essential to the evolution of
increased complexity in protocells and synthetic cells, since they prevent takeover of func-
tional systems by parasitic or low-information sequences [116]. Understanding nucleic acid
hybridization kinetics are particularly useful for understanding and manipulating cellular
function. However, typical methods for measuring equilibrium constants are not conducive
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to measurements in conned (ie. < 100 nm) systems [117] [118]. erefore, we also ex-
ploit the miniaturization of non-equilibrium capillary electrophoresis of equilibrium mixtures
(NECEEM) [3] in nanouidic channels to determine the KD of 20 base-pair single-strand DNA
(ssDNA) in connement and under an applied electric eld. We show the dissociation con-
stant (KD) of nucleic acids (e.g., DNA) in connement in non-equilibrium conditions. ese
results are the rst time that non-equilibrium constants are determined in connement and
under an applied electric eld.
3.3.2 eory and Simulation




+∇ · (−Di∇ci − ziνiFci∇V ) + u · ∇ci = Ri, (3.1)
where ci is the concentration of species i, Di is the diusion constant, zi is the valence, νi is
the mobility, V is the applied voltage through the channel, u is the EOF velocity, and Ri is
the reaction term. e reactions are determined according to the following equations:
[A] + [B] [C] (3.2)
RA = −kon[A][B] + ko[C] (3.3)
RB = −kon[A][B] + ko[C] (3.4)
RC = +kon[A][B]− ko[C], (3.5)
Furthermore, the electrophoretic velocity, uEP,i of an analyte is characterized by the elec-
trophoretic mobility which is dependent on the equilibrium balance between the Lorentz and
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drag forces:
uEP,i = µEP,iE (3.6)
µEP,i = ziFνi (3.7)
Association and dissociation of complex, C, between substrate A and ligand B are character-
ized by a bimolecular rate constant kon for association and a unimolecular rate constant ko
for dissociation.
And in equilibrium, the dissociation constant KD is dened as:




We performed numerical simulations of the above equations using a commercial nite ele-
ment program (COMSOL multiphysics versions 4.3a and 4.4 Stockholm, Sweden). Specically,
we solved for the electrophoretic transport of three reacting species, assuming the advective
velocity u is zero, because electroosmotic ow is simply a constant in channels with a height
of 1µm or larger and can simply be superposed to the computed electrophoretic velocity.[119]
e model solves for both the electric eld distribution as well as the mass transport of a nite
size plug of charged analyte migrating within a straight channel. e initial concentration
distribution is a top hat with plug width,w0, with the species at given concentrations, c0,A and
c0,B. e analytes equilibrate for 20 seconds before the electric eld is turned on at t = 0, to
ensure an equilibrium concentration distribution in the initial plug similar to that performed
in experiments. To test for a suitable equilibrium time, numerous simulations were performed
at a range of KD values and were allowed to equilibrate for 60 seconds. In all cases, aer only
20 seconds, the three species had reached within 1% of their equilibrium values, giving the
equilibrium time to be used in all simulations.
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To validate our model, we compared our results with an exact analytical model [110]
for the migration order µA > µC > µB, where the complex electrophoretic mobility is less
than the substrate and greater than the ligand (Figure 3.5). Note that the analytical solution
does not account for any association reactions, eectively assuming kon = 0. However, since
the concentrations of analytes are dependent on KD = ko/kon, assigning kon = 0 results
in an innite KD which is not physically realizable. As a result, there are slight dierences
between analytical and simulation results. Figure 3.5 shows the comparison between the
models, for three KD values (solid lines = analytical model, dashed lines = numerical model).
As specied in our initial conditions, at time t = 0 there is an equilibrium plug with a top hat
distribution w0 = 50 µm wide centered at x = 0. We plot the analyte distributions aer 16
seconds (rightmost peak is the substrate, the middle centered around zero is the complex, and
the lemost peak is the ligand). e substrate concentration distribution (right, blue peak)
consists of a Gaussian peak from the initial excess substrate as well as a disassociation tail
that is due to dissociation of the complex. e complex peak is aected only by dissociation
and diusion. Since the substrate and ligand migrate in opposite directions, the complex will
completely dissociate aer long times (when t  1/ko) and this peak will disappear. e
ligand peak (le, red) has a smaller Gaussian peak from the equilibrium dependent initial
concentration of unbound ligand as well as a tail that is due to dissociation of the complex
peak. Our model captures true equilibrium dynamics of this migration order, as kon decreases
(kon = 104 M−1s−1 is the lowest value in Figure 3.5), our results approach the analytical
solutions (Note that values of kon for DNA hybridization are larger, typically around 106 or 107
M−1s−1). [120],[121] Furthermore, our numerical model shows the limitation of this particular
analytical model which assumes the forward reaction is negligible.[110] In cases where kon is
large the complex dissociates slower because the dissociative ux is dependent on how far the
system is from equilibrium which is in turn dependent on KD as well as the electromigration
ux of the substrate and ligand away from the complex.
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We theoretically probed other migration orders where the charges of the substrate and
ligand are the same polarity. Since this is typical of DNA based systems where all species
are negatively charged, we herein adopt a naming convention specically for DNA. In both
simulations and experiments we will always use double the concentration of one labeled ss-
DNA (A) as compared to its unlabeled complement (B). In other words, there is an excess of
unbound A in the initial plug which is used to evaluate separation resolution and quantify
the observed electrophoretic mobility of the dsDNA (AB) peak. In the model, we assign the
same diusivity to A and B, and vary their charge to modulate the relative electrophoretic
mobilities. is is to simplify the model so that we can focus directly on the eects of kinetic
parameters (kon, ko, and KD), and initial concentration, c0, on the observed electrophoretic
mobility and plug shape. We use a Lagrangian reference frame that moves with the velocity
of A. Figure 3.6 shows an electropherogram typical of reacting DNA systems, where A and B
migrate faster in a channel (or column) than AB. e gure shows three dierent values of KD
at t = 30 seconds. Here, the peak on the right is always A, and the peak on the le is AB. Note
that peak A is always in excess by a factor of 2, which is why it is about the same intensity as
peak AB. e most important feature to notice from this gure is that peak AB shis in space
depending on the KD. is is because as the KD increases, the dissociation rate increases, so
there is more ssDNA in the system. is causes the dsDNA peak to move with a mobility
that is closer to that of ssDNA, pushing its elution peak (AB) to the right. In other words,
for an innite KD, peak A and peak B would simply diuse with no separation, and with a
KD of zero, peak AB and the ssDNA peaks (A and B) would be the exact same magnitude,
separating in time with no DNA present between. Also in this gure, we plot excess A and
B that is not hybridized (AB) at this particular moment in time, which is in the Lagrangian
reference frame, is a peak with a center at zero. is peak is larger for higher values of KD
because the dissociation rate is higher.
Using this model, we probed the eects of parameters involved in the system, including
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Figure 3.5: Comparison of analytical model (solid lines) to numerical simu-lation (dashed
lines) for rst migration order (µA > µB > µC, where A = Substrate, B = Ligand, and AB =
Complex) evaluated at t = 16 s for KD values of 10−6, 10−7 and 10−8 M with ko = 0.1 s−1.
e analytical model neglects forward reactions which overestimates the rate of complex
dissociation. In all cases, the analytical model predicts a lower concentration of complex
and higher concentrations of substrate and ligand. Increasing KD (by decreasing kon) in-
creases the complex dissociation rate and simulations results approach the analytical model,
as shown by the similar shape in analyte distributions. Note that numerical model captures
the eect of forward reactions on equilibrium dynamics as shown by slower rate of dissoci-
ation where the substrate and ligand overlap within the complex plug.
reaction constants, initial concentration, initial plug width, and dierences in the DNA mobil-
ities to determine inuence of dierent parameters on observed eective analyte mobilities.
In the analytically-veried case, electrophoresis of unbound analytes relative to the complex
drives the complex plug into a non-equilibrium state. is causes the complex to dissociate
to maintain equilibrium within the plug. In this case the observed electrophoretic mobility
of both the unbound analytes and the complex is the true electrophoretic mobility. However,
when both unbound species migrate in the same direction relative to the bound species, they
can rebind downstream and form complex away from the mobility of the dsDNA in equilib-
rium, which causes the apparent shi in dsDNA mobility observed in Figure 3.6. Further-
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Figure 3.6: Example concentration distributions at t = 40 seconds for the migration order
where A and B have the same charge and initial concentration of 2 µM and 1 µM, respec-
tively. Dierent lines correspond to increasing KD values of 10−8, 10−7 and 10−6 M with
kon equal to 5 · 104 M−1s−1. e peak on the right (blue) is peak A which is always twice
the concentration of B, and the peak on the le is peak AB (green). At the largest value of
KD, the dissociation rate is highest, so there is more ssDNA (A and B) in the system and the
peak can shi more towards the true ssDNA mobility. We plot the excess ssDNA (A and B)
that is not hybridized into AB at this particular moment in time (blue, A, red, B). is peak
is larger for higher values of KD because the dissociation rate is higher. Note that peak B is
always closer to peak AB because its mobility is dominated by the time it spends hybridized,
while peak A on the right does not spend any time hybridized because it is in such excess.
more, it is interesting to note that when KD increases, there is more peak dispersion because
it contains species with dierent mobilities that only exist transiently and never truly sepa-
rate, resulting in a broader peak. To quantify this eect, we non-dimensionalize the observed
complex peak velocity by the velocity of strand A to derive a weighted mobility we term
µw. It can be evaluated using ratios of electrophoretic mobility, electrophoretic velocity or
54
Using Theory to Enhance Experimental Understanding Chapter 3
electrophoretic displacement as follows:









When µw = 1, the mobility of peak AB is representative of the true electrophoretic mobility
of AB (as in Figure 3.5). However for other migration orders, µw ranges between 0 and 1. e
minimum value of µw is 0 and occurs when the observed mobility of peak AB is the same
as peak A (this would appear as a single unresolved peak in a real experiment assuming A
and B have the same mobilities), and describes a system with a very high equilibrium ratio
of unbound (ssDNA) to bound (dsDNA). In general, the equilibrium ratio of A and B to AB
(R = [A]/[AB]) is the most important factor on the weighted mobility of the complex. R is
dependent on KD and c0: as KD increases, R increases by the square root of KD and as c0
increases, R decreases as the square root of c0. is ratio is not constant over time or space
during the separation since the analyte concentrations decreases over time due to diusion
and dispersion. erefore, numerical simulations are vital to accurately study these varying
eects over space and time. Figure 3.7 shows the dependence of a weighted mobility, µw on KD
and c0 of the complex. As KD decreases or c0 increases, µw decreases, and follows a sigmoidal
type curve. In general, low µw results from a low equilibrium ratio R of A to AB, and so
the electrophoretic ux of the A and B is low. In other words, the analytes are primarily in a
bound state where the electrophoretic mobility is closer to the equilibrium mobility, therefore
the observed change in velocity is more heavily weighted toward zero. When µw is high, the
equilibrium ratio R is high and the analytes are primarily unbound. is results in an observed
velocity that is heavily weighted toward the velocity of the A and larger observed mobilities.
In addition to probing the eects of concentration and KD on µw, we performed sweeps
on the initial plug width, w0, the charge ratio between ssDNA and dsDNA, and the diusivity
D of the DNA.
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Figure 3.7: Plot of weighted mobility w for varying dissociation constant KD for specic
values of initial concentration c0. Increasing initial concentration or decreasing KD increases
weighted mobility because of the equilibrium ratio of A to AB. Note that the gap in the data
for c0 > 2 · 10−6M and KD < 2 · 10−7M is due to singularity errors. e surface plot is
composed of 2 parametric sweeps, the rst shows w across a wide KD range KD ranges from
5 · 10−9M to 10−3M and c0 ranges from 10−7M to 2 · 10−6 M) and the second shows a wide
range of c0 (c0 ranges from 10−7M to 10−4M and KD ranges from 2 · 10−7M to 10−3M).
3.3.3 Materials and Methods
Sodium phosphate buered solutions were prepared using a ratio 3:17 ratio of monobasic
to dibasic sodium phosphate salt (Fisher Scientic) in 10, 20, and 50mM concentrations at
pH 7.6 (aording concentrations of 18.5 mM, 37 mM and 92.5 mM of Na+, respectively).
All solutions were ltered with 200 nm pore size syringe lters (Nalgene, Rochester, NY)
prior to use. DNA oligomers were purchased with standard desalting from Integrat-ed DNA
Technologies, Inc. We use a single 10 base long primary sequence and 3 dierent sequences
for the complementary strands. We introduce a single nucleotide polymorphism (SNP) at the
end of some the complementary strands to vary the KD. e DNA sequences and naming
conventions are described in Table 3.1.
Note that in all experiments we perform, strand A is in excess, and is used to measure
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Strand A AF488-5’-AATCGTTGCC-3’
ssDNA with uorescent tag (AlexaFluor 488)
Strand B 5’-GGCAACGATT-3’
Perfect complement to Strand A
Strand B’ nm 5’-TGCAACGATT-3’
Complement to Strand A with a
single base mismatch at one end.
G-C pair is substituted with a T-C pair.
Strand B’* AF488-5’-TGCAACGATT-3’
Same as Strand B’ but with uorescent label
Table 3.1: Sequences and descriptions of DNA
the arrival of both A and AB. We also examine hybridization thermodynamics with an end-
mismatched sequence (B’). Finally, we investigate the eect of adding a uorescent tag by
adding a uorescent label to give strand B’* and compare the resultant mCE behavior to the
same mismatch sequence without a tag (B’).
For all experiments, we performed microchip capillary electrophoresis injections in a 1
µm deep and 9 µm wide glass channel (Dolomite Ltd). e devices consist of a simple cross
geometry with north, west and south channels 5 mm long and the east channel 30 mm long as
shown in Figure 3.8. Electric potentials were applied to these wells using platinum electrodes
(Omega Eng. Inc., Stamford, CT), connected to a high voltage sequencer (Labsmith HVS-
6000D). Experiments are performed similar to that described in reference.[3]
Figure 3.8: Schematic of micro- and nanouidic cross channel and experimental setup.
Each set of experiments were performed 3 times, at 3 dierent buer concentrations of 10,
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20 and 50 mM of sodium phosphates (providing nal concentrations of 18.5 mM, 37 mM and
92.5 mM Na+ in solution for DNA hybridization), and 2 dierent initial DNA concentrations
of 2 and 20 µm with uorescein dye acting as an in situ mobility reference. For each case,
we plot the separations as electropherograms vs the observed mobility and then horizontally
align each trace to the uorescence reference peak. By ploing the traces in this manner, hor-
izontal shis preserve the distance between peaks providing a convenient visual comparison
that accounts for variations of absolute elution time resulting from dierences in bulk elec-
troosmotic ow and viscosity.[122] Variations in electroosmotic ow velocity did not exceed
10%.
Materials: DNA Under Connement
We also perform new NECEEM in 100 nm, 250 nm, and 1µm deep channels with uorophore-
tagged 22 base-pair ss- and dsDNA using a typical microuidic electrophoretic injection pro-
tocol (Figure 3.8) [4]. e ssDNA species are individually tagged with either Fluorescein (FL)
or 5-Carboxytetramethylrhodamine (TR) dyes, whose emission spectra peaks dier by 60 nm,
allowing each strand as well as the dsDNA complex (which uoresces in the TR spectrum)
to be tracked individually via microscopy (Figure 3.10). At 20 mm downstream, we capture
images of the DNA through the microscope over time to produce a spatiotemporal elution
set, which we use to generate electropherograms shown in Figures 3.10.
3.3.4 Results
Figure 3.9 shows analyzed experimental electropherograms from our experiments. Al-
though we varied the initial DNA concentration, buer concentration, and DNA sequence,
these variables do not have one to one relationships with KD and c0. For example, changing
buer concentration changes KD, because changing salt concentration aects the ion behav-
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ior near the surface of the DNA, which in turn changes the electrostatic behavior of the DNA
and thus both the DNA anity and mobility.[123] Furthermore, changing the sequence by in-
troducing SNPs changes both KD as well as the dierences in DNA mobility resulting from the
sequence dependent mobility of DNA.[124] erefore, in order to make accurate comparisons
between theory and experiments, we show data dimensionally.
Each electropherogram in Figure 3.9 shows three dierent cases superimposed, each with
3 experimental trials. ese cases correspond to runs containing strand A with (i) B (red, solid
line), (ii) B’ (green, dashed), and (iii) B’* (blue, x). e peak that has the highest mobility is
always strand B’*, then strand A and then hybridized AB (or AB’ or AB’*), where the two
ssDNA strands possess dierent mobilities presumably due to sequence dierences.[124] In
the case of 50 mM sodium phosphates buer, (92.5 mM Na+), the KD is suciently low that
most likely all the complementary ssDNA is hybridized to form dsDNA. is is why, for all
three cases, there are two peaks of roughly equal intensity because the initial ratio of A to B is
2:1, leading to an A:AB ratio of 1:1. is is further veried by the fact that B’* is barely present,
since it is all bound by strand A. Furthermore, in all cases, note that A has the same mobility,
because they are the same exact strand, but the hybridized dsDNA (AB, AB’ and AB’*) all have
dierent mobilities. e fact that AB and AB’ have dierent mobilities is understandable, and
it is of note, too that our microuidic system can resolve such small dierences in mobility.
However, we also note a small dierence in mobility of AB’ and AB’*. We aribute this to
the uorophore label, which likely changes the electrophoretic mobility of the duplex by
changing its charge and hydrodynamic drag and could also aect DNA binding resulting
in thermodynamic dierences. We are able to resolve these dierences via electrophoretic
separations. Also, we note that the intensity of the area in between A and AB is slightly
higher than the baseline in all cases, and that B is closest to baseline, then B’, then B’*. is
may indicate that single base mismatches do have some DNA that is not fully hybridizing, or
may represent impurities in the sample, if we assume that everything should be bound at this
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high salt concentration.
In the 20 mM sodium phosphates case (37 mM Na+), where the KD is theoretically much
higher, we see that there exists much more B’* (rightmost blue peak) than in the 50 mM case,
conrming that the binding anity is lower. is is also evident in the fact that the space
in between the peak A and peak AB has signicant intensity, suggesting that binding and
unbinding of DNA is occurring there. As expected, peak B is closest to baseline in between
the two peaks, most likely because the KD of AB is lowest. We also note that AB’ and AB’*
show slightly dierent behavior. Also note that, compared to the 50 mM sodium phosphates
case (92.5 mM Na+), the shape of the peaks are signicantly non-Gaussian.
Finally, in the 10 mM sodium phosphates buer case (18.5 mM Na+), the peaks are the
most non-Gaussian, with the least amount of space between A and AB, and a lower concen-
tration of AB shown in the lemost peak. Here, KD is presumably very high, and there is
considerable dissociation and re-association making the peaks very broad and poor baseline
separation resolution.
Figure 3.9 shows the same experimental electropherogram for 10, 20 and 50 mM sodium
phosphates (with all three trials averaged) overlaid with the best-t theoretical simulations.
Note that we chose experimentally relevant times with which to compare our simulations,
such as the typical time to arrival for our experimental DNA separations. Furthermore, sim-
ulation results at these particular times produce proles that highlight notable features for
our discussion. To compare our COMSOL model with experiments, the initial plug width
was calculated by multiplying the electroosmotic ow velocity (calculated with the mobility
marker) with the sample loading time for each experiment. e initial concentration of each
species was the same as the experimental values. Assuming rod-like structure, the diusivity
of the ssDNA and dsDNA was found to be 6.4 · 10−11 and 5.1 · 10−11 m2/s respectively.[124]
e apparent mobility of the ssDNA and its complement were determined by varying the kon
and ko values, while keeping the assumed KD value constant. Specically, kon values were
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swept over the range of 104 to 107 [L mol−1s−1], which were in the range obtained from sim-
ilar kinetic capillary electrophoresis experiments.[105],[110] Finally, the mobility values for
A and B were simultaneously varied yielding a large, comprehensive parameter space from
which the best match to the experimental data was chosen.
While varying the parameters in COMSOL, we noticed that peak location is aected most
by the mobility values. Specically, larger mobilities result in a greater separation between
the dsDNA and the two other species. Peak shape and location are also greatly aected by the
values of kon and ko, even for the same KD. erefore, both kon and ko as well as the dsDNA
and complement mobilities (B, B’ and B’*) were varied and chosen to best qualitatively match
the peak shape and location of the dsDNA and complement. During the simulations, due to
Lagrangian reference frames, the mobility of strand A was held at zero. Peak AB (lemost
peak) and peak A (middle peak) are used to match mobilities exactly, and for B’*, all three
mobilities were varied to match experimental data. Aer matching all peak locations and
shapes, the total intensity was normalized to match the intensity of the simulated ssDNA
to that of the experimental data. A large dierence in intensity for the dsDNA peaks exists
between the simulation and experiment because the uorescence emission of AF 488 varies
because its quantum eciency is sensitive to its local environment.[125],[126] is leads to a
dierence in emission intensity between ssDNA and dsDNA.
Table 3.2 shows the KD values extracted from our simulations compared with those from
online simulation calculators DINAMelt (hp://mfold.rna.albany.edu /?q=DINAMelt/Two-state-
melting) and IDTDNA Biophysics Tool (hp://biophysics.idtdna.com/) at all conditions. We
performed all simulations at 25 degrees Celsius. Since the online simulators cannot capture
dierence between adding a uorescent label, the mismatch with a label and the mismatch
without a label are the same between cases. In general, our study produced KD values that
are higher than those predicted by online programs, although in many cases within the same
order of magnitude. Indeed, changing temperature in the simulator values by just a degree or
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Figure 3.9: Experimental electrophero-
gram overlaid with COMSOL t lines at
best t KD’s. Experiments were per-
formed with (a) 50 mM buer, (b) 20 mM,
and (c) 10 mM. Red corresponds to AB+A,
blue AB’*+A+B’*, and green AB’+A.
two can allow us to exactly match values. In some cases, the dierences between the two on-
line simulator values are greater than that between our values, which indicates that our values
are within error. e dierences in KD between a perfect complement and an end mismatch
is about a factor of 3 (using DINAMelt), which is about the same as with our study. Finally,
the eect of a second added tag in a mismatch hybridization is shown to slightly alter the KD,
which is consistent with literature pointing to the fact that dyes can modulate hybridization
thermodynamics and therefore impact KD values.
We nd our KD values to be larger in all cases than soware prediction values. Greater
dierences are observed in lower salt concentrations while an increase in salt concentration
leads to beer agreement between our study and both predictor programs. Disagreement
of all approaches under low salt (10 mM) conrms the diculty with modeling such con-
ditions where few ions are available to stabilize the phosphate backbone charge repulsions
between hybridizing strands (indeed, DINAMelt and IDTDNA Biophysics disagree by an or-
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10 mM DINAMelt IDTDNA Our Study
Perfect Match 59.6 288 4200
SNP no label 281 2950 12000
SNP with label 281 2950 9000
20 mM DINAMelt IDTDNA Our Study
Perfect Match 19.7 307 1200
SNP no label 882 371 6200
SNP with label 882 371 2400
50 mM DINAMelt IDTDNA Our Study
Perfect Match 4.14 2.67 51.0
SNP no label 19.5 38.2 210
SNP with label 19.5 38.2 590
Table 3.2: Table showing KD values (in nM) extracted from our COMSOL model
(our study) as well as those calculated using online the online calculator DINAmelt
(hp://mfold.rna.albany.edu/?q=DINAMelt/Two-state-melting) and IDTDNA Biophysics
tool (hp://biophysics.idtdna.com/). All online calculations were performed at 25 degrees
Celsius and 20 µm concentration of initial DNA strand with salt concentrations of 10 mM,
20 mM and 50 mM respectively (see text for resulting Na+ concentrations).
der of magnitude in predictions at 10 mM buer). Increased salt concentrations that approach
biologically relevant amounts of monovalent ions result in good agreement between all model
programs. e dierences in calculations of KD between our approach and melting temper-
ature approaches can be partially explained rst by the dierence in calculations made by
melting soware, which assumes full DNA melting and annealing to generate estimations of
entropy and enthalpy through Van’t Ho treatment of data. In our system, however, DNA is
simply hybridized at a constant temperature (25 C) without any thermal denaturation, thus
making it more applicable to determining KD values in similar systems, particularly at biolog-
ically relevant temperatures for assays (e.g., molecular beacon hybridization) where thermal
denaturing does not occur. Furthermore, our system is inherently more dynamic than use
of melting temperature data calculations, as sequences are constantly being separated by an
applied electric eld, as represented by shis in the location of the dsDNA peak in our elec-
tropherograms. us, when dehybridization occurs, the resulting ssDNA strands will begin
to separate under the applied eld, resulting in localized depletion of the sequences needed
63
Using Theory to Enhance Experimental Understanding Chapter 3
for hybridization, eectively assisting the dehybridization process and providing a slightly
higher KD. By contrast, in a representative melting experiment, the DNA strands remain
within the same solution and unable to be separated by any applied forces, providing for
lower KD values. Furthermore, our model had a greater dierence than predictor values at
lower salt concentration, where sulfonate groups of the AF488 dye are likely destabilizing via
repulsion from the phosphate backbone, explaining the increased experi-mental KD values,
while the higher salt concentration (92.5 mM Na+) reduced destabilizing charge repulsion
and provided beer agreement between our model and computational predictions.
Results: DNA Under Connement
Figure 3.10 shows the averaged electropherograms for ss- and dsDNA in (le) 100 nm
and (right) 250 nm channels. We normalize the data so that free uorescein dye (FL - circles)
elutes at zero seconds. Specically, we show, the case for which the T-DNA (Tamra-tagged
ssDNA) is in excess relative to the F-DNA (Fluorescein-tagged ssDNA).
Figure 3.10: (top) Sample
data from Russell et al [3]
showing separation of 20
bp DNA for 3 dierent





(T-DNA) in (le) a 100 nm
channel and (right) a 250
nm channel. For both cases
the Tamra-tagged ssDNA is
in excess, at 30 µM relative
to the 20 µM F-DNA.
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Following the same approach as the microchannel cases, we show (in Figure 3.11) that
increasing the level of connement, as well as increasing background NaCl concentration,
decrease the dissociation constant. KD is determined in the same way, by matching the ex-
periments using a least-squares t by varying KD and kon until the peaks heights and shapes
match. e other parameters necessary to perform the simulations (i.e., species mobility µi,
initial peak widthw0, and initial concentration c0) are obtained from the experimental results.
Figure 3.11: Final KD values obtained by ing data from the current section as well as that
of Russell et al [3]. KD decreases with increasing salt concentration as expected [4], as well
as decreases under increasing connement (for smaller channels).
ese results conrm predicted behavior, that while the bulk KD values may be large for
these short DNA strands, under connement, KD decreases substantially. Practically, this de-
crease in dissociation under connement could help cells enhance replication rates and pro-
tein synthesis. Moving forward, we are exploring actual biological experiments, collaborating
with another group to conrm the observed phenomena in real cells.
3.3.5 Discussion
Our approach oers multiple advantages versus traditional melting temperature analysis
to determine KD and other KCE studies. Importantly, our method employs a single tempera-
ture to determine the dissociation constant via simulations ing experimental results rather
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than the need for complicated cycling of temperature as in traditional melting temperature
experiments. is approach is inherently more biologically relevant, as using temperature
control during an experiment could be performed at 37 degrees C and results t at this tem-
perature to rapidly determine KD under biological conditions. Furthermore, employment of a
capillary electrophoresis or microuidic approach will greatly reduce the volume of samples
needed to perform experiments needed for subsequent ing by simulations. Finally, in all
cases, we performed experiments at dierent initial concentrations, and although these were
shown not to have a large eect on the resulting data, we do show in Figure 3.12, the ratio
of peak heights (AB /A and AB’/A) at each of the dierent buer concentrations and initial
concentrations. e reason that we did not notice large shis in resulting mobility is because
we used high concentrations of DNA, namely 2 and 20 µM, and major dierences in KD do
not occur until concentrations are down at nM. Figure 3.12 does show some interesting and
expected trends, though. First, in all cases, AB/A (square) has a bigger intensity ratio than
AB’/A, indicating beer binding anity. Furthermore, the 20 µM (red) always has higher
intensity ratio (and thus binding anity) than the 2 µM case (black). Finally, as salt concen-
tration increases, the ratio increases, again showing that the trends that we capture using
matching data to the electropherograms is further conrmed through experimental intensity
values, something that we did not t to in our simulations. Note that in this gure that we
only show AB and AB’, because AB’* gives twice as much signal, making it impossible to
com-pare.
For electrophoresis in capillaries and microchannels, the goal is to achieve the best sep-
aration resolution in the shortest time with highest sensitivity. Sample is resolved when the
separation due to electrophoresis between the samples is larger than both the initial plug
width and the spreading of the peaks due to diusion. From our simulation results shown
here, it is obvious that increasing initial concentration, electric eld, and plug width will help
in achieving the highest separation resolution as well as sensitivity. Although they are all
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Figure 3.12: Intensity Ratios
AB/A (square) and AB’/A (cir-
cle) for 20 µM concentration of
DNA (red) and 2 µM concen-
tration of DNA (black). As ex-
pected, intensity ratio increases
with DNA concentration as well
as with a perfect complement,
indicating beer binding an-
ity in both cases.
interrelated, as the plug width increases, the minimum time to resolve separation increases,
because the weighted mobility will be closer to one for higher initial concentration and plug
width. How-ever, it is important to keep the plug width on the same order of diusion time
tD = W
2/2D at the time of arrival (tD = tarrival) to maximize the concentration detected (and
therefore sensitivity of your detection).
Furthermore, with our model, one can determine system parameters using an experi-
mental electropherograms. For example, knowing the concentrations and mobilities of the
substrate and ligand, you can nd KD using the model. ese data are useful in practical situ-
ations, where we can use experimental values of electrophoretic mobility, arrival time, initial
concentration, initial plug width, and electric eld of each species, to calculate the KD (either
assuming a weighted mobility of zero for an experiments performed at an extreme case, or
from literature values of the innate mobilities of each sample). Using these experimental mo-
bilities, and the details of the system, one can construct a curve like Figure 3.6 and compare
the experimental weighted mobility with the Figure to nd the KD. One example of using this
technique is shown in Ref. [3], where we determine the KD of complementary strands of 10
bp DNA at dierent ionic strengths.
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3.3.6 Conclusions
In this section, we present a 1D numerical model to simulate capillary electrophoresis of
charged species with reaction thermodynamics. First, we validate our model with an existing
analytical model for a typical protein reacting systems. Next, we discuss results for DNA sys-
tems, where the substrate and ligand are typically of the same charge. We dene an observed
electrophoretic mobility, µw, that is dependent upon both KD and initial concentration. We
experimentally validate our model by performing microchip capillary electrophoresis mea-
surements with 10bp ss- and dsDNA of varying KD, and show that our model can match the
prole of the resulting electropherogram. Such a model can be useful in determining thermo-
dynamics or providing insight to reacting species with unknown reaction constants. Moreso,
for the rst time we show that KD can be determined using NECEEM in nanoconned u-
idic channels. Such data and resulting analyses may have huge resulting implications for the
design, evolution, and understanding of cellular systems.
Adapted with permission from [4]. Copyright 2015 American Chemical Society.
3.4 (Almost) Stationary Isotachophoretic Concentration
Boundary in a Nanouidic Channel Using Charge In-
version
To probe the electric double layer and its eect on electroosmotic ow, we conducted an
experimental study to explore complex ionic species with potential applications to induce a
quasi-stationary boundary for species concentration or separation in a nanochannel induced
by charge inversion. Instead of using pressure-driven counter-ow to keep the front station-
ary, we exploit charge inversion by a highly charged electrolyte, Ru(bpy)3Cl2, that changes
the sign of the zeta potential in part of the channel from negative to positive, thus changing
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the ow direction. Having a non-charge-inverting electrolyte (MgCl2) in the other part of the
channel and applying an electric eld can create a standing front at the interface between
them without added dispersion due to an externally applied pressure-driven counterow.
e resulting slow moving front position can be easily imaged optically since Ru(bpy)3Cl2
is uorescent. A simple analytical model for the velocity eld and front axial position that
reproduces the experimental location of the front shows that the location can be tuned by
changing the concentration of the electrolytes (and thus local zeta potential). Both of these
give the charge inversion-mediated boundary signicant advantages over current methods
of concentration and separation and the method is, therefore, of particular importance to
chemical and biochemical analysis systems such as chromatography and separations and for
enhancing the stacking performance of eld amplied sample injection and isotachophoresis.
By choosing a non-charge inverting electrolyte other than MgCl2, either this electrolyte or
the Ru(bpy)3Cl2 solution can be made to be the leading or trailing electrolyte. [90]
3.4.1 Motivation
Advances in microfabrication technology, and the consequent ability to precisely con-
trol geometrical features down to the sub-micron scale, have enabled the development of
novel micro- and nanouidic platforms. is new generation of miniaturized devices allows
for faster analysis on smaller sample volumes, integration of multiple functionalities on the
same platform, and beer sensitivity at a lower cost. Preconcentration has long been used
in such systems to enhance the detection of analytes. Methods for online preconcentration
include sweeping with ionic detergent micelles [127], eld-amplied stacking (FASS) [128],
and isotachophoresis (ITP) [129]. Both FASS and ITP are nonlinear electrophoretic techniques
used to preconcentrate a variety of ionic compounds. FASS uses electrolytes with dierent
conductivities, and the resulting nonuniform electromigration uxes create concentration in-
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creases of analyte ions. In ITP, charged analytes are separated and focused based on their
mobility, between a leading electrolyte (LE) and trailing electrolyte (TE) which have co-ions
with respectively higher and lower eective electrophoretic mobilities than the sample ions,
all with the same counterion.3 Sample ions are concentrated between the LE/TE interface
when a constant voltage or current is applied across the channel, arranged in the order of
their mobilities [130].
Ideally, the accumulation zone would be stationary inside the channel. is has a number
of practical advantages including simplifying control of the timing and method of injection
of analyte solutions and maximizing the time of preconcentration. In addition, if chemical
reactions are designed to occur in the accu-mulation zone, a stationary zone simplies the
monitoring of concentrations, reactants, and products. In general, however, both FASS and
ITP involve the ITP peak constantly moving through the channel. Achieving a stationary ITP
peak is relatively dicult and cumbersome, mainly because to do so requires introducing a
counterow. is is generally done by adding hydrostatic pressure to oppose the LE, which
requires additional equipment. e process also degrades the peak width by increasing sample
dispersion [131] [132] [41]. Another method is to add counter ow with electroomosis (EOF)
[133], which has its own inherent issues due to the instability of EOF over time.
In general, to achieve a stationary concentration peak while minimizing dispersion re-
quires 1) a nanochannel with a small cross-section to reduce Peclet number and thus reduced
sample dispersion [53], and/or 2) exploiting changes in surface charge to invert the electroos-
motic ow [134]-[135]. Currently this is achieved by selecting the electrolyte pH [134], coat-
ing the capillary to reduce or even reverse the surface charge [136]-[137] and using sheathing
electrodes [138]. While these techniques aord good control of the ow rate in EOF driven
systems, they do not allow for the precise localization of the front, because it is the elec-
trolyte type and concentration that determine the local zeta potential, and thus local EOF and
concentration peak location.
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Here, we exploit the phenomenon of charge inversion and isotachophoresis in nanouidic
systems to create a (nearly) stationary sample focusing zone. In charge inversion, multiva-
lent counterions in the electrolyte accumulate at the charged walls of the device in excess
needed to neutralize their surface charge. is changes the sign of the electrostatic poten-
tial in the Stern layer (e.g., from negative to positive if the surface charge is negative) and
reverses the direction of EOF. Recent experiments have provided a detailed investigation of
charge inversion by multivalent counterions from an analysis of streaming currents, the elec-
tric currents resulting from applying a pressure gradient along a charged nanouidic channel
containing electrolyte solutions [84]. Charge inversion has also been observed experimen-
tally in voltage-driven ion ow [85]. In both cases, theories of charge inversion generally
corroborate the experimental results [85]-[139].
In this initial proof-of-principle work, we use two adjacent aqueous electrolytes: MgCl2,
which does not exhibit charge inversion, and Tris(2,2’ -bipyridine) dichlororuthenium(II) Chlo-
ride (Ru(bpy)3Cl2) which does. e advantage of using Ru(bpy)2+3 ions is that it naturally u-
oresces, which allows us to easily observe and characterize the nearly stationary front. In the
system, the zeta potential throughout the channel is determined solely by the ion concentra-
tions and the natural surface charge of the fused silica. Before the application of a potential,
the two electrolytes are mixed within the channel, and there is a gradient of zeta potential
ranging from positive near the Ru(bpy)3Cl2 well to negative near the MgCl2 well. Upon the
application of a well-to-well potential, the continuously distributed electrolytes quickly form
zones, one containing only Ru(bpy)3Cl2 and the other MgCl2, with a sharp isotachophoretic
interface. A simple theoretical analysis shows that because the MgCl2 and Ru(bpy)3Cl2 solu-
tions electroosmotically move in opposite directions, natural internal pressure gradients are
created that oppose the electromigration of both Mg2+ and Ru(bpy)2+3 , resulting in a stable
front where the velocity of both cations is zero. In the experiments, the front velocity is not
exactly zero, something we aribute to slow changes in pH within the channel. However,
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this ∼ 2µm/s dri is orders of magnitude slower than typically found in FASS or ITP.
e charge inversion-mediated quasi-steady concentration boundary we describe here
has a number of signicant advantages over current methods. Specically, the zeta poten-
tial interface is not the result of fabrication or chemical modications of the nanochannel,
but instead depends only on the concentrations and electrophoretic mobilities of the cations.
Because of this, our method does not require any special fabrication or surface chemistry
modication techniques, nor does it require extra components to add counterow, as is cur-
rently needed. Also, of practical consideration for injection control and concentration analy-
sis, our system allows the user to prescribe the equilibrium location of the front by adjusting
the electrolyte concentrations. Moreover, by using the naturally uorescent Ru(bpy)3Cl2, it
is very easy to visualize the interface so that its exact location is always known. Lastly, by
working in a nanochannel with low Peclet number, any dispersion that would arise due to
non-uniformities in the pressure-driven ow (i.e., Taylor-Aris based dispersion) is minimized
because we are in a pure axial diusion regime [140]-[135],[2]. A nanochannel can also po-
tentially induce focusing of analyte in the center of the channel when electrical double layers
overlap, but this future work is beyond the scope of this initial report on the method.
3.4.2 eory
Here we present a simplied derivation for electroosmotic ow in a channel with a dis-
crete step in zeta potential. [41] is zeta potential dierence in our case is due to charge in-
version caused by Ru(bpy)3Cl2. Furthermore, exploiting the isotachophoretic condition that
the cations in each regime move at the same velocity [141], we can derive the position of the
stationary isotachophoretic front based solely on zeta potentials of the channel in dierent
regions and mobilities of the ions.
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Location of Stable Isotachophoretic Front
Consider the electroosmotic ow in a nanochannel with a step change in zeta potential,
as shown in Figure 3.10. Assuming 1) the uid velocity is steady and only a function of the
transverse position of both regions of the channel, 2) thin electric double layers, and 3) regions
far from the discontinuity, using Burgreen and Nackache’s analytical derivation [44] within













where  is the permiivity of the uid, h is the height of the channel, η is the dynamic viscosity,
and ∂p
∂x
is the pressure gradient. In region n, En is the (constant) electric eld within each
region and ζn is the zeta potential. An incompressible uid requires that volumetric ow rate
in all regions are equal. e assumption of steady, fully developed ow results in a pressure
distribution that is continuous and piece-wise linear. Let P be the pressure at the stationary
front located at x = a. is pressure is found by equating the uid velocities of Equation 3.10:
−P = 12
h2
(E1ζ1 − E2ζ2) aL− a
L
, (3.11)
where L is the length of the channel.
e two adjacent electrolytes used in the experiments here have cations dissimilar in
mobility but share the same counter ion (Cl−). e interface between two such electrolytes
is described by ITP [129]. e ITP relation that cations in both zones migrate at the same
velocity gives
µ1E1 = µ2E2, (3.12)
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where µn is the (signed) mobility of the cation in region n. At the stationary front, the mi-
gration of Ru(bpy)2+3 (in region 1) is opposed by the uid velocity in the opposite direction:
v1 = −µ1E1. Using this relation, we can nd the location of the stable front a by combining






µRuBpy − µRuBpyµMg ζMgCl2
ζRuBpy − µRuBpyµMg ζMgCl2
(3.13)
Equation 3.13 gives a relation that describes the location of the stable front based on funda-
mental system properties. Assuming that the uid properties of the system remain constant, a
is sensitive only to changes in the local zeta potential, which is determined by the composition
of the local electrolyte.
Figure 3.13: (a) Experimental setup for standing front observation. We used 6.2 µm wide,
100 nm deep, and 5.6 mm long nanochannels. (b) Schematic of the channel itself where x is
the distance between the front and the well containing MgCl2 e diagram illustrates that
the Ru(bpy)3Cl2 zone’s electrophoretic migration velocity (vmig) in the proposed system is
opposite in magnitude to the uid velocity (vuid). e predicted parabolic ow in the system
is depicted in the schematic. e EOF in the Ru(bpy)3Cl2 region (region 1) opposes the EOF
in the MgCl2 region (region 2).
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3.4.3 Materials and Methods
Materials
Experiments were performed in, 5.6 mm by 6.2 µm by 100 nm straight nanouidic chan-
nels, custom-fabricated in fused silica (Figure 3.13). ese channel geometries were paerned
onto fused silica wafers using conventional optical photolithography and then reactive-ion
etched to a depth of 100 nm. Tolerances were 10 nm for the depth and 0.1 µm for the width.
e channels were sealed by fusion bonding to a second fused silica wafer with 2 mm diam-
eter pre-drilled wells. A schematic of channel geometry and experimental setup is shown in
Figure 3.13. e fused silica chip was housed in a custom fabricated Delrin chip holder with
50 µL wells and sealed with a uorosilicone gasket to prevent leakage and evaporation of
samples. Platinum Iridium electrodes were used to apply the external potential.
Chemicals
Dry Ru(bpy)3Cl2 and MgCl2 salts were purchased from Sigma Aldrich. Solutions were
prepared with de-ionized ltered water at 18 MΩ/cm from Millipore Milli-Q water (EMD
Millipore, Billierica, MA) and all stock solutions were measured to have a pH of 7.5. Stock
solutions were prepared at 50 mM and were rst ltered with 0.2µm syringe lters (THERMO
Scientic) before being diluted down to the concentrations reported in the results section.
Experimental Setup
Figure 3.13 shows a schematic of the experimental setup used for our experiments. We
applied a voltage using a Keithley 2410 sourcemeter (Keithley, Inc.) and Platinum Iridium elec-
trodes. Current was measured with a Keithley 6517a (Keithley, Inc.) electrometer for beer
precision. Fluorescence intensity measurements were performed on an IX71 Olympus micro-
scope with an iXon Ultra 897 EMCCD with a 512 X 512 pixel array and 16-bit digitization. A
75
Using Theory to Enhance Experimental Understanding Chapter 3
frame rate of 20 fps was used for all experiments. We used a lter cube (MDFM-MF2, orlabs)
with excitation lter (D405/90x, Chroma Technology Corp), emission lter (595AF60, Omega
Optical), and dichroic mirror (470dcxr, Chroma Technology Corp) to excite the Ru(bpy)2+3
and measure the uorescence. We collected data with LabVIEW and analyzed all resulting
data in MATLAB. Relative intensity versus the measured intensity of a DI-lled channel was
calculated.
Channel Preparation
Before use, we baked all channels at 400◦ C for ∼ 2 hours then allowed to capillary ll.
Aer use, all channel geometries were rinsed for 10 min with 100 mM HCl to fully proto-
nate silanol groups on the glass surface, reducing the surface charge and freeing any ions
that remained from the previous experiments [1] and stored in a 1:1 DI to EtOH mixture.
To minimize carry-over upon changing solutions in the reservoirs during experiments, we
completely rinsed the wells three times with the new solution before voltage was applied.
Analyte and Channel Zeta Potential Characterization
We measured the bulk conductivity of both MgCl2 and Ru(bpy)3Cl2 with an OAKTON
PC2700 conductivity meter for all concentrations used, and we checked the MgCl2 conduc-
tivities against values listed in the CRC Handbook of Chemistry and Physics [142] to ensure
reliability of the values measured. Conductivity measurements of Ru(bpy)3Cl2 solutions were
used to determine the mobility of the ion at a concentration of 50 mM, so that we could accu-
rately determine zeta potential at the channel with such an ion mobility. Values are reported
in Table 3.3.
We experimentally determined the zeta potential of the system for all the electrolyte con-
centrations used in an identical fused silica channel via current monitoring experiments25
over a range of concentrations (30− 70 mM) for MgCl2. Zeta potentials determined for both
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Ion Mobility (·10−8[m2/V s]) Source
Ru(bpy)2+3 1.70 Experiment
Mg2+ 1.8 CRC [142]
Cl− −7.91 CRC [142]
Table 3.3: Ion mobilities (including valence)
electrolytes are shown in Table 3.4.
Ion Concentration (mM) Zeta Potential (mV)










Table 3.4: Measured zeta potentials
Experiments
Single nanochannels were rst allowed to ll via capillary action with MgCl2 for 1 min
before introduction of Ru(bpy)3Cl2. It is important to note that MgCl2 was the rst analyte
introduced, otherwise a stable front never formed, presumably because of surface adsorption
dynamics of the Ru(bpy)3Cl2.[26] erefore, for our experiments the channel was rst lled
with 50 mM MgCl2, then 50 mM Ru(bpy)3Cl2 was introduced into the opposite (North) well
(in all experiments). 500 V was applied for 100 seconds in one direction (N-S) with the South
well grounded. e polarity was switched for 100 seconds (S-N) and then switched back for
100 seconds (N-S). Finally, a coincident uorescence intensity and conductivity measurement
was performed using the opposite polarity as the original (S-N) for 100 seconds. e reason
for this preparation was to prevent the buildup of pH gradients and mitigate the eects of
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ion depletion [143]. is process was repeated for each new concentration. Solutions were
introduced in a randomized order to ensure that the measurements were not an artifact of
potential hysteresis in the system. Flushing out the solutions of MgCl2 took about 5 minutes;
the well was ushed with the new solution three times before reapplication of voltage. Dur-
ing this time, the Ru(bpy)3Cl2 diused, but the application of an electric eld immediately
sharpened the interface between Ru(bpy)3Cl2 and MgCl2.
3.4.4 Results and Disccusion
Figure 3.14 shows a raw data time series from a typical front formation experiment.
Within half a second aer voltage application (Figure 3.14a), the front sharpens. e front
then moves rapidly (∼ 300 µm/s) for the rst ∼ 2 seconds, the onset period, before slowing
to a relatively small dri velocity of ∼ 2 µm/s towards the MgCl2 (South) well. is is sum-
marized in Figure 3.14b. is behavior is observed for all the concentrations of MgCl2 used.
If the voltage is turned o, the front decreases in denition only to re-sharpen at the most
recent location upon reapplication of the voltage.
A stable front position is expected when the system reaches its steady-state, as described
by Equation 3.13. We believe that the dri we observe is similar to the dri seen in other
ITP studies [144] where changes in the zeta potential (and thus the front position) occurred
because of minute changes in solution pH from the transport of ions through the channel and
electrolysis at the electrodes [143]. It is important to note, however, that this dri velocity is
signicantly smaller than band velocities in either FASS or ITP [145].
e stable front positions found in the experiments are shown in Figure 3.15, ploed ver-
sus the concentration of MgCl2 used. Using Equation 3.13, and zeta potentials and ion mo-
bilities determined via experimental characterization in our system, we plot the theoretical
value of front position, also shown in Figure 3.15. In the case of ζMg, the zeta potential as a
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Figure 3.14: (a) Time-stamped images of front formation between Ru(bpy)3Cl2 (50 mM) and
MgCl2 (50 mM) in a 100 nm nanochannel. e bright vertical line originating in the North
well is the uorescence of the Ru(bpy)3Cl2. Time from application of voltage is shown above
each individual frame. Colored arrows at the top show the direction the front is moving. e
front is diuse at the instant the voltage is applied (t = 0) but sharpens quickly (t = 0.15 s)
before overshooting its stable position (t = 0.20 s). e front nally withdraws to its stable
position in aer a few seconds (t = 2.20 s) and begins to creep forward at roughly 2 µm/s
until the experiment is ended at t = 24.3 s. (b) e time course of the front location for
several experiments.
function of the MgCl2 concentration was simply measured via independent current monitor-
ing experiments (Table 3.3 and 3.4). To nd ζRuBpy in terms of the MgCl2 concentration, we
rst measured the zeta potential as a function of the Ru(bpy)3Cl2 concentration (Table 3.3)
then used the Kohlrausch regulating function [141] to nd the Ru(bpy)3Cl2 concentration for
each MgCl2 concentration.
e location of the front is not monotonic as the MgCl2 concentration increases (Fig-
ure 3.15). is is a reection of the non-monotonic behavior of the Ru(bpy)3Cl2 zeta potential
(Table 3.4). at these small changes in the Ru(bpy)3Cl2 zeta potential predict the stable front
position so well gives us condence that the front position is held constant by EOF counter-
ow, as opposed to some other process.
Being able to tune the experimental conditions to achieve the stationary front at a desired
location is one of the great advantages of our method. Moreover, it is possible to change the
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Figure 3.15: Stable front location
as a function of MgCl2 concen-
tration. eoretical values are
derived from Equation 3.13 us-
ing directly measured zeta po-
tentials and mobilities from con-
ductivity data, as shown in Ta-
bles 3.3 and 3.4. Error bars
account for dri by taking a
weighted average of location
over time.
front location within an experiment by changing, in our case, the MgCl2 concentration. It
is worth noting, however, that in practice this re-quires some care. Specically, changes in
MgCl2 concentration can result in an initial overshoot of the transient front (during the onset
period) past its stable location (Figure 3.14b). Moreover, this overshoot correlates strongly
with the size of the change in MgCl2 concentration, as shown in Figure 3.16 where the over-
shoot (and undershoot) is ploed as a function of the dierence in concentration of MgCl2
between sequential experiments. e overshoot/undershoot distance correlates strongly with
the change in concentration. is suggests that this is the result of the system adjusting to
a new well concentration of MgCl2. Importantly however, the overshoot/undershoot does
not aect the nal equilibrium position reached; aer stabilization, the front equilibrium po-
sition location depends only on the MgCl2 concentration in that experiment. In this rst
proof-of-principle introduction of the charge induced-mediated stationary front method, we
discuss the over-shoot/undershoot mostly for practical implementation reasons, but it is also
an interesting phenomenon whose underlying cause deserves further study.
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3.4.5 Conclusions
We introduce an experimental method and a general analytical model to locate the front
position of a charge inversion-mediated isotachophoretic concentration boundary. e good
t between model and experimental results implies that local charge inversion by the metal-
ion complex Ru(bpy)2+3 produces sucient pressure gradients and counter ow to hold the
position of a cationic isotachophoretic focusing front nearly constant in time. e model pre-
dicts - and experiments verify - that changing the concentration of the non-charge inverting
electrolyte (in our case MgCl2) changes the equilibrium position of the boundary in a pre-
dictable way. It is important to note, however, that using MgCl2 as the non-charge inverting
electrolyte is not required; only Ru(bpy)3Cl2 is truly necessary to induce charge inversion and
visualize the front. A dierent electrolyte (as long as it does not induce charge inversion) will
have a dierent mobility compared to Ru(bpy)3Cl2. is allows the user to dene the leading
and trailing electrolyte best suited for their specic purposes.
e method we introduce here has several advantages such as keeping dispersion to a
minimum and by eliminating extra experimental components or surface coatings. e use of
the uorescent Ru(bpy)3Cl2 also allows continuous, real-time monitoring of the front location.
Here, we focused on the basics of the method in a proof-of-principle description in terms
of preconcentration of analytes. However, because the method is easy to implement and
highly exible, a range of possible applications exist beyond the basic preconcentration of
samples. In particular, combination of optical visualization of the front, and control of the
front location merely by changing the concentration of the non-charge inverting electrolyte,
can be uniquely exploited. For example, one can place analyte and/or catalyst injection sites
in dierent prescribed locations and move the front back and forth between them. By period-
ically changing the concentration, one can potentially achieve localized chemical reactions in
various locations with dierent catalysts. Moreover, this sort of charge-inversion based sta-
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tionary front allows for enhanced performance of both eld amplied sample injection and
ITP.
Figure 3.16: e overshoot dis-
tance versus the concentration
dierence of MgCl2 concentra-
tion. When the concentration
was decreased between experi-
ments (negative ∆ Concentra-
tion), the front formed closer
to the well (negative overshoot).
When the concentration was
increased between experiments
(positive ∆ Concentration), the
front formed farther away (pos-
itive overshoot).
In addition, this method provides a new way to study both ITP and nanouidics. For exam-
ple, it is generally well understood what occurs during the ITP process in microchannels [145].
Having a (relatively) stable front that can be directly visualized, gives us a new way to study
the process in nanochannels. is is important because it has been shown that, in addition
to ion stacking, nanochannels also exhibit ion focusing at the center of a nanochannel. Sim-
ilarly, this same slow-moving, easily-tracked front will give us deeper insights into nanou-
idics such as, for example, the overshoot/undershoot phenomenon in Figure 3.16, which to
our knowledge has not been studied before in depth.
Reprinted with permission from [90]. Copyright 2015 American Chemical Society.
3.5 Moving Forward
is chapter showed that for four dierent projects theory can greatly improve our under-
standing of experiments. I employed a theoretical approach to further understand nanochan-
nel conductivity changes based on DNA-induced surface charge changes, DNA hybridization
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kinetics under non-equilibrium conditions in micro- and nanochannels, and standing front
isotachophoretic-like conditions in nanochannels with complex, charge inversion-inducing
species.
Furthermore, although we adequately describe the standing front induced from the com-
plex EDL of Ru(bpy)3Cl2 using a simple mass/current conservation analysis, a more complete
model that could actually predict zeta potential and current, as well as the sharp electric
eld gradient that arises at the interface between the two solutions would potentially lead
to predictive design of novel systems. erefore, I began to collaborate with Dr. Dirk Gille-
spie, an expert in Density Functional eory (DFT), to begin a modeling endeavor of complex
EDLs and uid velocity proles. DFT shows excellent accuracy relative to Monte Carlo (MC)
and Molecular Dynamics (MD) simulations [6] [23] [7], and the uid velocity prole under
electroosmotic ow (EOF) is well-predicted using DFT [35]. Because ion concentration and
EOF has been extensively studied and documented for uniformly planar surfaces, we chose
to model a heterogeneity in surface charge on a planar surface. is geometry is highly rele-
vant for numerous applications, yet a systematic study over varying counterion species and
surface charges has yet to be conducted.
e following chapter presents a theoretical investigation into EDL nano-structure at the
planar interface between regions of dierent surface charge. I show Density Functional e-
ory calculations that systematically probe the structure of the EDL, illustrating the lateral
(parallel to the wall) and normal (perpendicular to the wall) ion oscillations that can arise at
this interface. We further propose applications that take advantage of this structure such as
ne electrochemical ion manipulation. For example, charged species could be manipulated
near the interface via spatiotemporal tuning of surface charges.
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Chapter 4
Two-Dimensional Electric Double Layer
Structure with Heterogeneous Surface
Charge
To adequately probe the structure of the electric double layer, we modeled a heterogeneous
planar geometry consisting of two dierent surface charges, covering a systematic parameter
set of varying counterion diameter, valence, and bath concentration, as well as the surface
charges. is chapter explores the resulting lateral (parallel to the wall) and normal (perpen-
dicular to the wall) nano-structure of the electric double layer at a heterogeneous interface
between two regions of dierent surface charge, oen found in nanoscale electrochemical
devices. Specically, classical Density Functional eory (DFT) is used to probe a cation con-
centration range of 10 mM to 1 M, for valences of +1, +2, and +3, and a diameter range of
0.15 to 0.9 nm over widely varying surface charges (between ±0.15 C/m2). e DFT results
predict signicant lateral and normal-to-the-wall nano-structure in the form of ion concen-
tration oscillations. ese results are directly compared with Poisson-Boltzmann, showing
signicant deviation between the two theories, not only in the concentration proles, but
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also in the sign of the electrostatic potential.
4.1 Introduction
e electric double layer (EDL) at the interface between electrolytes and charged surfaces
signicantly aects performance of fuel cells, baeries, ion-selective channels, and other elec-
trokinetic and electrochemical devices. While planar, impermeable, and uniformly charged
walls have been predominantly studied for a variety of applications, heterogeneous surfaces
are of notable interest because they can be tuned and exploited for manipulation of molecules
or uncovering unique physics. For example, researchers have built heterogeneous wall charge
systems to nely manipulate electrokinetic devices to enhance micromixing [8] and mimic bi-
ological nanopores for single molecule detection [9] [10] [11]. To date, most studies of hetero-
geneous wall charge systems use forms Poisson-Boltzmann (PB) theory and modied forms
[146] [147] [148] [149], are experimental [41], or use computationally-intensive Molecular
Dynamics (MD) simulations [86]. Furthermore, the details of the parallel to the wall (lateral)
and perpendicular to the wall (normal) nano-structure (referred to hereaer simply as struc-
ture) of the double layer in heterogeneous systems and modalities to exploit this structure
are still unknown. A comprehensive study of the structure of the EDL at a surface charge
discontinuity and the eect of ion valence, concentration, size, and surface charge is crucial
to understanding local and peripheral ion transport and uid ow, especially at the nanoscale,
which can potentially be exploited for novel bioanalytical and energy applications.
Figure 4.1 shows the simplest embodiment of a system with heterogeneous surface charge:
a single discontinuity on a planar surface. Although many techniques (Monte Carlo (MC) [19]
[20], Molecular Dynamics (MD) [21] [22] [23] [24], or Density Functional eory (DFT) [25]
[26] [27] [28]) can eectively model the discontinuity and ion correlations that lead to com-
plex EDL structure, DFT is particularly well-suited because it accounts for the nite size of
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Figure 4.1: Schematic of a heterogeneous planar surface with two surface charges, focusing
on the region of interest. H is the height, and W is the half width for which we computed
concentrations. In this chapter, x and y refer to the lateral (parallel to the wall) and normal
(perpendicular to the wall) dimensions, respectively. e system is homogeneous in the z
dimension because of the symmetry of the system.
ions as well as more complex ion-ion electrostatic eects in a computationally ecient man-
ner [150] [7]. DFT accurately models EDL structure for uniformly-charged planar surfaces as
compared to MC, including in regimes such as high surface charge and high ionic strength for
which PB is not sucient [6] [7] [151]. Moreover, because DFT captures complex phenomena
such as charge inversion [139] [152] and layering [35] [153], DFT should also serve well to
model the transition between two surface charges and the lateral structure arising from the
interaction between the two EDLs.
In this chapter, we report and discuss both normal and lateral EDL structure at the solid-
liquid interface of a wall with a single discontinuity in surface charge, showing that the in-
terface near the discontinuity can be substantially more structured than indicated by PB. For
example, in cases with high surface charge dierences, the resulting structure perpendicular
to the wall can create structure parallel to the wall. Aer dening the system and theory,
we explore structure in both dimensions, as well as the width of the transition, characteriz-
ing all three by comparing with PB to show the extent to which the complex physics at the
transition aect the peripheral ion and potential distributions. Finally, we comment on the
potential applications and methods to exploit electrochemical heterogeneous systems.
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4.2 Experimental
4.2.1 Model of the System
We modeled the system as a binary electrolyte near a hard, planar, charged surface with
an implicit solvent of uniform dielectric constant, r. For this system, the temperature T =
298.15 K, and the dielectric constant r = 78.4.
To adequately probe a large parameter space, we used cations of dierent size, valence,
and concentration for dierent surface charge σ1 and σ2 values (Table 4.1). Each calculation
had one positive and one negative ion species. e cation species varied, while the anion
remained the same with 0.3 nm diameter with−1 charge, yielding a nal data set of 832 EDL
structures (a subset of the possible combinations shown in Table 4.1).
Value Min Max Number of Values
Diameter [nm] 0.15 0.9 4
Valence +1 +3 3
Concentration [M] 0.01 1 3
Surface Charge [C/m2] −0.15 0.15 13
Table 4.1: Table of parameter values for calculations
4.2.2 Density Functional eory
DFT accurately calculates the ensemble average ion density and electrostatic potential
proles for a system in chemical equilibrium with a bath by taking into account hard-sphere
(HS) and screening (SC) excess free energy components. Given their nite size, ion cannot
overlap, and the HS contribution accounts for the pressure work necessary to insert a hard
sphere. e SC component accounts for electrostatic correlations beyond the mean-eld po-
tential of inserting an ion within a screening length of other ions. erefore, both components
check for other ions within a radius or a screening length, thereby leading to convolutions
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as in Equation 4.2. Specically, we use the White Bear functional [26] for the HS component
and the functionalized Mean Spherical Approximation (fMSA) [7] for the SC component.
e functionals used are currently the most accurate forms of DFT, relative to one-dimensional
Monte Carlo simulations. e White Bear functional has been the most accurate HS functional
used for over a decade, and the fMSA has proven at least as accurate as the Bulk Fluid [27] or
RFD [28] functionals, as shown by Roth and Gillespie when they compared the fMSA func-
tional to over 20 dierent one-dimensional MC simulations [7]. Additionally, the fMSA has
signicant speed improvements relative to the RFD functional, meaning the systematic study
performed was a reasonable undertaking.
For each ion species i, is the concentration prole is given by:
























where ρbathi is the bath concentration, ∆µexi = ∆µHSi +∆µSCi is the dierence in excess chemical
potential between the system and the bath, zi is the species’ valence, e0 is the elementary
charge, φ is the solution to the Poisson equation (φ = 0 in the bath far from the wall) , µexti
is the external potential due to the charged wall (i.e., ions were given an innite penalty for
approaching the wall nearer than one ion radius), and kT is the product of the Boltzmann
constant and temperature.
Since the excess chemical potentials are functionals of the densities, we must compute
the densities numerically. e xed-point Equation 4.1 was iterated until convergence was
achieved, using an optimized Picard iteration [37]. e excess chemical potentials were cal-
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culated via convolutions, which are, in general,
∫
f(r′)ω(r− r′)dr′, (4.2)
where f(r′) is either the true or weighted ion density. e DFT weight functions [26] [7] are
ω
(2)
i (r) = δ (|r| −R) (4.3)
ω
(3)










|r| (|r| − λij)
2 · θ (Rij − |r|) , (4.6)
where δ denotes the Dirac delta function, θ denotes the Heaviside function, and R is the
radius of interest. is radius is either Ri (the radius of ion species i) or the screening length,
λi = Ri +
1
2Γ
, where Γ is the screening parameter [27], which, in the limit of point charges, is
equal to κ/2, where κ is the Debye-Huckel screening parameter, and where λij = λi+λj and
Rij = Ri +Rj . In our 2D geometry, the densities only depend on the x and y coordinates, so
aer integrating over z dimension (see Figure 4.1), the weight functions become [150]:
W
(2)
i (x, y) =
2R√
τ(x, y, Ri)
·θ(τ(x, y, Ri)) (4.7)
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where τ(x, y, R) = R2 − (x2 + y2).
e domain of interest was dened in Figure 4.1 with dimensions of H by 2W . e Fast
Fourier Transforms (FFTs) used to compute the convolutions in Equation 4.2 were calculated
in Matlab (R2016a, e MathWorks, Inc., 2016), although any soware package that convolves
lists can be used. e complete computational domain was padded to insulate the data from
artifacts of periodicity [154] and achieve 2N points (for FFT eciency). Because the calcu-
lations involve list convolutions, the only requirement is that the padding is larger than the
kernel length. Specically, the padding and boundary conditions for y < 0, y > H , and
|x| > W are given by:
ρi(x, y > H) = ρ
bath
i (4.11)
ρi(x, y < 0) = 0 (4.12)
ρi(x < −W, y) = ρi(x = −W, y) (4.13)
ρi(x > W, y) = ρi(x = +W, y). (4.14)
e numerical grid was uniformly spaced at ∆x = ∆y = 0.01 nm for all calculations, and
the H and W values were both 25 nm for the 10 mM cases, 12 nm for the 100 mM cases,
and 7 nm for the 1 M cases. Proles with smaller grid spacings were not visibly dierent (not
shown).
4.2.3 Poisson-Boltzmann
We compared our results to PB calculations. Specically, we used a modied form termed
the distance of closest approach PB (DCA-PB) for which the ions are only allowed to approach
the wall to within one radius [32] [33]. is formulation allows dierent sized ion to be
accounted for and includes the gap between the wall and the charge of the ion [139] [36].
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ese are absent when point charges can approach the wall. Furthermore, DCA-PB enables
an easier comparison with DFT because all of the ion concentration proles begin at the
same point away from the wall. e PB results were calculated by seing the HS and SC
contributions to zero, but still including mean-eld electrostatic potential and the external
wall potential, which denes each species’ distance of closest approach to the wall.
4.3 Results and Discussion
To characterize the EDL of the heterogeneous junction, we investigate the two-dimensional
ion nano-structure at the interface and the width of the lateral (parallel to the wall) transition
region. In general, lateral proles dier qualitatively and quantitatively from PB, sometimes
creating a wider transition region when lateral ion concentration oscillations are present, and
other times creating a narrower transition width compared to PB.
4.3.1 Structure
EDL structure perpendicular to the wall appears in two primary forms: charge inversion
and ion density oscillations. In this thesis, charge inversion is dened as a change in sign of
the electrostatic potential in the normal direction near a charged surface. Charge inversion,
studied extensively at least since the 1980’s via MC simulations [19] [155] [83] and explored
further both computationally and experimentally [156] [84] [85], occurs in particular for mul-
tivalent counterions. e second phenomenon, oscillations in the ion density prole, which in
its extreme becomes ion layering (i.e., very low ionic concentration between peaks), generally
occur at high packing fraction or for large counterion diameter [157] [35] [153].
We found that lateral structure, on the other hand, appears as oscillations in ion concentra-
tion and electrostatic potential proles and forms solely when structure exists perpendicular
to the wall, although this normal structure can exist on its own. For example, Figure 4.2 shows
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Figure 4.2: Normalized cation proles for (le) the 0.3 nm diameter monovalent cation at 1 M
concentration and (right) the 0.15 nm diameter trivalent cation at 1 M concentration. Surface
charges are ±0.05 C/m2 for ±x, respectively. (le) As expected, the cation is depleted
near the positive surface charge and in excess near the negative with a monotonic lateral
transition. (right) In contrast, the small trivalent exhibits depletion even for x > 0, as well
as non-monotonic perpendicular- and parallel-to-the-wall structure. e small diameter of
the cation causes this depletion for x > 0 because the smaller, trivalent cation approaches
the wall closer than the anion, creating a region of high positive surface charge. erefore,
the system, minimizing the free energy, minimizing the amount of cations in this region
to aempt to prevent large electrostatic potentials. Depletion of the smaller species near
the surface has been previously documented via MC simulations for zero surface charge
[5] [6] [7]. When the surface charge increases, the contact concentration increases and
eventually becomes greater than bulk. We compared one-dimensional MC simulations to
DFT for this case (data not shown), conrming the DFT accuracy as well as the depletion
and concentration bump at 1 M.
two 2D proles, one with a lack of structure (le) and another with considerable structure
(right). For symmetric monovalent ions of the same diameter (le), normal and lateral pro-
les remain monotonic. e small, trivalent cation (right), however, induces signicant EDL
structure with both normal and lateral non-monotonicity, even containing of a localized spot
of excess cations. ese proles represent two extreme cases of the entire range we studied,
with a myriad of dierent intermediate proles occurring as cation valence, diameter, and
concentration were varied.
Highlighting six representative examples of this intermediate range, Figures 4.3−4.8 com-
pare DFT and PB ion concentration, electrostatic potential, and excess chemical potential
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proles for dierent cases. We especially feature the inuence of the excluded volume and
screening excess chemical potentials on the ion concentration (in Equation 4.1) since PB does
not account for these contributions. All these examples have the same surface charge cong-
uration, with σ1 = +0.05 and σ2 = −0.15 C/m2, but vary in cation diameter, valence, and
concentration. In each gure, the panels show (A) cation concentration, (B) anion concen-
tration, (C) cation hard-sphere and screening components, and (D) mean-eld electrostatic
potential.
To begin, Figure 4.3 shows the ion concentration and potential proles for a 0.15 nm
Figure 4.3: Various 2D proles from the case of a 0.15 nm monovalent cation at 1 M concen-
tration with plots from DFT of (A) cation concentration, (B) anion concentration, (C) cation
HS and SC potential, and (D) mean-eld electrostatic potential, as well as cross-sectional
proles comparing PB (red) and DFT (black) in the lateral-to-the-wall (boom curves) and
normal-to-the-wall (le and right plots) directions. e DFT curves are slices of the full 2D
image, with the normal and lateral proles taken at the specied x and y positions, respec-
tively, which are then compared to PB (2D plots not shown). For this case, σ1 = +0.05 and
σ2 = −0.15 C/m2. In this color scheme, white in the 2D plots corresponds to zero potential
or the bath concentration.
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diameter monovalent cation at 1 M concentration. Both concentration proles, and therefore
also the electrostatic potential prole, are very similar to PB, exhibiting purely monotonic
behavior with no normal or lateral structure. e ion concentration and potential proles for
DFT and PB are the same because the low packing fraction and small charge produce minimal
HS and SC contributions, respectively. Specically, even though the SC term is an order of
magnitude larger than the HS, both are only a fraction of a kT and so have lile impact on
the ion proles. erefore, in general, with small, monovalent ions, even at relatively high
concentration, PB suces as a modeling tool for heterogeneous systems [157].
In contrast to the small monovalent cation, the large diameter, monovalent cation in
Figure 4.4 induces oscillations in the cation and anion concentrations perpendicular to the
wall, as well as non-monotonicity in the electrostatic potential. In general, large monovalent
Figure 4.4: Case of the 0.9 nm monovalent at 1 M with plots from DFT of (A) cation concen-
tration, (B) anion concentration, (C) cation HS and SC potential, and (D) mean-eld electro-
static potential. See the caption of Figure 4.3 for more details.
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cations can have strong layering perpendicular to the wall for large negative surface charges
[153], which is conrmed in this case. Figure 4.4A also shows that the large monovalent
cation concentration will oscillate mildly even for the positive surface charge when it is the
co-ion. is structure is due to the considerable excluded volume contribution which is two
orders of magnitude larger than the previously-shown small monovalent cation (compare the
green lines in Figures 4.3B and 4.4B). Consequently, the perpendicular-to-the-wall ion struc-
ture induces a change in sign of the potential for x < 0, although, coincidentally, the DFT
and PB potentials are the same for x > 0 on the scales shown.
In the lateral direction, there is only minor structure present in this case even though a
large dierence in surface charge is present. However, signicant lateral structure is possible
for large monovalent cations for much higher surface charges (not shown). In the end, PB
poorly predicts the ion concentrations, and the similar normal potentials are a coincidence.
As compared to monovalent cations, divalent cations can induce dierent forms of struc-
ture perpendicular to the wall, and more signicant structure parallel to the wall. is is
shown in Figures 4.5 and 4.6. Because of the lower concentration (100 mM) and small cation
diameter (0.3 nm) in Figure 4.5, the DFT and PB ion concentration and electrostatic potential
proles appear similar. However, a signicant anion bump is present for both divalent DFT
cases as well as charge inversion for the 0.6 nm cation, leading to considerably dierent lat-
eral potential proles relative to PB. Furthermore, while PB appears to model general trends
for this system (with the exception of the normal anion concentration proles), DFT reveals
ner normal structure and some lateral structure, which becomes even more pronounced with
a diameter of 0.9 nm (not shown). In Figures 4.5 and 4.6, the large screening contribution,
due to the higher valence (the screening term scales roughly as valence squared)[7], produces
slight lateral non-monotonicity. Both the 0.3 nm and 0.6 nm divalent cation cases exhibit a
similar anion bump, although the larger divalent shows more signicant deviation from PB,
with considerable lateral structure and charge inversion.
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e trivalent cation proles shown in Figures 4.7 and 4.8 induce all forms of normal and
lateral structure, with major contributions due to screening. For example, the 0.3 nm trivalent
cation in Figure 4.7 exhibits signicant charge inversion and lateral structure. e largest
trivalent (0.9 nm) in Figure 4.8 induces even more substantial lateral structure, as well as
notable charge inversion and a large excess anion concentration bump in the normal direction
for x > 0. is charge inversion leads to qualitatively dierent lateral electrostatic potential
proles as compared to PB. For example, in Figure 4.7, the DFT potential always has the
opposite sign relative to PB, and, in Figure 4.8, the lateral potential is non-monotonic and
positive for all x, while the PB potential goes monotonically from positive to negative.
Additionally, the considerable screening contribution (> 10 kT for the largest cation)
remains a remarkable feature of the trivalent cases and the largest deviation from PB. Many
Figure 4.5: Case of the 0.3 nm divalent at 100 mM with plots from DFT of (A) cation concen-
tration, (B) anion concentration, (C) cation HS and SC potential, and (D) mean-eld electro-
static potential. e normal cation prole for x > 0 was truncated for easier viewing. See
the caption of Figure 4.3 for more details.
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theories [17] [29] aempt to improve on traditional PB by accounting for excluded volume
eects, yet still neglect these screening eects [36]. is proves problematic since the screen-
ing component can be several kT and orders of magnitude larger than the excluded volume
component that these theories include (see Ref. [36] for more discussion). On the whole, the
trivalent cases exemplify the need for accurate theories beyond PB.
Here, we highlighted six cases showing that mulitvalent and large cations induce signi-
cant normal and lateral structure. We see ion concentration oscillations and electrostatic po-
tential charge inversion, complex behavior for which the entire 2D proles are needed. Even
so, we will try to condense the 2D data into a single value to enable a more straightforward
characterization of lateral structure present in the DFT calculations.
To do that, we will quantify lateral structure manifested in the DFT cases, with the trun-
Figure 4.6: Case of the 0.6 nm divalent at 100 mM with plots from DFT of (A) cation concen-
tration, (B) anion concentration, (C) cation HS and SC potential, and (D) mean-eld electro-
static potential. See the caption of Figure 4.3 for more details.
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Figure 4.7: Case of the 0.3 nm trivalent at 1 M with plots from DFT of (A) cation concentra-
tion, (B) anion concentration, (C) cation HS and SC potential, and (D) mean-eld electrostatic
potential. See the caption of Figure 4.3 for more details.
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, (4.15)
where ρ+ is the spatially-varying cation concentration and yj are the y grid points. e
integration limits, α− and α+, are used to truncate the data to remove the monotonic region
near x = 0 (thus only accounting for troughs and crests in cation concentration):
α− = max
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Figure 4.8: Case of the 0.9 nm trivalent at 10 mM with plots from DFT of (A) cation concentra-
tion, (B) anion concentration, (C) cation HS and SC potential, and (D) mean-eld electrostatic
potential. See the caption of Figure 4.3 for more details.







where ρbath is the ion concentration in the bath far from the wall. is excess adsorption is
one way of quantifying the number of ions near a charged surface. However, by taking the
absolute value of the integrands in Equation 4.15, the oscillation troughs below ρ+(±W, yj)
increase the adsorption metric, not decrease it. Furthermore, by eliminating the monotonic
region, we only focus on the oscillations (non-monotonic nano-structure), and Θlat = 0 for all
PB proles. Figure 9 plots Θlat for DFT for varying cation diameter, valence, concentration,
and σ2 (with σ1 = +0.05 C/m2).
Although Figures 3-8 show major qualitative dierences between PB and DFT in the elec-
99
Two-Dimensional Electric Double Layer Structure with Heterogeneous Surface Charge Chapter 4
Figure 4.9: Eect of surface charge (along each x-axis), ion concentration (10 mM in the
top row, 100 mM in the middle row, and 1 M in the boom row), diameter (dierent colored
lines), and valence (columns) on the truncated absolute excess adsorption (Θlat) dened in
Equation 4.15. In all cases σ1 = +0.05 C/m2. Notably, a surface charge threshold near
−0.05 C/m2 exists, below which negligible lateral structure appears, although the spacing
of 0.025 C/m2 may obscure ner trends.
trostatic potential as well as the EDL normal and lateral structure, understanding the dier-
ences quantitatively over the entire range gives insight as to which cases merit further study
and how PB proles are dierent from DFT proles. Here, we use Θlat as a metric to illustrate
the congurations for which the lateral DFT proles exhibit appreciable cation concentration
oscillations. We focus in particular on the lateral structure, but we note that certain cases
like the large monovalent cation at 1 M in Figure 4 can have considerable normal-to-the-
wall structure with negligible lateral structure. Conditions under which normal-to-the-wall
structure exists are described in detail in Reference 26 and so we do not discuss them further.
Figure 9 shows that, as one might expect, more negative σ2 increases structure. (In fact,
there appears to be a threshold near −0.05 C/m2.) is is because a more negative σ2 will
increase the cation excess on the right (Figure 1), as compared to the cation depletion on the
right caused by the positive σ1. While this is similar to the normal-to-the-wall EDL structure,
there are a number of notable dierences between the normal and lateral EDLs. For example,
charge inversion and concentration oscillations for large monovalent species are not seen in
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our lateral EDLs. Also, lateral EDLs exhibit the most structure at low density (especially the
trivalent species), the opposite of what is seen in EDLs perpendicular to the wall. is is due
to a larger screening component in the chemical potential, µSC+ , at low concentrations that, in
the absence of signicant hard-sphere eects, recruits more cations to this region, creating a
steeper transition and cation (as well as anion) oscillations.
Overall, the Θlat highlights conditions that may be of interest and is convenient for pre-
dicting congurations for which lateral structure might arise (normal-to-the-wall structure
has already been reviewed [152]), as well as regimes in which PB no longer accurately models
the system (such as large or multivalent counterions at higher magnitude surface charge).
4.3.2 Transition Width
Determining the lateral transition width is another way to quantify our results. alita-
tively, the width is the lateral distance on either side of the interface at which the normal ion
proles recover to the far away proles at x = ±W . antitatively, this width is calculated
by rst nding the largest magnitude xk discrete lateral grid points (for both x < 0, x−, and
x > 0, x+) at which the normalized ion density prole of species i reach 1%:
x− = max
{
xk < 0 : ∀i,j
∣∣∣∣ ρi(xk, yj)ρi(−W, yj) − 1
∣∣∣∣ < 0.01} , (4.19)
x+ = min
{
xk > 0 : ∀i,j
∣∣∣∣ ρi(xk, yj)ρi(+W, yj) − 1
∣∣∣∣ < 0.01} , (4.20)
for each normal coordinate yj . e full width is then dened as the sum of the two compo-
nents,
Λlat = (|x−|+ |x+|) . (4.21)
Although the presence of signicant lateral structure creates relatively wider transitions,
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Figure 4.10: (a-i) Eect of surface charge (along each x-axis), ion concentration (10 mM in
the top row, 100 mM in the middle row, and 1 M in the boom row), diameter (dierent
colored curves), and valence (+1 in the rst column, +2 in the second, and +3 in the third)
on the transition width (le y-axis) and scaled transition width (right y-axis) for DFT (solid
lines) and PB (dashed lines), where in all cases σ1 = +0.05 C/m2. Generally, an exponential
function (i.e., f(x) = exp(−x/λ)) will decay to 0.01 within 4.6λ. erefore, the transition
width is scaled by twice this value to account for the decay on either side of the interface.
(j-l) Dierence in transition width between DFT and PB versus cation species for (le) 10
mM, (middle) 100 mM, and (right) 1 M concentrations. All points correspond to points in
Figure 4.10, and the 1 M data also includes all combinations of two surface charge values
from Table 4.1. From an ion-scale perspective, the dierences between DFT and PB are a few
ion diameters, and, for certain species, such as the small trivalent and large monovalent, a
considerable dierence is present. Generally, the dierence increases for increasing valence
and decreasing cation diameter.
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As shown by the right axes of Figure 4.10, aer scaling, all curves are near unity, meaning that
the thicker the double layer, the larger the transition width. Practically speaking, knowing this
relative scale of the transition width (between 2 and 20 nm) gives an invaluable metric of the
distance from the heterogeneity at which the lateral proles cease to vary. Along these lines,
understanding the degree to which structure changes the predicted width enables superior
device characterization and model utility. Similarly, awareness of the situations in which PB
conicts with DFT is crucial to determining when a more accurate theory must be applied.
Figure 4.10 shows the transition width for DFT as a function ofσ2 whereσ1 = +0.05 C/m2.
Interestingly, in most cases, each concentration and valence pair yields a relatively similar
transition width. e width varies only slightly for each ion size and across surface charges,
contrasting with the trends in Figure 4.9. However, the relatively large width of the 100 mM
and 1 M 0.9 nm ion cases can be aributed to the development of lateral structure that is not
present for the smaller monovalent diameters, as was shown in Figures 4.3 and 4.4. Likewise,
while most trivalent species at 1 M exhibit structure (and thus wider transitions, shown in
Figures 4.7 and 4.8), the small trivalent at 1 M shows even more structure (Figure 4.2), thus
creating a relatively wider transition.
Figure 4.10 directly compares DFT and PB transition widths. Specically, we show the
dierence in transition widths between DFT and PB for the dierent cation species. DFT and
PB deviate by less than 0.5 nm for most conditions, implying that PB can adequately predict
the transition width on the micro- and mesoscale, although the ion-diameter-scale proles
will not be the same. However, conditions that produce substantial lateral structure (e.g.,
the 1 M small trivalent and large monovalent) dier by several cation diameters and show
a widely scaered arrangement. erefore, these situations show substantial divergence in
transition width between DFT and PB.
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4.4 Conclusions
DFT is a valuable tool to investigate both normal and lateral structure. Using DFT, we
found substantial structure perpendicular to the wall (ion concentration oscillations and charge
inversion), as well as oscillations parallel to the wall in the ion concentration and electrostatic
potential proles, particularly for large and high-valence cations. e deviation in potential
with respect to PB is important because the potential determines the uid ow prole [44]
[45] [53]. Specically, the charge inversion predicted using DFT will create strikingly dissim-
ilar uid velocity proles by inducing ow reversal, with practical nanouidic implications
[90]. As shown in Figures 4.3-4.8, this charge inversion and resulting ow reversal, are func-
tions of cation species, as well as surface charge [139]. erefore, in real systems with many
ionic species and heterogeneous surface charge, a complete understanding of the complex and
structured 2D transition beyond small monovalent cations necessitates an accurate, ecient
theory such as DFT.
Lateral structure can be potentially exploited to perform novel electrochemical ion ma-
nipulation. For example, charged species could be manipulated near the interface by tuning
surface charges and background electrolyte species. By adding external, lateral electric elds
(such as those found in electrokinetics), or even time-varying surface charges (such as with
an electrode), the EDL structure will vary spatiotemporally, possibly enabling ne manipula-
tions in the potential and uid ow. Future work will examine the complex uid ow at this
interface and the behavior of charge species near this heterogeneity.
We would like to thank Prof. Deszo˝ Boda (University of Pannonia) for providing us with
MC simulation data referred to in the caption of Figure 4.2.
Reprinted with permission from [158]. Copyright 2017 American Chemical Society.
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Fluid Flow in Heterogeneous
Nanochannels
In this chapter, I present two studies. First, I present a combined theoretical and experimental
study (with experiments performed by Kuang-Hua (Xavier) Chou) in which trivalent species
induce charge inversion and ow reversal. Second, I highlight simulations performed to in-
terrogate uid ow in the region very near to the transition between one surface charge to the
next. ese calculations are a natural continuation of the Density Functional eory (DFT)
investigation of Chapter 4 since the ion concentration and electrostatic potential are calcu-
late from DFT, aer which COMSOL (COMSOL, Inc.) is used to solve for the uid and sample
transport, specically for complex EDLs. Furthermore, I show that it is possible to avoid per-
forming time-intensive 2D DFT calculations, and instead calculate the 1D proles for dierent
surface charges and employ a smoothing average to approximate the 2D solution.
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5.1 Current Monitoring with Charge-Inverting LaCl3
is investigation utilizes a synergistic approach to combine experiments and theory. We
use custom-fabricated nanochannels to probe charge-inverting (and ow reversal inducing)
salt species. Specically, we exploit charge-inverting LaCl3 in order to probe the EDL struc-
ture via modied the traditional current monitoring experiments. Nanochannel current and
ow rate are measured, allowing for a direct comparison with theory. In order to enhance
current theory, experimental results can help ne-tune free variables such as location of the
slip plane. Furthermore, theory can be used to beer understand experiments, and theory
can be updated based on experimental results for use as a predictive tool. We perform exper-
iments in homogeneous straight nanochannels, although moving forward we will also vary
the surface potential via an embedded electrode (shown in Figure 5.1).
Figure 5.1: An embedded, insulated electrode and nanochannels are paerned and etched
into the fused silica substrate using standard photolithography and dry etching techniques.
e embedded electrode consists of a 15 nm Ti adhesion layer and 105 nm Pt layer insulated
with spuered silicon dioxide. Aer embedding the electrode, the nanochannel paern is
dry etched 100 nm into the fused silica substrate. e device is sealed by direct bonding a
polished fused silica wafer to the device wafer using nitrogen oxygen surface plasma acti-
vation.
5.1.1 eory
To determine the axial channel position (x˜ in Figure 5.2b), the bulk conductivity, σi, and
zeta potential, ζi, of each species imust be measured. e electric eld in each section is then
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where V is the applied potential, L is the channel length, and the subscripts 1 and 2 denote
the le and right sections of the channel, respectively. e electroosmotic ow component of
each section is
ui,EOF = −Eir0ζi/µw, (5.2)
where r and 0 are the relative and vacuum permiivity and µw is the viscosity of water.






















meaning that the total velocity is given by:
ui,tot = ui,EOF + ui,PDF, (5.6)
where u1,tot = u2,tot. e total current is
Ii,tot = σihwEi, (5.7)
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where w is the channel width (and I1,tot = I2,tot).
Practically, aer determining the conductivity and zeta potential of each species, x˜ is
found by ing to either experimental velocity or current, although both yield similar results.
5.1.2 Materials and Methods
Figure 5.1 shows a nanouidic channels with embedded electrode. e key features of
our fabrication process is the ability to build planarized nanochannels with embedded elec-
trodes, as well as an optimized room temperature bonding process (Figure 5.1). Specically,
we optimize a two-step plasma activation process which involves an oxygen plasma treat-
ment followed by a nitrogen plasma treatment to increase the fusion bonding strength of
fused silica. Our channels do not leak with over 1 MPa of applied pressure aer a 24 hour
storage time, and the electrode exhibits capacitive behavior with a nite parallel resistance in
the upper MΩ range for up to a 6.3 Vdc bias.
5.1.3 Experimental Results
We performed modied current monitoring experiments with Tris-EDTA buer (TE buer,
pH 7) and LaCl3 (also Tris-buered). Specically, we loaded the channel with Tris buer, and
replaced the positive well with LaCl3+Tris (this displaced the initial Tris as the solution moves
from the positive well to the negative). However, as the channel lls, the LaCl3+Tris ows
toward the positive well because of charge inversion.
Using our theoretical analysis, I matched the experimental current and electroosmotic
velocity (shown in Figure 5.2) to calculated values, thereby determining the theoretical front
position based a simple mass/current conservation balance. e zeta potential for each species
is determined from traditional current monitoring experiments, aer which x˜ is varied iter-
atively to best match Itot,j at each point, j, (giving x˜j for each point), as well as the mean
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Figure 5.2: is composite gure shows the (a-b) experimental setup and nanochannel solu-
tion composition, (c) current versus time for two experiments, and (d) the solution displace-
ment make-up of the dierent points in (c). In (d), the number under each image is the value
of x˜ for that point. Point 1 corresponds to the initial setup with Tris buer in the channel, and
LaCl3+Tris in the positive well. Point 2 shows the LaCl3+Tris partially entering the chan-
nel. However, because the La3+ induces a sign reversal in the electrostatic wall potential,
the solution retreats (from Point 2 to Point 3a). e solutions then reach near-steady-state
(with minor creep) from Point 3a to 4a. e values below (d) on the channel indicate the
front position. If, however, a higher solution LaCl3+Tris solution is added to the negative
reservoir at Point 2b, then both solutions will move to the le, allowing us to extract zeta
potential and other key electrokinetic values (shown as multiple trials from Point 2b to 3b).
velocity between each point (mid-point between j and j + 1 is denoted by (j + 1)/2:
utot,(j+1)/2 =
x˜j+1 − x˜j
tj+1 − tj . (5.8)
Point j Time (s) x˜/L Exp. Calc. Exp. Calc.
Itot (nA) Itot (nA) utot,(j+1)/2 (µm/s) utot,(j+1)/2 (µm/s)
1 0 0 0.460 0.459 146 166
2 30 0.89 1.16 1.110 −13.0 −13.1
3a 109 0.69 0.846 0.845 1.65 60.3
4a 200 0.72 0.871 0.877 N/A N/A
Table 5.1: Current and velocity values from predicted x˜ position at each point in Figure 5.2
Table 5.1 shows the calculated x˜ positions necessary to match the measured and calculated
current and velocity values. As illustrated, theory predicts the experimental values quite well
(especially the current values). e simple elegance of this method is its true utility, complex
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theories are not necessary as the method requires no t parameters. e front position, x˜, is
determined by equally weighting the current and velocity and matching the calculated and
experimental values. Because of this methodology, the current values match excellently, while
the velocity matches well for the most part. e discrepancy between the experimentally
observed and calculated velocity for Point 3a results from longer time-scale eects present
(and perhaps ion adsorption and interaction with the surface that alters the zeta potential on
longer time-scales).
5.1.4 Conclusions
We successfully monitored the change in current with time for the case of a ow-reversal-
inducing trivalent species displacing a buer solution. We then showed that key inection
points in the current versus time are well-predicted using a simple mass conservation analysis.
ese preliminary results demonstrate the validity of our setup, and we will continue with
more experiments for which the LaCl3 concentration as well as the channel surface charge
vary. is complete set will enable greater characterization of the electric double layer and
possibly exploitation for novel applications such as in Section 3.4.
5.1.5 Future Work
While Figure 5.2 highlights one case of current monitoring with complex electrolytes, we
will pursue a wider set of experiments with LaCl3+Tris, varying LaCl3 concentration as well
as surface charge. Similar to van der Heyden et al [84] we will vary the concentration (from as
low as 10 µM up to 100 mM) in order to determine the threshold concentration that induces
charge inversion. For low concentrations, we expect that La3+ does not cause charge inver-
sion; however, as the concentration increases, charge inversion will occur. Moreso, determin-
ing this concentration gives allows for feedback into the DFT model, which can be improved
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based on empirical data (similar to Homan and Gillespie [139]. Additionally, exploiting our
newly fabricated nanochannels with embedded electrodes, we will tune the surface charge
to determine the eect of surface charge on charge inversion (and ow reversal) as well as
channel conductivity. Ultimately, this method will enable changes in the current versus time
prole to be directly correlated to changes in zeta potential and front position, x˜.
5.2 Two-Dimensional Fluid Flow with Heterogeneous Sur-
face Charge
e complex uid ow at a heterogeneous interface is calculated from the ion concentra-
tion and electrostatic potential results from DFT and PB using Ohm’s Law and Stokes ow
equations. is study is a continuation of the initial EDL structure investigation in Section 4,
and, currently, COMSOL Multiphysics is used to calculate the ow eld, which is the rst, to
my knowledge, integration of classical DFT into COMSOL. Exploiting COMSOL’s immense
computational toolbox, complex time-dependent studies are easily achieved, meaning time-
dependent sample species transport can be simulated. is combination of DFT and nanou-
idic experiments with embedded electrodes allows, for the rst time, a true probe of the EDL,
which can in turn lead to breakthroughs for complex nanouidic electrokinetic systems.
To illustrate the complex ow possible at a heterogeneous surface, as well as to compare
PB and DFT results, Figure 5.3 presents one example showing 2D electrostatic potential and
uid ow for a small trivalent cation. e electrostatic potential exhibits signicant normal-
to-the-wall (in the y direction) and lateral (x direction) non-monotonicity. Interestingly, the
normal potential prole changes sign, resulting in uid ow reversal near the wall. is com-
plex interplay is of much interest with potential applications in charged species manipulation
near the interface.
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Figure 5.3: (le column) Electrostatic potential and (right column) velocity prole for (top
row) PB and (boom row) DFT for a 0.15 nm diameter trivalent cation (similar to La3+) at 1
M concentration and 0.3 nm monovalent anion for surface charges of ±0.05 C/m2 for ±x,
respectively.
e only true ing parameter necessary to match experiments and simulations is the
Stern layer height, Hs, or the extent of the immobile region of ions at a charged surface. e
size of Hs remains an ongoing topic of interest because it has a signicant eect on the uid
ow and current observed. By varyingHs, uid ow reversal can actually be induced or elim-
inated for charge-inverting conditions [35]. I modeled a nanochannel with an axial electrode
on the top and boom surfaces, covering the middle (axial) third of the channel. Figure 5.4
shows the eect of varying Stern layer height on the ow rate for varying cation diameter,
valence, and concentration for surface charges of ± 0.05 C/m2. Aer experimental measure-
ments are taken, the Stern Layer height is varied in conjunction with DFT calculations, to
best match theory and experiments.
As mentioned, certain conditions will exhibit completely dierent ow rates (even switch-
ing from positive to negative) based on the location of the Stern layer. For example, the 0.9
nm cation oen induces charge inversion, meaning that the transverse electrostatic potential
changes sign instead of decay monotonically to zero. is change in sign is illustrated for a
few cases in Section 4, and generally manifests as a slight bump in potential within a cou-
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Figure 5.4: Eect of varying Stern layer height,Hs, on mean ow rate for a 10 nm nanochan-
nel with an embedded electrode. A parametric study of cation species was used to illuminate
the full eect under dierent conditions. 3 Stern Layer heights are explored: equal to zero,
equal to the ion radius, and equal to the ion diameter. Because the Stern Layer height has
such a signicant eect on apparent ow rate and even direction, it is instrumental as a
ing parameter.
ple nanometers of the wall. Flow reversal is induced if the Stern layer height overlaps this
bump region. Performing experiments and ing the Stern layer height to match theory and
experiments allows us to even beer understand the EDL structure.
We explore a parameter set similar to that of Section 4, for which I modeled a nanochannel
with an axial electrode on the top and boom surfaces, covering the middle (axial) third of
the channel. While 2D simulations can elucidate nano-scale uid ow, it would be preferable
to simulate a full channel geometry without having to perform 2D DFT calculations. For ex-
ample, 1D solutions for concentration and potential can be combined into a quasi 2D solution
by stacking the 1D solutions and performing a moving average smoothing lter in the lateral
dimension, with window size equal to the Debye length. e resulting smoothed concentra-
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tion and potential yield a uid ow prole remarkably similar to the full 2D solution for thin
EDLs (data not shown). Even for congurations in which the transition width to channel
length ratio is 10%, the apparent zeta potential dierence is at most 4 mV, which is practi-
cally negligible. e observed conductivity dierences are similarly within the experimental
error. Moreover, the 2D full and smoothed solutions converge to the same values for higher
channel length to transition width ratio, thus highlighting the eect of decreasing transition
importance regarding the overall ow. Furthermore, the 1D solution can be calculated in a
maer of seconds, while the 2D solution takes tens of minutes.
Figure 5.5: (top) Absolute zeta potential dierence between 1D and 2D solutions relative to
the Debye length to channel length (equal to 1 µm) ratio, and (boom) absolute conductivity
dierence between 1D and 2D solutions for a channel height of 10 nm. Four ion diameters at
three concentrations (10, 100, and 1000 mM) for surface charges of ± 0.05 mC/m2. As the
Debye length (and hence transition width) take up more of the channel length, the 1D ap-
proximation breaks down as illustrated in terms of zeta potential and channel conductivity.
To further simplify the solution method, the full 2D solution is compared with a true 1D
approximation (assuming no transition width). Figure 5.5 illustrates the dierences in zeta
potential and conductivity relative to the Debye length to channel length ratio between full
2D solutions and the true 1D. As the size of the Debye length becomes signicant relative
to the channel length (even as lile as 1%, corresponding to λD/Length of 10−3), the 1D
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approximation no longer suces for any conguration since a zeta potential dierence is
near or above 10 mV. Below 3 · 10−4 (λD/h = 0.3%), though, the zeta potential dierence is
below 2 and would be practically undetectable.
Moreover, a 1D approximation would enable a quick wide-sweeping parametric study
with which corresponding experiments can be used to determine ing variables such as
Stern layer height. Moving forward, we will perform additional experiments with charge-
inverting LaCl3 for varying concentration and surface charge in our newly-fabricated nanochan-




Conclusions and Future Work
6.1 Conclusions
e work I performed for my thesis builds on the wealth of knowledge and achievements
in the eld of electrokinetics, and I hope that my work can further propel the eld toward
uncovering groundbreaking phenomena and innovative applications.
e model developed in Chapter 2 allows experimentalists to predict nanochannel behav-
ior beer in order extract parameters of interest, such as zeta potential, with greater ease and
accuracy, as well as to predict regimes in which dispersion may be signicant. is coupling
between modeling and experiments motivated further projects. is model, with minor alter-
ations, shows great potential for modeling other congurations such as our recent nanochan-
nel concentration enhancement method with inhomogeneous surface charge, as well as the
ongoing project involving uid ow with complex geometry and ion species.
Chapter 3 covers 3 projects for which I used theory to assist experimentalists in eluci-
dating experimental results. First, we showed that DNA-induced changes in surface charge
can be detected in nanochannels, although the nanochannels actually detect any DNA, mak-
ing them a bit too sensitive. Moving forward with a similar project, Alveo Technologies
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in Alameda, CA is developing a DNA sensor that senses changes in ionic composition (and
therefore conductivity) when DNA replication takes place. Second, I modeled the convective-
diusion-reaction equation to aid in the understanding of DNA hybridization kinetics under
non-equilibrium conditions in micro- and nanochannels. We recently showed that increas-
ing connement (such as in nanochannels smaller than 100 nm), decreasing the dissociation
constant, thus broadening our understanding of evolutionary biology, and the role of conne-
ment in DNA replication and protein synthesis. Last, I modeled and performed experiments
to interpret experimentally-observed isotachophoretic-like conditions in nanochannels with
complex, charge inversion-inducing species. We follow this study with a similar investiga-
tion of charge-inverting species in the presence of an addressable, embedded electrode that
enables tuning of the surface potential to beer interrogate the EDL.
Chapter 4 presents a systematic study (via Density Functional eory calculations), show-
ing that varying cation diameter, valence, and concentration as well as surface charges can
induce signicant lateral (parallel to the wall) EDL structure. Continuing this work, Chapter 5
highlights simulation results of the uid ow in a heterogeneous surface charge nanochannel
with complex ionic species and high surface charge. ese results will be used predictively
to highlight potential experimental conditions that are worth exploring. Moving forward, we
will explore heterogeneous nanochannels experimentally. e experimental results will en-
able feed-back to theory, thus allowing for ne-tuning and improving of theory, aer which
theory can be further employed to probe as-yet experimentally impossible regimes.
6.2 Future Work
In electrokinetic micro- and nanouidic systems, electrolyte interaction with charged sur-
faces is not entirely understood, meaning that, while experiments have proven quite instru-
mental in leading to real applications, a complete predictive theory still has yet to be devel-
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oped. Indeed, Poisson-Boltzmann (PB) based theories adequately predict ion concentration
and electrostatic potential for small ions and dilute systems, but as systems become more
complex and conned, the nite size of the ions and near-eld screening eects become more
signicant, necessitating a more complete theoretical approach. Future work includes using
a variety of tools to investigate structured electric double layers (EDLs) and atypical electro-
osmotic ow (EOF) resulting from complex ions and surface charge heterogeneity in micro-
and nano-scale uidic systems to beer understand electrochemical phenomena, contribut-
ing to the development of more eective desalination and energy technology systems. A
synergistic approach can be employed, combining theory and experiments to systematically
explore and develop theories concerning the EDL and EOF to enhance our understanding of
the ion-ion and ion-wall interactions in the EDL, as well as aid in the development of novel
future applications. is will require both computational/numerical knowledge regarding
nano-scale electrochemical systems, as well as an understanding of experimental systems
and how to relate experiments to appropriate theories.
6.2.1 Objectives
Building on the established wealth of knowledge in modeling the EDL, it naturally fol-
lows to study well-dened uidic systems with micro- and nano-scale geometries possessing
both complex ions and heterogeneous surface charges. erefore, it is imperative to probe
as-yet misunderstood experimental results related to electrolyte transport in nanouidic sys-
tems. Specically, a study of merit would explore asymmetric, multivalent ionic species and
large surface charge systems, typical to applications such as desalination and electrochemical
energy systems, pushing both the experimental and theoretical limits in order to discover unique
nano-scale phenomena.
1. Both experimentally and theoretically, employ density functional theory (DFT) to probe
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a wide variety of surface charges in variable nano-scale geometries with dierent ion
species (ion diameter, valence, and concentration) to predict ionic current and EOF. e
2D system will be modeled with DFT [38] [7], investigating large surface charges since
the addressable electrodes allow for this freedom, and DFT is particularly well-suited
for high surface charge regimes [36].
2. Use experimental results from such systems to ne-tune theory, and use updated theory
as a predictive tool for future experimental areas of study. By dissecting experimental
data, a more accurate theory can be developed to specically address issues such as
Stern layer height, species mobility, and unforeseen chemical reactions.
3. Apply resulting knowledge to nano-scale ion transport for applications in desalination
or energy technology. Specically, carbon materials such as nanotubes, graphene, and
porous electrodes are well-suited for DFT modeling, holding great promise for applica-
tions in desalination and energy technology systems. Exploiting DFT to fundamentally
understand such materials and the interaction with the EDL is essential for the devel-
opment of real products and commercializable technologies.
6.2.2 Technical Approach and Expected Results
To achieve the proposed objectives, one must employ a synergistic approach, combining
experiments and theory in the following manner:
1. First, one must study ultra-conned nanouidic systems (< 10 nm) with variable but
well-dened heterogeneity in surface charges over a wide parametric ion range to beer
understand multi-component electrolyte transport. Because we can model random con-
gurations of paerned surface charges (preserving minimum experimental patch sizes
of 10 nm), I propose to test as many congurations as possible in search of at least one
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conguration that will allow for novel applications such as many-fold charged species
concentration enhancement or selective transport through the channel. Specically,
conned channels (< 10 nm) with electrodes of variable size (as small as 10 nm and
up to half the full channel length) and spacing (same values as electrode size) can be
tested numerically via randomized paerning. Inputs will be voltage, pressure, geom-
etry, and ion species (i.e., diameter, valence, and concentration). Results will include
the channel conductivity, zeta potential, and EDL capacitance. From these results, the-
ory is calibrated against well-designed and fabricated experimental microchannels and
nanochannels with and without embedded electrodes. ese systematic experiments,
with diameter ranges of 0.15 to 1 nm, valences up to +3, and concentrations from 1 µM
to 1 M have the potential to uncover novel transport, separation, and concentration
mechanisms similar to that found in our recent work (submied), where thick EDLs
cause a concentration enhancement mechanism never before explored in such a sys-
tematic manner. Regardless, a complete understanding of eect of ion diameter and
charge would immensely benet the eld, especially regarding uid transport (i.e., wall
slip), as well as EDL capacitance and ion selectivity.
2. Once calibrated, this theory is employed to explain interesting experimental results and
as a predictive tool for potential innovative nanouidic systems. For example, as our
theory was able to predict the combined concentration and charge inversion mecha-
nism involved Ru(bpy)3Cl2 and MgCl2, we can similarly exploit the theory to under-
stand novel phenomena that arises from experiments. Specically, one can exploit the
new theories to combine DFT charge inversion with time-dependent phenomena such
as eld-amplied sample stacking [48], isotachophoresis [50], or ion concentration po-
larization [51] to predict novel focussing, separation, and/or pre-concentration mech-
anisms. Moreso, experiments will drive updated DFT model development, aer which
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new theory is exploited and used predictively for potential experiments.
3. Finally, one should model complex nonuniform geometries (i.e., porous media) or ill-
dened systems (like matrices of carbon nanotubes or other nano-scale energy conver-
sion devices). Many potential systems exist (such as carbon nanotubes and graphene
based systems) with great potential for innovative research and applications. is pre-
dictive model will motivate further experiments of such systems by the same synergistic
method as objectives 1 and 2.
By building on previous modeling and experimental results, a two year time-frame would
allow for a complete study that addresses all 3 objectives. One year should suce to perform
the systematic experiments and run corresponding calculations. orough data analysis can
be performed concurrently, and overall trends and future experiment planning will take an-
other few months. Finally, exploring extreme areas of predicted signicance will consume
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