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Abstract. Bratman’s Belief-Desire-Intention (BDI) theory is seminal in
the literature on BDI agents. His BDI theory is taken into account to
extend Shoham’s database perspective on beliefs and intentions. In the
extended framework, an intentions is considered as a high-level action,
which cannot be executed directly, with a duration. They have to be
progressively refined until executable basic actions are obtained. Higher-
and lower-level actions are linked by the means-end relation, alias instru-
mentality relation. In this paper, we investigate the complexity of the
decision problems for satisfiability, consequence, refinement and instru-
mentality in the database. Moreover, we translate these problems into
the satisfiability and validity problems in propositional linear temporal
logic (PLTL). With such translations, we can utilize the efficient auto-
mated theorem provers for PLTL to solve the problem of deciding the
refinement relation between an intention and an intention set, as well as
the instrumentality relation.
1 Introduction
Bratman’s Belief-Desire-Intention (BDI) theory [4,5] is at the basis of the huge 
literature on BDI agents. According to his theory, intentions are high-level plans 
to which the agent is committed and they play a fundamental role in autonomous 
agents. Typically such high-level plans cannot be executed directly: they have 
to be refined as time goes by, resulting in more and more elaborate plans. A 
means-end relation, which is called instrumentality, should link the higher-level 
intention, which is refined, and the lower-level intentions which are inserted 
because of the refinement. At the end of the refinement process, there are only 
basic actions: actions the agent can perform intentionally. For example, my high-
level plan to submit a paper to a conference is refined into writing a paper and 
uploading it to the paper submission management system; further down the line, 
the second intention is refined into logging into the system entering information 
about the paper and uploading the PDF file.
While operations of refinement is of fundamental importance and should be 
central in BDI agents, as more extensively discussed in [11], the literature on BDI
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theories only contains very few such a concept [2,14]. The operation of refinement
is notably absent from Cohen&Levesque’s logic [8] which is one of the most
influential BDI logics and Shoham’s belief-intention database framework [16].
Compared with Cohen and Levesque’s logic, Shoham’s database framework is a
much simpler account that is based on a database of time-indexed basic actions
and beliefs. Compared with the heavily implementation-driven BDI agents, the
belief-intention database is more logical and more suitable for revising beliefs
and intentions. In [13], Herzig et al. followed Shoham’s database perspective and
extended his belief-intention database framework to formalize such a refinement
relation between intentions. In the extended framework, beliefs and intentions
are organized in a so-called belief-intention database: a belief is a propositional
formula indexed by time points and an intention is considered as a high-level
action, which cannot be executed directly, with a duration. To capture the change
of the environments or actions of other agents, environment actions, alias events,
are introduced in belief-intention databases.
As intention refinement plays an important role in BDI theories, the prob-
lem of deciding the refinement relation between an intention set and an intention
is pivotal. The contributions of this paper are summarized as follows. First, we
investigate the complexity of the decision problems for satisfiability, consequence,
refinement and instrumentality in belief-intention databases. We show that the
satisfiability and consequence problems in the belief-intention database are both
PSPACE-complete and further show that the problems of deciding refinement
and instrumentality are also PSPACE-complete by reducing them to the satisfi-
ability and consequence problems.
Second, we translate the satisfiability and consequence problems in belief-
intention databases into the satisfiability and validity problems in propositional
linear temporal logic (PLTL). Then we can translate the problems of decid-
ing refinement and instrumentality into PLTL. In the last decades, PLTL has
obtained a lot of attention from the researchers, both theocratically and prac-
tically. Taking advantage of the automated tools of PLTL1, we can solve the
decision problems for satisfiability, consequence, refinement and instrumentality
of belief-intention databases by translating into the satisfiability and validity
problems in PLTL.
Our paper is organized as follows. Section 2 recalls notions of belief-intention
databases. Section 3 shows the complexity results. Section 4 gives the translation
to PLTL. Section 5 concludes the paper.
2 Belief-Intention Databases
In this section we recall the main definitions of belief-intention databases initially
proposed in [13].
1 Several theorem provers for PLTL can be found on
http://users.cecs.anu.edu.au/∼rpg/PLTLProvers/ (accessed on 2 Sep. 2017).
2.1 Coherent Dynamic Theory
Let Evt0 = {e, f, . . .} be a set of basic events and Act0 = {a, b, . . .} a set of basic
actions. Basic events and basic actions take one time unit. Basic actions can be
directly executed by the planning agent. The set Act0 is contained in the set
of all actions Act = {α, β, . . .} which also contains non-basic, high-level actions.
The set of propositional variables is P = {p, q, . . .}. The language of boolean
formulas built on P is denoted by LP.
We suppose that the sets P, Evt0, and Act are all finite. The behavior of
actions and events is described by dynamic theories.
Definition 1 (Dynamic theory). A dynamic theory is a tuple T =
〈pre, post〉 with pre, post : Act ∪ Evt0 −→ LP. The effects of basic actions
and events are conjunctions of literals, given by eff+, eff− : Act0 ∪ Evt0 −→ 2P
where for every x ∈ Act0∪Evt0, |= post(x) ↔
( ∧
p∈eff+(x) p
)
∧
( ∧
p∈eff−(x) ¬p
)
and eff+(x) ∩ eff−(x) = ∅.
So basic actions and events are STRIPS-like. The functions pre, post, eff+ and
eff− are extended to sets, e.g. pre(X) =
∧
x∈X pre(x) for X ⊆ Act0 ∪ Evt0.
We use |S| to denote the cardinality of a set S. We use len(ϕ) to denote the
length of a formula ϕ which is the number of symbols used to write down ϕ
except for parentheses. The length of a dynamic theory T , denoted by len(T ),
is the sum of the length of all pre- and postcondition formulas in T .
Definition 2. A dynamic theory T is coherent if and only if for every basic
action a ∈ Act0 and event set E ⊆ Evt0, if pre({a} ∪ E) is consistent then
post({a} ∪ E) is consistent.
Proposition 1. A dynamic theory T is coherent iff the following formula,
denoted by Coh(T ), is valid:
∧
e ∈ Evt0,x ∈ Act0 ∪ Evt0,
(eff+(e)∩ eff−(x))∪ (eff−(e)∩ eff+(x)) = ∅
(pre(e) ∧ pre(x) → ⊥). (1)
Proof. “⇒”: Suppose dynamic theory T is coherent and post({a}∪E) is incon-
sistent. Because all basic actions and events have a consistent postcondition in
form of a conjunction of literals, only a pair of an action or event x ∈ {a} ∪ E
and an event e ∈ E such that one has a positive effect on propositional variable
p and the other has a negative effect on p, would make post({x, e}) inconsis-
tent and further post({a}∪E) inconsistent. definition of coherence their jointly
precondition pre({x, e}) is inconsistent. Thus Coh(T ) is valid.
“⇐”: Suppose Coh(T ) is valid and there exists some action a and event set
E such that pre({a} ∪ E) is consistent while post({a} ∪ E) is inconsistent. As
post(a) and post(E) can be rewritten into a conjunction of literals, there is a
pair of p and ¬p occurring in post({a}∪E). Then there are x, y ∈ {a}∪E such
that x = y and p ∈ eff+(x) ∩ eff−(y). Being a conjunct of Coh(T ), pre(x) ∧
pre(y) → ⊥ is true, which entails pre(a) ∧ pre(E) → ⊥, contradicting that
pre({a} ∪ E) is consistent.
Theorem 1 (Complexity of Coherence). Given any dynamic theory T , to
decide whether T is coherent is co-NP-complete.
Proof. As the length of the formula Coh(T ) is bounded by O(|Act0 ∪ Evt0|2 ×
len(T )), the problem of deciding coherence is in co-NP.
To establish hardness, let Act0 = {a}, Evt0 = {e} with pre(a) = pre(e) = ϕ,
post(a) = p and post(e) = ¬p. As post(a) ∧ post(e) is inconsistent, ϕ is
inconsistent iff T is coherent. It follows that deciding coherence is co-NP-hard.
Therefore, to decide whether T is coherent is co-NP-complete.
2.2 Belief-Intention Databases
An agent’s belief-intention database contains her intentions plus her beliefs about
initial state and event occurrences which may be incomplete.
Occurrence of an event e ∈ Evt0 at time point t is noted (t, e). The non-
occurrence of events is also considered: let Evt0 = {e¯ : e ∈ Evt0} be the set of
event complements. Non-occurrence of e is noted (t, e¯). An intention is a triple
i = (t, α, d) ∈ N0×Act×N with t < d. It means that the agent wants to perform
α in the time interval [t, d]: action α should start after t and end before d. When
α ∈ Act0 then i is a basic intention.
Definition 3. A database is a finite set
Δ ⊆ (N0 × LP) ∪ (N0 × Evt0) ∪ (N0 × Evt0) ∪ (N0 × Act × N).
Given an intention i = (t, α, d), we define end(i) = d. For a database Δ, we
let end(Δ) be the greatest time point occurring in Δ. When Δ = ∅, end(Δ) = 0.
This is well defined because databases are finite.
2.3 Semantics
The semantics of dynamic theories and databases is in terms of paths. A path
defines for each time point which propositional variables are true, which basic
actions the agent will perform, and which events will occur.
Definition 4. A T -path is a triple π = 〈V,H,D〉 with V : N0 −→ 2P, H : N0 →
2Evt0 , and D : N0 → Act0.
So a path π associates to every time point t a valuation V (t) (alias a state),
a set of events H(t) happening at t, and a basic action D(t) performed at t.
Definition 5. A model of T , or T -model, is a path π = 〈V,H,D〉 such that for
every time point t ∈ N0,
eff+
(
H(t)∪{D(t)}) ∩ eff−(H(t)∪{D(t)}) = ∅ (2)
and V (t+1) =
(
V (t) ∪ eff+(H(t)∪{D(t)})) \ eff−(H(t)∪{D(t)})
H(t) = {e ∈ Evt0 | V (t) |= pre(e)}
D(t) ∈ {a ∈ Act0 | V (t) |= pre(a)}
So in a T -model: (1) the state at t + 1 is determined by the state at t
and the basic action and events occurring at t; (2) event e occurs iff pre(e) is
true; (3) basic action a occurs implies that pre(a) is true. Next we show the
satisfaction relation T between a path and an intention or a database.
Definition 6. Intention i = (t, α, d) is satisfied at a path π = 〈V,H,D〉, noted
π T i, if there exist t′, d′ such that t≤ t′ <d′ ≤ d, V (t′) |= pre(α), V (d′) |=
post(α), and α ∈ Act0 implies D(t′) = α.
So π satisfies (t, α, d) if α is executable at some point after t and can end
before the deadline at a point where the postcondition of α is true. Moreover,
when α is basic then it conforms to the ‘do’-function D of π.
Definition 7. A T -model π = 〈V,H,D〉 is a T -model of Δ, noted π T Δ, if
– for every (t, ϕ) ∈ Δ: V (t) |= ϕ;
– for every (t, e) ∈ Δ: e ∈ H(t);
– for every (t, e¯) ∈ Δ: e ∈ H(t);
– for every i ∈ Δ: π T i.
When π T Δ, the agent’s beliefs about the state and the (non-)occurrence of
events are correct w.r.t. π, and all intentions in Δ are satisfied on π. A database
Δ is T -satisfiable when Δ has a T -model.
Δ is a T -consequence of Δ′, noted Δ′ |=T Δ, if every T -model of Δ′ is also a
T -model of Δ. When Δ is a singleton {i} we write Δ′ |=T i instead of Δ′ |=T {i}.
2.4 Refinement and Instrumentality
Refinement consists in adding new intentions to the database while staying con-
sistent. Intuitively, to refine an intention i means to add a minimal set of new
intentions J to the database which, together with other intentions but i, suffice
to entail i. Moreover, the deadlines of the means are before that of the end.
Definition 8. Intention i is refined by intention set J in Δ, noted Δ |=T iJ ,
iff
1. there is no j ∈ J such that Δ |=T j;
2. Δ ∪ J has a T -model;
3. (Δ ∪ J) \ {i} |=T i;
4. (Δ ∪ J ′) \ {i} |=T i for every J ′ ⊂ J ;
5. end(j) ≤ end(i) for every j ∈ J .
A higher-level intention and the lower-level intentions refining it should stand
in an instrumentality relation: the lower-levels contribute to the higher-levels.
Definition 9. For a T -satisfiable database Δ, let intention i ∈ I(Δ) and inten-
tion set J ⊆ I(Δ). Then J is instrumental for i in Δ, noted Δ |=T J  i,
iff
1. Δ \ J |=T i;
2. (Δ \ J) ∪ {j} |=T i for every j ∈ J ;
3. end(j) ≤ end(i) for every j ∈ J .
When Δ |=T J  i then J is a minimal set of intentions satisfying the coun-
terfactual “if J was not in Δ then i would no longer be guaranteed by Δ” and all
intentions of J terminate before or together with i. Note that when Δ |=T J  i
then J cannot be empty (because we require i ∈ J).
Instrumentality is connected with intention refinement: when Δ |=T i  J
then every element of J is instrumental for i in the refined database. Formally,
Δ ∪ J |=T {i, j}  i for every j ∈ J .
3 Complexity
In this section, we show the complexity results of the decision problems for sat-
isfiability, consequence, refinement and instrumentality in belief-intention data-
bases.
3.1 Complexity of Satisfiability
The coherence condition guarantees that there is no conflict on the effect of the
action and the events occurring simultaneously at every time points, entailing
the constraint formula (2) in the definition of T -model (Definition 5). That is, if
dynamic theory T is coherent, then the empty database is T -satisfiable. Given a
coherent dynamic theory, it is not necessary to check whether the infinite path
is a T -model of a database and we only need to check the former part bounded
by the greatest time point occurring in the database.
We define the restriction of natural number set N by a natural number δ
as a set of sequential natural numbers [0, . . . , δ], denoted by Nδ. We define the
restriction of a function f : N −→ S such that the domain is natural number set
to a natural number δ as f |δ = {(n, s) | n ∈ Nδ}.
Then we introduce the notion of bounded paths.
Definition 10. For a path π = 〈V,H,D〉 and a natural number δ we call the
tuple π = 〈V |δ+1,H|δ,D|δ, δ〉 a bounded path of π and call δ the bound of π.
Then we define bounded models by bounded paths.
Definition 11 (Bounded T -model). Given a coherent dynamic theory T , a
T -model π and a database Δ such that π T Δ, we call the bounded path π of π
a bounded model of Δ, noted π T Δ, if the bound of π is greater than end(Δ).
The coherence condition of the dynamic theory allows us to decide if a database
has a model by checking a finite path, stated as follows.
Proposition 2. Given a coherent dynamic theory T , a database Δ is T -
satisfiable iff Δ has a bounded model.
Proof. “⇒”: Straightforward.
“⇐”: When the dynamic theory T is coherent, for every time point t, the
sets eff+
(
H(t)∪{D(t)}) and eff−(H(t)∪{D(t)}) are totally disjoint. So, there
is no state in which the performed action has an effect conflicting with the effect
of the events which are happening. Thus, we can construct an infinite T -model
starting from the bounded model according to the definition of T -models.
The lower bound of the complexity of the satisfiability problem comes from
the reduction to a plan-existence problem. A plan-existence problem with bound-
ed horizon is a tuple P = 〈I,G, TAct0 , δ〉 where δ is a natural number, I is a subset
of propositional variable set P and G is a conflict-free conjunction of literals and
TAct0 is a dynamic theory only for basic actions. The plan-existence problem is to
decide whether there exists a sequence of basic actions, called plan, with a length
less than δ from a initial state I to a goal state satisfying G. The plan-existence
problem is PSPACE-complete [7].
Theorem 2. Given a coherent dynamic theory T , the T -satisfiability problem
of a belief-intention database is PSPACE-complete.
Proof. First, we prove the problem is in PSPACE. Suppose the number of inten-
tions in Δ is m. Consider a memory space with the size of |P| + 2m. When the
|P| cells can denote a state, the 2m cells can indicate the satisfaction of pre- and
postcondition of the action in the corresponding intentions.
Guess a path π = 〈V,H,D, end(Δ)〉, we can change the |P| cells according
to the valuation of each time point defined by π. Because the basic actions and
events are finite, it can be checked whether π is a T -model in polynomial time.
The 2m cells are initially set to 0 and with time point changing, we change
the 2m cells according to the satisfaction of intentions. To be specific, consider
an intention i = (t, α, d), from time point t if pre(α) is satisfied then the cell
corresponding to the precondition of i is set to 1. Then in the following time
points once post(α) is satisfied the cell corresponding to postcondition of i is
set to 1. Unless this cell is 1 at time point d, we stop and conclude that the
path guessed does not satisfy i and further does not satisfy Δ. Therefore, we can
check whether the path is a T -model of Δ in polynomial time, because every
effect, pre- and postcondition is defined as a propositional formula which can
be checked to be satisfied by the state in polynomial time. As only finite sets
of basic actions, events, and propositional variables can be nondeterministically
chosen, deciding whether the path guessed is a T -model of Δ is in NPSPACE.
Because NPSPACE = PSPACE, the T -satisfiability problem is in PSPACE.
Next we prove the problem is PSPACE-hard by reducing the plan-existence
problem with bounded horizon. For a plan-existence problem P = 〈I,G, TAct0 , δ〉,
we construct a dynamic theory T by extending TAct0 with a high-level action
Goal ∈ Act\Act0 such that pre(Goal) =  and post(Goal) = G. We also suppose
the event set Evt0 is empty, entailing that T is coherent. Suppose ϕI =
∧
p∈I p∧∧
q∈P\I ¬q. Then the database Δ = {(0, ϕI), (0,Goal, δ)} has a T -model iff there
exists a plan in P. So the T -satisfiability problem is PSPACE-hard.
Hence the T -satisfiability problem is PSPACE-complete.
3.2 Complexity of Consequence
Next we will show the complexity of the consequence problem in belief-intention
databases which is also PSPACE-complete.
Theorem 3. Given a coherent dynamic theory T , the T -consequence problem
deciding whether Δ′ |=T Δ is PSPACE-complete.
Proof. For the lower bound, consider the special case of the consequence problem
that Δ′ |=T ⊥ which means Δ′ is T -unsatisfiable. Because the T -satisfiable
problem is PSPACE-complete by Theorem 2, the problem deciding whether Δ′
is T -unsatisfiable is co-PSPACE-complete. As co-PSPACE = PSPACE, the T -
consequence problem PSPACE-hard.
For the upper bound, suppose the number of intentions in Δ and Δ′ is m and
m′ respectively. As T is coherent, we can consider the complementary problem
deciding whether there exists a path which T -satisfies Δ′ but not Δ. Consider a
memory space with a size of |P| + 2(m + m′) where the |P| cells denote a state
and the 2(m+m′) cells indicate the satisfaction of pre- and postcondition of the
actions w.r.t. intentions in Δ and Δ′.
Suppose k = max(end(Δ), end(Δ′). Guess a path π = 〈V,H,D, k〉, we can
change the |P| cells according to the valuation of each time point defined by π.
Because the basic actions and events are finite, it can be check if π is a T -model
in polynomial time. The 2(m + m′) cells are initially set to 0 and with time
point changing, we change the 2(m + m′) cells according to the satisfaction of
intentions. Consider an intention i = (t, α, d), in the time points after t if pre(α)
is satisfied then the cell corresponding to the precondition of i is set to 1. Then
in the following time points once post(α) is satisfied the cell corresponding
to the postcondition of i is set to 1. Unless this cell is 1 at time point d, we
stop and conclude that the path guessed satisfies neither i nor the database
containing i. Therefore, it can be checked whether the path is a T -model of Δ
or Δ′ in polynomial time, because every effect, pre- and postcondition is defined
as a propositional formula which can be decided to be satisfied by the state in
polynomial time. As only finite sets of basic actions, events, and propositional
variables can be nondeterministically chosen, deciding whether the path guessed
is a T -model of Δ′ but not Δ is in NPSPACE. Because NPSPACE = PSPACE,
the T -consequence problem is in PSPACE.
Hence, the T -consequence problem is PSPACE-complete.
3.3 Complexity of Refinement and Instrumentality
From the definition of refinement and instrumentality, we know that the sat-
isfiability and consequence problems are subproblems of deciding refinement
and instrumentality. So, the problems deciding refinement and instrumentality
are both PSPACE-hard. Next we show that these two problems are PSPACE-
complete by translating them into several satisfiability and consequence
problems.
Theorem 4. Given a coherent dynamic theory T and a belief-intention database
Δ, to check whether an intention i ∈ Δ is refinable to an intention set J in Δ
is PSPACE-complete.
Proof. Condition 1, 2 and 4 are T -satisfiability problems and Condition 3 is a
T -consequence problem and it is easy to check Condition 5 in polynomial time.
As the refinement checking problem can be reduced to several T -satisfiability
problems and a T -consequence problem which are all in PSPACE, the deci-
sion problem of deciding refinement is also in PSPACE. As the T -satisfiability
problem is its subproblem, deciding refinement is PSPACE-complete.
Theorem 5. Given a coherent dynamic theory T and a belief-intention database
Δ, to decide whether an intention set is instrumental for an intention in Δ is
PSPACE-complete.
Proof. (1) Condition 1 is a T -satisfiability problem; (2) Condition 2 is a set of
T -consequence problems with a number of |J |; (3) it is easy to check condition
3 in polynomial time. As the instrumentality checking problem can be reduced
polynomially to a T -satisfiability problem and a T -consequence problem which
are both in PSPACE, the decision problem of deciding instrumentality is also
in PSPACE. As the T -satisfiability problem is its subproblem, deciding instru-
mentality is PSPACE-complete.
4 Translating to PLTL
Linear temporal logics are widely used to describe infinite behaviors of discrete
systems. In the last decades, different model checking techniques for PLTL have
been developed, such as approaches based on binary decision diagrams (BDD-
based) [6] and based on propositional satisfiability problems (SAT-based) [3].
Besides, by translating to Bu¨chi automata, kinds of satisfiability and validity
checkers for PLTL have been developed, such as LTL3BA [1] and SPOT [9]. Fur-
thermore, the tableau-based decision procedure for the satisfiability problem of
PLTL has been studied [15,17].
In this section we translate the satisfiability and consequence problems in
belief-intention databases into the satisfiability and validity problems of PLTL.
As the problems of deciding refinement and instrumentality are based on the
satisfiability and consequence problems, we can further translate them into PLTL.
The translations are not in polynomial time,2 but nevertheless we believe that
the translations are of assistance to solve the decision problems of databases by
taking advantage of theorem provers of PLTL.
Following the notations in [10], we define PLTL on a countably infinite set PL
of propositional variables, classical propositional connectives and restrict it on
the unique temporal operator X (next). Propositional connectives ¬,∧,∨,→,↔
2 For the database, time points are encoded in a binary way while they are considered
as decimal in the size of the resulted PLTL formula. Therefore, the size of the resulted
formula is not polynomial with respect to the size of the database.
in PLTL formulas are defined in the standard way with abbreviating Xn as n
continuous operator X where X0 is nothing.
Next, we introduce the semantics of PLTL which is based on a linear-time
structure. A linear-time structure is a pair of M = (S, ε) where S is a set of
states and ε : S → 2PL is a function mapping each state si to a set of propositional
variables which hold in si. Let M be a linear-time structure, i ∈ N0 a position,
and ϕ,ψ are PLTL formulas. We define the satisfiable relation |= as follows:
M, i |= p iff p ∈ ε(si), where p ∈ PL
M, i |= ¬ϕ iffM, i |= ϕ
M, i |= ϕ ∧ ψ iff M, i |= ϕ andM, i |= ψ
M, i |= Xϕ iffM, i + 1 |= ϕ
If there exists a linear-time structure M such that M, 0 |= ϕ, we say ϕ is
satisfiable. If for all linear-time structure M we have M, 0 |= ϕ, we say ϕ is
valid.
We first start by defining some auxiliary propositional variables. For every
event e we introduce an auxiliary propositional variable he, defining the set
Ph = {he|e ∈ Evt0} and for every basic action a we introduce an auxiliary
propositional variable doa, defining the set Pd = {doa|a ∈ Act0}. Moreover, we
introduce a set Pc auxiliary propositional variables preα, postα, pree and poste
for every action and event to denote their pre- and postcondition.
Definition 12. Given a coherent dynamic theory T , we define a conjunction of
formulas Tr(T ) as:
∧
a∈Act0
(
doa → prea
) ∧
∧
e∈Evt0
(
he ↔ pree
)
(3)
∧
a∈Act0
doa ∧
∧
a,b∈Act0,a =b
¬(doa ∧ dob
)
(4)
∧
∧
p∈P
(
Xp ↔
e∈Evt0
p∈eff+(e)
he ∨
a∈Act0
p∈eff+(a)
doa ∨ (p ∧
∧
e∈Evt0
p∈eff−(e)
¬he ∧
∧
a∈Act0
p∈eff−(a)
¬doa)
)
(5)
∧
∧
α∈Act
(
(preα ↔ pre(α)) ∧ (postα ↔ post(α))
)
(6)
∧
∧
e∈Evt0
(
(pree ↔ pre(e)) ∧ (poste ↔ post(e))
)
(7)
Intuitively, formula (3) means that basic action a is executable if its precondi-
tion is satisfied and that events are reactive: when their precondition is satisfied
they will happen. Formula (4) says that exactly one basic action is allowed at
one time point. Formula (5) means propositional variable p is true in the next
state if and only if either it is “activated” or both it is already currently true and
there is no action or event making it false. Formulas (6) and (7) link the formu-
las of pre- and postcondition of actions and events with propositional variables.
Finally, Tr(T ) captures the definition and progression of valuations in one time
point. Then we define Tr(n, T ) as Tr(T )∧XTr(T )∧ ...∧XnTr(T ) to capture the
first n time points of a T -model.
Definition 13. We translate a database Δ into a conjunction of formulas Tr(Δ)
as:
∧
(t,ϕ)∈ Δ
Xtϕ ∧
∧
(t,e)∈ Δ
Xthe ∧
∧
(t,e¯)∈ Δ
Xt¬he (8)
∧
∧
α ∈ Act0
(t,α,d)∈Δ
t≤t′<d′≤d
(Xt
′
preα ∧ Xd
′
postα) (9)
∧
∧
a∈Act0
(t,a,d)∈Δ
t≤t′<d
Xt
′
doa (10)
The above definition actually formalizes the satisfaction of database in a
path. For a coherent dynamic theory, we only consider the fragment of T -model
from time point 0 to end(Δ). The following proposition shows the satisfiability
problem of database is connected to the satisfiability problem of PLTL.
Proposition 3. Given a coherent dynamic theory T , a database Δ is T -
satisfiable iff Tr(end(Δ), T ) ∧ Tr(Δ) is satisfiable.
Proof. Let M = (S, ε) be a linear-time structure where S = {s0, s1, ...} and
ε : S → 2PL such that PL = P ∪ Pd ∪ Ph ∪ Pc.
“ ⇒ ” : Suppose there exists a T -model π = 〈V,H,D〉 of Δ. Let us build a
linear-time structure M as follows: for every time point t, (i) ε(st) ∩ P = V (t);
(ii) ε(st) ∩ Ph = {he|e ∈ H(t)}; (iii) if D(t) = a then ε(st) ∩ Pd = doa; (iv)
ε(st) ∩ Pc = {prex, posty|V (t) |= pre(x), V (t) |= post(y), x, y ∈ Act ∪ Evt0}.
Now we first prove M, 0 |= Tr(end(Δ), T ). According to the definition of
T -model, we immediately have M, t |= (3) ∧ (4) ∧ (6) ∧ (7) for each time point
t. For every propositional variable p, M, t+1 |= p iff either there is a basic
action or event to make it true or M, t |= p and there is no action or event to
make it false. Thus, for every time point t, we obtain M, t |= Tr(T ) and then
M, 0 |= Tr(end(Δ), T ). Next we prove M, 0 |= Tr(Δ). For every (t, ϕ) ∈ Δ, we
obtain M, t |= ϕ. For every (t, e) ∈ E(Δ), M, 0 |= Xthe because e ∈ H(t) and
he ∈ ε(st). The case of (t, e¯) is similar. By the definition of satisfying an intention
(Definition 6), if π T i we have M, 0 |= (9) ∧ (10). So we have M, 0 |= Tr(Δ).
Thus, we conclude that M, 0 |= Tr(end(Δ), T ) ∧ Tr(Δ).
“ ⇐ ” : Suppose there exists a linear-time structure M such that M, 0 |=
Tr(end(Δ), T ) ∧ Tr(Δ). Now we build a path π = 〈V,H,D〉 as follows: for every
time points t ≤ end(Δ), (i)V (t) = ε(st) ∩ P; (ii)H(t) = {e|he ∈ ε(st) ∩ Ph};
(iii)D(t) = a if doa ∈ ε(st). For those time points t > end(Δ), we can construct
π according to Definition 5, because T is coherent.
Next we show π is a T -model. For every time point t ≤ end(Δ), due to (4),
there must be an action a such that M, t |= doa. So M, t |= pre(a) then we
have V (t) |= pre(a) and D(t) = a. Because M, t |= he iff M, t |= pre(e), we
have H(t) = {e|V (t) |= pre(e)}. For propositional variable p, it is in V (t + 1)
iff either at time point t, there exists an action or event making it true or both
p ∈ V (t) and there is no action or event making it false. The constraint formula
(2) of T -models is satisfied because T is coherent. So, we have π is a T -model.
As Definition 7, it is easy to prove π T Δ for M, 0 |= Tr(Δ).
The next proposition states the equivalence between the consequence problem
in belief-intention databases and the validity problem in PLTL.
Proposition 4. Given a coherent dynamic theory T , Δ′ is a T -consequence
of Δ iff Tr(k, T ) → (Tr(Δ) → Tr(Δ′)) is valid where k is the greater number
between end(Δ) and end(Δ′).
Proof. “⇒”: for all T -models of Δ, we have Tr(end(Δ), T )∧Tr(Δ). Then if these
models are also models of Δ′, then (Tr(end(Δ), T )∧Tr(Δ)) → (Tr(end(Δ′), T )∧
Tr(Δ′)). Because T -model is infinite on time, either end(Δ) ≥ end(Δ′) or not,
Tr(k, T ) must be satisfied. Thus, we have Tr((k, T ) → (Tr(Δ) → Tr(Δ′)).
“⇐”: from the proof of Proposition 3, if Tr(k, T ) is satisfied we can construct
a T -model π. Further if Tr(Δ) is satisfied then π T Δ. Thus, if Tr(Δ) → Tr(Δ′),
then we have Δ |=T Δ′.
As shown in the proof of Theorems 4 and 5, the problems of deciding refine-
ment and instrumentality are based on the satisfiability and consequence prob-
lems. By Propositions 3 and 4, we can further translate these two decision prob-
lems into the satisfiability and validity problems of PLTL.
5 Conclusion
In this paper, we investigate the complexity of the decision problems for satisfia-
bility, consequence, refinement and instrumentality in belief-intention databases
and prove these problems are all PSPACE-complete. Moreover, we translate the
satisfiability and consequence problems, and further, the problems of deciding
refinement and instrumentality, in belief-intention databases into the satisfiabil-
ity and validity problems of PLTL. With such reductions, the state of the art
in the automated tools of PLTL contributes to develop an implementation for
refining high-level intentions in the belief-intention databases.
Intention refinement is closed to Hierarchical Task Network (HTN) planning
where higher-level actions are refined step-by-step into lower-level actions. In
HTN planning, refinement is defined in an explicit way while in the database
the refinement is given in a derived way. The former requires the user to think
throughout all possible refinement ways for all actions, which is a big challenge.
Considering refinement in a derived way helps us to complete the refinement
ways by discovering the implicit refinement relation between actions. Postulates
of the soundness and completeness for refining actions were proposed in [12] and
we believe, they provide rational postulates for improving the HTN domains.
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