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Summary  
 
The Copernicus Program has been established through the Regulation EU No377/2014 
with the objective to ensure long-term and sustained provision of accurate and reliable 
data on environment and security through dedicated services. Among these, the 
Copernicus Marine Environment Monitoring Service and the marine component of the 
Climate Change Service, both rely on satellite ocean colour observations to deliver data on 
water quality and climate relevant quantities such as chlorophyll-a concentration used as 
a proxy for phytoplankton biomass.  
Satellite ocean colour missions require in situ highly accurate radiometric measurements 
for the indirect calibration (so called System Vicarious Calibration (SVC)) of the space 
sensor. This process is essential to minimize the combined effects of uncertainties affecting 
the space sensor calibration and those resulting from the inaccuracy of processing 
algorithms and models applied for the generation of data products.  
SVC is thus a fundamental element to maximize the return on investments for the 
Copernicus Program by delivering to the user science community satellite ocean colour 
data with accuracy granting achievement of target objectives from applications addressing 
environmental and climate change issues.   
 The long-term Copernicus Program foresees multiple ocean colour missions (i.e., the 
Sentinel-3 satellites carrying the Ocean and Land Colour Instrument (OLCI)). The need to 
ensure the highest accuracy to satellite derived data products contributing to the 
construction of Climate Data Records (CDRs), suggests the realization, deployment and 
sustain of a European in situ infrastructure supporting SVC for Sentinel-3 missions, fully 
independent from similar facilities established and maintained by other space agencies 
(e.g., that operated in the Pacific Ocean by US agencies). It is emphasized that the need 
to cope with long-term Copernicus objectives on data accuracy, implies very stringent 
requirements for the in situ infrastructure and location providing reference measurements 
for SVC. These requirements, in fact, are much higher than those imposed by SVC for a 
single mission.   
The content of this Report, which is a revised version of a previous one (Zibordi et al. 
2017), builds on the long-standing experience of the JRC on ocean colour radiometry. This 
experience counts on decadal field and laboratory measurements performed in support of 
validation and SVC applications, and additionally on activities comprehensively embracing 
measurement protocols, instruments characterization and the initiation of autonomous 
measurement infrastructures. Overall, this Report summarizes a number of recent 
investigations led by the JRC on SVC requirements for the creation of CDRs. The final 
objective is to consolidate in a single document the elements essential for the realization 
of a European SVC infrastructure in support of the Copernicus Program.   
Briefly, the various Chapters summarize: 
 General requirements for a long-term SVC infrastructure, which indicate the need for 
spatially homogenous oceanic optical properties, seasonal stability of marine and 
atmospheric geophysical quantities, negligible land perturbations, hyperspectral 
radiometry, and low measurement uncertainties; 
 Spectral resolution requirements for in situ SVC hyperspectral measurements as a 
function of bandwidths and center-wavelengths of most advanced satellite sensors, 
which specify the need for sub-nanometre resolutions to allow for supporting any 
scheduled satellite ocean color sensor;  
 Suitable SVC locations in European Seas showing the fitness of regions in the Eastern 
Mediterranean Sea to satisfy fundamental requirements.  
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1. Introduction  
 
Understanding of climate change is a problem for multiple 
generations. One generation of scientists has to make provisions for 
the needs of successor generations, rather than focusing solely on its 
own immediate scientific productivity (C. Wunsch, R. W. Schmitt, and 
D. J. Baker. Climate change as an intergenerational problem. 
Proceedings of the National Academy of Sciences of the United States 
of America, 110, 4435  4436, 2013). 
 
The spectral water-leaving radiance LW or alternatively the derived remote sensing 
reflectance RRS, quantify the light emerging from the sea retrieved from the top of the 
atmosphere radiance LT detected by a satellite ocean colour sensor.  LW and RRS are then 
the primary ocean colour data products applied to determine geophysical quantities such 
as the near-surface chlorophyll-a concentration (Chla) used as a proxy for phytoplankton 
biomass. Consequently, the accuracy of derived quantities depends on the accuracy of 
primary radiometric products.  
Both Lw and Chla are listed among Essential Climate Variables (ECVs) by the World 
Meteorological Organization (WMO 2016). Requirements for Lw, defined for oceanic waters 
in the blue-green spectral bands, specify a 5% maximum uncertainty and additionally a 
radiometric stability better than 0.5% per decade. While the first requirement ensures the 
quantification of geophysical quantities with uncertainties suitable to support 
environmental applications, the requirement on stability is essential for the creation of 
long-term data records to address climate change investigations (Ohring 2005).  
Uncertainties affecting the calibration of the satellite sensor together with uncertainties 
associated with the removal of atmospheric perturbations, both limit the capability to meet 
accuracy requirements of derived data products. The previous limitations are resolved 
through the so-called System Vicarious Calibration (SVC). This leads to the determination 
of gain-factors g (i.e., g-factors) applied to adjust the absolute radiometric calibration 
coefficients of satellite sensors. The g-factors are mission specific, and determined from 
the ratio of measured to simulated top-of-the atmosphere radiance. Where, specifically, 
simulated LT values are computed relying on:  i. highly accurate in situ Lw reference 
measurements; and ii. the same atmospheric models and algorithms as applied for the 
atmospheric correction of satellite data. 
In situ reference radiometric measurements are thus central to SVC. The present Report, 
which is a revised version of a previous one (Zibordi et al. 2017), summarizes key elements 
to consider for the definition of an SVC site (i.e., infrastructure and region, both satisfying 
in situ measurement requirements for SVC) with specific reference to European seas and 
Copernicus ocean colour missions. Focus is given to i. fundamental requirements for in situ 
data, ii. specific radiometric needs in terms of spectral resolution of in situ radiometers and 
iii. the identification of potential European geographic regions relevant for SVC in support 
of the construction of data records from multiple satellite ocean colour missions.   
This Report when compared to the previous version, includes an expanded number of 
potential SVC sites. Additionally, it includes integral copy of the journal articles summarized 
in the main chapters.       
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2. System Vicarious Calibration  
 
      By considering oligotrophic waters, Gordon and Clark (1981), Gordon et al. (1983) and 
Gordon (1987) indicated a 5% uncertainty for LW in the blue spectral region to allow for 
the determination of Chla concentration with a 35% maximum uncertainty. Following the 
objectives of the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) mission (Hooker et al. 
1992), spectrally independent 5% uncertainties in satellite-derived LW have become a 
science requirement for the ocean colour community. Achievement of such an uncertainty 
target is however challenged by the uncertainty affecting the absolute radiometric 
calibration of satellite optical sensors (i.e., approximately 2-3% (Butler et al. 2007, Eplee 
et al. 2011, Esposito et al. 2004) and by the uncertainty affecting the removal of 
atmospheric effects in LT (i.e., also larger than a few percent (IOCCG 2010)).  
     SVC is commonly applied to solve the previous uncertainty issues. In fact, SVC leads 
to the determination of g-factors to adjust the absolute radiometric calibration coefficients 
of satellite sensors (Gordon 1998) through simulation of top-of-atmosphere LT. As already 
stated, this process requires: i. highly accurate in situ LW measurements; and ii. the same 
atmospheric models and algorithms as applied for the atmospheric correction of satellite 
data. The g-factors, given by the ratio of simulated to measured spectral LT values, are 
applied to the top of atmosphere radiances LT after full instrument calibration following 
pre-launch calibration and characterization, and successive corrections for temporal 
changes in radiometric sensitivity. Because of this, SVC minimizes the combined effects 
of: i. uncertainties due to the absolute pre-flight radiometric calibration and 
characterization; and ii. inaccuracy of the models and algorithms applied in the 
atmospheric correction process. Thus, assuming equivalent observation conditions 
characterizing both SVC and atmospheric correction processes, SVC forces the 
determination of satellite-derived LW with an uncertainty comparable to that of the in situ 
reference LW measurements. It is noted that re-computation of g-factors is required after 
any change in the models or algorithms applied for the atmospheric correction, or any 
significant change in instrument calibration or temporal response model.   
As already anticipated in the introduction, current requirements for the generation of 
Climate Data Records (CDRs) of Essential Climate Variables (ECVs) such as satellite-
derived LW (WMO, 2016), include: 
1. Radiometric uncertainty lower than 5% in the blue and green spectral regions in 
oceanic waters; 
2. Radiometric stability better than 0.5% over a decade. 
Different from the 5% maximum uncertainty requirement, which is commonly accepted 
by the satellite ocean colour community, the uncertainty required for g-factors to support 
the creation of CDRs through different missions still creates debates.  
Uncertainty issues have been discussed (see Zibordi et al. 2015) using g-factors 
computed with various data sources within the framework of different investigations, but 
applying the same processing code (i.e., SeaDAS): i. the Marine Optical Buoy (MOBY, Clark 
et al. 1997); ii. the Buoy for the Acquisition of a Long-Term Optical Time Series (Bouée 
pour L’acquisition de Séries Optiques à Long Terme, BOUSSOLE, Antoine at al. 2008), iii. 
the multi-site and multi-instrument NASA bio-Optical Algorithm Data set (NOMAD, Werdell 
and Bailey 2005); iv. the Ocean Colour component of the Aerosol Robotic Network 
(AERONET-OC, Zibordi et al. 2009); v. the U.S. Joint Global Ocean Flux Study (JGOFS) 
Bermuda Atlantic Time-series Study (BATS, Werdell et a. 2007); and vi. the Hawaiian 
Ocean Time-series (HOT, Werdell et a. 2007).  
  Percent differences between g-factors determined from MOBY data and those from 
other data sources are summarized in Table 1.  
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Table 1. Relative percent differences g() between SeaWiFS g-factors determined for 
the various sensor bands at center-wavelengths  from different data sources and those 
determined with Marine Optical Buoy (MOBy) data (adapted from Zibordi et al. 2015). 
 
Data Source g(412) [%] g(443) [%] g(490) [%] g(510) [%] g(510) [%] g(670) [%] 
BOUSSOLE +0.33 -0.03 +0.43 +0.33 +0.14 -0.59 
NOMAD +0.26 +0.03 +0.49 -0.20 -0.04 -0.37 
AAOT +0.55 +0.11 +0.51 -0.05 +0.41 +0.93 
HOT-ORM -0.66 -0.45 -0.39 -0.03 +0.53 -0.11 
BATS-ORM -0.22 -1.11 -1.05 -0.41 +0.23 +0.02 
 
The difference shown in Table 1 appears quite minor. However, an uncertainty of 0.3% 
affecting LT (i.e., a value that often occurs in Table 1), may already challenge the 5% 
uncertainty requirement in satellite-derived LW in the blue spectral region (with the rule of 
thumb that Lw is one order of magnitude lower than LT). Additionally, a 0.3% uncertainty 
in LT in the blue-green spectral regions, may introduce mission dependent biases of several 
percent in multi-mission CDRs. These biases would affect the radiometric stability of multi-
mission satellite-derived products even when applying the same atmospheric correction 
code to the processing of data. Further, spectral differences affecting the values of g, may 
become the source of spectral inconsistencies in CDRs.  
 
 
Figure 1.  Plot of the standard percent error of the mean (RSEM) for the SeaWiFS g-factors (except 
BOUSSOLE-M) determined with the various data sources (adapted from Zibordi et al. 2015). 
 
The stability requirement for the construction of CDRs from different satellite missions is 
hereafter discussed through the relative standard error of the mean (RSEM) of the g-factors 
g applied for the determination of the g values given in Table 1. Specifically, RSEM is 
computed as 
ܴܵܧܯ ൌ ሺ௚/gሻ/ඥ ௬ܰ 
where g is the standard deviation of g assumed invariant with time for each considered 
data source, and Ny is the scaled number of match-ups per decade (i.e., Ny=10N/Y where 
N is the number of actual matchups and Y the number of measurement years). It is 
specified that the scaling of the number of matchups over a decade, has been applied 
assuming an ideal continuous availability of measurements for each in situ data source 
during the considered period, regardless of the time-limited availability of some in situ data 
(which implies that continuous operation and delivery of measurements are required for 
any in situ SVC data source contributing to the creation of CDRs).   
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The RSEM spectra displayed in Fig.1 exhibit large differences across the various data 
sources. The relevance of these differences can be discussed through the 0.5% stability 
requirement over a decade. This requirement implies (standard) uncertainties lower than 
0.05, 0.025 and 0.005% for g-factors determined in oligotrophic/mesotrophic waters in 
the blue, green and red spectral regions, respectively. By considering Fig. 1, the previous 
uncertainties are comparable to the RSEM values determined for MOBY in the blue-green 
spectral regions during approximately 10 years.  Conversely, they are significantly lower 
than those determined from the other in situ data sources included in the analysis. These 
results suggest: i. the use of long-term highly consistent in situ data for SVC to minimize 
uncertainties in g-factors determined for different satellite missions; and ii. the 
inappropriateness of sole or multiple data sources referred to measurement conditions 
difficult to reproduce during the time frame of different missions.   
In conclusion, the RSEMs determined with MOBY data suggest high measurement 
precision likely explained by very stable measurement conditions, systematic calibration 
and characterization of field radiometers, robust quality assessment of field measurements 
and quality control of data products. Conversely, the higher RSEM values resulting from 
the other data sources are likely explained by: i. measurement conditions perturbed by 
intra-annual changes in the marine and atmospheric optical properties or observation 
geometry; ii. instability of the in situ measurement system due to environmental 
perturbations or different performances of radiometer systems during successive 
deployments, or by the application of different measurement methods when considering in 
situ data sets resulting from multiple sources; iii or lastly a relatively small number of 
matchups Ny per decade. It is specified that the BOUSSOLE RSEM values displayed in Fig. 
1 (i.e., BOUSSOLE-M) refer to g-factors determined for the Medium Resolution Imaging 
Spectrometer (MERIS).  
The previous findings indicate that any element affecting the reproducibility of 
measurements and thus challenging the precision of in situ reference measurements, 
should be minimized. This would diminish the impact of perturbations that affect the 
random component of uncertainties for g-factors and thus increase the stability of CDRs 
from multi-mission satellite-derived data.  
Overall, Zibordi et al. (2015) concluded that the creation of ocean colour CDRs should 
ideally rely on:  
 One main long-term in situ calibration system (site and radiometry) established and 
sustained with the objective to maximize accuracy and precision over time of g-factors 
and thus minimize possible biases among satellite data products from different 
missions; 
 and unique (i.e., standardized) atmospheric models and algorithms for atmospheric 
corrections to maximize cross-mission consistency of data products at locations different 
from that supporting SVC.  
Additionally, accounting for the overall results presented in Zibordi et al. (2015) and in 
previous literature, an ideal ocean colour SVC site should meet the following general 
requirements:  
 Located in a region chosen to maximize the number of high-quality matchups by trading 
off factors such as best viewing geometry, sun-glint avoidance, low cloudiness, and 
additionally set away from any continental contamination and at a distance from the 
mainland to safely exclude any adjacency effect in satellite data;  
 Exhibiting known or accurately modelled optical properties coinciding with maritime 
atmosphere and oligotrophic/mesotrophic waters, to represent the majority of world 
oceans and minimize relative uncertainties in computed g-factors; 
 Characterized by high spatial homogeneity and small environmental variability, of both 
atmosphere and ocean, to increase precision of computed g-factors. 
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3. In Situ Radiometry  
 
The extremely high accuracy requirements of in situ radiometry supporting SVC, 
advocates the application of state-of-the-art measurement technologies, data reduction 
methods and quality assurance/control schemes. In view of meeting uncertainty targets, 
Zibordi et al. (2015) summarized the following wide-range requirements for in situ 
radiometric measurements: 
i. Hyperspectral field data with sub-nanometre resolution to allow system vicarious 
calibration of any satellite ocean colour sensor regardless of its center-wavelengths and 
spectral responses, and thus ensure minimization of inter-band uncertainties;  
ii. State-of-the-art absolute calibration traceable to National Metrology Institutes (i.e., 
tentatively with target standard calibration uncertainty lower than 2% for radiance and 
stability better than 0.5% per deployment) and comprehensive characterizations of 
radiometers in terms of linearity, temperature dependence, polarization sensitivity and 
stray light effects, in view of minimizing measurement uncertainties and allowing for 
accurate determinations of uncertainty budgets; 
iii. Application of quality assurance/control schemes minimizing effects of measurement 
perturbations like those (when applicable) due to infrastructure shading, radiometer 
self-shading, wave perturbations, bio-fouling, and additionally scheduling regular checks 
of in situ systems and frequent swap of radiometers, as best practice to maximize long-
term accuracy and precision of in situ reference radiometric data; 
iv. Data rate ensuring generation of matchups for any satellite ocean colour mission with 
time differences appropriate to minimize variations in bi-directional effects due to 
changes in sun zenith and daily fluctuations in the vertical distribution of phytoplankton.    
 Any uncertainty resulting from the poor-application of previous requirements, may 
affect the comparability of matchups of in situ and satellite radiometric data at the basis 
of any SVC activity.  For instance, differences between widths, shapes and center-
wavelengths of corresponding in situ and satellite spectral bands, may become the source 
of uncertainties affecting g-factors. Spectral differences can certainly be minimized through 
in situ hyperspectral data. In fact, when compared to multispectral measurements, in situ 
hyperspectral data allow for determining LW or RRS in satellite sensor spectral bands with 
an accuracy increasing with the spectral resolution determined by the bandwidth B and 
the spectral sampling interval C (i.e., the distance between center-wavelengths of 
adjacent bands) of the in situ sensor.  Thus, SVC ideally requires hyperspectral in situ 
radiometric data.  
 In view of contributing to the quantification of the uncertainty budget of in situ reference 
measurements, a recent work by Zibordi et al. (2017b) has investigated the impact of 
spectral resolution of in situ radiometric data in the determination of RRS at bands 
representative of ocean colour sensors. The work focused on the visible spectral bands of 
the Ocean Land Colour Imager (OLCI) from the European Space Agency (ESA) operated 
onboard Sentinel-3 since 2016, and of the Plankton, Aerosol, Cloud, ocean Ecosystem 
(PACE) of the National Aeronautics and Space Administration (NASA) planned from 2022.  
Relative spectral response functions for OLCI and PACE-like bands are illustrated in Fig. 2 
excluding any out-of-band response. Considering that PACE bands are not yet finalized, 
PACE-like bands have been ideally defined assuming 5 nm width Gaussian spectral 
response functions, and 5 nm spectral sampling interval. This solution leads to an 
oversampling of RRS spectra with respect to the future PACE capabilities. 
 Uncertainty analysis have been performed in the 380700 nm spectral region with in 
situ reference RRS spectra from the Marine Optical Buoy (MOBy, Clark et al. (1997)) 
collected in ultra-oligotrophic waters with the Marine Optical System (MOS) characterized 
by a bandwidth B of 1 nm and a spectral sampling interval C of approximately 0.6 nm. 
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Figure 2. Relative spectral response functions of the visible OLCI sensor (left panel) exhibiting typical 
10 nm bandwidth in the visible spectral region, and the PACE-like (right panel) bands with 5 nm 
bandwidth from the ultraviolet to near-infrared (after Zibordi et al. 2017b).  
 
MOBy full resolution spectra have been applied to compute “exact” satellite RRS for both 
OLCI and PACE-like bands, and additionally, to compute RRS for ideal in situ hyperspectral 
radiometers characterized by Gaussian spectral response, various bandwidths B and 
different sampling intervals C. These latter reduced resolution spectra have then been 
used to determine “equivalent” satellite RRS.  Percent differences  between “equivalent” 
and “exact” RRS determined for OLCI or PACE-like bands from full and reduced resolution 
in situ spectra, respectively, have allowed drawing conclusions on spectral resolution 
requirements for in situ radiometry supporting SVC.    
 
 
Figure 3. Percent differences  between “equivalent” and “exact” RRS determined for OLCI (left panel) 
or PACE-like (right panel) bands. Different colours refer to results for various bandwidths B and 
spectral sampling intervals C of the in situ hyperspectral sensor (after Zibordi et al. 2017b).  
  
 Results for OLCI bands (see Fig. 3, left panel) indicate values of  increasing with 
bandwidth and sampling interval of the in situ sensor. The values of  determined with B 
= 9 nm and C = 3 nm slightly exceed 4% at 510 nm. In the most favourable case given 
by B = 1 nm and C = 1,  does not generally exceed 0.1%.    
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Figure 4.  Percent differences  between “equivalent” and “exact” LW determined for OLCI (left panel) 
or PACE-like (right panel) bands. Different colours refer to results for various bandwidths B and 
spectral sampling intervals C of the in situ hyperspectral sensor (after Zibordi et al. 2017b). 
 
 The same analysis performed for PACE-like bands (see Fig. 3. right panel) shows values 
of  more pronounced than those determined for OLCI in spectral regions exhibiting marked 
changes in the slope of RRS. Specifically,  determined with B = 9 nm and C = 3 nm 
indicates values exceeding 4%. With B = 2 nm and C = 2 nm, the percent differences 
are generally lower than 0.5%.  
 It is noted that the previous analysis has been performed using RRS data, which are the 
target quantity for most ocean colour applications. However, SVC is often performed using 
LW data (where LW = RRS  Ed, with Ed downward irradiance at the sea surface) exhibiting 
lower uncertainty than RRS.  
 The application of LW instead of RRS naturally leads to an increase in the spectral 
resolution requirements for in situ radiometry due to the higher spectral complexity of LW 
with respect to RRS spectra. Percent differences  between “equivalent” and “exact” OLCI 
or PACE-like LW are presented in Fig. 4. These values, when compared to those given in 
Fig. 3, show equivalence of LW and RRS for the spectral resolution requirements related to 
multispectral satellite sensors like OLCI.  Conversely, the values of  determined for the 
PACE-like bands, exhibit a marked increase in the blue spectral region. 
 In view of contributing to the definition of specifications for the spectral resolution of in 
situ radiometric measurements satisfying uncertainty and stability requirements for SVC, 
a value of  < 0.5% (equivalent to the requirement for decadal radiometric stability), has 
been assumed in the blue-green spectral regions. It is mentioned that such a low value is 
mostly justified by the need to define a threshold well below the target uncertainty defined 
for SVC. Based on the previous analysis and assumptions, Zibordi et al. (2017b) produced 
the following conclusions for SVC applications relying on RRS with a spectral sampling 
interval close or lower than half the spectral resolution (i.e., C ≲ B/2) for in situ 
hyperspectral radiometers:   
- A spectral resolution better than 3 nm is required to support multispectral satellite 
sensors (such as OLCI).  
- A spectral resolution better than 1 nm is devised to support hyperspectral satellite 
sensors (such as PACE).  
Obviously, a lower  would imply more stringent requirements on spectral resolution of the 
in situ hyperspectral sensors. Additionally, the use of LW instead of RRS, also increases 
requirements ultimately indicating the need for sub-nanometre resolutions in the blue 
spectral region for hyperspectral satellite sensors such as PACE.  
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4. Location for a European Site  
 
The work by Zibordi et al. (2015), besides indicating that the creation of CDRs from 
independent ocean colour missions should ideally rely on the application of the same 
atmospheric correction process and on time-series of in situ radiometric data from a single 
reference SVC site, recognizes that strategies to support long-term climate investigations 
also recommend redundancy of in situ SVC measurement sites (IOCCG 2012). This implies 
establishing multiple SVC sites: i. relying on in situ radiometry systems equivalent in terms 
of data accuracy and long-term performance; ii. and located in regions also exhibiting ideal 
and likely similar measurement conditions. 
By recalling that an SVC site established to support the creation of satellite ocean 
colour CDRs should be maintained over decades, any proposed site should respond to basic 
requirements including the benefits of logistic support from nearby infrastructures. 
In view of helping with future discussions on marine regions suitable for SVC, Zibordi 
and Mélin (2016) compared a number of established sites but also evaluated potential sites 
under consideration. The regions hosting established SVC sites include: the North Pacific 
Ocean (NPO) with the Marine Optical Buoy (MOBy) site managed by the US National 
Oceanic and Atmospheric Administration (NOAA; Clark et al. 1997); the Arabian Sea 
(ASea) with the Kavaratti Site managed by the Indian Space Research Organization (ISRO; 
Shukla et al. 2011); the Ligurian Sea (LSea) with the BOUée pour l'acquiSition 
d'une Série Optique à Long termE (BOUSSOLE) site managed by the French Laboratoire 
d’Océanographie de Villefranche (LOV; Antoine et al. 2008). The regions for which the 
setting up of new SVC sites has been matter of discussion within the scientific community 
comprise: the Mediterranean Sea (MSea) near the Island of Crete; the Caribbean Sea 
(CSea) near Puerto Rico Islands; the North Atlantic Ocean (NAO) near Azores Islands; the 
Eastern Indian Ocean (EIO) near Rottnest Island off Perth; the Strait of Sicily (SoS) near 
the Pantelleria Island; the Balearic Sea (BSea) in the proximity of the Balearic Islands; and 
the Eastern Atlantic Ocean (EAO) near Madeira Island.  
Without excluding other candidate areas, all these regions satisfy the needs for: i. 
nearby islands or coastal locations essential to ensure maintenance services of the offshore 
SVC infrastructure; ii. distance from the coast to minimize adjacency effects in satellite 
data; and finally iii. waters representative of the most common oceanic conditions.   
The ranking of SVC regions has been performed through the analysis of 5-year 
SeaWiFS Level-2 daily full-resolution products. Table 2 summarizes the mean m and 
standard deviation  of the SeaWiFS marine/atmospheric data products. These data 
confirm the unique marine and atmospheric characteristics of the NPO region with respect 
to the other areas considered: maritime aerosols and oligotrophic waters exhibiting high 
intra-annual optical stability in addition to low sun zenith variations. Because of this, MOBY 
has been confirmed to be an ideal site for SVC in support of the creation of CDRs and its 
features are thus considered a reference to evaluate additional or alternative SVC sites.  
Equivalence of measurement conditions across marine regions is expected to minimize 
differences in g-factors regardless of the geographic location of the SVC site.  From Table 
2, it is evident that the identification of multiple SVC sites may imply trading-off criteria 
related to the marine/atmospheric properties. For instance, MSea followed by EAO, CSea 
and EIO, mostly compare to NPO in terms of intra-annual stability and mean values of the 
considered marine bio-optical quantities (i.e., kd(490)  and Chla). When looking at Rrs(555), 
CSea, EIO and EAO show variabilities (quantified by ) lower than those observed at NPO, 
while ASea and MSea exhibit slightly higher values.  
For atmospheric optical quantities, the lowest temporal variability of the Ångström 
exponent  is observed at ASea and LSea.  However, both regions exhibit values of  
indicating contamination by non-maritime aerosols more marked for LSea (and also seen 
for MSea). Conversely, despite a lower intra-annual stability, EAO and EIO show mean 
values of  close to those of NPO.  
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Zibordi and Mélin (2017) addressed the suitability of different regions to support SVC 
by assuming in situ Lw measurements, or the derived RRS, are regularly available at each 
location considered. Relying on this assumption, Table 3 presents the number of potential 
high quality matchups (i.e., applicable for SVC) between SeaWiFS and in situ data over a 
5-year period, as identified through the application of very stringent criteria associated 
with oligotrophic conditions and a clear marine atmosphere: Chla≤0.1 µg l-1, or 
a(865)≤0.1, or ≤1.0, or all of them. The applied thresholds reflect the statistical values 
determined for the NPO reference region already identified as favourable for SVC (see 
Zibordi et al. 2015), and naturally identify cases characterized by oligotrophic conditions 
and maritime aerosols exhibiting a small seasonal variability and a low marine bio-optical 
complexity.  
  
 
 
Figure 5. Map of the marine regions of interest (adapted from Zibordi and Mélin 2017). 
 
 
 
Figure 6. Mean values of Rrs determined with SeaWiFS Level-3 data from the entire mission at the 
412-555 nm bands for the considered marine regions. Error bars indicate ±1. Spectra are 
incrementally shifted by 2 nm to increase readability of the figure. Data at 670 nm, which exhibit 
negligible values with respect to the spectral bands centered at shorter wavelengths, are not plotted. 
The South Pacific Gyre (SPG) spectrum is included as a virtual reference due to its highly oligotrophic 
waters likely ideal for SVC (adapted from Zibordi and Mélin 2017).    
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Table 2. Mean m and standard deviation σ of SeaWiFS Level-2 data products (M) non-flagged by the 
default SeaDAS exclusion flags: the remote sensing reflectance Rrs(555) at the 555 nm center-
wavelength is in units of  sr-1  10-3, the diffuse attenuation coefficient  kd(490) at the 490 center-
wavelength is in units of m-1, Chla is in units of µg l-1, the aerosol optical depth a(865) at the 865 
nm center-wavelength and the Ångström exponent  are both dimensionless (adapted from Zibordi 
and Mélin 2017).  
 
  Rrs(555) kd(490) Chla a(865)  
 M m  m  m  m  m  
NPO 212 1.54 0.29 0.027 0.004 0.07 0.01 0.07 0.04 0.88 0.40 
MSea 821 1.51 0.33 0.029 0.006 0.09 0.03 0.08 0.05 1.22 0.41 
CSea 242 1.54 0.23 0.033 0.009 0.13 0.07 0.08 0.05 0.69 0.42 
ASea 114 1.62 0.30 0.043 0.011 0.19 0.11 0.11 0.05 1.14 0.29 
NAO 274 1.68 0.41 0.047 0.020 0.25 0.22 0.06 0.04 1.09 0.45 
LSea 873 1.65 0.41 0.051 0.020 0.28 0.23 0.07 0.04 1.45 0.37 
EIO 382 1.53 0.25 0.036 0.008 0.15 0.05 0.05 0.03 0.76 0.55 
SoS 722 1.49 0.35 0.037 0.010 0.17 0.09 0.09 0.05 1.10 0.42 
BSea 794 1.57 0.37 0.043 0.012 0.20 0.11 0.08 0.04 1.29 0.42 
EAO 266 1.50 0.26 0.032 0.008 0.12 0.06 0.07 0.04 0.91 0.46 
   
Results summarized in Table 3 derived from MCV matchups (i.e., cases not affected by 
default SeaDAS flags and additionally characterized by high spatial homogeneity around 
the measurement site as detailed in Zibordi and Mélin 2017), show a dramatic decrease of 
the number of matchups when all quality criteria are applied. Despite the low number of 
overall potential matchups (i.e., MCV=187) with respect to those available for other regions 
(e.g., MCV=798 for MSea or 828 for LSea), NPO exhibits the highest number of high quality 
matchups (i.e., MQ1=75). In addition to NPO, those regions showing an appreciable number 
of potential high quality matchups are MSea, EAO, CSea and EIO with MQ1 equal to 59, 55, 
48 and 42, respectively.  
The number of potential high quality matchups obtained for NPO is fully supported by 
those determined from the application of MOBy data to SeaWiFS SVC. In fact, the number 
of 15 high quality matchups per year determined for NPO is comparable to the 
approximately 17 per year (i.e., 150 over a 9-year period) actually identified by Franz et 
al. (2007) for MOBy. It is however recognized that the consistency of results across the 
various regions may be affected by geographical differences in the accuracy of satellite 
data products. A specific case is that of Chla likely overestimated at MSea, LSea, SoS and 
BSea as a result of the application of global bio-optical algorithms.   
The numbers in Table 3 have been determined after applying the SeaDAS default 
exclusion flags in combination with spatial homogeneity tests. Nevertheless, the need for 
a statistically significant number of matchups per mission (e.g., Franz et al. 2007), may 
suggest to relax some of the thresholds applied to the geophysical quantities used for the 
quality tests. Results identified as MQ2 in Table 3 show that matchups in some regions can 
largely increase through the application of less restrictive criteria. Examples are SoS, EIO, 
CSea and EAO which exhibit typical Chla values higher than those of regions such as NPO 
or MSea. Because of this, when relaxing the exclusion criteria and thus accepting mean 
values of Chla≤0.2 µg l-1 and also of a(865)≤0.15, the number of potential matchups 
largely increases for some regions (e.g., EIO and SoS).  
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Table 3.  SeaWiFS Level-2 observations MCV over the 5-year period considered, not affected by 
SeaDAS Level-2 default exclusion flags and passing the spatial homogeneity test applied to 
investigate cases for which the 5x5 elements representing each region exhibit mean: Chla≤0.1 µg l-
1, Chla≤0.2 µg l-1, a(865) ≤0.10, a(865) ≤0.15 and ≤1.0. MQ1 indicates the number of potential 
high quality matchups identified through the application of combined tests on mean Chla≤0.1 µg l-1, 
mean a(865) ≤0.1 and mean ≤1.0 (MQ1/year is the related number of potential high quality 
matchups per year). Conversely, MQ2 indicates results from the application of combined tests with 
mean Chla≤0.2 µg l-1, mean a(865) ≤0.15 and mean ≤1.0 (MQ2/year, indicates the related potential 
number of matchups of high quality per year) (adapted from Zibordi and Mélin 2017). 
 
 MCV Chla≤0.1 Chla≤0.2 a(865)≤0.10 a(865)≤0.15 ≤1.0 MQ1(MQ1/year) MQ2(MQ2/year) 
NPO 187 182 187 153 177 107 75 (15.0) 98  (19.6)
MSea 798 572 794 570 714 212 59 (11.8)  147 (29.4) 
CSea 218 79 197 164 195 172 48   (9.6) 141 (28.2) 
ASea 103 0 80 37 83 21 0   (0.0) 13    (2.6) 
NAO 256 3 156 219 246 102 1   (0.2) 56  (11.2) 
LSea 827 0 400 668 790 87 0   (0.0) 36    (7.2) 
EIO 367 53 328 337 363 235 42   (8.4) 220 (44.0) 
SoS 693 140 523 462 598 275 10   (2.0)  135 (27.0) 
BSea 735 30 500 556 692 121 4   (0.8)  61 (12.2) 
EAO 227 123 202 198 221 123 55 (11.0) 108 (21.6) 
 
It is however reminded that the choice of relaxing selection criteria might affect the 
equivalence of multiple SVC sites. In fact, differences in the atmospheric optical quantities 
for the diverse regions could unevenly impact the precision of g-factors across missions 
relying on different SVC sites.  
Zibordi and Mélin (2017) came to the conclusion that the analysis on potential high 
quality matchups confirms the superior location of the MOBy site in the northern Pacific 
Ocean for SVC. While recognizing that no site is superior for all criteria reviewed in the 
analysis, it nonetheless suggests that the Eastern Mediterranean Sea near the Island of 
Crete exhibits best equivalence with NPO and could be considered a suitable choice for a 
European SVC complying with requirements for the creation of CDRs. 
When considering criteria less strict than those leading to best equivalence between 
NPO and MSea, the Eastern Indian Ocean region near Rottnest Island appears an excellent 
candidate for SVC. EIO also offers the unique advantage of being located in the southern 
hemisphere, which implies solar zenith cycles opposite to those characterizing SVC sites 
located in the northern hemisphere. Definitively, the existence of two sites operated in the 
two hemispheres would provide seasonal alternatives to SVC of satellite sensors heavily 
affected by glint perturbations.      
 It is finally further restated that the full analysis summarized above and the related 
conclusions, are strictly based on the assumption of MOBY (both region and radiometry) 
as the “ideal model” for SVC as a result of its demonstrated capability to deliver high 
precision g-factors with current atmospheric correction codes (see Zibordi et al. 2015). The 
suggestion of alternative SVC sites based on selection criteria less strict than those applied 
in Zibordi and Mélin (2017) is definitively workable, but it would imply the need to 
demonstrate their suitability to meet the uncertainties required for g-factors devoted to 
support climate applications.   
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5. Conclusions  
The generation of satellite ocean colour data products meeting requirements for the 
construction of CDRs, implies the implementation of SVC to minimize uncertainties 
affecting the calibration of the satellite sensor and inaccuracies connected with the 
atmospheric correction process. This strictly applies to the Copernicus Programme 
delivering Marine and Climate services centred on satellite ocean colour data from the 
Sentinel-3 missions. 
By relying on studies led by the JRC and benefitting of the collaboration of various 
international scientists, the present work has summarized requirements for SVC in support 
of the creation of CDRs from multiple satellite ocean colour missions. The following 
comprehensive recommendations should be considered while establishing a European SVC 
site.   
Following Zibordi et al. (2015) and the references therein, the creation of ocean colour 
CDRs should ideally rely on:  
 One main long-term in situ calibration system (site and radiometry) established and 
sustained with the objective to maximize accuracy and precision over time of g-factors 
and thus minimize possible biases among satellite data products from different 
missions;  
 and ii. unique (i.e., standardized) atmospheric models and algorithms for atmospheric 
corrections to maximize cross-mission consistency of data products at locations different 
from that supporting SVC.  
Additionally, an ideal ocean colour SVC site should meet the following general 
requirements:  
 Located in a region chosen to maximize the number of high-quality matchups by trading 
off factors such as best viewing geometry, sun-glint avoidance, low cloudiness, and 
additionally set away from any continental contamination and at a distance from the 
mainland to safely exclude any adjacency effect in satellite data;  
 Exhibiting known or accurately modeled optical properties coinciding with maritime 
atmosphere and oligotrophic/mesotrophic waters, to represent the majority of world 
oceans and minimize relative uncertainties in computed g-factors; 
 Characterized by high spatial homogeneity and small environmental variability, of both 
atmosphere and ocean, to increase precision of computed g-factors. 
When dealing with in situ radiometric measurements, Zibordi et al. (2015) provided the 
following general requirements: 
 Hyperspectral field data with sub-nanometre resolution to allow system vicarious 
calibration of any satellite ocean colour sensor regardless of its center-wavelengths and 
spectral responses, and thus ensure minimization of inter-band uncertainties;  
 State-of-the-art absolute calibration traceable to National Metrology Institutes (i.e., 
tentatively with target standard calibration uncertainty lower than 2% for radiance and 
stability better than 0.5% per deployment) and comprehensive characterizations of 
radiometers in terms of linearity, temperature dependence, polarization sensitivity and 
stray light effects, in view of minimizing measurement uncertainties and allowing for 
accurate determinations of uncertainty budgets; 
 Application of quality assurance/control schemes minimizing effects of measurement 
perturbations like those (when applicable) due to infrastructure shading, radiometer 
self-shading, wave perturbations, bio-fouling, and additionally scheduling regular checks 
of in situ systems and frequent swap of radiometers, as best practice to maximize long-
term accuracy and precision of in situ reference radiometric data; 
 Data rate ensuring generation of matchups for any satellite ocean colour mission with 
time differences appropriate to minimize variations in bi-directional effects due to 
changes in sun zenith and daily fluctuations in the vertical distribution of phytoplankton.    
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 In agreement with finding by Zibordi et al. (2017), assuming a spectral sampling interval 
close or lower than half the spectral resolution (i.e., C ≲ B/2):   
 A spectral resolution better than 3 nm is required for in situ hyperspectral sensors 
delivering RRS measurements in support of SVC for multispectral satellite sensors (such 
as OLCI on Sentinel-3 satellites).  
 A spectral resolution better than 1 nm is required for the in situ hyperspectral sensors 
delivering RRS measurements in support of SVC for hyperspectral satellite sensors (such 
as PACE planned by NASA for 2022). … Additionally, the use of LW instead of RRS, would 
increase requirements ultimately indicating the need for sub-nanometre resolutions in 
the blue spectral region for hyperspectral sensors such as PACE.  
In agreement with recommendations from the scientific community (IOCCG 2012), 
Zibordi et al. (2015) recognized that strategies to support long-term climate investigations 
recommend redundancy of in situ SVC measurement sites (IOCCG 2012). This implies 
establishing multiple SVC sites:  
 Relying on in situ radiometry systems equivalent in terms of data accuracy and long-
term performance;  
 Located in regions also exhibiting ideal and likely similar measurement conditions. 
With reference to general recommendations on SVC sites, Zibordi and Mélin (2017) 
evaluated the atmospheric and marine optical features of a number of potential SVC 
regions in European and non-European seas. By considering MOBy (region and radiometry) 
in the North Pacific Ocean as the “ideal model” for SVC due to its capability to deliver high 
precision g-factors with current atmospheric correction codes, and additionally recognizing 
that none of the considered potential sites is superior for all criteria reviewed in the 
analysis, they concluded that the Eastern Mediterranean Sea near the Island of Crete 
exhibits best equivalence with the North Pacific Ocean and could be considered as a further 
site for SVC complying with requirements for the creation of CDRs.  
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List of abbreviations and definitions  
ASea   Arabian Sea  
BOUSSOLE  BOUée pour l'acquiSition d'une Série Optique à Long termE  
BSea   Balearic Sea  
CDR   Climate Data Record 
CSea   Caribbean Sea  
EAO   Eastern Atlantic Ocean  
ECV   Essential Climate Variable  
EIO   Eastern Indian Ocean  
EO   Earth Observation 
JRC   Joint Research Centre 
ISRO   Indian Space Research Organization  
LOV   Laboratoire d’Océanographie de Villefranche 
LSea   Ligurian Sea  
MOBy   Marine Optical Buoy  
MOS   Marine Optical System  
MSea   Mediterranean Sea 
NASA   National Aeronautics and Space Administration  
NAO   North Atlantic Ocean  
NOAA   National Ocean and Atmosphere Administration  
NPO   North Pacific Ocean  
OLCI   Ocean and Land Colour Instrument 
PACE   Plankton, Aerosol, Cloud ocean Ecosystem  
RSEM   Relative standard error of the mean  
SeaDAS  SeaWiFS Data Analysis System 
SeaWiFS  Sea Wide Field of View Sensor  
SoS   Strait of Sicily  
SVC   System Vicarious Calibration 
Chla   Clorophyll-a concentration 
g   g-factors (gain correction factors determined through SVC) 
Kd   Diffuse attenuation coefficient  
LT   Top of the atmosphere radiance 
LW   Water-leaving radiance 
M   Number of matchups passing the default SeaDAS exclusion flags 
MCV   M matchups passing spatial homogeneity tests  
N   Number of matchups  
Ny   Scale factor  
RRS   Remote sensing reflectance  
Y   Number measurement years  
   Ångström exponent  
a   Aerosol optical thickness  
   Standard deviation 
g   Percent difference between g-factors determined with different in situ data 
B   Bandwidth of a spectral channel  
C   Spectral sampling interval of a hyperspectral radiometer  
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Annex 1  
 
System vicarious calibration for ocean colour climate change applications: Requirements 
for in situ data. Reprinted from Remote Sens. Environ. 159, 361–369. 
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Climate Data RecordSystem Vicarious Calibration (SVC) ensures a relative radiometric calibration to satellite ocean color sensors that
minimizes uncertainties in thewater-leaving radiance Lw derived from the top of atmosphere radiance LT. This is
achieved through the application of gain-factors, g-factors, to pre-launch absolute radiometric calibration coefﬁ-
cients of the satellite sensor corrected for temporal changes in radiometric sensitivity. The g-factors are deter-
mined by the ratio of simulated to measured spectral LT values where the former are computed using: i. highly
accurate in situ Lw reference measurements; and ii. the same atmospheric models and algorithms applied for
the atmospheric correction of satellite data. By analyzing basic relations between relative uncertainties of Lw
and LT, and g-factors consistently determined for the same satellite mission using different in situ data sources,
this work suggests that the creation of ocean color Climate Data Records (CDRs) should ideally rely on: i. one
main long-term in situ calibration system (site and radiometry) established and sustained with the objective
to maximize accuracy and precision over time of g-factors and thus minimize possible biases among satellite
data products from different missions; and additionally ii. unique (i.e., standardized) atmospheric model and al-
gorithms for atmospheric correction to maximize cross-mission consistency of data products at locations differ-
ent from that supporting SVC. Finally, accounting for results from the study and elements already provided in
literature, requirements and recommendations for SVC sites and ﬁeld radiometric measurements are
streamlined.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In recent decades, measurements of ocean color from earth-orbiting
satellite sensors have demonstrated high value for a number of applica-
tions ranging from regional water quality assessment (e.g., Attila et al.,
2013) to global climate change investigations (e.g., Behrenfeld et al.,
2006). Conﬁdence in results from these applications, however, depends
on accuracy of the satellite-derived data products. The primary ocean
color product is the spectral water-leaving radiance Lw, i.e., the radiance
emerging from the sea that is retrieved from the total radiance LT detect-
ed by the satellite, whose accuracy determines those of satellite-derivedZibordi).
. This is an open access article underdata products. These include the spectral distribution of the normalized
water-leaving radiance LWN (i.e., the water-leaving radiance that would
occur with no atmosphere, the sun at the zenith and at the mean sun–
earth distance) or of the equivalent remote sensing reﬂectance RRS,
applied to determine geophysical quantities such as the near-surface
chlorophyll-a concentration (Chla).
Early accuracy requirements for satellite ocean color data products
generally refer to the work of Gordon and Clark (1981), Gordon et al.
(1983) and Gordon (1987). By considering oligotrophic waters,
they indicated a 5% uncertainty for Lw in the blue spectral region to
allow for the determination of Chla concentration with a 35% maxi-
mum uncertainty. Subsequently, spectrally independent uncer-
tainties of 5%, with a 1% inter-band uncertainty, were included
among the objectives of the Sea-viewing Wide Field-of-view Sensorthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
362 G. Zibordi et al. / Remote Sensing of Environment 159 (2015) 361–369(SeaWiFS) mission (Hooker, Esaias, Feldman, Gregg, & McClain,
1982). These target uncertainties were later retained for successive
missions and have become a science requirement for the ocean
color community.
Achievement of the spectrally independent 5% uncertainty target in
satellite-derived Lw ismostly challenged by the accuracy of the absolute
radiometric calibration of satellite optical sensors and additionally by
uncertainties in the quantiﬁcation of the large atmospheric perturba-
tions affecting LT. In particular, current uncertainties of approximately
2-3% (Butler, Johnson, Rice, Brown, & Barnes, 2007, Eplee et al., 2011,
Esposito, Xiong, Wu, Sun, & Barnes, 2004) in the absolute radiometric
calibration of satellite sensors in the visible spectral region and the ad-
ditional uncertainties affecting the atmospheric correction process gen-
erally larger than a few percent (IOCCG 2010), may lead to large
differences among multi-mission Lw data (Zibordi, Mélin, & Berthon,
2006).
These limitations can be resolved through the so-called System
Vicarious Calibration (SVC) that determines vicarious adjustment
gain-factors g (hereafter g-factors) for absolute radiometric calibration
coefﬁcients of satellite sensors (Gordon, 1998) through simulation of
top-of-atmosphere LT using: i. highly accurate in situ Lw reference mea-
surements; and ii. the same atmospheric models and algorithms as ap-
plied for the atmospheric correction of satellite data. The g-factors,
determined by the ratio of simulated to measured spectral LT values,
aim at minimizing the combined effects of: i. uncertainties due to the
absolute pre-ﬂight radiometric calibration and characterization of the
satellite sensor after correction for sensitivity change with time; and
ii. inaccuracy of the models and algorithms applied in the atmospheric
correction to determine Lw from LT. Clearly, the SVC process allows the
determination of Lwwith the lowest uncertaintywhen satellite observa-
tion conditions are equivalent to those characterizing the data applied
for the calculation of g-factors (i.e., when the mean biases removed
through SVC and those affecting the atmospheric correction processes
are identical and fully compensate each other). It must be emphasized
that the system nature of SVC requires re-computing g-factors after
any change in themodels or algorithms applied for the atmospheric cor-
rection, or any signiﬁcant change in instrument absolute or temporal
calibration knowledge.
By considering uncertainty requirements for satellite-derived Lw ap-
plicable for the construction of Climate Data Records (CDRs), which
serve as core climate benchmark observations, the present work inves-
tigates the calibration needs for LT with the objective of discussing re-
quirements for in situ Lwdata suitable for the determination of g-factors.
2. System vicarious calibration requirements
Vicarious calibration broadly refers to the indirect calibration of sat-
ellite sensors through simulation of top-of-atmosphere data (Koepke,
1982). Generic vicarious calibration methods based on atmospheric
models and algorithms different from those applied for the operational
data processing cannot reduce absolute uncertainties in derived radio-
metric calibration factors below a few percent (IOCCG, 2013). This
may lead to very large uncertainties in satellite-derived Lw (see
Section 2.1). Consequently, unlike SVC that minimizes uncertainties in
retrieved Lw (Gordon, 1998), generic vicarious calibration methods are
best applied for the quality check of pre-launch absolute radiometric
calibrations of satellite ocean color sensors.
In view of supporting the discussion on accuracy and precision
needs for g-factors from SVC, the following subsections will review: i.
requirements for the construction of CDRs from satellite-derived Lw;
and ii. legacy requirements for in situ Lw reference measurements.
2.1. Requirements for CDRs of Lw
CDRs of Essential Climate Variables (ECVs) are intended to support
climate change investigations through time-series of core benchmarkobservations with enough accuracy to allow the detection of long-
term trends embedded in large natural variations (Leroy, Anderson, &
Ohring, 2008).
Requirements for the generation of a CDR of satellite-derived LWN
from Lw (WMO 2011), which is the fundamental satellite ocean color
ECV, include:
1. Radiometric uncertainty lower than 5% in the blue and green spectral
regions (downscaled with respect to the spectrally independent 5%
uncertainty target listed among the objectives of several ocean
color missions);
2. Stability better than 0.5% over a decade.
The requirement on uncertainty is essential to understand climate-
driven processes and changes, while the requirement on stability is es-
sential to conﬁdently determine long-term changes or trends (Ohring,
Wielicki, Spencer, Emery, & Datla, 2005).
As already anticipated, the strict requirement of 5% maximum un-
certainty for Lw determined from LT at relevant wavelengths, requires
the application of SVC. While this need is commonly accepted by the
satellite ocean color community, the accuracy and precision required
for g-factors for different missions supporting the creation of CDRs ap-
pears less consolidated.
To strictly address such a need, the relationship linking uncer-
tainties in Lw and LT is hereafter investigated through the use of the
measurement equation. Speciﬁcally, in the absence of atmospheric
gaseous absorption and sun glint and foam perturbations, the top-
of-atmosphere radiance LT can be related to Lw through the following
simpliﬁed model
LT ¼ LR þ LA þ Lwtd ð1Þ
where LR and LA indicate the Rayleigh and aerosol atmospheric radiance
contributions, and td is the diffuse atmospheric transmittance that
varies with atmospheric path-length and constituents. By assuming
the values of LR and LA are exactly determined for any given observation
condition, following the Guide to the Expression of Uncertainty in Mea-
surement (JCGM, 2008) Zibordi andVoss (2014) provided equations re-
lating absolute uncertainties of LT, u(LT), to those of Lw, u(Lw), and also
linking relative uncertainties u(LT)/LT to u(Lw)/Lw. In agreement with
their work, u(LT) and u(LT)/LT are given by
u LTð Þ ¼ u Lwð Þtd ð2Þ
and
u LTð Þ
LT
¼ u Lwð Þ
Lw
td
Lw
LT
: ð3Þ
For the purpose of this study centered on SVC, the uncertainties re-
lated to the atmospheric correction process do not inﬂuence the deter-
mination of Lw because both SVC and the atmospheric correction rely on
the same robust atmospheric models and algorithms. Thus, to a ﬁrst ap-
proximation Eq. (2) indicates that the absolute uncertainties u(LT) and
u(Lw) are solely related by the factor td. Differently, Eq. (3) shows that
relative uncertainties u(LT)/LT and u(Lw)/Lw are additionally related by
the ratio Lw/LT. Because of this, while the relation between absolute un-
certainties only slightly varies with the atmospheric optical properties
through td, the dependence between relative uncertainties is highly var-
iable with bothmarine and atmospheric optical properties, which affect
the term td · Lw/LT. Thus, while satellite-derived Lw may exhibit similar
absolute uncertainties for data collected over different water types, the
corresponding relative uncertainties may largely differ as a function of
Lw and LT. Considering that requirements for satellite ocean color CDRs
are provided in relative terms (e.g., see Ohring et al., 2005; WMO
2011), the following analysis only focuses on relative uncertainties.
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spectrally independent radiometric uncertainty of 2% is assumed to-
gether with an ideal value of td = 1, u(Lw)/Lw would be approximately
20%, 40% and 200% for Lw/LT equal to 0.10, 0.05 and 0.01, respectively.
These uncertainty values, which may tentatively refer to blue, green
and red wavelengths in oligotrophic waters, show the impossibility of
meeting science requirements when only relying on current absolute
radiometric calibration uncertainties, even assuming an exact quantiﬁ-
cation of the atmospheric perturbations.
Conversely, the application of Eq. (3) assuming td=1 and a spectral-
ly independent uncertainty of 5% for Lw, implies values of u(LT)/LT as low
as 0.5%, 0.25% and 0.05% for Lw/LT equal to 0.10, 0.05 and 0.01, respec-
tively. These values provide an estimate for the required spectral uncer-
tainties of absolute radiometric calibrations for satellite ocean color
sensors and further conﬁrm that: i. even assuming that theuncertainties
in u(Lw)/Lwdue to atmospheric correction are negligible, the sole uncer-
tainties currently affecting in-ﬂight absolute radiometric calibration are
an impediment tomeet ocean color science requirements for CDRs; and
that ii. SVC is the only viable alternative to overcome limitations due to
uncertainties in absolute radiometric calibration and atmospheric cor-
rection. It is additionally observed that, even accounting for future de-
velopments in absolute radiometric calibration, that are expected to
considerably reduce uncertainties (Cramer, Lykke, Woodward, &
Smith, 2013; Levick et al., 2014), SVC will still remain an essential com-
ponent of any ocean color mission to minimize effects of inaccurate at-
mospheric corrections.
2.2. Legacy requirements for SVC sites and data
Early indications on the appropriateness of SVC sites for global mis-
sions (mostly derived from Gordon (1998)) include:
i. Cloud free, very clear andmaritime atmosphere with aerosol optical
thickness τa b 0.1 in the visible,whichmaximizes the potential num-
ber of satellite and in situ coincident data (i.e., matchups) and addi-
tionally optimizes the performance of the atmospheric correction
process;
ii. Horizontally uniform Lw over spatial scales of a few kilometers to in-
crease the comparability between satellite and in situ data at differ-
ent spatial resolutions;
iii. Mesotrophic waters to minimize the effects of in situ Lw measure-
ment uncertainties in the blue spectral region (this requirement
has been considered less stringent with respect to the previous
two, leading to consider oligotrophic waters as an appropriate alter-
native);
iv. Coincident aerosol measurements to assess the atmospheric correc-
tion process.
In situ Lw data applicable for SVC are expected to have low uncer-
tainty through the application of state-of-the-art instrumentation,
data reduction and quality assurance/control. Indications, mostly de-
rived from Clark et al. (2003), include the need for:
i. Hyper-spectral measurements to cover any ocean color spectral
band regardless of its center-wavelengths and spectral responses;
ii. Fully characterized in situ radiometers to minimize uncertainties
and allow their comprehensive quantiﬁcation;
iii. Traceability of data to the International System of Units (SI) to en-
sure consistency with community shared measurement methods
and standards.
Also, in the case of global data products contributing to the
construction of CDRs, SVC should be applied using in situ Lw from
measurement sites representative of the most common satelliteobservation conditions, i.e., the world oceans. The determination of
regional g-factors has also been proposed for areas exhibiting unique
optical features (Franz, Bailey, Werdell, & McClain, 2007). It is, how-
ever, recognized that this solution is mostly intended to support
local applications where accurate in situ Lw data exist.
Ultimately, the limited number of highly accurate in situ data and
their high costs challenge SVC at large. This has generated debates on
the suitability of a number of data sources for SVC and also motivation
for various studies to explore legacy requirements. These studies have
produced a number of g-factors for the same satellite sensor relying
on equivalent versions of the atmospheric correction code, but using
Lw from different sources. As will be shown later, results offer the
great opportunity to investigate differences among actual g-factors in
view of discussing implications for the creation of CDRs.
3. Literature data
Among in situ systems speciﬁcally designed to support SVC for satel-
lite ocean color sensors, only two ensured almost continuous data col-
lection across a number of satellite ocean color missions. These are: i.
the Marine Optical Buoy (MOBY) developed by the National Oceanic
and Atmospheric Administration (NOAA) and the National Aeronautics
and Space Administration (NASA) for the SeaWiFS and the Moderate
Resolution Imaging Spectroradiometer (MODIS) (Clark et al., 1997);
and ii. the Buoy for the Acquisition of a Long-Term Optical Time Series
(Bouée pour L'acquisition de Séries Optiques à Long Terme, BOUSSOLE),
developed for the Medium Resolution Imaging Spectrometer (MERIS)
by the Laboratoire d'Océanographie de Villefranche (LOV) in collabora-
tion with a number of agencies (Antoine et al., 2008).
Aside from MOBY and BOUSSOLE (Bailey, Hooker, Antoine, Franz, &
Werdell, 2008, Eplee et al., 2001, Franz et al., 2007), a number of alterna-
tive data sourceswere considered for SVC of SeaWiFS data (see Table 1).
These included in situ data sets obtained by combining measurements
from a variety of instruments and reduction schemes (Bailey et al.,
2008), data from speciﬁc coastal areas commonly applied for regional
investigations (Mélin & Zibordi, 2010), as well as modeled data
(Werdell, Bailey, Franz,Morel, &McClain, 2007). Derived g-factors, con-
sistently determined by applying the scheme detailed in Franz et al.
(2007) and the SeaWiFS Data Analysis System (SeaDAS, Fu et al.,
1996) software package (version 5), are summarized in Table 2.
In agreement with Franz et al. (2007) and with speciﬁc reference to
SeaWiFS center-wavelengths, g-factors are assumed ﬁxed and equal to
unity at 865 nm, while the value at 765 nm is computed by imposing
a pure maritime aerosol model for locations in the oligotrophic gyres
of the southern hemisphere. Spectral g-factors in the visible, which are
those listed in Table 2, are successively determined from the average
of individual factors computed imposing in situ reference water-
leaving radiances as target values for the satellite-derived Lw. It is im-
portant to note that the averaging reduces the effects of random contri-
butions to uncertainties in g-factors, but it does not remove the effects of
any bias.
Recalling that unity g-factors indicate no correction, the values in
Table 2 exhibit high consistency with differences generally within a
few tenths of percent. The standard deviation, σg, gives an indication
of the precision affecting the SVC process as mostly resulting from in
situ radiometer stability or varying observation conditions. It is noted
that the number of matchups used for SVC in all cases is larger than
the approximate 40 estimated by Franz et al. (2007) to determine sufﬁ-
ciently precise g-factors for SeaWiFS using MOBY data. However, it is
expected that such a number, implicitly referred to SeaWiFS-MOBY
matchups, may changewhen considering observation conditions differ-
ent from those offered by the MOBY site or satellite sensor perfor-
mances different from those of SeaWiFS.
General elements on the various data sources utilized for the deter-
mination of the g-factors listed in Table 2 are summarized in the follow-
ing sub-sections.
Table 1
General elements on the various sources utilized for SVC of SeaWiFS data: measurement method, spectral features and site location (see text for additional details).
Data source Lw method Spectral features Site
MOBY In-water, ﬁxed depths Hyper-spectral Paciﬁc Ocean (Hawaii)
MOBY-MS In-water, ﬁxed depths Reduced resolution Paciﬁc Ocean (Hawaii)
BOUSSOLE In-water, ﬁxed depths Multi-spectral Ligurian Sea
NOMAD Various Various Various
AAOT Above-water Multi spectral Adriatic Sea
HOT-ORM Modeled User deﬁnable Paciﬁc Ocean (Hawaii)
BATS-ORM Modeled User Deﬁnable Atlantic Ocean (Bermuda)
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Since 1997, MOBY has been deployed approximately 11 nautical
miles from Lanai (Hawaii) in 1200 m water depth (Clark et al., 1997,
Clark et al., 2002). The site was selected based on requirements for an
ideal SVC location and accounting for the need to ensure economical
and convenient access to shore facilities.
The main components of the MOBY system are: i. a spar buoy teth-
ered to a moored buoy; and ii. a hyper-spectral radiometer operating
in the 340–955 nm spectral region with 1 nm resolution, coupled via
ﬁber optics to a number of radiance and irradiance collectors. These col-
lectors ensuremeasurements of in-water downward irradiance and up-
welling radiance at 1, 5 and 9 m depth. Above-water downward
irradiance is additionally measured at 2.5 m above the sea surface. The
MOBY radiometer system undergoes regular characterizations and cali-
brations to guarantee high accuracy and traceability of data to the US
National Institute of Standards and Technology (NIST). Internal system
sources allow daily monitoring of radiometric stability. By statistically
combining uncertainty contributions including those related to the cal-
ibration source and its transfer, radiometric stability during deploy-
ments, and environmental effects, Brown et al. (2007) showed the
capability of reducing uncertainties to approximately 3% in the
412–666 nm spectral interval for upwelling radiance Lu used to deter-
mine Lw.
A total of 166 MOBY-SeaWiFS matchups fulﬁlling strict SVC criteria
(Bailey & Werdell, 2006, Franz et al., 2007) over a 7-year period, were
applied by Bailey et al. (2008) to produce the SeaWiFS g-factors. Criteria
for the inclusion of SeaWiFS data resulting from the average of Lw values
from the 5 × 5 pixels centered at the MOBY site, are: no processing ﬂag
raised (e.g., indicating cloud contamination, glint perturbations, naviga-
tion problems or failure of the atmospheric correction); satellite view-
ing angle less than 56°; sun zenith angle less than 70°; Chla lower
than 0.2 μg l−1; τa in the near infrared lower than 0.15; and coefﬁcient
of variation less than 0.15 for LWN in the blue-green spectral regions and
for τa in the near-infrared. It is anticipated that similar matchup selec-
tion criteria were applied to the other datasets included in this review.
The qualiﬁed matchups were constructed by convolving MOBY
hyperspectral Lw data with the actual SeaWiFS spectral band responses.
Bailey et al. (2008) also considered the parallel case of MOBY LwTable 2
Values of g-factors (g) and related standard deviations (σg) determined for SeaWiFS at its center
approximate number of measurement years.
Data source Y N g(412) σg(412) g(443) σg(443) g(490)
MOBYa 7 166 1.0368 0.009 1.0132 0.009 0.9918
MOBY-MSa 7 166 1.0401 0.009 1.0136 0.009 0.9949
BOUSSOLEa 3 46d 1.0402 0.005 1.0129 0.027 0.9961
NOMADa 7 64 1.0395 0.013 1.0135 0.013 0.9967
AAOTb 5 99 1.0425 0.012 1.0143 0.014 0.9969
HOT-ORMc 7 176 1.0300 0.015 1.0086 0.012 0.9879
BATS-ORMc 7 241 1.0345 0.018 1.0020 0.016 0.9814
a Bailey et al. (2008).
b Mélin and Zibordi (2010).
c Werdell et al. (2007).
d 5 matchups at 412 nm, only.averaged over 10 nm bandwidths with center-wavelengths correspond-
ing to those of SeaWiFS. These g-factors, referred to as MOBY-
Multispectral (MOBY-MS), provide the unique opportunity to look
into changes only due to differences in spectral resolution. In fact
the radiometer system and measurement conditions are exactly the
same for both hyperspectral and derived multispectral data.3.2. Boussole
BOUSSOLE, operated in the Ligurian Sea since 2003, has been de-
ployed at approximately 32 nautical miles from the coast in 2440 m
water depth and relies on a moored buoy optimized to maximize its
vertical stability and minimize the shading effects of its superstructure
(Antoine, Guevel, et al., 2008). Optical instrumentation on the buoy in-
cludes 7-band commercial radiometers with 10 nm bandwidth in the
400–700 nm spectral region. In-water upwelling radiance, upward irra-
diance, and downward irradiance are measured with radiometers de-
ployed at 4 and 9 m depths, while the downward irradiance is also
measured at 4 m above the sea surface. Spectrally independent uncer-
tainty values of approximately 6% have been declared for the normal-
ized remote sensing reﬂectance determined from Lw (Antoine et al.,
2008). Since 2008, BOUSSOLE is also equipped with hyperspectral radi-
ometers tomeasure the in-water upwelling radiance and downward ir-
radiance, and the above-water downward irradiance. Data from these
instruments, which are not part of this study, will be relevant for vicar-
ious calibration activities of future missions.
A signiﬁcant difference characterizes the extrapolation methods
applied to subsurface radiometric data from MOBY and BOUSSOLE.
While MOBY values are simply determined from the linear ﬁt of log-
transformed radiometric measurements with respect to depth,
BOUSSOLE sub-surface values result from the propagation of the 4 and
9 m depth values to the surface through models. This latter data reduc-
tion scheme, requiring estimates of Chla, takes into account Raman ef-
fects and the related nonlinearity of the log-transformed radiometric
measurements with depth. Differences between the linear ﬁts of log-
transformed radiometric measurements and modeled values, are with-
in a few percent at 412 nm but increase up to several tens percent at
670 nm (Antoine, D'Ortenzio, et al., 2008).-wavelengths.N indicates the number ofmatchups used for their determination, and Y the
σg(490) g(510) σg(510) g(555) σg(555) g(670) σg(670)
0.008 0.9982 0.009 0.9993 0.009 0.9729 0.007
0.008 0.9937 0.009 0.9958 0.009 0.9691 0.007
0.033 1.0015 0.031 1.0007 0.021 0.9672 0.006
0.014 0.9962 0.017 0.9989 0.013 0.9693 0.009
0.018 0.9977 0.019 1.0034 0.022 0.9819 0.020
0.009 0.9979 0.008 1.0046 0.009 0.9718 0.006
0.013 0.9941 0.011 1.0016 0.011 0.9731 0.006
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determination of SeaWiFS g-factors. Speciﬁcally, 46 matchups were
identiﬁed from approximately a 3-year data record by relaxing the in-
clusion criteria on Chla (0.25 instead of 0.20 μg l−1). However, only 5
matchups were available for the 412 nm center-wavelength due to un-
availability of that spectral band during some deployments.
3.3. Nomad
The NASA bio-Optical Algorithm Data set (NOMAD, Werdell &
Bailey, 2005) includes multi-site and multi-source data resulting from
the reprocessing and strict quality control of radiometricmeasurements
from the SeaWiFS Bio-Optical Archive and Storage System (SeaBASS).
The variety of measurement methods, instruments, calibration and
also data reduction schemes,make it difﬁcult to assignwell-deﬁned un-
certainties to the NOMAD radiometric data set.
The SeaWiFS g-factors determined fromNOMAD (Bailey et al., 2008)
were computed using 64matchups fulﬁlling SVC selection criteria— out
of a total of 1039. These ﬁeld radiometry data result from overall 3475
quality controlled measurements out of 15400 from 1350 ﬁeld cam-
paigns included in SeaBASS. These numbers clearly indicate the difﬁcul-
ty of supporting SVC with in situ Lw data from repositories constructed
for applications more focused on validation and development rather
than vicarious calibration.
3.4. AAOT
In contrast with MOBY and BOUSSOLE data, which are collected
with systems speciﬁcally designed to support SVC, time-series data
from a number of globally distributed coastal sites established to
support satellite ocean color validation activities are accessible
through the Ocean Color component of the Aerosol Robotic Network
(AERONET-OC, Zibordi et al., 2009). AERONET-OC ﬁeld radiometers
perform multispectral Lw measurements at a number of ocean color
bands with center-wavelengths in the 410–1020 nm spectral region
and 10 nm bandwidth. Data collection, reduction and quality control
rely on standardized methods (Zibordi et al., 2009) assuring cross-
site consistency to data products. Among AERONET-OC sites, the
Acqua Alta Oceanographic Tower (AAOT, often indicated as ‘Venise’),
located in the northern Adriatic Sea at approximately 8 nautical
miles from the main land, since 2002 has provided an almost unin-
terrupted series of data largely applied for the validation of multi-
mission ocean color radiometric data (e.g., Mélin et al. 2011,
Zibordi & Voss, 2014, Zibordi et al., 2006). Uncertainties of 5% in
the blue-green and 8% in the red spectral regions have been quanti-
ﬁed for the AAOT fully quality assured normalized water-leaving ra-
diance determined from Lw (Gergely & Zibordi, 2014).
AERONET-OC data from the AAOT were used by Mélin and Zibordi
(2010) for the determination of regional SeaWiFS g-factors. Speciﬁcally,
99 qualiﬁedmatchupswere identiﬁed from a 5-year data set by relaxing
some selection criteria (e.g., accepting Chla up to 3 μg l−1 and coefﬁcient
of variation up to 0.20 in the blue-green spectral region for satellite
data). A particular effort was devoted to correct in situ Lw spectra for
the effects of differences in center-wavelengthswith respect to SeaWiFS
bands.
Results from the study give insight on the relevance of coastal vicar-
ious calibration sites for regional investigations and additionally provide
elements to evaluate their suitability for global applications. Still, the
spatial and inter-annual variability of both atmospheric and water opti-
cal properties in the region do not support the selection of the AAOT as a
SVC site for the creation of CDRs.
3.5. HOT-ORM and BATS-ORM
Ocean Reﬂectance Models (ORM) are an additional source of radi-
ance spectra (Morel & Maritorena, 2001) expected to be of suitableaccuracy for oceanic waters. Even though thesemodels are mostly rele-
vant for bio-optical investigations or as diagnostic tools, their usefulness
for SVC has been investigated byWerdell et al. (2007) to verify their ﬁt-
ness for historical satellite ocean color sensors (i.e., CZCS and OCTS) for
which an extensive time-series of in situ radiometric measurements do
not exist.
The SeaWiFS g-factors determined using ORMmethodology include
those relying on the Chla time-series from the U.S. Joint Global Ocean
Flux Study (JGOFS) Bermuda Atlantic Time-series Study (BATS) and Ha-
waiianOcean Time-series (HOT). Speciﬁcally, ORM-BATS g-factors were
determined using 241matchups from 1998 to 2004, while ORM-HOT g-
factors were computed for the same period with 176 matchups
(Werdell et al., 2007). Comprehensive uncertainty estimates for
modeled Lw were not provided.
4. Analysis and discussion
It shall be noted that the g-factors in Table 2 were determined with
an earlier version of the SeaDAS processor (i.e., version 5) based on an
atmospheric model and pre-launch absolute calibration factors (specif-
ically at 412 nm) different from those currently in use. Because of this,
the g-factors in Table 2 need to be considered outdated for present
SeaWiFS data processing. Still, they are the result of a unique combina-
tion of investigations and remain a convenient data set to explore effects
of differences among g-factors in the creation of CDRs. Making use of
these data, the following analysis focuses on percent differences be-
tween g-factors determined from MOBY data, gMOBY, and those from
other data sources, g, computed as
Δg ¼ 100 g−g
MOBY
gMOBY
: ð4Þ
The choice of the g-factors fromMOBY as the reference is justiﬁed by
its ideal location (exhibiting oligotrophic waters and maritime aerosol,
in addition to annual cycles of small amplitude) and an extensive char-
acterization of ﬁeld radiometers and careful examination of radiometric
uncertainties. This choice, however, has not to be interpreted as implic-
itly advocating the use of MOBY for SVC of any satellite ocean color
mission.
For completeness it is also mentioned that the HOT-ORM and BATS-
ORM g-factors included in Table 2, were discussed by Werdell et al.
(2007) with respect to the older MOBY g-factors determined by Franz
et al. (2007) on thebasis of 150match-ups. Those g-factors exhibit spec-
trally averaged differences of−0.09% with respect to the more recent
values by Bailey et al. (2008) used in the current analysis. Still, the
changes in the values of Δg for HOT-ORM and BATS-ORM resulting
from the application of the g-factors from Franz et al. (2007) instead
of those from Bailey et al. (2008), does not affect the following discus-
sion and conclusions.
TheΔg values in Table 3 from the same data source (i.e., inter-band)
or across data sources (i.e., intra-band) are generally lower than±0.5%.
At a ﬁrst scrutiny, the values of Δg determined for the AAOT and
HOT-ORM appear to slightly differ from those determined for a more
ideal site like BOUSSOLE or from a very large pool of data like NOMAD.
Also interesting are the values of Δg determined for MOBY-MS, which
clearly indicate the appreciable effects of non-matching spectral bands
or SeaWiFS out-of-band responses, and consequently the importance
of in situ hyperspectral Lw data.
Excluding HOT-ORM and BATS-ORM, the values of Δg exhibit high
intra-band consistency between 412 and 490 nm, while they show a
larger spread between 510 and 670 nm. Excluding a few spectral values
particularly from HOT-ORM (i.e., 412 nm), BATS-ORM (i.e., 443 and
490 nm), AAOT (i.e., 412 and 670 nm) and BOUSSOLE (i.e., 670 nm),
Δg is generally lower than ±0.5% for all the data sources.
In view of more quantitatively investigating differences in g-factors,
Eq. (3) is applied to compute u(LT)/LT as a function of u(Lw)/Lw
Fig. 2. Relative uncertainties u(LT)/LT determined assuming a spectrally independent 5%
uncertainty value for Lw with the mean values of td · Lw/LT given in Fig. 1 for different
water types: oligotrophic (O), mesotrophic (M) and coastal (C). The vertical bars refer
to values determined with td · Lw/LT ± σ.
Table 3
Relative percent differences Δg between SeaWiFS g-factors at different center-
wavelengths determined using Eq. (4) applied to data in Table 2. The values in bold indi-
cate Δg exceeding ±0.3% in the blue-green spectral regions and ±0.1% in the red.
Data source Δg (412) Δg (443) Δg (490) Δg (510) Δg (555) Δg (670)
MOBY-MS +0.32 +0.04 +0.31 −0.45 −0.35 −0.39
BOUSSOLE +0.33 −0.03 +0.43 +0.33 +0.14 −0.59
NOMAD +0.26 +0.03 +0.49 −0.20 −0.04 −0.37
AAOT +0.55 +0.11 +0.51 −0.05 +0.41 +0.93
HOT-ORM −0.66 −0.45 −0.39 −0.03 +0.53 −0.11
BATS-ORM −0.22 −1.11 −1.05 −0.41 +0.23 +0.02
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termined using 1997–2010 SeaWiFS data for three different loca-
tions: the MOBY site in the Paciﬁc Ocean with mean satellite-
derived Chla of 0.08 ± 0.02 μg l−1 representing oligotrophic waters
(O); the BOUSSOLE site in the Ligurian Sea with mean Chla of
0.36 ± 0.37 μg l−1 representing mesotrophic waters (M); and the
AAOT coastal site in the northern Adriatic Sea with mean Chla of
1.74 ± 1.40 μg l−1 representing coastal waters moderately dominat-
ed by sediments (C). When considering all three water types (see
Fig. 1), td · Lw/LT exhibits a large range of mean values spanning
from approximately 0.07-0.14 at 490 nm, 0.06-0.22 at 555 nm and
0.01-0.12 at 670 nm. These differences are mostly due to site depen-
dent changes in Lw and LA, both contributing to LT (see Eq. (1)).
As already stated in Section 2.1, the following analysis assumes
the uncertainties related to the atmospheric correction process do
not affect the determination of satellite-derived Lw because of the
use of the same atmospheric models and algorithms for SVC and for
atmospheric correction.
Fig. 2 summarizes results from the application of Eq. (3) using
identical spectrally independent relative uncertainties for in situ Lw
(i.e., 5%). The derived values of u(LT)/LT exhibit a signiﬁcant spectral
dependence and, as expected, are smaller when td · Lw/LT is smaller
(i.e., in correspondence with the lower values of Lw). Speciﬁcally,
the lowest u(LT)/LT are observed for mesotrophic waters with values
included in the range of approximately 0.2-0.5% in the blue-green
spectral regions, and dropping below 0.1% at 670 nm. The values ob-
served for the oligotrophic waters are higher in the blue spectral re-
gion with values approaching 0.7%. In agreement with the higher
values of Lw, u(LT)/LT computed for the coastal waters reach 1.1% at
555 nm and 0.6% at 670 nm. It is mentioned that differences in the
observation conditions at the various sites or in the spectral values
of u(Lw)/Lw, may lead to u(LT)/LT different from those presented in
Fig. 2. Additionally, the relative combined uncertainty value of LT de-
termined from a number N of in situ Lw data obtained withFig. 1. Spectral values of td · Lw/LT for oligotrophic (O), mesotrophic (M) and coastal
(C) waters. Mean values and standard deviations σ (indicated by the vertical error bars),
result from the analysis of 814, 1487 and 1045 SeaWiFS data extractions, respectively.
The center-wavelengths between spectra have been shifted by ±2 nm to increase
readability.equivalent observation conditions would decrease with respect to
the value of u(LT)/LT from an individual Lw due to the statistical aver-
aging of the random component of uncertainties.
Rearranging Eq. (3), relative uncertainties in satellite-derived Lw, can
be investigated as a function of u(LT)/LT. By assigning a spectrally inde-
pendent value of 0.3% tou(LT)/LT (i.e., a value that occurs often for |Δg| in
Table 3), results displayed in Fig. 3 indicate that the 5% uncertainty re-
quirement in satellite-derived Lw generally cannot be met in the red
for oligotrophic and mesotrophic waters, and is challenging in the
blue mostly at 412 nm for mesotrophic and coastal waters. Because of
this, the 0.3% value assigned to u(LT)/LT, could be considered a rough
upper threshold for the uncertainties of g-factors allowing to meet the
5% science requirement for u(Lw)/Lw in the blue-green spectral regions.
The same u(Lw)/Lw values displayed in Fig. 3 also indicate that the appli-
cation to different missions of g-factors determined with independent
in situ data sources and exhibiting typical differences of 0.3% in the
blue-green spectral regions with respect to the values obtained with
an identical in situ data source,may introducemission dependent biases
of several percent in multi-mission CDRs. These biases would hinder
stability requirements in satellite-derived products evenwhen applying
the same atmospheric correction code to the processing of data from
differentmissions. This result is conﬁrmed by practical assessments pre-
sented in Werdell et al. (2007) showing that for deep waters Δg ~ 0.3%
may lead to biases of 4% in Lw at 555 nm.
In addition, the spectral differences affecting the values of Δg from
the same data source or across data sources (see Table 3), may lead to
signiﬁcant spectral inconsistencies in CDRs. These inconsistencies
(i.e., substantial inter-band spectral changes of Δg) would affect theFig. 3.Relative uncertainties u(Lw)/Lwdetermined assuming a spectrally independent 0.3%
uncertainty value for LT and themean values of td · Lw/LT given in Fig. 1 for differentwater
types: oligotrophic (O), mesotrophic (M) and coastal (C). The vertical bars refer to values
determined with td · Lw/LT ± σ.
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some mission objectives and likely the 3% stability requirement for an
ECV like Chla (WMO 2011), which is commonly derived from spectral
ratios of Lw.
A statistical index that can be of interest to discuss stability require-
ments for the construction of CDRs from different satellite missions, is
the relative standard error of the mean (RSEM) of g-factors, g, deter-
mined from
RSEM ¼ σg=g
 
=
ﬃﬃﬃﬃﬃﬃ
Ny
q
ð5Þ
with σg standard deviation of g assumed invariant with time for each
considered data source, and Ny the scaled number of match-ups per de-
cade (i.e.,Ny= 10⋅N/YwhereN is the number of actualmatchups and Y
the number of measurement years).
The scaling of the number ofmatchups over a decade, that forces the
assumption of continuous availability of measurements for each in situ
data source during the considered period, is only applied to facilitate the
comparability of RSEM values for datawhichwere available for a limited
number of years at the time of their application for SVC. Nevertheless,
continuous operation and delivery of measurements are required for
any in situ SVC data source contributing to the creation of CDRs.
In view of supporting such a discussion on stability requirements
through actual numbers, Fig. 4 displays RSEM values computed using
the data in Table 2.
The notably low values of RSEM determined with the MOBY and
MOBY-MS data suggest high measurement precision likely explained
by very stable measurement conditions, systematic calibration and
characterization of ﬁeld radiometers, robust quality assessment of
ﬁeld measurements and quality control of data products. The higher
RSEM values resulting from the other data sources are likely explained
by a number of factors including (but not restricted to): i. measurement
conditions perturbed by time-dependent changes in the marine and at-
mospheric optical properties or observation geometry; ii. instability of
the in situ measurement system when challenged by environmental
perturbations during deployments (e.g., bio-fouling) or by variable per-
formance of radiometer systems operated during successive deploy-
ments, or even by different measurement methods when considering
a combined data set; iii or a relatively small of number of matchups Ny
per decade.
The large RSEM values determined for BOUSSOLE, which refer to
ﬁeld radiometric measurements performed during the early deploy-
ment phase of the buoy system, are due to large σg and a relatively
small number of matchups. Successive improvements in qualityFig. 4.Plot of the relative standarderror of themean (RSEM) for the SeaWiFS g-factor given
in Table 2 and additionally for MERIS g-factors determined with BOUSSOLE data
(i.e., BOUSSOLE-M).assurance and control of the radiometric measurements have led to a
great reduction of σg. This is shown by the BOUSSOLE-M RSEM values
also displayed in Fig. 4, and computed applying recentσg of g-factors de-
termined for the Medium Resolution Imaging Spectrometer (MERIS).
These updated values of σg, which refer to a 7-year measurement peri-
od, vary between 0.006 and 0.012 with N ranging from 15 to 42.
Overall, the previous ﬁndings suggest that any element affecting re-
producibility of measurements and observation conditions with time,
and thus challenging the precision of in situ reference measurements,
should beminimized to lessen perturbations affecting the random com-
ponent of uncertainties for g-factors and thus the stability requirement
for CDRs resulting from the combination of multi-mission satellite-
derived data. In addition, frequent swaps of radiometer systems
exhibiting similar measurement uncertainties should be considered an
important best practice. In fact, the measurement uncertainties would
average over thenumber of deployments occurring during each satellite
mission. This is expected to increase the probability of achieving equiv-
alent precision for g-factors applicable to the processing of satellite data
from independent missions.
To conclude, the 0.5% stability requirement over a decade (WMO
2011) entails maximum uncertainties of approximately 0.05, 0.025
and 0.005% in g-factors, assuming generic values of 0.10, 0.05 and 0.01
for the term td · Lw/LT. These uncertainties are comparable to the
RSEM values determined for MOBY in the blue-green spectral regions
over a period of approximately 10 years, while they are signiﬁcantly
lower than those determined from the other in situ data sources (see
Fig. 4). This result further indicates: i. the need for long-termhighly con-
sistent in situ data applicable to SVC in view of minimizing any appre-
ciable perturbation that may affect the determination of g-factors over
time for different or successive satellite missions; and ii. caution in
using data from sole or multiple sources, which may refer to measure-
ment conditions difﬁcult to reproduce for successive missions.
Additionally, the application of mission-independent atmospheric
models and algorithms for the atmospheric correction process is critical.
5. Summary and recommendations
SVC does not literally lead to the absolute radiometric calibration of
the satellite sensor. Rather, assuming equivalent observation conditions
characterizing both SVC and atmospheric correction processes, SVC
forces the determination of satellite-derived Lw with an uncertainty
comparable to that of the in situ reference Lw applied for the indirect cal-
ibration process. This is achieved through vicarious adjustment gain-
factors (i.e., g-factors), which are applied to the top of atmosphere radi-
ances LT after full instrument calibration (e.g., following pre-launch ab-
solute calibration and characterization, and additionally, corrections for
temporal changes in radiometric sensitivity as determined through the
sensor-speciﬁc on-orbit calibration system).
The investigation presented in this work highlights that the relative
uncertainty that may affect g-factors, to a ﬁrst approximation depends
on the term td · Lw/LT and on the uncertainties affecting in situ Lw
data. This ﬁnding and differences among g-factors determined for the
SeaWiFS spectral bands using various data sources, but relying on the
same atmospheric models and atmospheric correction algorithms, pro-
vide suggestions on the suitability of in situ Lw data sources for SVC de-
voted to support the construction of CDRs. Speciﬁcally, when
considering the blue and green center-wavelengths commonly applied
for the determination of Chla, satellite-derived Lw resulting from the ap-
plication of g-factors differing by as little as 0.3% can result in spectral
biases close to 5%. These biases are several times higher than the 0.5%
target stability value per decade indicated for satellite ocean color data
products expected to contribute to CDRs. Thus, in view of avoiding in-
consistencies in long-term data records resulting from the combination
of satellite products frommultiple missions, a careful evaluation of sites
and in situ measurements supporting SVC is needed. In particular, the
determination of g-factors by combining match-ups from multiple
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needed to accumulate a relatively large number of matchups satisfying
earlymission needs ormission-speciﬁc objectives, has to be regarded as
a potential source of artifacts for CDRs. In fact, even assuming equivalent
uncertainties for in situ data from different sources and a single atmo-
spheric correction code, differences in g-factors may result from a di-
verse performance of the atmospheric correction process at different
sites due to differences in satellite observing geometries or marine
and atmospheric optical properties. Further, differences in the perfor-
mance of various in situ radiometer systemsmay also affect the accura-
cy and precision of g-factors through those of the in situ Lw data and
thus also affect the stability requirements of CDRs.
In view of deﬁning strategies for the upcoming satellite ocean
color missions, the previous ﬁndings and considerations suggest
that the creation of ocean color CDRs should ideally rely on: i. one
main long-term in situ calibration system (site and radiometry)
established and sustained with the objective to maximize accuracy
and precision over time of g-factors and thus minimize possible
biases among satellite data products from different missions; and ii.
unique (i.e., standardized) atmospheric models and algorithms for
atmospheric corrections to maximize cross-mission consistency of
data products at locations different from that supporting SVC.
Accounting for results from this study and any element already pro-
vided in literature, it is expected that an ideal ocean color SVC site
should meet the following general requirements:
1. Located in a region chosen to maximize the number of high-quality
matchups by trading off factors such as best viewing geometry,
sun-glint avoidance, low cloudiness, and additionally set away from
any continental contamination and at a distance from the mainland
to safely exclude any adjacency effect in satellite data;
2. Exhibiting known or accurately modeled optical properties coincid-
ingwithmaritime atmosphere andoligotrophic/mesotrophicwaters,
to represent the majority of world oceans and minimize relative un-
certainties in computed g-factors;
3. Characterized by high spatial homogeneity and small environmental
variability, of both atmosphere and ocean, to increase precision of
computed g-factors.
Any ﬁeld radiometer system supporting SVC should rely on ad-
vanced in situ measurement technologies, data reduction methods
and quality assurance/control schemes to minimize relative stan-
dard uncertainties in in situ Lw to within state-of-the-art values. In
particular, uncertainty target values should be 3–4% in the blue-
green spectral regions and, even though not relevant for GCOS, ten-
tatively below 5% in the red, with inter-band uncertainties lower
than 1%. In particular, accounting for ﬁndings from this study and
from literature and without advocating the adoption of any existing
SVC radiometry system, the fulﬁllment of the following wide-range
requirements for in situ radiometric measurements should be con-
sidered of utmost importance:
i. Hyperspectral ﬁeld data with sub-nanometer resolution to allow
system vicarious calibration of any satellite ocean color sensor re-
gardless of its center-wavelengths and spectral responses, and
thus ensure minimization of inter-band uncertainties;
ii. State-of-the-art absolute calibration traceable to NationalMetrology
Institutes (i.e., tentatively with target standard calibration uncer-
tainty lower than 2% for radiance and stability better than 0.5% per
deployment) and comprehensive characterizations of radiometers
in terms of linearity, temperature dependence, polarization sensitiv-
ity and stray light effects, in view of minimizing measurement un-
certainties and allowing for accurate determinations of uncertainty
budgets;
iii. Application of quality assurance/control schemesminimizing effects
of measurement perturbations like those (when applicable) due toinfrastructure shading, radiometer self-shading, wave perturba-
tions, bio-fouling, and additionally scheduling regular checks of in
situ systems and frequent swap of radiometers, as best practice to
maximize long-term accuracy and precision of in situ reference ra-
diometric data;
iv. Data rate ensuring generation of matchups for any satellite ocean
color mission with time differences appropriate to minimize varia-
tions in bi-directional effects due to changes in sun zenith and
daily ﬂuctuations in the vertical distribution of phytoplankton.
In addition to requirements for establishing an ideal SVC site and
generating in situ radiometric data with the needed accuracy and
precision, the supplementary capability of continuously characteriz-
ing both the atmospheric (e.g., τa) and water (e.g., inherent) optical
properties would provide additional important elements for the
quality assurance of matchups applicable to determine g-factors.
It is reminded that strategies for the construction of CDRs also sug-
gest establishing and maintaining secondary in situ long-term systems
with performance equivalent to themain one in terms of data accuracy,
precision and measurement conditions. This recommendation is
enforced by the fundamental need to allow for redundancy ensuring
fault-tolerance to SVC and additionally to provide optimal means for
continuous veriﬁcation and validation of satellite primary data products
including the capability to accurately investigate systematic effects in-
duced by different observation conditions (i.e., viewing and illumina-
tion geometry, atmosphere and water types).
It is ﬁnally mentioned that the need to standardize the atmospheric
correction process for multi-mission data contributing to CDRs is a re-
quirement as relevant as the availability of in situ data from one ideal
SVC site. This operational need, however, should not be seen as an im-
pediment to further advance atmospheric models and atmospheric cor-
rection algorithms.
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Annex 2  
Impact of spectral resolution of in situ ocean color radiometric data in satellite matchups 
analyses. Reprinted from Optics Express 25, A798-A812. 
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Abstract: The spectral resolution requirements for in situ remote sensing reflectance RSR  
measurements aiming at supporting satellite ocean color validation and system vicarious 
calibration (SVC) were investigated. The study, conducted using sample hyperspectral RSR  
from different water types, focused on the visible spectral bands of the Ocean Land Color 
Imager (OLCI) and of the Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) satellite sensors. 
Allowing for a ±0.5 % maximum difference between in situ and satellite derived RSR  solely 
due to the spectral band characteristics of the in situ radiometer, a spectral resolution of 1 nm 
for SVC of PACE is needed in oligotrophic waters. Requirements decrease to 3 nm for SVC of 
OLCI. In the case of validation activities, which exhibit less stringent uncertainty requirements 
with respect to SVC, a maximum difference of approximately 1% between in situ and satellite 
derived data indicates the need for a spectral resolution of 3 nm for both OLCI and PACE in 
oligotrophic waters. Conversely, spectral resolutions of 6 nm for PACE and 9 nm for OLCI 
appear to satisfy validation activities in optically complex waters.  
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1. Introduction 
Satellite ocean color radiometric products, such as the water-leaving radiance, WL , or the related 
remote sensing-reflectance, RSR , are the fundamental quantities used to generate geo-physical 
data products (e.g., chlorophyll concentration, Chla). Accuracy requirements set for these 
derived products [1,2] bound uncertainty requirements for satellite radiometric data. 
 Presently, post-launch system vicarious calibration (SVC) [2] is the only viable approach 
allowing satellite radiometric data to meet the level of uncertainty that satisfies requirements 
for ocean color products. The SVC process implies the use of highly accurate in situ radiometric 
measurements.  In situ radiometric data are also frequently applied to investigate uncertainties 
affecting satellite products through validation exercises.  
 Markedly, both validation and SVC applications rely on matchups (i.e., time and space 
coincident) of in situ and satellite ocean color radiometric data. This implies a comprehensive 
assessment of the various sources of uncertainty affecting the in situ measurements, which 
include radiometric, methodological and environmental factors.  A source of uncertainty, which 
causes systematic differences between in situ and satellite radiometric data, but is controllable 
by instrument design, is the diversity of spectral characteristics of in situ and satellite ocean 
color sensors due to the different widths, shapes and center-wavelengths of corresponding 
spectral bands. This uncertainty can be minimized through the application of corrections (i.e., 
band-shifting) obtained by modeling the spectral dependence of radiometric quantities such as
RSR [3,4]. This solution, however, may still be subject to substantial uncertainties due to the 
lack of accurate information on seawater optical properties and additionally by incomplete 
information on the spectral response functions of in situ sensors. An alternative solution is given 
by the statistical reconstruction of RSR  from discrete values measured in various spectral bands 
[5,6]. In this case, the uncertainties affecting the determination of RSR spectra depend on the 
number of spectral bands, their location and width. As the portion of the uncertainties that are 
driven by environmental factors and the radiometric calibration process, when combined, can 
be a large fraction of the desired maximum limit, it is critical that those factors that can be 
controlled by instrument design be minimized and do not add significantly to the combined 
uncertainty budget for the in situ data. 
 The problem of spectral differences can be reduced with in situ hyperspectral data (i.e., data 
collected with a relatively large number of narrow spectral bands distributed continuously over 
the spectrum). In fact, compared to multispectral measurements, in situ hyperspectral data allow 
the determination of RSR  in the spectral bands of the satellite sensor with an accuracy increasing 
with the spectral resolution (defined by the sensor bandwidth B determined by the 
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full width at half maximum spectral response) and the spectral sampling interval (i.e., the 
distance between center-wavelengths of adjacent bands C) of the in situ sensor.   
 Thus, hyperspectral in situ radiometric data can be the optimum solution for SVC data due 
to the need to minimize this source of uncertainty in the accurate determination of mission 
specific gain-factors (i.e., g-factors) for satellite radiometric data. Specifically, as an extreme 
case, the accessibility of sub-nanometer radiometric spectra would allow accurate RSR values to 
be determined for any multispectral or hyperspectral space sensor. In fact, assuming the satellite 
sensor is comprehensively characterized, in situ sub-nanometer spectra would allow the satellite 
spectral response functions and out-of-band or stray light perturbations to be fully accounted 
for. However, the technological complexity, and cost, intrinsic in sub-nanometer radiometer 
systems suggests that there may be a tradeoff between spectral resolution and allowable 
uncertainty.  
 The overall objective of this work, which expands on a previous assessment [7], is to 
investigate the impact of the spectral resolution of in situ radiometric data on the determination 
of RSR at bands representative of current and forthcoming ocean color sensors. The analysis 
aims at estimating the sole contribution of spectral resolution to the uncertainty budget affecting 
the comparison of in situ and satellite RSR . It specifically focuses on the visible spectral bands 
of the Ocean Land Color Imager (OLCI) from the European Space Agency (ESA) operating 
onboard Sentinel-3 since 2016, and of the Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) 
of the National Aeronautics and Space Administration (NASA) planned for launch in 2022.     
 
2. Data and methods  
The study relies on sample RSR spectra from marine waters characterized by varying 
concentrations of optically significant constituents. These spectra are applied to investigate 
differences between in situ and satellite data solely due to dissimilar spectral bands. Recalling 
that the analysis is restricted to satellite bands representative of current multispectral and future 
hyperspectral ocean color systems, the final objective of the work is the definition of 
requirements for in situ hyperspectral sensors supporting validation and SVC applications. It is 
emphasized that the study is focused on the impact of spectral resolution on in situ radiometric 
measurements and excludes any other source of uncertainty that may affect matchup analysis, 
or correction schemes that may minimize spectral differences between sensors.    
 
2.1 Data  
The study is performed using samples of in situ hyperspectral radiometric data representative 
of various water types. The fundamental quantities are the RSR spectra displayed in Fig. 1 and 
determined from the ratio of water leaving radiance WL to downward irradiance SE .  One sample
RSR spectra was obtained with the Marine Optical System (MOS) from fixed-depth 
measurements performed in ultra-oligotrophic waters at the Marine Optical Buoy (MOBY) site 
with spectral resolution B of 1 nm and a spectral sampling interval C of approximately 0.6 
nm [8,9]. Additional sample data are RSR spectra from above-water radiometric measurements 
performed with RAMSES hyperspectral radiometers in various European seas. These embrace 
oligotrophic waters in the Western Mediterranean Sea, and optically complex waters in the 
Western Black and northern Adriatic Seas. RAMSES radiometers, manufactured by TriOS 
(Rastede, Germany), have a spectral resolution of approximately 10 nm and a nominal spectral 
sampling interval of 3.3 nm. Clearly, while MOS spectra are suitable to address investigations 
up to approximately 1 nm spectral resolution, RAMSES data may not fully satisfy requirements 
to assess RSR spectral matching at resolutions lower than several nanometers. The uncertainties 
                                                                           Vol. 25, No. 16 | 7 Aug 2017 | OPTICS EXPRESS  
associated with this limitation, are addressed in the discussion section. It is however anticipated 
that, while MOS spectra are mostly applied to address both the validation and highly demanding 
SVC requirements in oligotrophic waters, RAMSES data are only used to draw general 
conclusions on the less stringent requirements for the validation of satellite products in optically 
complex waters.   
 The analysis is restricted to the spectral region between 380 nm and 700 nm for which the 
considered in situ radiometric data exhibit reliable values (i.e., not largely affected by reduced 
sensitivity of the radiometers or an input signal that is too small), and additionally represent the 
spectral region of utmost interest for both validation and SVC activities. With respect to this, 
there are some peculiar features near 400 nm in the spectrum representing ultra-oligotrophic 
waters as displayed in Fig. 1. These can be explained by slight differences on the order of 0.1 
nm in SE  and WL  spectral calibrations in a region characterized by Fraunhofer lines in the solar 
irradiance. Because of this, results related to such a narrow spectral region need to be considered 
with some caution.  
 Details of water bio-optical quantities related to the RSR spectra included in the analysis are 
summarized in Table 1. These include Chla, concentration of total suspended matter, TSM, and 
the absorption coefficient, a,  and backscattering coefficient, bb, at 490 nm of optically 
significant water constituents. Their values fully support the diversity of cases represented by 
the RSR  spectra considered.    
 
 
Fig. 1. Sample
RS
R spectra used in this study. NP (a) and WM (b) refer to the North Pacific 
Gyre and the Western Mediterranean Sea oligotrophic waters, while WB (c) and NA (d) refer 
to the Western Black Sea and northern Adriatic optically complex waters. Insets in panels a-c 
display
RS
R with scales expanded in the 600-700 nm interval to better visualize spectral 
features.  
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Table 1. Bio-optical quantities(a) related to the
RS
R spectra used in this study: Chla and TSM indicate the 
concentration of chlorophyll-a and of total suspended matter, while a and bb indicate the absorption and 
backscattering coefficients at 490 nm of optically significant constituents, respectively.  
 
Region Date  
[dd/mm/yyyy] 
Sun zenith 
 [] 
Chla  
[g l-1] 
TSM      
 [mg l-1] 
a(490) 
 [m-1] 
bb(490) 
 [m-1] 
North Pacific Gyre (NP) 15/06/2015 4.1 0.13(b) 0.10(b) 0.019(c) 0.0027(c) 
Western Med. Sea (WM) 18/04/2014 29.2 0.35 0.24 0.037  0.0027 
Western Black Sea (WB) 05/06/2016 45.2 0.27 0.44 0.048  0.0058 
North Adriatic Sea (NA) 08/04/2015 54.3 2.68 6.30 0.149  0.0528 
a from the BioMAP [10] data set. 
b provided by Stephanie Flora (Moss Landing Marine Labs); 
c from published values [11], here increased by the pure seawater contribution.  
 
2.2 Spectral bands of satellite sensors 
 As already mentioned, this study is centered on OLCI [12], representative of current global 
satellite ocean color sensors, and additionally on PACE [13], which is assumed to be 
representative of future advanced hyperspectral earth observing systems. While OLCI relies on 
spectral bands commonly exhibiting 10 nm bandwidth in the visible spectral region (15 nm at 
400 nm), PACE will have a large number of bands with 5 nm bandwidth from the ultraviolet to 
the near-infrared. Consequently, PACE-like bands have been designed by assuming 5 nm 
bandwidth, an ideal Gaussian spectral response function, and 5 nm spectral sampling interval. 
It is recognized that this solution produces a sampling of RSR spectra that may differ slightly 
from actual capabilities of the future space sensor.  
The relative spectral response functions for OLCI and PACE-like bands are illustrated in Fig. 
2. 
 
 
Fig. 2. Relative spectral response functions of the visible OLCI (a) and PACE-like (b) bands. 
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2.3 Band spectral matching  
The spectral matching scheme introduced in this section has been devised to investigate 
differences between RSR obtained with OLCI or PACE-like sensors, and RSR values 
reconstructed with in situ hyperspectral data having various spectral resolutions and sampling 
intervals.  These differences introduce uncertainties in the SVC process, and are also relevant 
for the application of in situ data to the validation of satellite radiometric products requiring the 
comparison of satellite and in situ RSR values.  
 It is emphasized that regardless of the focus on RSR ,  WL  and SE  are processed separately 
before computing RSR (i.e., /RS W SR L E ) to fully account for the independence of WL  and SE  
measurements from different radiometers.  
 The flow diagram in Fig. 3 summarizes the matching scheme. The different radiometric 
quantities identified in the diagram and applied in the following analysis (i.e., WL , SE  or RSR ) 
are hereafter indicated using the generic variable . Specifically,  
n : sample WL and SE values from MOS or RAMSES hyperspectral sensors; 
r : reference WL and SE hyperspectral values determined from the resampling at higher 
spectral resolution (i.e., 0.1 nm) through linear interpolation of the n sample spectra; 
s : satellite-exact radiometric values determined from r accounting for the spectral response 
functions of the space sensor sS ;  
i : modeled in situ hyperspectral values determined from r accounting for the spectral 
response functions of the in situ sensor iS  defined using Gaussian functions, and varying the 
bandwidth and center-wavelength of the hypothetical in situ instrument;   
'r : reconstructed WL and SE spectra at 0.1 nm resolution using i ; 
's : satellite-equivalent radiometric values determined from 'r (i.e., from hyperspectral data 
generated using simulated in situ reduced resolution spectra). 
 Briefly, with reference to the dark-gray path in Fig. 3, satellite-exact ( )RSsR k  spectra are 
computed for each spectral band k by relying on sub-nanometer (i.e., 0.1 nm resolution) r
spectra (i.e., WrL and SrE ). In particular, ( )WsL k and ( )SsE k data required to compute ( )RSsR k  are 
determined through spectral convolution from:  
                             
 
,
,
l
l
l S k l
S k
k
l

 


                                                 (1) 
where the generic variable  indicates r and S designates the relative spectral response 
functions sS of the satellite sensor, with l wavelength index for the 0.1 nm increment.      
 As opposed to ( )RSsR k , the determination of ' ( )RSsR k requires multiple steps. In agreement 
with the process illustrated by the light-gray path in Fig. 3, first r spectra are applied to model 
in situ measurements at different spectral resolution  i  (i.e., WiL and SiE ) as acquired from 
ideal hyperspectral radiometers exhibiting Gaussian spectral response functions iS at spectral 
bands ik . This step is again performed through Eq. (1) where the generic variable indicates
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r and S designates the relative spectral response functions iS of the in situ sensor. The 
derived i  spectra are then deconvolved to reconstruct the 'r spectra at 0.1 nm through:  
 
   
 
' ,
,
i i i i
k
i i
k
i
i
r k S k ll
S k l

 


,                                                (2) 
where iS is the relative spectral response function of each band ik of the in situ sensor.  
 The derived 'WrL and 'SrE are finally convolved with the spectral response functions of the 
satellite sensor sS  to determine the satellite-equivalent  's k  (i.e., 'WsL and 'SsE ) required to 
compute ' ( )RSsR k . Specifically, this last convolution is also performed applying Eq. (1) with the 
generic variables   indicating 'r  (i.e., 'WrL and 'SrE ) and S  designating the relative spectral 
response functions sS of the satellite sensor for each spectral band k.  
Fig. 3. Flow diagram illustrating the hyperspectral matching scheme. The comparison of 
satellite-equivalent
RS
sR
 and satellite-exact
RS
sR values is indicated by . See text for a 
comprehensive description of variables and flow. 
 
3. Results  
The comparison of satellite-equivalent RSsR   with respect to the satellite-exact RSsR values are 
presented for each band k through the percent difference :  
 
   
 
100 r
r
k k
k
k
  


 
 
 
                                                  (3) 
 where  indicates RSsR  and r the reference quantity RSsR . 
Table 2 summarizes the various spectral resolution and sampling intervals considered in the 
analyses for the in situ sensor. Most of these configurations mimic spectral features of existing 
commercial spectrometers.  
 Results determined for OLCI bands displayed in Fig. 4, indicate values of  increasing with 
bandwidth, B, and sampling interval, C, of the in situ sensor. When considering RSR spectra 
from oligotrophic waters, the values of  determined with B = 9 nm and C = 3 nm exceed 
4 % at 510 nm for NP and 10 % at 673 nm for WM. These latter high values are explained by 
spectral features located in the vicinity of the specific center-wavelength (note that these 
differences correspond to very low absolute values of RSR of the order of 10-5 sr-1). Still, in the 
most favorable case given by B = 1 nm and C = 1 nm,  does not generally exceed 0.1 %.  
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 Table 2. Spectral resolutions B  and sampling intervals C  considered for the application of the 
hyperspectral matching scheme. 
 
B [nm] C [nm] Comments  
1 1 Comparable to MOS 
2 2  
3 1  
6 2  
9 3 Comparable to RAMSES 
 
In contrast to oligotrophic waters, RSR representing optically complex cases generally exhibit 
values of  within ±1 % regardless of B and C.  
 Because of the higher resolution of the satellite sensor bands, the same analysis performed 
for PACE-like bands exhibits larger values of   than those determined for OLCI in the spectral 
regions with large changes in the slope of RSR . Specifically, in Fig. 5 the  values determined 
with B = 9 nm and C = 3 nm exceed 4 % for oligotrophic waters (e.g., at around 515 nm 
for NP, and, near 605 nm and 665 nm for both NP and WM). With B = 2 nm and C = 2 nm 
the value of  is generally within ±0.5 % in oligotrophic waters and within 0.1 % in optically 
complex waters.  
 
Fig. 4.  Percent differences  between
RS
sR
 and
RS
sR determined for OLCI bands. Data in 
different panels refer to the NP (a), WM (b), WB (c) and NA (d) spectra, and are presented at 
the OLCI center-wavelengths for different bandwidths B and spectral sampling intervals C 
of the in situ hyperspectral sensor. 
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Fig. 5.  Percent differences  between
RS
sR
 and
RS
sR determined for PACE-like bands. Data in 
different panels refer to NP (a), WM (b), WB (c) and NA (d) spectra, and are presented at the 
considered PACE-like center-wavelengths for different bandwidths B and spectral sampling 
intervals C of the in situ hyperspectral sensor. 
 
4. Discussion  
The discussion will show how representative the hyperspectral RSR for NP is for that site, the 
alternative use of WL instead of RSR for SVC, the uncertainties associated with values of  
determined using RAMSES RSR spectra, and finally the relevance of spectral sampling intervals 
versus spectral resolution.  Accounting for the results from the analyses presented in the 
previous section and of findings from the discussion topics included in this section, spectral 
resolution and sampling interval requirements for in situ hyperspectral data supporting satellite 
ocean color validation and SVC applications are summarized assuming strict uncertainty 
thresholds.  
 
4.1 Stability of RSR  for the NP site 
This study relies on a few hyperspectral RSR spectra representative of various water types. While 
it is impossible in one study to include every different water type, it is still expected that these 
results are useful in outlining the general spectral resolution requirements for in situ RSR   
supporting SVC and validation activities.   
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 Since the NP site has been used extensively for SVC [14], it is important to consider how 
well the specific hyperspectral RSR  spectrum used in this analysis represents the MOBY site. 
This has been addressed with a statistically significant number (i.e., 103) of MOS spectra 
collected from 15 May to 28 August 2015 using the same in situ sensor applied for producing 
the spectrum included in this analysis.  Using the one spectrum for the NP case is fully 
supported by the mean  and standard deviation  of the  values displayed in Fig. 6. 
Specifically, the values of  shown in Fig. 5(a) appear equivalent to the mean values () 
displayed in Fig. 6 for the 103 independent spectra from the same site. Additionally, the related 
standard deviations () exhibit values that, excluding the spectral region nearby 600 nm, do 
not exceed 0.4 % regardless of the spectral resolution considered for the determination of .  
 
Fig. 6. Mean  (a) and standard deviation  (b) values of percent differences  between
RS
sR
 and
RS
sR determined for  PACE-like bands, and computed with 103 MOS spectra from 15 May to 
28 August 2015. Data are presented at the considered PACE-like center-wavelengths for 
different bandwidths B and spectral sampling intervals C of the in situ hyperspectral 
sensor. 
 
4.2 Accuracy of  values  
The relatively low spectral resolution of RAMSES data for WB, NA, and WM may lead to a 
misestimate of  in spectral regions characterized by significant nanometer scaled features. This 
underestimate has been evaluated with the NP data, which benefit from a higher spectral 
resolution with respect to the other cases and additionally exhibit more pronounced spectral 
gradients providing added challenging conditions.  
 For this analysis, the MOS WL and SE data linearly resampled at 0.1 nm were degraded using 
Eq. (1) to match the RAMSES spectral resolution (i.e., B = 9 nm and C = 3 nm). Then, in 
agreement with the scheme outlined in Fig. 3, both full resolution and degraded MOS data were 
applied to calculate  
RS
sR  spectra.  The values of  displayed in Fig. 7 identify the spectral regions 
for which RSR from the NP site is most affected by a reduction of spectral resolution (e.g., see 
regions near 385 nm, 510 nm, 600 nm and 660 nm in Fig. 7(b), which exhibit values of  larger 
than ±2 % for B = 9 nm and C = 3 nm).  
 The difference  between  generated with Eq. (3) using the RSR data that went through the 
RAMSES spectral response and those obtained without spectral degradation, are displayed in 
Fig. 8. In particular, Fig. 8(a) shows that in the case of OLCI the most pronounced misestimates 
of  as a function of spectral resolution and sampling interval are observed at the 510 nm band, 
with differences that may reach -0.6 %. These differences are explained by the high gradient in 
seawater reflectance near this wavelength. In summary, in the case of OLCI bands it can be 
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assumed that 0.6 % is a tentative estimate of the maximum uncertainty that would affect the 
previous analysis performed with RSR data from NP, if collected with a spectral resolution of 9 
nm and sampling interval of 3 nm (i.e., close to the spectral features of RAMSES data).   
 In the case of PACE-like bands, the values of  in Fig. 8(b) exceed ±1 % near a few center-
wavelengths (i.e., 510 nm, 600 nm, 660 nm and, with some caution, 495 nm) for the lowest 
spectral resolution and sampling interval (i.e., 9 nm and 3 nm, respectively).   
 Overall, the previous results confirm misestimates of  for the analyses performed with 
RAMSES spectra. It is expected, however, that for optically complex waters (i.e., NA and WB), 
misestimates will be lower than those quantified through RSR from NP due to RSR naturally 
exhibiting less pronounced spectral features in these other locations. Thus, it can be assumed 
that results from the analyses of RAMSES spectra can be applied with some confidence to draw 
general conclusions in optically complex waters, even though it probably leads to an 
underestimate of requirements. Nevertheless, the case of the WM oligotrophic waters is more 
affected by the reduced spectral resolution of RAMSES sensors and these results should only 
be considered in combination with those determined from RSR related to NP.  
 
Figure 7. Original (grey line) and spectrally degraded NP
RS
R data (black line) determined with 
C = 3 nm and B = 9 nm  (a), and percent differences  between degraded and the original 
high resolution spectra (b). 
 
 
Figure 8. Differences  between values of  determined from
RS
sR
 and
RS
sR  for the OLCI (a) or 
PACE-like (b) bands, with reduced resolution (i.e., B = 9 nm and C = 3 nm) and full 
resolution NP spectra. 
 
 It is emphasized that the relatively low impact of spectral degradation resulting from the 
previous analysis is largely explained by the “smoothness” of the RSR spectrum obtained through 
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the normalization of WL to SE . In fact, this process removes the high spectral resolution features 
due to the solar spectrum and atmospheric absorption that affect WL . Consequently, the same 
conclusions achieved for RSR do not likely apply to RAMSES WL spectra. 
4.3 WL  versus RSR     
The overall analysis has been based on RSR data that are the target quantity for most ocean color 
applications. However, SVC is often performed using WL data [14,15]. This alternative solution 
avoids dealing with uncertainties of computed or measured downward irradiance SE , but 
increases the spectral resolution requirements for in situ radiometry due to the higher spectral 
complexity of the WL compared with the RSR spectra. This is shown in Fig. 9 by the percent 
differences  computed using Eq. (3) with  indicating WsL  and r the reference quantity WsL from 
NP spectra (the same analysis is not presented for RAMSES data due to their relatively low 
spectral resolution). These  values, when compared to those displayed in Fig. 4(a), do not show 
a significant impact of the use of WL or RSR on spectral resolution requirements for multispectral 
satellite sensors such as OLCI, when excluding the bands in the blue spectral region.  Similarly, 
the values of  determined for the PACE-like bands exhibit a marked increase in the blue 
spectral region near 395 nm, 400 nm and 430 nm, when compared to those shown in Fig. 5(a). 
This is fully explained by the pronounced spectral features of WL in the blue spectral region. 
The comparison of Fig. 10 with Fig. 7, which display full resolution and spectrally degraded 
data for both WL and RSR together with the related values of , shows the higher spectral 
complexity of WL and the importance of using higher resolutions in situ sensors for applications 
requiring WL with respect to RSR . 
 
Fig. 9.  Percent differences  between
W
sL
 and
W
sL determined with NP spectra for OLCI (a) or 
PACE-like (b) bands. Data are presented at the considered OLCI or PACE-like center-
wavelengths for different simulated bandwidths B and spectral sampling intervals C of the 
in situ hyperspectral sensor. 
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Fig. 10. Original (grey line) and spectrally degraded NP
W
L data (black line) determined with 
C = 3 nm and B = 9 nm (a), and percent differences  between degraded and the original 
high resolution spectra (b). 
 
4.4 Spectral sampling interval versus resolution 
Spectral resolutions B  and sampling intervals C  considered in the previous analysis are 
limited to a few cases guided by the specifications of existing spectrometers. When looking at 
results presented in Figs. 4 and 5, the configuration defined by B  = 2 nm and C  = 2 nm 
exhibits a slightly better performance than that given by  B = 3 nm and C  = 1 nm. This 
clearly indicates the importance of spectral resolution over sampling interval in requirements 
for hyperspectral ocean color sensors. This is fully confirmed by the additional analysis 
presented in Fig. 11 and performed for the NP case by setting B  = 6 nm, or alternatively B  
= 3 nm, with C  varying  from 1 nm to B  in 1 nm increments. These results indicate that 
when C approaches or is lower than B /2, differences with respect the reference 
configuration defined by C = 1 nm become irrelevant (i.e., drop within ±0.01 %). This implies 
that in agreement with Nyquist sampling theory, oversampling with C  lower than 
approximately B /2 does not lead to any significant increase in accuracy. 
 
Fig. 11. Differences  between values of  determined from
RS
sR
 and
RS
sR at the PACE-like 
bands, with reduced and full resolution (i.e., with C = 1 nm and B = 1 nm) NP spectra. 
Specifically, data in the various panels refer to  for various spectral degradation defined 
assuming fixed bandwidths (i.e., B = 6 nm (a) and B = 3 nm (b)) and different spectral 
sampling intervals C. 
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4.5 Uncertainty requirements  
The Implementation Plan for the Global Observing System for Climate (GCOS [1]) indicates a 
5 % uncertainty requirement for ocean color radiometric data products (i.e., WL ) in the blue-
green spectral regions, and additionally the need for 0.5 % radiometric stability per decade.  
 Considering that uncertainties affecting in situ radiometric data [9] result from a number of 
contributions (e.g., calibration, environmental and superstructure perturbations, and data 
reduction through subsurface extrapolation, self-shading, correction for bidirectional effects), 
it is important that the maximum difference due to spectral matching is well below the target 
uncertainty defined for validation and SVC. Accounting for expected uncertainty budgets of 
highly accurate radiometric measurements [16] and recognizing that accuracy requirements are 
much more demanding for SVC than for validation, strict thresholds of  within ±1 % and of  
within ±0.5 % are applied in the following analysis for validation and SVC activities performed 
with RSR , respectively. It is underlined that the small values chosen for  are justified by the fact 
that perturbations introduced by spectral resolution contribute as additive terms (i.e., biases) to 
the uncertainty budget of each specific mission, and consequently may directly affect the 0.5 % 
GCOS stability requirement per decade.  Additionally, while some of the other contributions to 
the overall uncertainty budget are difficult to minimize (e.g., environmental effects), the one 
solely due to spectral resolution can be reduced to negligible values by instrument design. 
 Thus, emphasizing that the spectral matching problem is addressed from the pure 
radiometric point of view without considering any potential correction for the in situ values 
(e.g., band-shifting), spectral resolution requirements for both validation and SVC applications 
are determined from the results summarized in the previous sections. Specifically, assuming 
that the spectral sampling interval C is close to or lower than half the spectral resolution (i.e., 
C  B/2), results from Figs. 4-5 lead to the subsequent requirements solely based on RSR
data. 
 For SVC activities, which are commonly performed in oligotrophic waters [15] and 
consequently by solely considering findings from the analysis of RSR from ultra-oligotrophic 
waters, the following general conclusions can be drawn with  within ±0.5 % in the blue-green 
spectral region:  
- A spectral resolution better than 3 nm is required for in situ hyperspectral sensors in the case 
of satellite multispectral sensors (as shown for OLCI bands in Fig. 4 (a));  
-    Conversely, a spectral resolution better than 1 nm is recommended for in situ sensors in the 
case of satellite hyperspectral sensors (as shown for PACE-like bands in Fig. 5 (a)). The 
previous requirement can be relaxed to 2 nm when excluding spectral regions near 510 nm, 600 
nm and, with caution, at 395 nm.  
 For validation activities performed with RSR  setting   within ±1 % in the blue-green spectral 
region:  
- The spectral resolution of in situ hyperspectral sensors should be better than 3 nm in 
oligotrophic waters in the case of satellite multispectral sensors. The requirements can be 
relaxed to a spectral resolution better than approximately 9 nm for optically complex waters (as 
shown for OLCI bands in Fig. 4).  
- The spectral resolution of in situ hyperspectral sensors should also be better than 3 nm in 
oligotrophic waters in the alternative case of satellite hyperspectral sensors. Excluding bands 
near 600 nm, spectral resolution better than 6 nm may satisfy requirements for optically 
complex waters (as shown for PACE-like bands in Fig. 5).  
 It is important to remember, however, that the previous spectral resolution requirements 
defined for optically complex waters may be somewhat underestimated having been determined 
using in situ hyperspectral data with relatively low spectral resolution. Obviously, a different 
target  would imply more or less stringent requirements. Additionally, the use of WL  instead 
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of RSR , would increase requirements ultimately indicating the need for sub-nanometer 
resolution in the blue spectral region for hyperspectral sensors such as PACE.  
 
5. Summary and conclusions  
An estimate of the uncertainties (actually biases) affecting comparisons of in situ and satellite 
radiometric matchups has been derived as a function of spectral band characteristics of in situ 
sensors. This analysis, that has relevance for SVC applications and satellite ocean color 
validation relying on the use of in situ RSR data, has been developed using in situ hyperspectral 
radiometric data representative of different water types: oligotrophic and optically complex. 
These spectra have been used to construct hyperspectral data characterized by different spectral 
resolution and sampling intervals, successively applied to quantify differences between in situ 
and satellite RSR values.    
 Results obtained for the OLCI visible bands, indicate that differences may reach several 
percent in oligotrophic waters with spectral resolution and sampling intervals of 9 nm and 3 
nm, respectively. Considering the same resolution and sampling interval, differences are always 
within ±1 % in optically complex waters.  
 In the case of PACE-like visible bands defined by 5 nm width, Gaussian spectral response 
and 5 nm sampling interval, differences may also exhibit values exceeding several percent as a 
function of the water type and spectral resolution of the in situ sensor.  
 The analysis has also shown that the sampling interval of the in situ hyperspectral sensors 
should be close to half the spectral resolution and that, in agreement with the Nyquist sampling 
theory, any oversampling does not provide significant benefits.  
 An attempt to define requirements for the spectral resolution of in situ hyperspectral 
radiometers supporting validation and SVC applications through RSR  spectra led to diverse 
requirements. Setting the target difference to ±1 % in the blue-green spectral region for this one 
factor, validation activities in oligotrophic waters require spectral resolutions better than 3 nm 
for both OLCI and PACE-like bands. Spectral resolution requirements in optically complex 
waters, which are likely underestimated, result in values of 6 nm for PACE-like bands and 9 
nm for OLCI.  
 SVC applications, restricted to oligotrophic waters, imply a higher accuracy when compared 
to validation activities. Assuming a maximum difference of ±0.5 % between in situ and satellite
RSR data in the blue-green spectral region, the analysis performed for OLCI indicates the need 
for hyperspectral in situ data to be collected with a spectral resolution better than 3 nm. In the 
case of PACE, the spectral resolution needs to be lower than 1 nm, or alternatively 2 nm when 
excluding spectral regions nearby 510 nm, 600 nmand likely 395 nm.   
 When using WL instead of RSR , the study also indicates more stringent requirements for 
hyperspectral in situ data due to the added spectral features of the incident solar irradiance 
spectrum and atmospheric absorption, which are minimized in RSR by the normalization of WL
with respect to the downward irradiance SE .  
 These stringent requirements on spectral resolution of in situ hyperspectral sensors result 
from the adoption of strict uncertainty requirements for satellite radiometric products. Thus it 
is recognized that a relaxation of spectral resolution requirements is feasible for non-critical 
applications of in situ data such as validation activities performed in challenging measurement 
conditions (e.g., high spatial inhomogeneity of seawater optical properties, low sun elevations, 
non-oceanic aerosols), where other factors dominate the quality of the matchup analysis.  
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System vicarious calibration1. Introduction
System Vicarious Calibration (SVC) is the indirect calibration of sat-
ellite ocean color sensors that minimizes the combined effects of atmo-
spheric correction and sensor calibration uncertainties on derived
radiometric data. SVC is performed to meet uncertainty requirements
in data products such as the spectral water leaving radiance Lw deter-
mined from the top-of-atmosphere radiance LT (Gordon, 1987, 1998):
it is accomplished by applying gain factors, g-factors, to pre-launch
spectral calibration coefﬁcients already corrected for sensitivity change
with time (e.g., Eplee et al., 2001; Franz et al., 2007;Werdell et al., 2007;
Bailey et al., 2008; Mélin and Zibordi, 2010).
Values of g-factors are determined by the ratio of simulated to mea-
sured top-of-the-atmosphere spectral LT values, where the simulated
ones are derived by propagating accurate in situ Lw to the satellite
level. Unique to SVC is the use of the same models and algorithms em-
bedded in the atmospheric correction process for the determination of
satellite-derived radiometric data. Thus SVC is a relative radiometric cal-
ibration speciﬁc for eachmission, i.e., for each ocean color sensor and at-
mospheric correction framework.
It is emphasized that SVC implies availability of highly accurate in
situ Lw data in the visible spectral region. This is as opposed to the
near-infrared bands where modeled LT values with uncertainties up toZibordi).
nc. This is an open access article unda few percent (which may imply extremely high relative uncertainties
in the corresponding Lw) do not signiﬁcantly affect the SVC process
(Wang and Gordon, 2002).
In addition to the accuracy of in situ Lw data, a number of features
speciﬁc to themeasurement site such as small environmental variability
(i.e., a high intra-annual stability), high spatial homogeneity, mesotro-
phic/oligotrophicwaters,maritime aerosols and lack of any land pertur-
bation (Zibordi et al., 2015), are also fundamental requirements for
ocean color SVC supporting climate change applications. This implies
that not all individual in situ measurements or series of measurements,
regardless of their level of accuracy,meet SVCneeds for the construction
of Climate Data Records (CDRs) from multiple ocean color missions.
The objective of this study is to identify marine regions satisfying
SVC requirements for the construction of CDRs. By using time-series of
satellite ocean color global data products, the study investigates the ful-
ﬁlment of the requirements mentioned above for a number of regions
already hosting SVC ﬁxed sites or for which new sites are under
consideration.
This work adds to ongoing investigations like those on data merging
(e.g., Maritorena et al., 2010) or on the effects of biases affecting inde-
pendentmissions (e.g., Mélin, 2016), all contributing to the internation-
al effort to create ocean color CDRs by beneﬁtting from global long-term
missions such as the Joint Polar Satellite System (JPSS) from the Nation-
al Oceanic and Atmospheric Administration (NOAA) started in 2011,
Sentinel-3 from the European Space Agency (ESA) started in 2016, the
Global Change Observation Mission-Climate (GCOM-C) from the Japan
Aerospace Exploration Agency (JAXA) scheduled from 2017, and theer the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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tional Aeronautics and Space Administration (NASA) scheduled from
2022.
2. Background
Thewater-leaving radiance Lw is the primary satellite-derived radio-
metric quantity fromwhich high-level data products such as the remote
sensing reﬂectance Rrs or chlorophyll-a concentration Chla are deter-
mined. This has led to the inclusion of Lw among the oceanic Essential
Climate Variables (ECV) in association with uncertainty requirements
of 5% in the blue-green spectral regions and radiometric stability better
than 0.5% per decade (WMO, 2011). SVC is the technique commonly
used to address such requirements. However, while the 5% uncertainty
can be met with moderate efforts using alternative sources of in situ
data, the 0.5% stability requirement is only achievable at the expense
of extraordinary efforts through the application of state of the art radi-
ometry and at sites exhibiting high intra-annual stability and spatial ho-
mogeneity of marine and atmospheric optical properties (Zibordi et al.,
2015). This comprehensive framework is required by theneed to ensure
the same high precision to g-factors determined for successivemissions.
In fact, changes with time of uncertainties characterizing in situ mea-
surements or observation conditions, may affect the precision of g-fac-
tors determined during the different time intervals of independent
missions. This need for high precision ultimately favors SVC sites
exhibiting: i. a high spatial homogeneity that minimizes the impact of
the different geometric resolutions characterizing in situ and satellite
observations; and ii. a high intra-annual stability of the marine and at-
mospheric optical properties that minimizes uncertainties due to the
varying performance of the atmospheric correction process across dif-
ferent observation conditions. It must be additionally noted that a
high intra-annual stability is commonly associated with low concentra-
tions of seawater optically signiﬁcant constituents typical of oligotro-
phic waters (Iverson et al., 2000). This implies a low bio-optical
complexity that improves modeling accuracy (e.g., while removing the
effects of the non-isotropic distribution of the in-water light ﬁeld in sat-
ellite data to match satellite and in situ viewing geometries) and that
consequently increases the precision of g-factors.
Overall, general requirements for in situ data supporting SVC for
ocean color climate applications (see Zibordi et al., 2015) are summa-
rized by the need for long-term, hyperspectral, traceable and highly ac-
curate measurements performed at sites:
1. Located in a region chosen to maximize the number of high-quality
matchups by trading off factors such as best viewing geometry,
sun-glint avoidance, low cloudiness, and additionally set away from
any continental contamination and at a distance from the mainland
to safely exclude adjacency effects in satellite data;
2. Exhibiting known or accurately modelled optical properties coincid-
ingwithmaritime atmosphere and oligotrophic/mesotrophicwaters,
to represent the majority of world oceans and minimize relative un-
certainties in computed g-factors;
3. Characterized by high spatial homogeneity and small environmental
variability, of both atmosphere and ocean, to increase precision of
computed g-factors.
It is mentioned that the work by Zibordi et al. (2015) indicates that
the creation of CDRs from independent ocean colormissions should ide-
ally rely on the application of the same atmospheric correction process
and on time-series of in situ Lw data from a single reference SVC site.
However, the work also recognizes that strategies to support long-
term climate investigations recommend redundancy of in situ SVCmea-
surement sites (IOCCG, 2012). This implies establishing multiple SVC
sites: i. relying on in situ radiometry systems equivalent in terms of
data accuracy and long-term performance; ii. and located in regions
also exhibiting ideal and likely similar measurement conditions.The high cost of establishing andmaintaining over decades SVC sites
meeting the requirements for the creation of CDRs frommultiple ocean
color missions, nevertheless, suggests a careful evaluation of suitable
marine regionswithout neglecting the fundamental necessity to beneﬁt
from logistical support from infrastructures located at nearby islands or
coastal locations.
3. Regions, data and methods
3.1. Marine regions
As already anticipated, the regions considered in this analysis (see
Table 1), are those related to ﬁxed sites already in use for ocean color
SVC or alternatively potential SVC sites under consideration because of
their atmospheric and marine optical properties expected to be repre-
sentative of the world oceans.
The regions hosting established SVC sites include: the North Paciﬁc
Ocean (NPO) with the Marine Optical Buoy (MOBY) site managed by
the US National Oceanic and Atmospheric Administration (NOAA;
Clark et al., 1997, 2002, 2003); theArabian Sea (ASea)with the Kavaratti
Site managed by the Indian Space Research Organization (ISRO; Shukla
et al., 2013); the Ligurian Sea (LSea) with the BOUée pour l'acquiSition
d'une Série Optique à Long termE (BOUSSOLE) site managed by the
French Laboratoire d'Océanographie de Villefranche (LOV; Antoine et
al., 2008b). The regions for which the setting up of new SVC sites has
been a matter of discussion within the scientiﬁc community comprise:
the Mediterranean Sea (MSea) near the Island of Crete; the Caribbean
Sea (CSea) near Puerto Rico Islands; the North Atlantic Ocean (NAO)
near Azores Islands; and the Eastern Indian Ocean (EIO) near Rottnest
Island off Perth. In addition to the previous regions, the South Paciﬁc
Gyre (SPG) is also included as a virtual reference region due to its highly
oligotrophic waters and its expected high temporal stability
(Twardowski et al., 2007).
It is noted that the considered regions are characterized by Case-1
waters (i.e., exhibit optical properties that can be described as a function
of Chla, only), which are representative of the most common oceanic
waters. It is also pointed out that all regions, with the exception of the
virtual SPG one, are located nearby islands or coastal locations favouring
maintenance services of the offshore SVC measurement infrastructure,
but also at distances from the coast minimizing land contamination
such as adjacency effects in satellite data (Bulgarelli et al., 2014).
It is ﬁnally recognized that the regions included in this study are not
likely to reﬂect all those potentially suitable for ocean color SVC. Still,
not excluding alternatives, the regions considered provide an overview
of the marine/atmospheric optical properties of those potential SVC
sites currently considered of major relevance to support the creation
of ocean color CDRs.
3.2. Remote sensing data and methods
The accuracy of ocean color data products is related to a number of
factors encompassing the overall calibration of the space sensor and at-
mospheric correction scheme applied in conjunction with the embed-
ded marine/atmospheric models and algorithms. These factors may
certainly lead to the generation of data products with uncertainties
varying from region to region as a function of different marine/atmo-
spheric optical properties or observation/illumination geometries
(Mélin et al., 2016).
The Sea-ViewingWide Field-of-ViewSensor (SeaWiFS, Hooker et al.,
1992) ocean color data products, besides constituting one of the longest
time-series from a single mission, are among those most investigated
and exploited. In particular they beneﬁtted from a number of incremen-
tal improvements in data processing and related models/algorithms
(e.g., Gordon and Wang, 1994; Wang et al., 2005; Franz et al., 2007;
Ahmad et al., 2010; Hu et al., 2012b), and additionally were the founda-
tion of extensive and geographically distributed validation exercises for
Table 1
Reference locations of the various marine regions considered in the following analysis.
Acronym Region Lon Lat Notes
SPG South Paciﬁc Gyre −125.0 −25.0 Virtual site
NPO North Paciﬁc Ocean −157.8 19.4 Near the MOBY Site operated by NOAA
MSea Mediterranean Sea 25.0 34.0 Potential site near Crete Island
CSea Caribbean Sea −67.0 17.5 Potential site near Puerto Rico Islands
ASea Arabian Sea 72.0 10.0 Near the Kavaratti Site operated by ISRO
NAO North Atlantic Ocean −28.5 39.0 Potential site near Azores Islands
LSea Ligurian Sea 8.0 43.5 Near the BOUSSOLE Site operated by LOV
EIO Eastern Indian Ocean 114.5 −32.0 Potential site near Rottnest Island
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Mélin et al., 2005, Bailey and Werdell, 2006, Zibordi et al., 2006,
Antoine et al., 2008a, Hu et al., 2013) as well as for the aerosols (e.g.,
Wang et al., 2005, Mélin et al., 2013a, b). Speciﬁcally, Hu et al. (2013)
and Mélin et al. (2016) conﬁrmed the capability of SeaWiFS to meet
the 5% uncertainty requirement in the blue bands in oligotrophic wa-
ters, even though often reaching values of 10–15% in the green bands.
The previous elements indicate conﬁdent applicability of SeaWiFS
marine/atmospheric data products to open sea investigations (e.g.,
Gregg et al., 2003; McClain et al., 2004; Gregg, 2008; Vantrepotte and
Mélin, 2011). Thus, by relying on this evidence, the analysis on the at-
mospheric and marine bio-optical properties of the regions included
in this study is carried out with data from the SeaWiFS mission
(1997–2010) with the assumption that any geographically dependent
uncertainty does not affect basic ﬁndings.
The following analysis is performed using SeaWiFS Level-2 daily 1-
km spatial resolution and Level-3monthly averages 24th-degree spatial
resolution products, both from the R2014.0 reprocessed data distribut-
ed by the US National Aeronautics and Space Administration (NASA).
Time-series of monthly averages of atmospheric and marine data
products are applied to investigate the climatology of atmospheric/ma-
rine bio-optical properties. The list of these quantities is presented in
Table 2: i. Rrs relevant to characterize the water type associated with
each region and to address the impact of the in situ radiometric signal
in the uncertainty of g-factors; ii. diffuse attenuation coefﬁcient at
490 nm, Kd(490), and concentration of chlorophyll-a, Chla, relevant to
discuss the climatology of marine bio-optical properties; iii. aerosol op-
tical thickness at 865 nm, τa(865), and the Ångström exponent, α, rele-
vant to discuss the climatology of atmospheric optical properties.
Instead of monthly averages, time series of daily full resolution Rrs
and derived data products are used to evaluate the potential of each re-
gion to contribute to the construction of in situ and satellite matchups
for ideal observation conditions (e.g., when exhibiting high spatial ho-
mogeneity and not affected by clouds, high glint, high viewing angle).
In view of discussing the effects of different viewing geometries, analy-
ses are also extended to data from a number of ocean color sensors, all
processedwith the same system (i.e., the SeaWiFSData Analysis System
(SeaDAS) version 7.2 or above).
4. Analysis of monthly averaged data
This section aims at providing a comprehensive overview of thema-
rine and atmospheric optical properties for the various regions included
in the study. The climatology of relevant optical properties has beenTable 2
Quantities investigated at each region of interest.
Acronym Quantity
Rrs Remote Sensing Reﬂectance
Kd(490) and Chla Diffuse attenuation coefﬁcient at 490 nm and Chlorophyll-a
τa(865) and α Aerosol optical thickness at 865 nm and Ångström exponen
θ0 Sun zenith
1 Chla determinedwith the Hu et al. (2012b) color index algorithm for values lower than apdetermined using mean values from monthly averages of the 5 × 5
data elements centered at each region included in the analysis (the
use of mean instead of the alternative median, ensures consistency
with the input Level-3 monthly averages). Data have been retained
when at least one of the data elements exhibits a valid value.4.1. Climatology of marine bio-optical properties: Rrs spectra and time-se-
ries of Rrs(555), Kd(490) and Chla
MeanRrs spectra and standarddeviationsdetermined over the entire
SeaWiFS mission are presented for the different marine regions identi-
ﬁed in Fig. 1. Spectra show a range of cases varying from those represen-
tative of oligotrophic waters to those typical ofmesotrophic waters (see
Fig. 2). The highest values are found in the oligotrophic waters of the
South Paciﬁc Gyre (SPG) and of the North Paciﬁc Ocean (NPO). On aver-
age the lowest Rrs spectra are found in the Ligurian Sea (LSea) andNorth
Atlantic Ocean (NAO), while slightly higher Rrs are observed for the Ara-
bian Sea (ASea) and Eastern Indian Ocean (EIO) waters. At 412 nm, the
Rrs values of the Mediterranean Sea (MSea) and Caribbean Sea (Csea)
are approximately twice that of the LSea mesotrophic region.
Standard deviations σ of Rrs in Fig. 2 largely vary from region to re-
gion and are likely explained by seasonal cycles. Despite the bluest wa-
ters, SPG exhibits values of σ much higher than those determined for
NPO.
Notable is also the difference in the slope of Rrs in the blue spectral
interval atMSeawith respect to the other oligotrophic regions. This fea-
ture that also characterizes the LSea mesotrophic waters, is conﬁrmed
by ﬁeld measurements (Zibordi et al., 2011). Explanation is likely
given by the presence of an excessive amount of yellow substance in
the Mediterranean Sea waters with respect to comparable oceanic
areas (Morel and Gentili, 2009). An alternative hypothesis is the pres-
ence of submicron Saharan dust that increases absorption in the blue
and backscattering in the green parts of the spectrum (Claustre et al.,
2002).
It is noted that radiometric data frommesotrophic rather than oligo-
trophic waters, minimize uncertainties in g-factors when using an
equivalent number of in situ data and assuming comparable uncer-
tainties (see discussion in Zibordi et al., 2015). This may suggest prefer-
ence for mesotrophic rather than oligotrophic regions. However, the
more advantageous Lw spectral values obtainable inmesotrophicwaters
may be outclassed by the higher intra-annual stability and spatial ho-
mogeneity typical of oligotrophic waters, both creating observation
conditions favoring precision of g-factors.Relevance
To address water type
concentration1 To discuss climatology of marine bio-optical properties
t To discuss climatology of atmospheric optical properties
To address seasonal variability of illumination conditions
proximately 0.25 μg l−1 and the O'Reilly et al. (2000) band ratio for higher concentrations.
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Fig. 1.Map of the marine regions of interest (see Table 1 for details).
125G. Zibordi, F. Mélin / Remote Sensing of Environment 190 (2017) 122–136Figs. 3–5 show the time-series of Rrs(555), Kd(490) and Chla for the
regions considered. While the quantities Kd(490) and Chla are bio-opti-
cal indicators suitable to evaluate the intra-annual variability of the re-
gion, Rrs at the 555 nm band is included to investigate the existence of
potential uncorrelated changes in the concentration of optically signiﬁ-
cant constituents. This speciﬁc capability is offered by the small depen-
dence of Rrs(555) on Chla in Case-1 waters (see the slight differences
among Rrs(555) displayed in Fig. 2 for the various marine regions
representing different bio-optical regimes).
The time-series of Rrs(555) show the highest intra-annual stability
for SPG, NPO and CSea regions with standard deviations σ of 0.12–
0.14 × 10−3 sr−1. Larger changes are observed for ASea, LSea and0.000
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The time-series of Kd(490) also show the lowest and most stable
values for the SPG and NPO regions. Speciﬁcally, SPG exhibits mean
value of 0.022 m−1 and NPO of 0.029 m−1, both with σ= 0.002 m−1.
Close values are shown by MSea with a mean of 0.032 m−1 and σ =
0.005 m−1, and also by CSea with a mean of 0.036 m−1 and σ =
0.007 m−1. Higher values characterize EIO, ASea and NAO with a
mean in the range of 0.040–0.048 m−1 and σ in the range of 0.008–ength [nm]
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Fig. 3. Time-series of monthly values of Rrs(555) for the various regions of interest.
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and σ= 0.018 m−1.
Consistent with Kd(490), Chla time-series exhibit the lowest and
most stable values for SPG and NPO with means of 0.03 and
0.07 μg l−1, respectively, and σ of 0.01–0.02 μg l−1. In agreement with
the oligotrophic nature of the Eastern Mediterranean basin (e.g., Bosc
et al., 2004), MSea also exhibits low and relatively stable values with
mean of 0.11 μg l−1 and σ = 0.04 μg l−1. Larger values characterize
the CSea and EIO regionswithmeans of 0.14 and 0.18 μg l−1, respective-
ly, both with σ= 0.06 μg l−1. The largest values are then observed for
ASea, NAO and LSea with means in the range of 0.21–0.33 μg l−1 and
σ of 0.10–0.25 μg l−1.K d
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Fig. 4. Time-series of monthly values of Kd(490) for the various regions of inFig. 6 displays the annual climatology of Kd(490). LSea and NAO ex-
hibit the highest seasonal variability with σ of 0.016 and 0.015m−1, re-
spectively. SPG and NPO show the lowest, with σ of approximately
0.001 m−1. All the other regions exhibit values of σ in the range of
0.005–0.007 m−1.
In summary, excluding SPG, unequivocally NPO exhibits the least
pronounced annual cycles and the clearest waters. Additional regions
that also exhibit a low intra-annual variability of bio-optical properties
are MSea and CSea. Among these, MSea is characterized by the lowest
mean values and seasonal variability for both Kd(490) and Chla. The
largest mean values and variabilities for both Kd(490) and Chla are ob-
served for LSea.01
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127G. Zibordi, F. Mélin / Remote Sensing of Environment 190 (2017) 122–1364.2. Climatology of atmospheric optical properties: time-series of τa(865)
and α
The atmospheric optical properties are illustrated in Figs. 7 and 8
through τa(865) that provides information on the aerosol load, and
through α chosen to describe the aerosol type. The lowest mean values
and seasonal variabilities of τa(865) are those determined at EIO, LSea,
NAO, SPG and MSea with means in the range of 0.05–0.07 and σ of
0.02–0.03 (admittedly, the relative values of τa may change between
sites at shorterwavelengths as a function ofα). Slightly higher temporal
variabilities are noted for NPO with mean value of 0.09, and σ= 0.03.
The highest values are observed for CSea and ASea with means of 0.10K d
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Fig. 6.Monthly climatology of Kd(490)and 0.13, respectively, both with σ of 0.05. The higher summer values
at CSea are consistent with an inﬂux of dust aerosols crossing the Atlan-
tic Ocean towards the Caribbean Sea with possible contributions from
biomass burning in South America (e.g., Colarco et al., 2003; Prospero
et al., 2014; Yu et al., 2015).
Looking at α, the SPG, CSea and NPO regions exhibit mean values in
the range of 0.5–0.8, with σ of 0.20–0.24, coherent with dominant
marine aerosols (Smirnov et al., 2002, 2003, 2009). Slightly higher
values are observed for EIO, NAO, and ASea with means in the range
of 0.80–0.99 and σ of 0.28–0.32. Over a background of marine aerosols,
the region of the Azores (i.e., NAO) can be subject to episodic inﬂux of
African desert dust (Chazette et al., 2001), while the annual cycle
observed at ASea is coherent with the oscillations affecting the ArabianJU
L
AU
G
SE
P
O
CT
N
O
V
D
EC
EIO
LSea
NAO
ASea
CSea
MSea
NPO
SPG
for the various regions of interest.
τ a
 (8
65
) 
[−]
0.0
0.1
01
−1
99
8
07
−1
99
8
01
−1
99
9
07
−1
99
9
01
−2
00
0
07
−2
00
0
01
−2
00
1
07
−2
00
1
01
−2
00
2
07
−2
00
2
01
−2
00
3
07
−2
00
3
01
−2
00
4
07
−2
00
4
01
−2
00
5
07
−2
00
5
01
−2
00
6
07
−2
00
6
01
−2
00
7
07
−2
00
7
01
−2
00
8
07
−2
00
8
01
−2
00
9
07
−2
00
9
01
−2
01
0
07
−2
01
0
EIO
0.0
0.1
LSea
0.0
0.1
NAO
0.0
0.1
ASea
0.0
0.1
CSea
0.0
0.1
MSea
0.0
0.1
NPO
0.0
0.1
0.2 SPG
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events leading to low α due to aerosols dominated by sea-salt and
dust (Vinoj and Satheesh, 2003), and winter monsoon events leading
to high α determined by aerosols from the Indian sub-continent
(Ramanathan et al., 2001). The highest values but also the lowest sea-
sonal variabilities are observed at MSea and LSea with means of 1.14
and 1.40, respectively, bothwithσ=0.22. These values indicate aerosol
signiﬁcantly affected by continental origin at LSea and to a lesser extent
at MSea. Actually, all the Mediterranean Sea is under the inﬂuence of
aerosols from diverse sources, including marine, continental of various
types, desert dust and biomass burning (Lelieveld et al., 2002; Pace et
al., 2006; Sciare et al., 2008). It is mentioned that the values of α forα
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Fig. 8. Time-series of monthly values of α determined from neaMSea are coherent with ﬁeld measurements performed at the Island
of Crete (Bryant et al., 2006; Kalivitis et al., 2007). However, annual
means of ﬁeld observations (Smirnov et al., 2009) as well as validation
statistics (Mélin et al., 2013b) suggest thatα determined from SeaWiFS
data might be somewhat overestimated around Rottnest Island (EIO).
The annual climatology of τa(865) is illustrated in Fig. 9. It indi-
cates the highest intra-annual variability for CSea with σ = 0.045
and the lowest for NAO with σ= 0.011. When looking at the annual
climatology for α displayed in Fig. 10, LSea, CSea, NPO and MSea
show the lowest variability with σ in the range of 0.11–0.15.
Differently, ASea and EIO exhibit the highest values with σ of 0.25
and 0.27, respectively.01
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are observed at NAO, EIO, MSea and LSea. In contrast, again excluding
SPG, the regions showing dominance of maritime aerosol characterized
by lowα and intra-annual variability are CSea (with exceptions in sum-
mer) and NPO.
4.3. Illumination: θ0
Seasonal changes in the illumination conditions are illustrated in
Fig. 11 through values of the sun zenith angle θ0. The continuous linesα
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Fig. 10.Monthly climatology of α forindicate θ0 at local noon, while the dashed lines indicate values at ap-
proximately ±2 h from local noon chosen to cover a realistic interval
of satellite overpass times. As expected, in agreement with latitude
values, the lowest annual changes in θ0 at local noon are observed for
the ASea, CSea and NPO regions with values within 2–43°. Values of θ0
in the range of 9–57° characterize EIO and MSea, while LSea and NAO
exhibit values in the range of 16–67°.
These data indicate that the geometrical component of illumination
(i.e., θ0) is an additional source of optical stability for sites like MOBY or
Kavaratti. Large changes in θ0 may certainly decrease precision of g-JU
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it must be also recognized that large variations in θ0 may offer the capa-
bility to comprehensively and systematically investigate the effects of il-
lumination conditions and consequently of bi-directional effects, as
needed to improve data processing by minimizing related sources of
uncertainty.
5. Analysis of daily full-resolution data products
In order to investigate the characteristics of the study regions in
more detail and particularly to address their potential for match-up col-
lection, the analysis is extended to SeaWiFS Level-2 full resolution daily
data (so-called Local Area Coverage data). Additionally, to discuss
matchup rates as a function of mission-speciﬁc features (orbit, overpass
time, width of the viewing swath,…), statistical analyses are also per-
formed with Level-2 data from the Moderate Resolution Imaging
Spectroradiometer (MODIS) onboard the Aqua platform,MEdiumReso-
lution Imaging Spectrometer (MERIS) onboard the Envisat platform,
and Visible Infrared Imaging Radiometer Suite (VIIRS) onboard the
Suomi National Polar-Orbiting Partnership (Suomi NPP) spacecraft.
The period of analysis is 5-year (limited to 4 for VIIRS) typical ofmission
lifetimes, speciﬁcally 1999–2003 for SeaWiFS, 2003–2007 for MODIS
and MERIS, and 2012–2015 for VIIRS.
The SPG site is excluded from this analysis due to the relatively low
number of full resolution data available for SeaWiFS and additionally by
the difﬁculty to establish an SVC site in the region.
5.1. Cloud, high glint and high viewing angle ﬂags
Effects of a number of exclusion ﬂags determined by SeaDAS are in-
vestigated to discuss the probability of gathering high quality matchups
of satellite and in situ data at the marine regions considered. The analy-
sis indicates that ﬂags responsible for at least 90% of the exclusions in-
curred by the application of all SeaDAS Level-2 default ﬂags (see
http://oceancolor.gsfc.nasa.gov/cms/atbd/ocl2ﬂags), are those for
screening cloud/ice contamination, high glint perturbations and high
viewing angles effects. In the following analysis the limit for the satellite
zenith angle is set to 60° (equal to the current SeaDAS default value). Itis howevermentioned that early SVC exercises were performedwith an
angle limit of 56° (Franz et al., 2007) and that a recent assessment of sat-
ellite derived Rrs indicated zenith angle dependences above 40° (Barnes
and Hu, 2016).
Note that the three main ﬂags applied in the following analysis are
largely independent of the algorithms associated with the atmospheric
correction process: they speciﬁcally depend on geometry (viewing
angle), geometry and wind (glint) and on conservative tests applied
to top-of-atmosphere Rayleigh-corrected radiance for cloud screening
(which may be additionally triggered by bright waters or thick aerosol
plumes (Banks and Mélin, 2015)). These elements attribute relevance
to the resulting statistics beyond the application of any speciﬁc atmo-
spheric correction scheme.
It is noted that high viewing angles and, to a lesser extent glint per-
turbation, are related to the instrument design andnot solely to regional
geophysical features. Still, the analysis of high glint and high viewing
angle ﬂagged data is considered relevant to illustrate typical cases di-
rectly applicable to futuremissions. In fact, it is evident that formatchup
collection, MERIS is hindered by the smaller viewing swath (i.e.,
1150 km) and the lack of tilt capabilitywhen compared to SeaWiFS hav-
ing a larger swath (i.e., 2800 km) and a tilted view to reduce the proba-
bility of glint conditions (Gregg and Patt, 1994).
Considering that satellite observations are rejected if at least one of
the 5 × 5 Level-2 elements centered at the considered region is affected
by the speciﬁc exclusion ﬂag(s), results from the analyses of SeaWiFS,
and additionally of MODIS, MERIS and VIIRS data, are summarized in
Table 3. Data related to cloud/ice ﬂagging indicate that MSea followed
by LSea and EIO, are the regions least affected by cloudiness. Speciﬁcally,
MSea exhibits a rejection rate in the range of 53–63% across the different
satellite data products. This signiﬁcantly contrastswith themuch higher
values of 77–94% determined for ASea. It is also noted that NPO exhibits
a rejection rate in the range of 72–84%.
In agreement with expectations, results from the analysis of high
glint ﬂagging vary from sensor to sensor and exhibit the lowest rejec-
tion rate in the range of 0–4% for SeaWiFS that beneﬁts of tilt capability.
The highest rejection rate that varies from 12 to 40% is observed for
MERIS due to the small viewing swath in associationwith its early over-
pass time (however, when considering the generally lower rejection
Table 3
Fraction of satellite observations (in %) affected by cloud/ice (FC), high glint (FG), and high viewing angle (FV) ﬂags, or by all together (QF), computed over the period considered for the
various regions. The analysis relies on full resolution Level-2 data from the SeaWiFS, MODIS, MERIS and VIIRS ocean color sensors. Data were excluded when at least one of the 5 × 5 el-
ements centered at the speciﬁc region was affected by the exclusion ﬂag (s). The number of satellite observations per site and per sensor is given in Tables 4 and 5.
SeaWiFS MODIS MERIS VIIRS
FC FG FV QF FC FG FV QF FC FG FV QF FC FG FV QF
NPO 77.4 1.8 35.5 84.8 83.5 14.9 15.3 86.4 71.6 33.9 0.0 82.2 80.9 11.7 31.6 88.6
MSea 53.5 0.2 31.6 65.4 63.3 12.3 17.0 72.9 53.5 25.6 0.0 68.1 56.1 10.0 28.5 73.4
CSea 74.7 4.4 37.7 84.2 78.2 18.5 14.3 82.4 68.9 37.0 0.0 84.9 74.0 13.8 31.8 85.3
ASea 88.6 3.3 42.0 92.6 91.1 21.2 14.3 92.5 76.8 40.2 0.0 87.8 93.6 14.9 27.9 96.4
NAO 84.5 0.0 29.8 87.9 83.6 11.8 16.0 87.5 72.5 25.2 0.0 80.4 83.4 8.4 26.7 89.1
LSea 61.9 0.0 30.3 69.1 67.4 3.7 21.0 72.6 61.6 12.0 0.0 66.4 66.2 3.2 25.0 73.5
EIO 65.1 0.8 44.0 79.2 65.5 13.6 12.4 74.3 67.6 19.7 0.0 76.3 62.1 11.1 28.9 78.4
131G. Zibordi, F. Mélin / Remote Sensing of Environment 190 (2017) 122–136rate for clouds observed forMERIS, an interplay between glint and cloud
ﬂagging is likely to occur). Overall results indicate that, on average and
regardless of the sensor, LSea appears to be the region least affected by
glint while ASea located close to the equator is the most.
As expected, the high viewing angle ﬂag largely affects SeaWiFS data
with rejection rate of 30–44% due to the large viewing swath and its
tilted view, while MERIS data are not at all affected due to the smaller
swath.
When considering the combined effects of the previous three main
ﬂags, regardless of the sensor, MSea and LSea are the regions exhibiting
the lowest rejection rates varying in the range of 65–74%. For compari-
son, NPO exhibits a rejection rate in the range of 85–89%.
As already anticipated the above results are deﬁnitely site and mis-
sion dependent. In fact, even assuming equivalent space sensors, the
overpass time would have an impact on the daily percent observations
due to glint and cloudiness affecting the same regions differently during
the day (Feng and Hu, 2016).
5.2. Spatial homogeneity
Spatial homogeneity in the regions of interest is investigated
through the coefﬁcient of variation CV (i.e., the ratio between standard
deviation and the related mean) of the 5 × 5 Level-2 satellite derived
Rrs values centered at the reference location. By restricting the analysis
to cases in which all the 5 × 5 data elements are not affected by any of
the SeaDAS Level-2 processing default ﬂags, a region is heuristically
considered spatially homogeneous when CV is lower than 0.2 at the
443, 490 and 555 nm bands.
Results from the analysis of approximately 2000–3000 potential
SeaWiFS observations per region over 5 years, are summarized in
Table 4 (the number of observations varies from region to region and
depends on latitude, onboard automatic recording over some sites and
coverage provided by ground receiving stations). These results indicate
that the Mediterranean regions (i.e., MSea and LSea) show the highest
potential for matchups (i.e., observations not affected by default ﬂags)
with acceptance rates of 33 and 29%, respectively. In contrast ASea,Table 4
SeaWiFS Level-2 full-resolution data over a 5-year period (1999–2003) included in the
statistical analysis and of those passing different quality tests for the various regions. N in-
dicates the number of available observations,M is the number of cases remaining after ap-
plying the SeaDAS default exclusion ﬂags, andMCV indicates the number of cases that also
passed the homogeneity test deﬁned by a variation coefﬁcient CV b 0.2 determined from
the 5 × 5 values of Rrs at the 443, 490 and 555 nmbands. Finally,MSZ indicates the number
of cases with respect toM, for which θ0 ≤ 45°.
N M M vs N [%] MCV MCV vs M [%] MSZ MSZ vsM [%]
NPO 1768 212 12.0 187 88.2 211 99.5
MSea 2472 821 33.2 798 97.2 680 82.8
CSea 2071 242 11.7 218 90.1 242 100.0
ASea 1842 114 6.2 103 90.4 114 100.0
NAO 2796 274 9.8 256 93.4 211 77.0
LSea 3024 873 28.9 827 94.7 575 65.9
EIO 2101 382 18.2 367 96.1 309 80.9NAO, CSea and NPO exhibit values ranging from 6 to 12%, while EIO
reaches rates of 18%.
The test on homogeneity leads to an acceptance rate varying from
88% at NPO up to 97% at MSea with respect to cases not affected by
the default ﬂags. It is mentioned that the application of the more severe
threshold CV b 0.1 would decrease the previous acceptance rate to 79%
at NPO and to 91% at MSea.
It is also recalled that the homogeneity test applied to Rrs data is
mostly intended to ensure better comparability between in situ and sat-
ellite observations performed at very different spatial resolutions. Nev-
ertheless, atmospheric optical properties around the SVC site may also
exhibit spatial inhomogeneity. Its impact has been evaluated through
the application of an additional homogeneity test to τa(865) from the
5 × 5 data elements centered at the reference location. Results obtained
from the application of the threshold CV b 0.2 to Rrs(443), Rrs(490) and
Rrs(555), and of the additional threshold CV b 0.3 to τa(865), indicate a
mean decrease of approximately 3% in the acceptance rate of matchups
(the threshold of 0.3 applied to τa(865) has been simply chosen to sat-
isfy the much larger variation coefﬁcients characterizing τa(865) with
respect to Rrs(443), Rrs(490) and Rrs(555), as documented by the
mean and standard deviation values later presented in Table 6). This re-
sult indicates a correlation between the spatial variability of Rrs and that
of aerosol optical properties at the small scale considered, and suggests
that the sole homogeneity test applied to Rrsmay satisfy the need to ﬂag
cases affected by spatial inhomogeneity around SVC sites.
The analysis on SeaWiFS data is complemented by the determina-
tion of observations exhibiting a restricted range of sun zenith values
(Table 4). Results obtained from the identiﬁcation of those cases satisfy-
ing a threshold of θ0 ≤ 45° (versus a limit of 70° associated with the de-
fault processing ﬂag) show that the sun zenith at NPO, CSea and ASea
does not exceed the threshold applied, and also conﬁrm an expected in-
crease of threshold effects with latitude (with LSea being the most
affected).
Fig. 12 illustrates the temporal distribution of SeaWiFS observations
not affected by default ﬂags and passing the spatial homogeneity test.
Notable is the regular seasonal distribution of potential matchups at
MSea, LSea, EIO and to a lesser extent at NAO, with peaks centered dur-
ing local summer. Conversely, NPO, CSea and ASea exhibit a higher oc-
currence of data during winter likely explained by a more pronounced
summer cloudiness (especially for CSea and ASea).
While analyzing Table 5with the number ofmatchups for othermis-
sions, it should be noted the generally larger number of observations
(i.e., N) of VIIRS available over 4 years when compared to those of
MODIS over 5 years justiﬁed by the different viewing swaths (i.e.,
3000 km versus 2300 km, respectively). Results in Table 5 show a
lower number of non-ﬂagged cases (M) with respect to those deter-
mined for SeaWiFS, a ﬁnding indicating a reduction in the capability of
producing high quality matchups by MODIS, MERIS and VIIRS with re-
spect to SeaWiFS. This can be explained by a lower number of available
data (particularly for MERIS because of a smaller swath) and by a differ-
ent performance of processing ﬂags on data products from the various
sensors.
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Fig. 12.Number of SeaWiFS observationsMCV remaining after applying the default exclusion ﬂags and passing the spatial homogeneity test (i.e., CV b 0.2 for Rrs at the 443, 490 and 555 nm
bands) for the 5-year period considered. Assuming nomore than one daily observation, the maximum value ofMCVwould not exceed 31 (for convenience the maximum value on the y-
axes has been set to 35).
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higher number of cases removed by the homogeneity testwhen applied
to SeaWiFS data as opposite to radiometric products from other ocean
color sensors. This is very likely explained by a lower signal-to-noise
ratio characterizing SeaWiFS radiometric data with respect to that of
other sensors (Hu et al., 2012a).
6. Identiﬁcation of prime SVC regions
The objective of this work is to identify the location of potential SVC
sites suitable to support ocean color missions contributing to the crea-
tion of CDRs. While the analysis based on Level-3 data was expected
to document the climatology of eachmarine region of interest, the actu-
al identiﬁcation of prime SVC sites is conditioned by the analysis of in
situ and satellite matchups gathered from Level-2 products. Thus, in
view of supporting the following investigation on relevance and also
equivalence of SVC sites, results from the statistical analysis of marine/
atmospheric 5-year SeaWiFS Level-2 daily full-resolution products are
summarized in Table 6 for each region through mean m and standard
deviation σ. These data provide an overview at the spatial scale of
matchups on relevant bio-optical quantities and on their intra-annual
variability (or conversely stability).
Values in Table 6may show differences from those determined from
the Level-3 monthly averaged data used to investigate the climatologyTable 5
MODIS,MERIS and VIIRS full-resolution observationsN for the various regions and various
sensors over the period considered, together with those observations M not affected by
the SeaDAS default exclusion ﬂags, and those observationsMCV passing the homogeneity
test.
MODIS MERIS VIIRS
N M MCV N M MCV N M MCV
NPO 1708 132 132 760 118 117 1726 89 89
MSea 1922 447 441 888 223 221 1899 325 324
CSea 1591 202 202 740 107 105 1722 116 114
ASea 1589 69 66 737 73 71 1622 28 28
NAO 1977 158 158 991 110 105 2093 108 106
LSea 2165 482 477 1045 288 276 2272 397 394
EIO 1819 397 395 861 199 196 1910 266 266of bio-optical atmospheric/marinequantities. These differences, in addi-
tion to a diverse spatial resolution and time binning, are also explained
by the different quality control applied: more inclusive in the case of
Level-3 products, driven by the objective to maximize the number of
data products applicable for climatology analysis (i.e., retaining each
valid Level-3 data element); and otherwise exclusive in the case of
Level-2 products, ﬁnalized to the objective of preserving only those sat-
ellite observations applicable to the identiﬁcation of high quality
matchups (i.e., retaining only those cases for which all the 5 × 5 Level-
2 data elements centered at the region of interest satisfy speciﬁc quality
criteria).
The work of Zibordi et al. (2015) shows that the MOBY site in the
NPO region, when compared to a number of alternative data sources,
exhibits high capability tomeet requirements for long-term stability es-
sential for the creation of CDRs frommultiple ocean color missions. This
is explained by an outstanding effort to characterize, calibrate and
maintain ﬁeld radiometers in view of minimizing sources of uncer-
tainties in derived in situ Lw data (Brown et al., 2007), together with a
restricted range of illumination conditions, favourable marine/atmo-
spheric optical properties and low intra-annual variability.
Results from Sections 4 and 5, deﬁnitely conﬁrm the unique features
of NPO with respect to any other region among those considered: mar-
itime aerosols and oligotrophic waters exhibiting high intra-annual op-
tical stability in addition to low sun zenith variations. Thus, the MOBY
site remains a perfect candidate for SVC in support of climate applica-
tions, and can be considered a reference when looking for additional
or alternative SVC sites relevant for the creation of CDRs.
6.1. Equivalence of measurement conditions across regions
It is recalled that equivalence ofmeasurement conditions acrossma-
rine regions is an element expected tominimize differences in g-factors
regardless of the geographic location of the SVC site. However, despite
the importance of this ideal requirement, the identiﬁcation of multiple
SVC sites may imply trading-off some of the criteria associated with
the marine/atmospheric properties. For instance, with reference to re-
sults from the climatology analysis and also to data in Table 6, MSea
followed by CSea and EIO are the regions that most compare with
NPO in terms of intra-annual stability and mean values of the
Table 6
Meanm and standard deviation σ of SeaWiFS Level-2 non-ﬂagged data products (M) utilized to complement the climatology analysis of themarine/atmospheric properties at the regions
considered: Rrs(412) and Rrs(555) are units of sr−1 × 10−3, kd(490) in units of m−1, Chla in units of μg l−1, τa(865) and α both dimensionless, and θ0 in units of degrees.
Rrs(412) Rrs(555) kd(490) Chla τa(865) α θ0
M m σ m σ m σ m σ m σ m σ m σ
NPO 212 12.9 1.45 1.54 0.29 0.027 0.004 0.07 0.01 0.07 0.04 0.88 0.40 29.5 12.3
MSea 821 9.48 2.38 1.51 0.33 0.029 0.006 0.09 0.03 0.08 0.05 1.22 0.41 26.8 14.2
CSea 242 8.64 2.31 1.54 0.23 0.033 0.009 0.13 0.07 0.08 0.05 0.69 0.42 23.8 12.7
ASea 114 6.57 1.19 1.62 0.30 0.043 0.011 0.19 0.11 0.11 0.05 1.14 0.29 24.2 9.3
NAO 274 6.46 2.11 1.68 0.41 0.047 0.020 0.25 0.22 0.06 0.04 1.09 0.45 31.7 14.2
LSea 873 5.09 2.03 1.65 0.41 0.051 0.020 0.28 0.23 0.07 0.04 1.45 0.37 38.7 15.9
EIO 382 7.51 1.81 1.53 0.25 0.036 0.008 0.15 0.05 0.05 0.03 0.76 0.55 28.3 14.7
133G. Zibordi, F. Mélin / Remote Sensing of Environment 190 (2017) 122–136considered marine bio-optical quantities (i.e., kd(490) and Chla). When
looking at Rrs(555), CSea and EIO show variabilities (quantiﬁed by σ)
lower than those observed at NPO,while ASea andMSea exhibit slightly
higher values. At 412 nm, the lowest variability (better indicated by the
coefﬁcient of variation, σ/m, due to the wide range of Rrs(412) values)
shows the lowest values for NPO, followed by ASea, EIO,MSea and CSea.
When looking at the atmospheric optical quantities, the lowest
intra-annual variability of both τa(865) and α is observed at ASea and
LSea. However, both regions exhibit values of α indicating contamina-
tion by continental aerosols more marked for LSea (and also seen for
MSea). On the other hand, despite a lower intra-annual stability, CSea
and EIO showmean values ofα approaching those of NPO. It is however
remarked that while CSea (see Fig. 9) is characterized by a relatively
high seasonal variability of τa(865), EIO (see Fig. 10) exhibits a more
pronounced seasonal variability of α.
Finally, in addition to differences in sun zenith angles θ0 also given
Table 6, elements worth mentioning are the ozone concentration O3
and the wind speed WS across the considered marine regions. In fact,
O3 strongly varies with latitude and may diversely affect the accuracy
of the atmospheric correction process. Similarly, a differentWS may di-
versely perturb the reﬂectance of the sea surface and additionally the
performance of measuring systems at sea (e.g., optical buoys).
Statistical analysis performedwith ancillary data from SeaWiFS Level-
2 products non ﬂagged by the SeaDAS default exclusion ﬂags, shows
mean values of O3 varying from 253 and 259 DU at ASea and NPO, and
up to 308 and 320 DU at NAO and LSea, respectively. Equivalent analysis
performed onWS ancillary data (originated by theUSNational Centers for
Environmental Prediction (NCEP)) exhibits mean values in the range of
3–6 m s−1 with σ generally within 1.5–2.5 m s−1. More speciﬁcally,
ASea, LSea and NPO show the lowest values (i.e., 3.2, 3.3, and 3.9 m s−1,
respectively), while CSea, MSea, NAO and EIO exhibit the highest (i.e.,
4.6, 5.3, 5.5 and 6.0m s−1, still below the 12ms−1 threshold ensuring ap-
plication of the SeaDAS whitecap correction).
Considering the previous differences among θ0, O3 andWS from the
various regions, a thorough evaluation of their impact on g-factorsTable 7
SeaWiFS Level-2 observationsMCV over the 5-year period considered, not affectedby SeaDAS Lev
cases for which the 5 × 5 elements representing each region exhibit mean: Chla ≤ 0.1 μg l−1, Ch
tential high quality matchups identiﬁed through the application of combined tests on mean Ch
potential high quality matchups per year). Differently, MQ2 indicates results from the application
year, indicates the related potential number of matchups per year).
MCV Chla ≤ 0.1 Chla ≤ 0.2 τa(865) ≤ 0.10
NPO 187 182 187 153
MSea 798 572 794 570
CSea 218 79 197 164
ASea 103 0 80 37
NAO 256 3 156 219
LSea 827 0 400 668
EIO 367 53 328 337would require dedicated theoretical investigations, which are beyond
the objective of this work. Because of this, the following investigation
on best suitability of regions for SVC is restricted to Chla, τa(865) andα.
6.2. Prime SVC regions
Assuming in situ Lw measurements are regularly available at each
location considered, Table 7 presents the number of potential high
quality matchups (i.e., applicable for SVC) between SeaWiFS and in
situ data over a 5-year period, as identiﬁed through the application
of very stringent criteria associated with oligotrophic conditions
and clear marine atmosphere: Chla ≤ 0.1 μg l−1 or τa(865) ≤ 0.1 or
α ≤ 1.0, or all of them. These thresholds have been chosen to tenta-
tively reﬂect the statistical values determined for the NPO reference
region and thus to implicitly identify cases characterized by oligotro-
phic conditions and maritime aerosols (Smirnov et al., 2003) as well
as a small seasonal variability and a lowmarine bio-optical complex-
ity. The use of the thresholds selected, implicitly favoring regions
exhibiting high intra-annual stability, is thus expected to supersede
any other index derived from the regional climatology of the rele-
vant geophysical quantities.
Results show a dramatic decrease of the number of matchups when
all quality criteria are applied. In particular, despite the low number of
overall potentialmatchups (i.e.,MCV=187)with respect to those avail-
able for other regions (e.g.,MCV = 798 for MSea or 828 for LSea), NPO
exhibits the highest number of high quality matchups (i.e.,MQ1 = 75).
In addition to NPO, those regions showing an appreciable number of po-
tential high qualitymatchups areMSea, CSea and EIOwithMQ1 equal to
59, 48 and 42, respectively.
The number of potential high quality matchups obtained for NPO is
fully supported by those determined from the application of MOBY
data to SeaWiFS SVC. In fact, the number of 15 high quality matchups
per year for NPO is comparable to the approximately 17 per year (i.e.,
150 over a 9-year period) actually identiﬁed by Franz et al. (2007) for
MOBY applying slightly different selection criteria. It is howeverel-2default exclusionﬂags and passing the spatial homogeneity test, applied to investigate
la ≤ 0.2 μg l−1, τa(865) ≤0.10, τa(865) ≤0.15 and α ≤ 1.0.MQ1 indicates the number of po-
la ≤ 0.1 μg l−1, mean τa(865) ≤0.10 and mean α ≤ 1.0 (MQ1/year is the related number of
of combined tests onmean Chla ≤ 0.2 μg l−1, mean τa(865) ≤0.15 andmeanα ≤ 1.0 (MQ2/
τa(865) ≤ 0.15 α ≤ 1.0 MQ1 (MQ1/year) MQ2 (MQ2/year)
177 107 75 (15.0) 98 (19.6)
714 212 59 (11.8) 147 (29.4)
195 172 48 (9.6) 141 (28.2)
83 21 0 (0.0) 13 (2.6)
246 102 1 (0.2) 56 (11.2)
790 87 0 (0.0) 36 (7.2)
363 235 42 (8.4) 220 (44.0)
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may be affected by geographical differences in the accuracy of data
products. A speciﬁc case is that of Chla that is likely overestimated at
MSea and LSea as a result of the application of global bio-optical algo-
rithms (Morel and Gentili, 2009).
The numbers in Table 7, much smaller than the potential matchups
determined solely applying the SeaDAS default exclusionﬂags in combi-
nation with the spatial homogeneity test, conﬁrm the multi-annual ef-
fort generally required to produce mission speciﬁc g-factors qualiﬁed
for the construction of CDRs.
Nevertheless, the need for a statistically signiﬁcant number of
matchups per mission (e.g., Franz et al., 2007), may suggest to increase
their number by relaxing some of the thresholds applied to geophysical
quantities. Results in Table 7 indicate that the potential for matchups at
some regions can vastly increase through the application of less restric-
tive criteria. Examples are EIO and CSea, which exhibit typical Chla
values higher than those of regions like NPO or MSea (see Table 6).
Thus, when relaxing the exclusion criteria and thus accepting mean
values of Chla ≤ 0.2 μg l−1 and also of τa(865) ≤ 0.15, the number of po-
tential matchups may massively increase for some regions (e.g., EIO).
Nevertheless, the increase can be relatively moderate for others (e.g.,
NPO).
The choice of relaxing the selection criteria would, however, affect
the desirable equivalence of multiple SVC sites. Besides, differences in
the intra-annual variability of marine and atmospheric optical quanti-
ties at the diverse regions could unevenly impact the precision of g-fac-
tors across missions relying on different SVC sites.
Table 8 shows that the number of high quality potential matchups
(i.e.,MQ1) determined for MODIS, MERIS and VIIRS with the application
of strict thresholds to geophysical quantities over the period considered,
signiﬁcantly varies from mission to mission, but in general exhibits re-
gional values much lower than those determined for SeaWiFS. This re-
sult, fully supported by the number of matchups obtained through the
sole application of default ﬂags and homogeneity tests, may be addi-
tionally explained by the effects of thresholds in combination with sys-
tematic differences among data products. Still, regardless of the number
of high quality matchups, notable is the consistency of MQ1 rates across
the different regions. In fact, in all cases NPO (except for VIIRS) shows
the best performance, followed by MSea, CSea and EIO in decreasing
order. The very different number of potential matchups obtained for
VIIRS at MSea when compared to those determined for MODIS is prob-
ably explained by the systematically lower mean regional values of α
determined for the former (i.e., 1.04± 0.48)with respect to those com-
puted for the latter (i.e., 1.34 ± 0.43).
In agreement with results from the analysis of SeaWiFS data, when
relaxing the exclusion criteria for the selection of potential matchups
for other sensor data by accepting mean values of Chla ≤ 0.2 μg l−1
and of τa(865) ≤0.15, their number (i.e., MQ2) largely increases for all
sensors with respect to MQ1. Still these numbers are usually lower
than those determined for SeaWiFS.Table 8
MODIS, MERIS and VIIRS Level-2 observations,MCV, not affected by exclusion ﬂags and passing
MQ1 indicates potential high quality matchups obtained by applying combined tests on mean C
tential number of high quality matchups per year).MQ2 refers to cases determined through com
indicates the related potential number of matchups per year).
MODIS
MCV MQ1 (MQ1/year) MQ2 (MQ1/year) MCV MQ1 (MQ1
NPO 132 31 (6.2) 54 (10.8) 117 27 (5.
MSea 441 14 (2.8) 61 (12.2) 221 17 (3.
CSea 202 6 (1.2) 95 (19.0) 105 14 (2.
ASea 66 0 (0.0) 4 (0.8) 71 0 (0.0
NAO 158 1 (0.2) 31 (6.2) 105 7 (1.4
LSea 475 0 (0.0) 25 (5.0) 276 1 (0.2
EIO 393 5 (1.0) 129 (25.8) 195 16 (3.For completeness, the effects of applying the SeaDAS default limit
value of 60° to the satellite zenith angle has also been investigated
with the SeaWiFS dataset. The use of a 40° limit, that could further in-
crease the quality of matchups and ideally make this quality more com-
parable across satellite sensors exhibiting different viewing swaths, was
shown to lead to a reduction ofMQ1 in the range of 45–75%. This large
reduction appears to favorMSeawith respect toNPO, but does not affect
the overall relative ranking of the other marine regions.
7. Conclusions
Restating the fundamental importance of establishing SVC sites in
regions that may beneﬁt by logistical support from nearby islands or
coastal locations, the study shows the difﬁculty in identifying regions lo-
cated in different seas and characterized by ideal and likely equivalent
measurement conditions: oligotrophic/mesotrophic waters and mari-
time aerosols in conjunctionwith low cloudiness, and high intra-annual
stability and spatial homogeneity.
By relying on existing or potential ﬁxed SVC sites (see Table 1), the
study conﬁrms the ideal location of the MOBY site associated with
NPO. In fact, when looking at the marine optical properties (e.g.,
Kd(490)) as derived from SeaWiFS Level-3 monthly average 24-th de-
grees products, NPO exhibits the least pronounced seasonal cycles. Ad-
ditional regions characterized by high intra-annual stability are MSea
and CSea, followed by EIO. It must be noted that the application of
criteria favoring high intra-annual stability in the selection of SVC re-
gions, may privilege low latitude with respect to higher latitudes re-
gions, despite a lower number of overpasses and higher glint
perturbations.
On the atmospheric side, Level-3 data exhibit the lowest and likely
most stable values of τa(865) at EIO, slightly increasing for LSea, NAO,
MSea andNPO.Maritime aerosols empirically identiﬁed bymean values
ofα lower than 1, and also exhibiting high intra-annual stability, are de-
termined at CSea and NPO. Still maritime aerosols, but affected by
higher seasonal variability, are observed at EIO. MSea and LSea exhibit
mean monthly values of α higher than 1 (i.e., 1.14 at MSea and 1.40 at
LSea), but both characterized by high intra-annual stability.
From the analysis of Level-2 daily 1-km products, results indicate
that MSea followed by LSea and EIO are the regions least affected by
cloudiness with rejection rates due to cloud ﬂagging in the range of
53–78% depending on region and satellite overpass. The spatial homo-
geneity, as determined from the analysis of the coefﬁcient of variation
CV computed at the 443, 490 and 555 nm bands from the 5 × 5 values
of Rrs centered at each location of interest, appears high for all the re-
gions considered. Speciﬁcally, by solely considering observations pass-
ing tests from SeaDAS default exclusion ﬂags, acceptance rates
determined by CV b 0.2 vary from 88% at NPO to 97% at MSea.
In view of drawing conclusions for the practical identiﬁcation of SVC
sites satisfying requirements for the creation of ocean color CDRs, the
occurrence of ideal conditions equivalent to those observed at NPOthe spatial homogeneity test for the various regions over the number of years considered.
hla ≤ 0.1 μg l−1, mean τa(865) ≤0.1 and mean α ≤ 1.0 (MQ1/year, indicates the related po-
bined tests on mean Chla ≤ 0.2 μg l−1, mean τa(865) ≤0.15 and mean α ≤ 1.0 (MQ2/year,
MERIS VIIRS
/year) MQ2 (MQ2/year) MCV MQ1 (MQ1/year) MQ2 (MQ2/year)
4) 45 (9.0) 88 21 (5.3) 33 (8.3)
4) 65 (13.0) 324 44 (11.0) 106 (26.5)
8) 54 (10.8) 113 13 (3.3) 58 (14.5)
) 3 (0.6) 28 0 (0.0) 2 (0.5)
) 22 (4.4) 105 5 (1.3) 38 (9.5)
) 26 (5.2) 394 0 (0.0) 57 (14.3)
2) 73 (14.6) 266 7 (1.8) 128 (32.0)
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satellite matchups. This has been performed using a number of strict
quality tests applied to marine and atmospheric optical Level-2 data
products passing the SeaDAS default ﬂagging and spatial homogeneity
checks, assuming that geographical differences in the accuracy of data
products do not question basic conclusions. Summary results based on
SeaWiFS Level-2 data and quality tests based on mean values of
Chla ≤ 0.1 μg l−1, τa(865) ≤0.1 andα ≤ 1.0 from the 5 × 5 data elements
centered at each region, indicate the possibility of obtaining 15 high
quality matchups per year at NPO (consistent with the number of ap-
proximately 17 actually determined at the MOBY site), approximately
12 at MSea, 10 at CSea and 8 at EIO. The smaller number of potential
high quality matchups at MSea, when compared to NPO, is explained
by the rejection of cases affected by non-maritime aerosol. Conversely,
in the case of CSea and EIO it is explained by rejections due to
Chla N 0.1 μg l−1. It must be emphasized that the previous number of
matchupsmight however vary to some extent if a different atmospheric
correction or regional bio-optical algorithms are adopted.
The study has also investigated the impact of lessening the criteria
for the construction of matchups by using alternative thresholds such
asChla ≤ 0.2 μg l−1 and τa(865) ≤0.15. The increase in the number of po-
tential matchups obtainable at regions like EIO or CSea is striking. How-
ever, in spite of the beneﬁt of a larger number of matchups, the
relaxation of selection criteria diminishes the equivalence of observa-
tion conditions among SVC sites. Yet, this reduced equivalence should
not signiﬁcantly impact the capability to satisfy the 5% requirement on
Lw uncertainty. Contrarily, it could lessen the capability of SVC sites to
meet the 0.5% per decade radiometric stability requirement due to a
lower intra-annual environmental stability and likely a higher bio-opti-
cal complexity of the sites.
The same analysis performed with MODIS, MERIS and VIIRS
Level-2 data provides a lower number of high quality matchups per
year for all sensors, probably explained by systematic differences
among products. Still the number of potential MODIS, MERIS and
VIIRS matchups reﬂects the performance rate among marine regions
determined with SeaWiFS data. It is also emphasized that the four
ocean color missions considered offer a representative set of possible
instrument and orbital characteristics. This suggests that conclusions
from the study might be applicable to new or upcoming sensors such
as the Ocean and Land Colour Instrument (OLCI) on-board the Senti-
nel-3 platforms.
In conclusion, the analysis on potential high quality matchups
conﬁrms the superior location of theMOBY site in the northern Pacif-
ic Ocean for SVC. While recognizing that no site is superior for all
criteria reviewed in the analysis, it nonetheless suggests that the
Eastern Mediterranean Sea near the Island of Crete exhibits best
equivalence with NPO and could be considered as a further site for
SVC complyingwith requirements for the creation of CDRs. Addition-
al sites, even though exhibiting a lower capability of producing high
quality matchups per year are the Caribbean Sea and the Indian
Ocean near Rottnest Island.
It is ﬁnally restated that the previous ﬁndings are based on the anal-
ysis of optical properties of a limited number of SVC ﬁxed sites already
in place or under discussion, thus they do not exclude alternatives. In
addition, it is also recognized that a theoretical investigation based on
the application of actual atmospheric correction codes (e.g., SeaDAS)
would likely help to better deﬁne thresholds for geophysical parameters
satisfying SVC requirements.
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