Predicting the popularity of items in rating networks is an interesting but challenging problem. This is especially so when an item has first appeared and has received very few ratings. In this paper, we propose a novel approach to predicting the future popularity of new items in rating networks, defining a new bipartite clustering coefficient to predict the popularity of movies in the MovieLens network. We show that the clustering behaviour of the first user who rates a new item gives insight into the future popularity of that item. Our method predicts, with a success rate of over 60%, how popular a movie will become in the future.
Introduction
Websites like Amazon, TripAdvisor and MovieLens offer their users a means to rate a variety of different items. Users can decide whether they are interested in an item based on its previously received ratings. Websites collect these user ratings for many reasons including recommending items to their users and predicting future item ratings (Resnick et al., 1994) . The latter is rather challenging. In particular, new items that have received very few ratings to date are hard to classify as being popular or unpopular in the future, due to the sparsity of information (Schafer et al., 2007) . It has been suggested that a ranking of the users may aid in improving predictions of future item popularity (Zeng et al., 2013) . In other words, the behaviour of some users may be adopted by others. In this paper, we predict the future popularity of new items by investigating the ego network of the user who first rated the new item. We use the ego's clustering behaviour to predict the number of ratings and the average rating the new item is likely to receive in the near future. We demonstrate our approach on the MovieLens network that contains ratings of 10,681 movies by 71,567 different users (GroupLens, 2014) . Over 60% of the time, we are able to predict the future popularity of a new movie, compared to the 30% prediction success obtained by current methods (Zeng et al., 2013) .
Ranking the nodes of a network according to their importance or influence level is of high interest in many different areas and many ranking methods have been proposed (Aral & Walker, 2012; Liu et al., 2013; Wei et al., 2013; Zhang et al., 2013) . A straightforward approach is to consider the node degrees. However, degree centrality is often unsuitable for identifying influential nodes, as a node with a few important neighbours In Liebig & Rao (2014) , we looked at previous definitions of the bipartite clustering coefficient (Lind et al., 2005; Opsahl, 2013; Robins & Alexander, 2004; Zhang et al., 2008) showing that it is important not only to consider triadic closure (Opsahl, 2013) but to also distinguish between differently structured clusters. A cluster is a closed connection between three nodes of the same type and a 6-cycle is the only structure that could be considered a bipartite cluster (Opsahl, 2013) . Opsahl (2013) calculates the bipartite clustering coefficient as follows:
C * = number of closed 4-paths number of 4-paths ,
where a 4-path is a possible 6-cycle and a closed 4-path is a 6-cycle. Suppose there exists a 4-path P = {v 0 , w 1 , v 2 , w 3 , v 4 } at time t i . At time t i+1 a node w 5 is added to the network and connected to nodes v 0 and v 4 , forming the 6-cycle C 6 = {v 0 , w 1 , v 2 , w 3 , v 4 , w 5 , v 0 }.
A 6-cycle in a bipartite network may have a maximum of three chords, resulting in four different types of cycles of length 6 (see Fig. 1 ). A chord is an edge that connects two nodes of a cycle but is not itself part of the cycle. A cycle without chords is called an induced cycle (Diestel, 2005) . Opsahl (2013) does not distinguish between the different structures, leading to an over count of 6-cycles (Liebig & Rao, 2014) . Further, Equation (1) indirectly assumes that the network in question is formed in a certain way: At each time step t i one secondary node is added to the network and connected to an arbitrary number of primary nodes. In reality, only some networks develop in this manner, for instance, a network that models the attendance of people at events. In such a network, at each time step t i an event is added to the network and people make connections to this new event at the same time by attending it. Since a person can attend an event only at the time it takes place, people can form a connection to a particular event only at a particular point in time. We studied such types of networks in Liebig & Rao (2014) .
Rating networks, on the other hand, develop very differently. Users can form connections to items at any point in time. In other words, at each time step t i one edge is added to the network and the assumption made by Eq. (1) is violated, as there is no necessity for a secondary node to be added at the same time, in order for a 6-cycle to be formed. Rating networks build a very different type of bipartite network and need to be analysed differently.
To find a clustering coefficient that agrees with the development, over time, of rating networks, we examine the formation of the different 6-cycles (see Fig. 1 ) in rating networks. In the following we make use of induced subgraphs. A subgraph of a network is induced if it contains all the edges that connect the nodes of the subgraph in the original network (Diestel, 2005) . The different ways in which 6-cycles in rating networks may be formed are depicted in Fig. 2 . (b) An induced 6-cycle may form a 6cycle with one chord at the next time step. We call a 5-path that contains an extra edge between two of its nodes that does not belong to the path, a connected 5-path. Any of the three different connected 5-paths above may also form a 6-cycle with one chord. (c) A 6-cycle with one chord may form a 6-cycle with two chords at the next time step. We call a 5-path that contains two extra edges between its nodes that do not belong to the path, a completely connected 5-path. Any of the two different completely connected 5-paths above may also form a 6-cycle with two chords. Equations (2) -(5) measure the four different clustering coefficients icc (k) , one for each type of 6-cycle, shown in Fig. 1 .
The induced clustering coefficient is given by:
where σ (0) is the number of induced 6-cycles and κ (0) is the number of unconnected 5-paths. The induced clustering coefficient icc (0) measures the proportion of induced 6-cycles to all unconnected paths of length 5 ( Fig. 2a ). The number of induced 6-cycles is multiplied by 6, as each induced 6-cycle contains six unconnected 5-paths.
The one chord clustering coefficient is given by:
where σ (1) is the number of induced 6-cycles with one chord and κ (1) is the number of connected 5-paths. The one chord clustering coefficient icc (1) measures the proportion of 6-cycles with one chord with respect to its origins (Fig 2b) . The number of 6-cycles with one chord is multiplied by 7, as each contains two of each of the connected 5-paths, shown in Fig. 2b , and one 6-cycle without any chords.
The two chord clustering coefficient is given by:
where σ (2) is the number of induced 6-cycles with two chords and κ (2) is the number of completely connected 5-paths. The two chord clustering coefficient icc (2) measures the proportion of 6-cycles with two chords with respect to its origins (Fig. 2c ). The number of 6-cycles with two chords is multiplied by 4, as it contains one of each of the completely connected 5-paths, shown in Fig. 2c , and two 6-cycles with one chord.
The three chord clustering coefficient is given by:
where σ (3) is the number of induced 6-cycles with three chords. The three chord clustering coefficient icc (3) measures the proportion of 6-cycles with respect to its origin (Fig. 2d ). The number of 6-cycles with three chords is multiplied by 3, as each contains three 6-cycles with two chords.
Local Clustering Coefficients
In a one-mode network, the local clustering coefficient of a node v i is calculated by dividing the number of closed 2-paths that are centred at node v i by the total number of 2-paths that are centred at node v i . In rating networks, most clusters are formed from 5-paths (see Figure 2 ). As a path of odd length can never be centred at a node, we consider all paths that involve node v i in order to calculate v i 's clustering coefficient. The local clustering coefficients are denoted icc (i,k) . 
The Data
The MovieLens data (GroupLens, 2014) was collected by the University of Minnesota and contains 10,000,054 movie ratings that range between 1 and 5, with 5 being the best possible rating. Starting in January 1995, 71,567 different users rated 10,681 movies over a period of 14 years. Every user was assigned a unique id but no additional information about the users is known. A network is formed taking the users as the primary nodes and the movies as the secondary nodes. Each rating of a movie by a user is represented by an edge that links the user to the movie. Every edge is associated with a time stamp that corresponds to the time the rating was made.
What does popularity mean?
Before making predictions about a movie's future popularity, it is important to clearly define the meaning of popular and unpopular.
In previous research, (Zeng et al., 2013) , a movie was considered popular if its degree increased rapidly over a ceratin period of time. Intuitively, a popular movie is watched and rated more often than an unpopular movie, however, there are exceptions. For instance, some movies may receive a relatively high number of low ratings and certainly should not be considered as popular.
In contrast to the preferential attachment model (Barabási & Albert, 1999; Price, 1976 ) that predicts that nodes with a high degree are much more likely to increase their degree than nodes with a low degree, in rating networks it is generally the case that the interest in an item, such as a movie, decays over time (Medo et al., 2011) . The data also shows that the ratings made within one month of the movie's release determine its final average rating. Any ratings made after this period generally do not significantly change the final average rating of the movie, see Figure 3 . Hence there is a need for making good early predictions.
Since the average movie in the MovieLens dataset, received 37.46 ratings in the first month after release, we consider a movie popular if it receives more than 38 ratings during the first month and also gets a high average rating of 4 or greater.
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As Fig. 4 shows, if only the number of ratings is considered, a large number of movies (in the lower right quadrant of the plot) are wrongly identified as popular.
We calculate a popularity score, ρ, for each movie based on the number of ratings received within the first month and the average rating. In order to achieve a score that ranges between 0 and 1, a logistic function is used. A logistic function is an s-shaped curve that is frequently used to model population growth (Pearl & Reed, 1920) . The function grows exponentially first with the slope decreasing thereafter until the function reaches a steady state. The function ρ is given by:
where µ is the average rating and n is the number of ratings within one month of release. Figure 5a shows that the shape of the logistic curve changes depending on the average rating. Figure 5b shows a plot of ρ in the form of a heat map, as this gives a clearer visualisation.
Predicting Popularity
In this paper, we predict the popularity of newly released movies using a novel approach. Firstly, we directly analyse the bipartite network, without using its one-mode projection in order to overcome information loss (Conaldi et al., 2012; Vogt & Mestres, 2010; Zhou et al., 2007) . Secondly, we use our newly defined clustering coefficient as a tool to make accurate item popularity predictions.
Since new items are hard to classify as popular or unpopular, we examine the user who is the first to rate the new item. We start by extracting the ego network of the user who first rated a new item, to depth three, only including the edges corresponding to ratings made in the two weeks prior to the first rating of the new movie. Figure 7 gives an example of an ego network of depth two. Since we only consider the ego network of (a) (b) Figure 5 : (a) We plotted Eq. (6) for five different values of µ, in order to show the corresponding change in the shape of the logistic curve. Clearly, for a low average rating µ a large number of ratings is necessary to achieve a high popularity score. (b) The heat map shows values of ρ with respect to the number of ratings and the average rating. Dark red corresponds to ρ = 1 and light yellow to ρ = 0. The heat map shows that a high value of ρ can only be achieved if the number of ratings as well as the average rating is high. The upper left corner of the heat map is also dark red, however, a movie with a low average rating usually does not gain the requisite large number of ratings in order to receive a high popularity score.
the first user, we henceforth refer to this user as the ego. A depth of three is necessary to be able to calculate the local clustering coefficients of the ego.
Since the popularity score ρ of a movie is dependent on both the number of ratings received as well as the average rating, the two parameters are separately predicted. The popularity scores thus obtained are compared to the actual popularity scores calculated from the real data.
Predicting the number of ratings
As will be demonstrated below, both the ego's degree, ie. the ego's rating activity, as well as the number of its second neighbours perform poorly as predictors, whereas, the ego's clustering behaviour is a better predictor of the number of ratings that the new movie will receive over the coming month.
The Ego's Rating Activity
In the context of one-mode networks, it has been argued many times that a node with high degree is not necessarily influential (e.g. Li et al., 2014) . Figure 6 plots the degrees of the users who first rated a new item against the number of ratings that the movie received during the first month, confirming that this is also the case in the MovieLens network. Thus the rating of a new movie by a highly active user does not imply that the movie will receive many ratings.
We considered user activity in the two, three and four weeks prior to the first rating of a new movie. All time windows gave similar results. 8 Figure 6 : In a) the degrees of the users who first rated a new item in 2005 are plotted against the number of ratings that the movie received during the first month. Note that the degree is not the total user degree but the number of movies rated two weeks prior to the rating of the new movie. Figure 7 : The ego network of depth two of a user who was the first to rate a new item.
Second Neighbours of the Ego
Since rating networks are bipartite, it would be more apt to consider the number of second neighbours of an ego as a predictor of an item's number of ratings instead of the ego's degree, as the latter only gives the the number of movies rated by the ego. Second neighbours of the ego are users who rated at least one item that was also rated by the ego (see Fig. 7 ).
In addition, users who rated the same items as the ego in the recent past are more likely to rate the new item than a randomly selected user. Hence, the number of second neighbours of the ego, may give some indication of the number of ratings that the new item will receive in the near future.
However, as depicted in Fig. 8 , the number of second neighbours is also a poor indicator for the movie's future degree.
The ego's clustering behaviour
We now examine the clustering behaviour of all users who were the first to rate a new movie in 2005. A total of 189 movies were released and rated for the first time in 2005. Figure 9 shows eight of the 189 examined ego networks.
To determine the ego's clustering behaviour, we calculate the four different local clus- tering coefficients that we introduced in Section 2. We examine if one of the coefficients is a better predictor than the others and if predictions can be improved by combining two or more coefficients. For the majority of the 189 ego networks, the induced clustering coefficient is the highest, whereas in most cases the three other coefficients are 0. Clustering in all of the ego networks is low due to their scale-free nature.
The four different clustering coefficients measure the proportions of induced 6-cycles, 6-cycles with one chord, 6-cycles with two chords and 6-cycles with three chords respectively. In the case of one-mode networks Ugander et al. (2012) have shown that a node is less likely to be infected if its neighbourhood is well connected. Hence, we expect that when an ego's clustering coefficient is lower than the average clustering coefficient in its ego network, then the new movie will receive a high number of ratings in the near future. Figure 10 shows a possible ego network with very low clustering and the potential to form many 6-cycles in the near future.
We compare the ego's clustering behaviour to all other users in its ego network by calculating how many standard deviations it lies away from the average local clustering coefficient over all users in the ego network. We expect that a high difference in standard deviations indicates that the new movie will receive many ratings in the future, provided the ego's clustering coefficient is lower than the average. If on the other hand, the ego's clustering coefficient is higher than the average and the difference in standard deviations is high, we expect the new movie to receive very few ratings in the future.
Since the three chord clustering coefficient, icc (3) shows higher connectivity than the induced clustering coefficient icc (0) , we give the differences in standard deviations different weights, according to their level of connectivity. The first rating of the new movie is also taken into account, since it is likely to influence other users. For instance, if the first rating of a new movie is low, it is less likely to receive many ratings than if the first rating is high.
The following equation gives the predicted number of ratingsn if the ego's clustering
(e) (f) (g) (h) Figure 9 : Eight of the 189 extracted ego networks of users who were the first to rate a movie that was released in 2005. The sizes and topologies of the ego networks vary considerably.
coefficients are lower than the average: n = r 3 (2∆icc (ego,0) + 4∆icc (ego,1) + 6∆icc (ego,2) + 8∆icc (ego,3) ),
where r is the first rating of the new movie that was given by the ego and ∆icc (ego,k) is the difference in standard deviations between that particular clustering coefficient of the ego and the average of the same clustering coefficient in the ego's network.
If, on the other hand, one or more of the ego's clustering coefficients are higher than the average, then we divide by the corresponding weight instead of multiplying. For example, if in a given ego network, icc (ego,0) and icc (ego,1) are lower that the corresponding average clustering coefficient and the other two local clustering coefficients icc (ego,2) and icc (ego,3) are higher, then Eq. (7) becomes: n = r 3 (2∆icc (ego,0) + 4∆icc (ego,1) + ∆icc (ego,2) /6 + ∆icc (ego,3) /8).
Predicting the Average Rating
In the MovieLens data, the number of ratings and the movie's average rating after one month are to some degree related, see Figure 11 . Hence, we could use the predicted number of ratings to estimate the movie's average rating. From the plot in Fig. 11 , the average rating f (n) is approximately related to the number of ratings n, by the equation: f (n) = 1 + 4 1 + e −0.05(n−40) (9) Figure 10 : This is a possible ego network of depth three. As is noticeable, there are many paths of length 5 that contain the ego, however, there exists only one 6-cycle containing the ego. The ego's clustering is thus very low and we expect connections to the new movie to appear quickly.
Using Eqn. 9, the predicted number of ratings,n from Eq. (7), and the first rating, r, that was made by the ego, we can estimate the future average rating,μ of the new movie:μ = (f (n) + r)/2.
With the two predicted parameters,μ andn, a popularity score can then be calculated for each of the 189 movies. Figure 12 compares the predicted popularity scoresρ to the actual popularity scores ρ.
From Fig. 12 , it can be seen that our method correctly predicted the popularity of 119 of the 189 movies, with the difference between the predicted popularityρ and the actual popularity ρ being less than 0.01. This is especially good since no use was made of any other information about the new movie other than the first rating. In previous research, authors were only able to predict of popularity of a new movie with 30% accuracy Zeng et al. (2013) .
Conclusion
In this paper, we introduced a new clustering coefficient that is suitable for the analysis of rating networks as well as other bipartite networks that form in a similar manner. Since our clustering coefficient distinguishes between differently structured clusters it gives valuable topological information about the network. Further, we showed that it may be used as a tool to predict the future popularity of items in rating networks. We focused on improving predictions of new items that are hard to classify as popular or unpopular due to lack of information. By investigation of the clustering behaviour of the 12 Figure 11 : The number of ratings that a movie receives within the first month is to some degree related to the movie's average rating. The data points approximately follow Eqn. Figure 12 : Plotting the difference between ρ andρ for the 189 movies shows that the future popularity of 119 movies was correctly predicted, where |ρ −ρ| < 0.01. Movies with a high difference between ρ andρ received an exceptionally high number of ratings.
user who made the first rating of a new item we correctly predicted the future popularity of over 62% of new movies in the MovieLens dataset. This is a major improvement on previous research. Predictions for movies that received an exceptionally high number of ratings would be the next step in this study. One limitation of the clustering coefficient is that computation time does grow exponentially with the size of the network. Thus, a topic for future research would be the improvement of algorithms that count the different 5-paths and 6-cycles.
