Support size estimation and the related problem of unseen species estimation have wide applications in ecology and database analysis. Perhaps the most used support size estimator is the Chao estimator. Despite its widespread use, little is known about its theoretical properties. We analyze the Chao estimator and show that its worst case mean squared error (MSE) is smaller than the MSE of the plug-in estimator by a factor of O((k/n) 2 ). Our main technical contribution is a new method to analyze rational estimators for discrete distribution properties, which may be of independent interest. 978-1-5386-9291-2
I. INTRODUCTION

A. Background
Given independent samples from an underlying unknown distribution, we consider the problem of estimating the support size of the distribution. Estimating the support size and unseen species estimation has applications in ecological diversity [1] - [5] , vocabulary size estimation [6] , [7] , database attribute variation [8] , password analysis [9] , and recently to study modern applications such as microbial diversity [10] - [12] and genome sequencing [13] .
Formally, let P be the unknown distribution over domain X . Upon observing N independent samples X 1 , X 2 , . . . , X N X N from P , the goal is to estimate the support size,
Let N x (X N ) be the number of occurrences of symbol x in X N . The simplest estimator is the plug-in or the empirical estimator, which estimates S(P ) bŷ
The plug-in estimator often performs poorly in the nonasymptotic regime, where N ≈ S(P ). To overcome this, several estimators have been proposed, including the Efron-Thisted estimator [6] , the Chao estimator [1] , and, more recently, a near-optimal estimator via linear programming [14] , [15] and an optimal linear estimator via Chebyshev polynomials [16] .
Of the above, perhaps the most widely used estimator is the Chao estimator which has seen wide usage in ecological [1] and microbiological [17] applications among others. Despite its widespread use, apart from the analysis of the expectation of the estimator in the original paper [1] , not much is known about its theoretical properties. In this paper, we analyze the Chao estimator and provide bounds on its worst case mean squared error (MSE). In the next section, we state the problem definition and the statistical model.
B. Problem formulation and definitions
Support size estimation is ill-posed as there might be a large set of symbols with infinitesimally small probability, which can never be detected with any finite number of samples. To overcome this, following [14] , [16] , [18] , we focus on distributions where every non-zero probability is lower-bounded. Formally, we restrict ourselves to ∆ k , the set of distributions such that all non-zero symbols have probability ≥ 1/k. By the law of total probability, distributions in ∆ k have support size upper-bounded by k.
Support size estimation has been studied in a number of different statistical models, including multinomial [19] , Poisson, and Bernoulli-product models [5] . Following [1] , [20] , we study the problem in the Poisson sampling model, where the number of observed samples N is a Poisson random variable with known mean n. Under Poisson sampling, the multiplicities of symbols N x (X N ), x ∈ X , are independent random variables, N x (X N ) is Poisson with mean np x . The independence of multiplicities comparatively simplifies the MSE analysis. We believe similar results should hold for the other above stated statistical models.
For a distribution P and an estimatorŜ(X N ), we measure the performance of the estimator in terms of MSE, given by
and the worst case MSE over all distributions is
The simple plug-in estimator only takes into account the number of seen symbols and does not try to predict the symbols that are not observed yet. In this context, Efron-Thisted [6] and Chao [1] , observed that support size estimation is closely related to the problem of unseen species estimation, where the goal is to estimate the number of symbols that have not yet appeared and will appear in the future,
Given an estimatorÛ (X N ) for U (X N , P ), one can estimate the support size viaŜ pl (X N ) +Û (X N ).
Let the prevalence or finger-print ϕ i (X N ) denote the number of symbols with non-zero probability that appeared i times.
and for i = 0, ϕ 0 (X N , P ) x∈X 1 Nx=0 1 px>0 . With this notation, S(P ) = ϕ 0 (X N , P )+ i≥1 ϕ i (X N ), the plug-in estimator,Ŝ pl = i≥1 ϕ i (X N ), and U (X N , P ) = ϕ 0 (X N , P ).
Hence, for estimators of the form in (3),
and the error in estimating the support is same as the error in estimating the unseen symbols. Similar to (2), we define the worst case mean squared error in estimating the unseen symbols by
and hence for the support estimatorŜ =Ŝ pl +Û ,
Chao [1] proposed the following estimator to estimate the number of unseen symbols 1 ,
which has a rational form and is not in the class of linear estimators. To understand the Chao estimator, first observe that
By the Cauchy-Schwarz inequality,
Hence,
, and thus is a lower bound on the expected number of unseen symbols. Since, expectations are not available, Chao proposed to use ϕ 2 1 2ϕ2 as an estimator for ϕ 0 . 1 We use Nx and ϕ i to abbreviate Nx(X N ) and ϕ i (X N ) for simplicity.
II. RESULTS
Before we state results for the Chao estimator, we first state a folklore result on the performance of the plug-in estimator. The lower bound follows by analyzing the MSE for uniform distribution over k elements and the upper bound follows by the convexity of the function p → e −np . Lemma 1. For the plug-in estimatorŜ pl defined in (1),
Observe that the Chao estimator is undefined if ϕ 2 = 0. To circumvent this, we consider the closely related modified Chao
The analysis of MSE for the Chao estimator and the modified Chao estimator are involved, as they are rational functions over the prevalences. Furthermore, the prevalences are dependent on each other. By developing new tools to analyze the expectation of ratios of functions of prevalences, we show the following.
Theorem 2. For the modified Chao estimator,
For the non-asymptotic regime of interest, where n = Ω(k), (n, k) is o(k 2 ) and the first term dominates. Hence, for n = Ω(k), the Chao estimator has better worst case MSE than the plug-in estimator. Furthermore, when n ≥ k, the worst case MSE of the Chao estimator is at least a factor (k/n) 2 lower than the worst case MSE of the plug-in estimator (Lemma 1) and, for n k, the worst case performance of the Chao estimator approaches that of the plug-in estimator.
We note that the best estimator for support size and the unseen species problem achieves the worst case MSE
and is achieved by the Chebyshev linear estimator [16] that is obtained by the approximation properties of Chebyshev polynomials. An empirical comparison of three estimators: plug-in, Chao, and Chebyshev estimators is shown in Fig. 1 . The Chebyshev estimator is parameterized by constants c 0 and c 1 which we choose as 0.45 and 0.5 as suggested in [16] . The distributions are chosen from ∆ k with k = 10 4 . We consider (i) the uniform distribution on k symbols, (ii) the Zipf(1) distribution with probability of the i th symbol proportional to i −1 , (iii) the geometric distribution with probability of the i th symbol proportional to α i−1 where α = 1 − k −1 , and (iv) an even mixture of two uniform distributions, with probability of half of the symbols as k −1 and the other half as 3k −1 . From Fig. 1 , the convergence rate of the modified Chao estimator is seen to be higher than that of the plug-in estimator over the distributions we considered. However, with the exception of the uniform distribution, the Chebyshev estimator outperforms the modified Chao estimator. In the rest of the paper, we sketch the proof of Theorem 2. A detailed exposition is available in the extended version [21] .
III. PROOF SKETCH
The MSE of the modified Chao estimator can be written as
Analyzing the above quantity is difficult as it involves rational functions of prevalences. A natural question to ask is how good are the approximations:
We expect such approximations to hold when E[ϕ 2 ] is large. Motivated by this, we divide the proof of Theorem 2 into two cases based on E[ϕ 2 ]: Case I. E[ϕ 2 ] ≥ n a , where a is a constant that is determined later. In this case, the prevalences concentrate around their mean. Case II. E[ϕ 2 ] < n a . In this case, both the number of unseen elements and the estimates are small.
A. Analysis for Case I
We first analyze the case where E[ϕ 2 ] is large. Instead of asking when approximation (5) holds, we generalize and ask if expectations involving such rational functions of prevalences hold. Let Φ poly be a homogeneous polynomial of degree d in ϕ i with positive coefficients, and let Φ linear be a linear function of prevalences of the form
Then for any non-increasing function f ,
Further, note that if the function f is smooth and has small derivative around E[Φ linear ], then Theorem 3 implies that
In addition to (7) of Theorem 3, which only holds when f is concave, we develop one more such upper bound when f is not concave. Define V as the space spanned by the functions {1, (x + 1) −1 , ((x + 1)(x + 2)) −1 , . . . } over R ≥0 . Functions
The above two theorems can be used in other scenarios where expectation of rational functions of prevalences are required, such as computing the expected KL risk for Good-Turing estimators [22] . We outline the proof of the above two theorems in Section IV. Using Theorems 3 and 4, we approximate E(Û mc , P ) and relate the expectation of ratios (resp. products) to ratio (resp. product) of expectations as required in Eq. (5) . This results in the following lemma.
Lemma 5. For the modified Chao estimator, defining σ
Proof. Simplify the expression for E(Û mc , P ) by (a) using Thus, to bound the MSE of the Chao estimator, we need to bound
The upper bound follows by using Cauchy-Schwarz inequality similar to (4) . The lower bound is more involved and a sketch is given in Section V. Combining Lemmas 5 and 6 and assuming E[ϕ 2 ] ≥ n 4/5 results in Theorem 2 for Case I.
B. Analysis for Case II
If E[ϕ 2 ] is small, then it is not possible to prove general results as in Theorem 3 and say that the MSE must be small. The case Φ poly = ϕ 2 1 and Φ linear = ϕ ∞ illustrates this claim, since E[Φ linear ] is always 0, but the MSE ≈ E[Φ poly ] can be as high as Θ(k 4 ) for a certain range of n. So, modifying our approach for small E[ϕ 2 ], we show that both the Chao estimate and the number of unseen symbols are small. The above lemma proves Theorem 2 for Case II. Combining Lemmas 5, 6 and 7 results in Theorem 2. In the rest of the paper, we prove Theorems 3, 4 and Lemma 6.
IV. PROOF SKETCH OF THEOREMS 3 AND 4
The degree-d, homogeneous Φ poly can be expressed as
Note that S(x d ) and T (i d , x d ) do not involve any common N x terms and are independent. Taking expectations in (11) and using the independence,
].
(12) The above equality is the main starting point for the proofs.
A. Proof Sketch of Theorem 3
Since
Using the above in (12) , we get the lower bound in (6) . If f is concave, by Jensen's inequality,
For u ∈ X and j ≥ 1, P (N u = j) = j j e −j /j! ≤ 1/ √ 2πj by Stirling's approximation. So, we have E[T (i d , x d )] ≥ E[Φ linear ] − dσ. Using this along with (14) in (12) , since f is non-increasing, we get the upper bound.
B. Proof Sketch of Theorem 4
If f is not concave, arriving at upper bounds as in Theorem 3 is less straightforward. However, they are necessary to analyze Chao estimator as the function (1 + ϕ 2 ) −2 in (5) is not concave. An additional property of Φ linear is required to arrive at upper bounds on the approximation error for such functions.
Observe that Φ linear = i≥0 β i ϕ i can be expanded as
where each Y x is a discrete random variable that takes value β i with probability P (N x = i). The restriction of β i ∈ [0, 1] for Theorem 4 implies that Supp(Y x ) ⊆ [0, 1]. In the Poisson sampling model, the random variables Y x , x ∈ X , are independent. So, Φ linear is the sum of independent discrete random variables each supported on some subset of [0, 1]. We term such random variables as generalized Poisson binomial random variables. The crucial result is the following.
Proof. See the extended version [21] for a proof.
Let f r (X) = r j=1 (X + j) −1 , f 0 (X) = 1. It is easy to see that
Using Lemma 8 r times, we get
Note that T (i d , x d ) is a generalized Poisson binomial random variable and satisfies Lemma 8. Since
Using the above in (12) concludes the proof.
V. PROOF OF LEMMA 6
The upper bound in Lemma 6 follows from the Cauchy-Schwarz inequality similar to (4) . We now show the lower bound. By Jensen's inequality,
Hence it suffices to lower bound the RHS above. Note that we have dropped the x λ x = n constraint satisfied by {λ x }. Therefore, the optimal solution to Problem P.1 will be a lower bound to B. The Lagrangian for Problem P.1 is:
By differentiating the above Lagrangian, we can show that λ x can take one of the following three values: .
By optimizing B over distributions with the above three values of λ x 's, we can show the lower bound. The details are in [21] .
VI. CONCLUSION
We analyzed the worst case MSE of the Chao estimator and showed that it is a factor of O(k/n) 2 smaller than that of the plug-in estimator. To upper bound the MSE, we proposed a new method to analyze rational estimators of properties of discrete distributions, which can be of independent interest.
