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Nomenclature
Roman Symbols Deﬁnition S.I Units
x Horizontal cordinate [m]
y Vertical cordinate [m]
z Cross cordinate [m]
∆L Characteristic length of the grid [m]
t Time cordinate [s]
∆t Time-step [s]
∆t∗ Non-dimensional time-step -
Re Reynolds number −
Ue Free-stream velocity value [m/s]
| V | General velocity norm [m/s]
U Horizontal velocity component [m/s]
V Vertical velocity component [m/s]
Vl Velocity lag (PIV) [m/s]
Up Velocity particles (PIV) [m/s]
Uf Velocity ﬂuid (PIV) [m/s]
dp Average diameter particles (PIV) [m]
q Normalized diameter particles (PIV) -
y+ Non-dimensionalized normal distance -
C. Courant number -
D Drag force per unit length [N/m]
L Lift force per unit length [N/m]
CL Lift coeﬃcient -
CD Drag coeﬃcient -
CLrms Root-mean-square value of lift coeﬃcient -
Cd Average drag coeﬃcient -
LR Non-dimensional recirculation length -
Cp Pressure coeﬃcient -
Cpb Base pressure coeﬃcient -
Cpf Frontal pressure coeﬃcient -
St. number Strouhal number -
p Pressure force [N/m2]
pe Free-stream pressure value [N/m
2]
Sij Strain rate tensor [1/s]
Wij Rotation rate tensor [1/s]
Rij Anisotropic stress tensor [m
2/s2]
I Identity matrix -
f Frequency [1/s]
fk Von Karman frequency [1/s]−→
fm Mass force [N/m
3]
nˆ Unity normal vector [m]
dS Inﬁnitessimal surface [m2]
rϕ Non-scaled residual of state variable ϕ [units ϕ]
Rϕ Scaled residual of state variable ϕ -
Greek Symbols Deﬁnition S.I Units
ρ Density of the ﬂuid [kg/m3]
ρp Density particle (PIV) [kg/m
3]
λ Wavelength laser (PIV) [m]
φ Diameter length cylinder [m]
µ Dynamic viscosiy of the ﬂuid [kg/ms]
ν Kinematic viscosity of the ﬂuid [m2/s]
νt Turbulent viscosity [m
2/s]
τw Skin friction of the wall [kg/ms
2]
θsep Average angle of separation [º]
θˆamp Amplitude of the separation angle oscillation [º]
σij Shear stress tensor [m
2/s2]
τij Turbulent Reynolds stress tensor [m
2/s2]
κ Turbulent kinetic energy [m2/s2]
ω Dissipation per unit turbulent kinetic energy [1/s]
ε Turbulent energy dissipation rate [m2/s3]
ν˜ Spalart-Allmaras turbulent viscosity [m2/s]
dΩ Inﬁnitessimal volum [m3]
εr Relative error -
| −→$ | Angular velocity norm [rad/s]
α Non-dimensional angular velocity norm -
Abbreviations Deﬁnition
CCD Charged Coupled Device
CFD Computational Fluid Dynamics
CMOS Complementary Metal-Oxide Semiconductor sensor
DES Detached Eddy Simulation
DNS Direct Navier-Stokes simulation
DSM Diﬀerential Second order Moment turbulence model
HWA Hot Wire Anemometry
κ− ε k-epsilon turbulence model
κ− ω k-omega turbulence model
LDV Laser Doppler Velocimetry
LES Large Eddy Simulation
NACA National Advisory Comitee for Aeronautics
PIV Particle Image Velocimetry
PSP Pressur Sensitive Paint
RANS Reynolds-Averaged-Navier-Stokes equations
SA Spalart-Allmaras turbulence model
SSH Secure SHell
SST Shear Stress Transport turbulence model
URANS Unsteady-Reynolds-Averaged-Navier-Stokes equations
2D Two-dimmensional case
3D Three-dimmensional case
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1 Aim of the project
This project aims on solving the incompressible circular cylinder at sub-critical range with URANS
approach.
Firstly, the project discusses the validity of such approach comparing numerical results with
previous data found on the literature and in-house experimental PIV measurements.
And secondly, the project develops a non-intrusive load measurement methodology suitable
for PIV, and validates the method with the numerical solution of the 2D circular cylinder with
URANS.
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2 Abstract
The present work discusses the validity of the 2D circular cylinder problem in sub-critical range
solved with URANS approach. Fluent is used as the numerical software and results are compared
in the context of previous results found in the literature and experimental in-house PIV measure-
ments.
As it has been found and discussed later in this project, controversy is present in the literature
regarding results when URANS are employed in the 2D circular cylinder. However, these turbu-
lence models and 2D assumptions are still used in the industry and hence it is of crucial importance
to understand their limitations. Moreover, in the publications, there are some discrepancies re-
garding the independence of the results.
For this reason, in this project, a method for testing the independence of the numerical results
is proposed and evaluated, studying the domain, grid density and time-step in a proposed order.
A better mesh quality is obtained in this work compared to other meshes found in the literature,
which consist in manual adaptation on the separation zone, perfect orthogonality in the boundary
layer, utilization of only Low-Reynolds models, which means no wall functions are applied, and
an increase of grid points (almost three times as much when compared to previous works). This
should lead to a better representation on the separation of the boundary layer.
Once the test interdependency has been carried out at Reynolds 3900, diﬀerent URANS models
are compared, which are Spalart-Allmaras, Shear Stress Transport and Reynolds Stress models.
The three diﬀerent models are tested with a comparison on global parameters and with more detail
on the prediction of the components of the Reynolds stresses.
With Spalart-Allmaras, the diagonal of the Reynolds stress has been found to be isotropic.
With the Shear Stress model the diagonal terms are restricted so that the out-of-plane component
always lies in the middle of the ﬁrst and second component. And with Reynolds Stress model no
isotropy is found since each of the components are integrated separately with each transport equa-
tion. Hence, Boussinesq approximation is found to be signiﬁcantly restrictive in the 2D problem.
Comparison with PIV measurements has lead to an under-prediction of the recirculation bubble
enforced by the SST turbulence model.
For Reynolds 3900, the 3D induced errors are assessed by means of a comparison of the respec-
tive 2D and 3D case. The bidimensionality of the 3D case has been found to be applicable only
right in the middle cross-plane, while the cross-planes placed at one quarter and three quarters
of the cross length have the maximum cross velocity ﬂuctuations. Hence, with this study, it can
be concluded that special care must be taken when studying 2D-PIV on the proper placing of the
plane under study in order to assume bidimensionality.
Further on in this project, a general formulation for obtaining loads only from velocity data is
developed. The starting point of the formulation are the Navier-Stokes equations in integral form.
Such formulation would allow a non-intrusive load measurement by the combination of the present
formulation with PIV measurements.
Since the formulation is developed in a general way, no assertions are assumed during the
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derivation of the formula and hence it can be applied to unsteady ﬂows, and even when turbulence
is present.
The formulation is tested with Fluent with diﬀerent Reynolds numbers for a 2D circular cylin-
der.
Simpliﬁed formulations as Jone's theorem for computing drag by means of the integration of
the wake proﬁle, and Kutta's theorem for computing lift by means of the circulation around the
body are compared to the developed formulation, and reductions on errors are assessed.
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3 Justiﬁcation
The study of ﬂow past a circular cylinder has been for long and it is still now a hot topic in
ﬂuid dynamics. Although it seems to be an easy study due to its simplicity in geometry, it is not
rare currently to ﬁnd a large amount of publications about circular cylinders being published and
discussed. The main reasons for the interest in such a problem are the following:
First of all, it is well known that circular cylinders are widely used in engineering, from tall
buildings, chimneys, structural struts, heat exchange tubes and chemical mixing components to
newly oﬀshore structural legs for high-performance wind-turbines. An example of this current
investigation for new structures can be shown with the work of F. Van den Abeele and J. Vande
Voorde [1], where the study of the conﬁguration of oﬀshore structures in shallow waters such as
oil and gas platforms is performed, with the importance of the ﬂuctuating loads that compromise
the stability of these structures.
Secondly, studying the ﬂow past a circular cylinder has been used as a benchmark test for
commercial or in-house coding software. An important feature of this type of ﬂow is the onset
of turbulence at low Reynolds number, which allows solving LES or even DNS at relative low
computational cost, since it is well known that the dependency of computational cost increases
exponentially with Reynolds number. It is familiar therefore to ﬁnd in the literature comparisons
between DNS, LES or URANS data for a pre-deﬁned Reynolds number, or even diﬀerent URANS
turbulence models [2]. Moreover, a circular cylinder cannot only undergo transition, but can experi-
ence as well shear layer separation, reattachment, shear layer instabilities, unsteadiness and vortex
shedding, ﬁtting perfectly well this problem as a benchmark due to its large variety of ﬂow regimes.
Finally, and most important, as it can be observed in the literature, there seems to be no
global consensus in results for this ﬂow [3]. This has increased the number of current publications,
concluding that some turbulence models seem to be well-conditioned for some type of ﬂows but
not accurate in other regions of the same ﬂow. This has also lead to the development of hybrid
turbulence models, where two diﬀerent models are switched depending on the region of the ﬂow.
Regarding the general formulation on loads computation from only velocity data, the justi-
ﬁcation is evident due to the beneﬁts such method would provide as a novel non-intrusive load
acquisition.
Nowadays, numerical ﬂuid simulations are almost always present in the industry in order to
develop new prototypes, from big structures as cars to small CPU devices where a correct conﬁg-
uration of the small cells is essential in order to allow good convection of the heat [27]. However,
it is also well known that for big structures, wind tunnel testing must be carried out in order to
obtain the design certiﬁcate, since signiﬁcant errors are always induced by the CFD simulations.
Moreover, wind tunnel testing is not free of errors. Some wind tunnel errors are: blockage ratio
interferences induced by the walls, errors induced by bias on the calibration, or even ﬂow distur-
bances produced by the surveys. This last error can be eliminated if a non-intrusive technique is
developed, which means to compute loads without introducing surveys like Hot Wire Anemome-
ters, pressure rakes or balances.
First of all, interferences induced by HWA, pressure rakes, Pitot tube, or even structural sup-
ports for the balance would be eliminated since such structures would not be required in order to
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determine the overall loads. This would lead to a smaller uncertainty of the wind tunnel results
which would improve the reliability on such tests.
Secondly, a general formulation could permit setting the path quite close to the wall, allowing
experiments in conventional wind tunnels, without the necessity to study the far wake.
Finally, local information could be interpreted in order to point out which parts are introducing
greater loads. For example, separation or reattachment zones could be identiﬁed, and the stream-
lines could be obtained for re-constructing a new surface with enhanced aerodynamics.
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4 Scope
In this project, the following tasks will be addressed:
• A literature review of previous works and discrepancies regarding ﬂow past a circular cylinder
with numerical methods such as RANS, LES, DNS and hybrids.
• A physical description of the Von Karman vortex shedding.
• A general method for verifying the independence of the numerical results will be proposed
and carried out for a predeﬁned Reynolds of 3900 in a 2D case.
• Diﬀerent URANS models will be compared and discussed, giving insight to the properties of
the turbulent Reynolds stress induced by the Boussinesq approximation if applied.
• Diﬀerent numerical results of the ﬂow past a circular cylinder with diﬀerent numbers of
Reynolds will be run and compared with existent PIV data.
• A 3D case for Reynolds 3900 will be run and the deﬁciencies of the 2D cases will be evaluated.
• A literature review on load measurements in wind tunnel both intrusive and non-intrusive.
• A formula will be developed to compute loads from an external path with velocity and
pressure as data.
• A brief insight on the computation of loads only from velocity data will be given.
• The formula will be tested using CFD Fluent in steady and unsteady both laminar and
turbulent ﬂows, in the case of ﬂow past a circular cylinder.
• The formula will be compared with Jone's and Kutta's theorems in terms of accuracy.
• Conclusions of the validity of such a method will be discussed.
With these tasks, conclusions will be extracted and a position will be taken for both the validity of
URANS/RANS approximation in the 2D circular cylinder and on the applicability of non-intrusive
load measurements using PIV technique.
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5 Introduction
In this section, the project structure is commented and some literature review is considered for
the study of the circular cylinder in sub-critical range and the experimental load measurement
separately.
5.1 Project structure
This project can be simpliﬁed in three major sections:
• Theory development
• Numerical study
• Experimental validation
with the following subsections depicted in ﬁgure 1:
Fig. 1: Project structure.
5.2 State of the art I: circular cylinder in sub-critical range
This project focuses on the discussion of recent studies that have been carried out regarding ﬂow
past a circular cylinder. However, it is important to mention as well, four pioneer authors that
have contributed to the current state of the art of this problem: Von Kàrmàn (1912), who studied
the stability of the vortex street, Bloor (1964) who studied how the characteristic length of the
vortex formation depends on Reynolds number, and Gerrard (1966) who explained how the vortex
shedding occurs and how the two initial vortex drag each other.
As it was stated before, this problem is still a hot topic, which means that diﬀerent studies have
been carried out and discussed with diﬀerent results. Moreover, the experience has shown that
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the experimental technique that better suits the vortex shedding phenomenon are the HWA (Hot
Wire Anemometry), PIV (Particle Image Velocimetry), and LDV (Laser Doppler Velocimetry).
Regarding computational simulations, both commercial software and in-house coding have been
widely used.
The best feature of HWA is the achievement of samples at very high frequency, which makes
this technique suitable for the study of unsteadiness of the ﬂow at a single point. On the other
hand, PIV technique allows obtaining the velocity ﬁeld of the whole ﬂow at the same time. For
these reasons, HWA has been widely used to detect shear-layer frequencies of the Von Karman
vortex street, whilst PIV has been mostly used for vorticity and velocity contours of the near-wake.
Nevertheless, the current state of the art allows obtaining high-rate PIV frames known as Time-
Resolved PIV, which has been shown to accurately obtain the detachment of the vortex along time.
More recently, in 1998, both P. Paranthoën [7] and C. Norberg [8] undertook an extensive study
on Vortex Street using LDV. On one hand, P. Paranthoën studied a small range of low Reynolds
number below 75 in order to obtain the critical value of the Reynolds number for the initialization
of Vortex Shedding, which stated to be approximately around 43. LSV data was compared with
Hot-Wire measurements, and the recirculation length is computed for the range of the studied
Reynolds. A universal representation of averaged streamwise velocity on the centerline of the wake
is postulated deﬁning a non-dimensional x position by means of the recirculation length, which
means that this velocity proﬁle seems to be coincident for any Reynolds number within this range
if the deﬁned non-dimensional x position is used. On the other hand, C. Norberg studied Reynolds
from 1.5·103 to 104. Both averaged and root-mean-square values of the velocity proﬁles are studied
and a transition at Reynolds number of 5·103 is observed. This transition is supported on the paper
due to the presence of two peaks on the average streamwise velocity on the centerline for Reynolds
number inferior to this Reynolds value, and just one peak for greater Reynolds. The ﬁrst peak
seems to become a point of inﬂection for larger Reynolds.
In 2004, two publications appeared dealing with the controversy in numerical and experimental
results in vortex shedding. Ming-Hsun [9] studied the laminar vortex shedding for Reynolds num-
bers lower than 280, explaining the discrepancy in values of the separation angle at this range. He
points out a gap up to 150 when previous works of Coutanceau & Bouard (1977) and Grove et al.
(1964) are compared. Unambiguously, in Ming-Hsun work, the averaged separation angle lays ex-
actly in the middle of the gap of previous authors' data, with the amplitude of the separation angle
ﬂuctuation ﬁtting previous works, as it can be seen in ﬁgure 2. Hence, in this work it is concluded
that ﬂuctuations in the separation angle were not taken into account previously, and also shows
that the blockage ratio is not the reason of the conﬂict of the previous data since numerically, using
Navier-Stokes laminar incompressible equations, it has been shown that for Reynolds number of
150, a blockage ratio of 10% only displaces 0.50 the separation angle. Apart from the numerical
simulation, the separation point is also studied via direct exposure of soap-ﬁlm ﬂow visualization,
depicted in ﬁgure 3 and ﬁgure 4.
5 Introduction 11
Fig. 2: Comparison of numerical separation angle and experimental data from the literature versus
Reynolds number. Extracted from Ming-Hsun Wu's work [9].
Fig. 3: Soap-ﬁlm ﬂow visualization picture at Re=35 (laminar-steady regime). Extracted from
Ming-Hsun Wu's work [9].
Fig. 4: Soap-ﬁlm ﬂow visualization picture Re=100 (laminar-vortex-shedding regime). Extracted
from Ming-Hsun Wu's work [9].
And in the same year, M. E. Young [10] studied the inﬂuence on the level of turbulence at
the inlet for the 2D circular cylinder problem. He proved that slight changes on these levels of
turbulence lead to diﬀerent Strouhal and aerodynamic load coeﬃcients.
In 2006, S. Dong [11] undertakes a more extensive work in the determination of shear-layer
frequencies that appear in the near-wake of the circular cylinder. Both DNS and PIV are used
for Reynolds 3900/4000 and 10000. In this work it is observed that the principal features of all
quantitative patterns of turbulence move upstream with increasing value of Reynolds number.
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Shear-layer frequencies are obtained and the dependence of Reynolds number agrees fairly well
with a power-law with exponent 0.67. The shear-layer frequencies are associated with the appear-
ance of small-scale vortex in the near wake, depicted in ﬁgure 5, which introduce a broadband peak
in the spectrum for Reynolds 3900, and a `plateau' structure for Reynolds 10000. It is also pointed
out the only existence of the second harmonic of the Strouhal number in the average streamwise
velocity of the centerline location of the wake, but not in the average crossﬂow velocity, see ﬁgure
6. Finally, when applied DNS at Reynolds 10000, frequencies smaller than the Strouhal number
can be observed in lift and drag coeﬃcient time-histories.
Fig. 5: Instantaneous velocity vector plot in a two-dimensional plane from DNS at Re=3900. Ex-
tracted from S. Dong's work [11].
Fig. 6: Velocity power spectra at the point x = 0.54 and y = 0.65 in the shear layer, averaged
along the spanwise direction. Extracted from S. Dong's work [11].
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Fig. 7: Power spectral density of streamwise and crosswise velocity at point x = 3.14 and y = 0.4
. Extracted from S. Dong's work [11].
In 2007 an important but at the same time ambiguous publication appears by Con Doolan [12].
It is commonly stated in publications that Spalart-Allmaras is a convenient URANS model for Von
Karman vortex street when turbulence applies, ﬁrstly because it is an inexpensive computational
cost URANS method (only one linear-additional turbulence equation), and secondly because it is
a low-Reynolds method, which means that no wall functions are applied, i.e. the equations are in-
tegrated through the sub-boundary layers to the wall. Since separation and reattachment regimes
are present on this problem, wall functions are expected to fail introducing high errors, and hence
it is better to use a low-Reynolds method and integrate the full boundary layer with a ﬁner mesh.
However, in Con Doolan's work, Spalart-Allmaras is used in the two-dimensional circular cylinder
problem at Reynolds 3900 stating the highly underestimation of main-recirculation bubble length,
obtaining a value of recirculation length of 0.345 compared to expected values of 1.3 present in
previous experiments at this Reynolds. However, other publications have obtained greater estima-
tions of the recirculation length using Spalart-Allmaras, and since this publication does not give
details on mesh independence, this publication can be called into question.
Later on, in 2008, Philippe Parnaudeau's work [13] states that discrepancy on numerical me-
thods and experiment measurements can be linked to the lack of convergence on the recirculation
length determination, which needs at least 57 vortex shedding to converge for Reynolds 3900. In
this simulation, LES was used and compared with HWA and PIV measurements.
Detached-Eddy Simulation is applied on both Vit Honzejk's work [13] in 2009 and in SolKeun
Jee's work [2] in 2012. Vit Honzejk uses hybrid Spalart-Allmaras LES, and SolKeun Jee uses
hybrid υ2 − f LES method which incorporates the anisotropy of the near-wall turbulence thanks
to a non-linear turbulence additional equation. Both works exhibit results within the literature
range, trading of computational expensiveness and accuracy.
The present use of URANS in this problem can be justiﬁed with the work of B. N. Rajani [14]
in 2012. In this publication, the validation of 2D-URANS for incompressible ﬂow past a circular
cylinder is investigated, and it is concluded that the separation of the boundary layer is predicted
further downstream with URANS approach when compared with experimental data.
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5.2.1 Future directions
Three additional publications are separated due to its major interest, all three capable of producing
great impact on this matter.
First of all, in 2004, Saud Khashan [15] compares the steady-state values versus the averaged
time-accurate values in the circular cylinder problem. Actually, it is quite common in the industry
to assume steady-state problems when small unsteady perturbations are present, but in case of
vortex shedding the unsteadiness is clearly predominant. For this reason, the unsteadiness is only
stabilized with high diﬀusive schemes such as Standard κ − ε URANS approach. The conclusion
of this paper is the surprisingly small diﬀerence in values when comparing assumed steady-state
and averaged time-accurate variables, see ﬁgure 8. This would save an important time of unsteady
simulations if only averaged values are desired.
Fig. 8: Time-averaged, steady-state, and experiment-time-averaged values of streamwise velocity
in the centerline of the wake. Extracted from Saud Khashan's work [15].
Another important paper appears in 2008 with an extensive study of Tiancheng Liu [16] apply-
ing the Lattice Boltzmann method to the circular cylinder problem. This CFD method solves the
discrete Lattice Boltzmann equation instead of the Navier-Stokes equation, simulating the collision
against particles instead of discretizing a supposed continuous medium. Further studies on this
method have derived Navier-Stokes equations from Lattice Boltzmann equation at small Knudsen
number. This approach could give new results of vortex shedding without solving Navier-Stokes
equation, which seems of major interest. In Tiancheng Liu's work it is proved that vortex shedding
is detected with this new method, see ﬁgure 9, and results close to experimental data are obtained.
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Fig. 9: Periodic variety of ﬂow around a circular cylinder at Re=3900. Extracted from Tiancheng
Liu's work [16].
In 2012, the work of Douvi C. Eleni [17] deals with transition to turbulence. Commonly-used
RANS methods do not predict transition, and full turbulent ﬂow is assumed when applying these
methods for transitional problems. In Douvi's work, a manual transition with Fluent is applied
on the NACA 0012 airfoil for the prediction of transition point, comparing numerical and exper-
imental drag coeﬃcient. This manual partition can be seen in ﬁgure 10 . This manual transition
has not been investigated yet in the literature for the circular cylinder problem, and thus, a new
contribution of results would be relevant for a better understanding of the problem. A-priori, this
application would allow full laminar boundary layer in the vicinity of the wall as occurs in reality.
Fig. 10: Manual volume partition for detecting transition on NACA 0012. Extracted from Douvi
C. Eleni's work [17].
5.2.2 Controversy on numerical results for Reynolds 3900
In table 1 the numerical results of Strouhal number, averaged separation angle θsep, recirculation
length LR, pressure coeﬃcient at the base point Cpb and average drag coeﬃcient Cd are compared
with four publications:
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Study St. Number θsep LR Cpb Cd
DES SolKeun [2] 0.214 89.4º 0.841 -1.16 1.18
LES Parnaudeau [3] 0.208 ±0.001 - 1.56 - -
DNS S. Dong [11] 0.203 - 1.12 -0.96 -
SA Con Doolan [12] 0.232 - 0.345 - 1.587
Tab. 1: Controversy on numerical results for Reynolds 3900.
As it can be observed in table 1, the values on recirculation length LR diﬀer signiﬁcantly. Par-
naudeau [3] predicts a value that is almost two times as much as SolKeun's prediction [2].
Moreover, Con Doolan [12] predicts a value for LR that lies an order of magnitude below other
publications. See table 1.
5.3 State of the art II: experimental load measurements set up
First of all, it must be noted that the common way to measure loads in a wind tunnel is with an
external balance or an internal balance in order to reduce interferences. More sophisticated tech-
niques obtain the loads from high-stressed ﬁne wires that support the body under study. However,
the transformation matrix which relate the forces on the wires with the load exerted on the body
at the desired direction changes with the wire position and hence with every set up. Moreover, it
might be challenging to keep the obstacle steady with ﬁne wires.
Another way to compute forces is indirectly, which doesn't mean to be non-intrusive. For
instance, forces can be measured by means of a Pitot pressure rake far on the wake and relate the
loss in momentum with the drag force. Another indirect measurement would be to substitute the
Pitot pressure rake with Hot Wire Anemometers.
5.3.1 Non-intrusive load measurements
An example of non-intrusive load measurements is Pressure Sensitive Paint (PSP) which consist
in impregnating the obstacle with luminescent molecules that change color in the visible range
depending on the pressure that it is exerted on them. However, skin friction is no accounted.
Another non-intrusive load measurement found in the literature consist in using PIV technique
and Jone's formulation to compute drag force [29]. Jone's formulation allows to compute drag
coeﬃcient by means of the computation of the velocity proﬁle on the wake, which can be easily
obtained by PIV measurements.
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6 Flow past a circular cylinder
Although the circular cylinder is a very simple geometry, it has been recognized as a perfect and
sometimes decisive test for numerical codes and experimental acquisition instruments due to the
complex ﬂow motion that can appears on it, from instabilities on the boundary layer, to separa-
tion and reattachment bubbles on the rear part of the cylinder, vortex shedding and shear layer
instability.
Moreover, the ﬂow close after the cylinder is not symmetric, although the incoming velocity
can be strictly symmetric. This can arise some questions as why an asymmetry can arise from
a symmetric geometry and boundary condition. This question and more will be discussed in the
following sections as an introduction.
6.1 Von Karman vortex shedding
When a circular cylinder is immersed in an apparent steady-symmetric ﬂow with a velocity higher
than the so called critical velocity, the ﬂow becomes unsteady and instantly not symmetric, leading
to the detachment of vortex that originate in the boundary layer of the rear part of the cylinder
and diﬀusing and attenuating at some length of the order of some cylinders downstream. Actually,
this phenomenon is quite interesting, since it seems but does not- violate the Curie Dissymmetry
Principle, which states that a physical eﬀect cannot have a dissymmetry absent from its eﬃcient
cause. This principle is for instance widely used in structural analysis, temperature conduction
problems and CFD analysis where some structures can be considered with symmetric geometry
and properties with respect to a pre-determined plane, and in case the loading, the heat or input
velocity is also symmetric, the deformation, temperature or velocity ﬁeld distribution is known
a-priori to be symmetric as-well, and therefore half-structure can be simulated instead of the full
structure if applying the proper conditions on the edge of symmetry.
In fact, in nature it is impossible to obtain perfectly symmetric ﬂows, and hence it seems
reasonable that asymmetric perturbations will be present in the inlet ﬂow and will lead to the
unsteadiness and initialization of the vortex shedding in the upper or bottom side of the cylinder.
However, it seems reasonable as well, that since the initialization is due to small and arbitrary
perturbations, the regime that the ﬂow reaches at some time after the initialization of the ﬂow will
be independent of the initial perturbations.
On the other hand, CFD errors like truncation errors and ﬂoating point errors are obviously not
governed by any equation that guarantees symmetry in any direction of the ﬂow, and therefore are
going to introduce a small amount of asymmetry in the data, leading as well to the initialization of
vortex shedding if the velocity is properly chosen, i.e. the velocity is such that the perturbations
introduced in the velocity ﬁeld cannot be damped by the viscosity.
In case a dimensional study of the problem is carried out, it is more convenient to deﬁne a
critical Reynolds number value rather than a velocity value for the onset of vortex shedding. This
critical Reynolds number is approximately 49, where Reynolds number is deﬁned as follows:
Re =
ρUeφ
µ
(1)
Where ρ refers to the free-stream density, Ue the inlet velocity, φ the diameter of the cylinder
and µ the molecular dynamic viscosity of the ﬂuid.
6 Flow past a circular cylinder 18
Therefore, in case this critical Reynolds number is surpassed, vortex shedding begins to appear
on the wake, leading to diﬀerent regimes depending only on Reynolds number. However, the
unique dependence of Reynolds number is only valid in case of an ideal cylinder, which means
inﬁnite cylinder, with perfectly smooth surface, and zero blockage ratio.
6.1.1 Sub-critical regimes
When increasing Reynolds number, unsteadiness and instabilities become stronger, ﬁrst appearing
vortex shedding, then transition to turbulence closer to the cylinder surface and ﬁnally turbulent
boundary layer. However, in this project only sub-critical regimes are studied, which are regimes
with full laminar boundary layer.
These regimes are observed for Reynolds numbers lower than 3·105.
There have been not only diﬀerent regime classiﬁcations in the literature, but diﬀerent Reynolds
number bounds according to diﬀerent authors. These discrepancies can be linked to experimental
uncertainties, surface roughness, blockage ratio errors and perturbations introduced by the ends
of the cylinder which are known to introduce 3D wave-like perturbations. Here, the classiﬁcation
is supported by the work of Williamson [30].
The diﬀerent regimes are as follows:
• Creeping ﬂow ( Re < 5 )
For Reynolds lower than 5, no separation is observed and the ﬂow is symmetric with re-
spect to the incident axis of the incoming velocity. Hence, this narrow band is the only range
of applicability of potential theory.
Fig. 11: Creeping ﬂow regime. Extracted from Sumer et al. [31].
• Laminar steady regime ( 5 < Re < 49 )
In the laminar steady regime, two points of separation ﬂow appear on both sides of the
cylinder which create two opposing sign vortex in the near-wake. In this regime the ﬂow
is still symmetric and only one point of reattachment appears on the base suction point of
the cylinder (θ = 1800). In this regime it is also observed that the vortex formation length
increases with an increment of Reynolds number.
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Fig. 12: Laminar steady ﬂow regime. Extracted from Sumer et al. [31].
• Laminar vortex shedding regime ( 49 < Re < 190 )
When Reynolds number is slightly increased, instability on the wake appears leading to
the onset of laminar vortex shedding. In this regime, the asymmetric perturbations present
on the inlet ﬂow cannot be damped by the viscosity of the medium causing an asymme-
tric detachment of the boundary layer on the upper and bottom part of the cylinder. This
asymmetric detachment causes instantly diﬀerent vortex-intensities on the upper and bottom
vortex leading to an alternately and periodic shedding phenomenon.
Fig. 13: Laminar vortex shedding ﬂow regime. Extracted from Sumer et al. [31].
Further mathematical study of Sohankar [4] and Guo-Hui Hu [5] has recognized this instability
that leads to the initialization of the shedding as a Hopf Bifurcation, which for a not-rotating
cylinder takes places at Reynolds numbers around 45-49. In case the Reynolds number is lower
than these values, the perturbation is damped slowly as times goes by and no shedding is observed
on the long term.
• Wake transition regime ( 190 < Re < 103 )
For larger Reynolds number, instabilities appear on the near-wake such as the birth of small-
scale vortex loops that distort the primary vortex. This leads to a transition to turbulence
on the wake that gets closer to the surface of the cylinder as Reynolds increases. In this
regime the point of separation moves upstream when increasing Reynolds, increasing drag
coeﬃcient as well.
Although turbulence is obviously a three-dimensional phenomenon, the work of Prakash
Singh [6] has shown that the presence of turbulence in the near-wake is caused by Kelvin-
Helmholtz instabilities, which seem to be two-dimensional and hence supporting the study
of 2D simulations.
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Fig. 14: Wake transition ﬂow regime. Extracted from Sumer et al. [31].
• Shear layer transition regime (103 < Re < 3·105 )
This regime occurs when the transition point moves upstream from the wake and reaches the
shear layer. In this regime, the vortex formation length decreases when Reynolds is increased,
which means that the primary vortex get closer to the cylinder when increasing Reynolds.
Within this regime, the separation point moves upstream. However, the boundary layer is
still full laminar, the transition point being close after the separation point.
• Critical transition regime ( Re = 3·105 )
Finally, the transition point reaches the separation point at the critical transition Reynolds
number. This separates two major regimes: sub-critical regime with full laminar boundary
layer and post-critical regime with partially laminar and partially turbulent boundary layer.
Fig. 15: Critical ﬂow regime. Extracted from Sumer et al. [31].
An important feature of the post-critical regime is that the transition point reaches ﬁrst one of
the two separation points (bottom or upper part of the cylinder) and this asymmetry is conserved
throughout a determined portion of time giving a non-zero averaged lift coeﬃcient. Therefore,
there is an asymmetry consisting of one part of the cylinder with full laminar boundary layer and
another part partially laminar and partially turbulent. However, this regime is out of the aim of
the study of this project.
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7 Turbulence modeling
An important topic in ﬂuid dynamics is turbulence modeling, which is still universally unresolved
for high Reynolds numbers. It is well known that turbulence dynamics takes place in really small
scales, most of them out of reach if a reasonable computational cost is invested.
When dealing with turbulence, four approaches can be used: RANS/URANS (Unsteady-
Reynolds-Averaged-Navier-Stokes equations), LES (Large-Eddy-Simulation), DNS (Direct-Numerical-
Simulation) and hybrid methods.
Actually, DNS is not really a turbulence modeling, since it consist of modeling directly the ﬂow,
from the smallest dissipative scales (Kolmogorov microscales) to the largest scales which contain
the major part of the energy. This means that this method must resolve all the spatial and tempo-
ral scales of turbulence, leading to a very expensive computational cost requirement. Nevertheless,
this should be the most accurate method for solving turbulence.
RANS/URANS is the oldest turbulence model. It is mathematically derived from Navier-Stokes
equations when splitting the state variables to an average and ﬂuctuating component. Therefore,
only the averaged state variables are resolved, whilst the ﬂuctuating temporal component is sub-
stituted into the equation with a turbulent modeling via the introduction of a turbulent viscosity
or directly the Reynolds stresses. This turbulent viscosity can be related to the mean values of
the ﬂow through the Boussinesq approximation, which can introduce an additional linear equa-
tion like Spalart-Allmaras method, two additional linear equations like κ − ε or κ − $ methods,
or non-linear algebraic equations like υ2 − f method. However, it is possible as well to resolve
transport equations for the Reynolds stresses without using Boussinesq approximation, leading to
the Reynolds Stress Model (RSM). RANS/URANS is the cheapest turbulence modeling regarding
computational cost.
LES method goes one step forward than RANS/URANS, since only small turbulence scales are
modeled through sub-grid scale models, whilst large turbulence scales are solved. The determina-
tion of which scales are modeled is carried out by a ﬁltering the equations, and unlike RANS, the
ﬁltering is in space and not in time. This method lies between DNS and RANS/URANS in terms
of computational cost and accuracy. Nowadays it is playing a major role since it is believed that
the largest scales of turbulence are the most important for achieving great accuracy in results.
Finally, hybrids methods arise, which try to trade oﬀ accuracy and computational cost. There
are hybrid methods which switch diﬀerent RANS/URANS methods depending on the region of
the ﬂow, or even LES-RANS hybridization, known as DES (Detached-Eddy-Simulation), where
the region of the ﬂow near the solid and with scales smaller than the grid are solved with URANS
and larger-scales away from the wall are modeled with LES.
7.1 Importance of using RANS/URANS
Although the state of the art allows using DNS or LES simulations to obtain greater accuracy in
CFD simulations, RANS/URANS modeling is still the most used model when dealing with turbu-
lence in the industry [10, 12, 14, 15, 17].
This can be explained in terms of accuracy versus computational cost. Nowadays, it is still
unthinkable or unaﬀordable to simulate complex geometries with DNS or LES simulations in such a
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fashion that allows to undertake an extensive range of diﬀerent geometries and simulations, which
is typical in the industry.
Therefore, DNS or LES simulations have taken the role of verifying URANS methods rather
than tasks involved in designing or optimization of the geometries present in the industry.
For this reason, RANS/URANS will be used for long in CFD analysis, and hence it seems
interesting to use this model for the present project.
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8 PIV technique
Particle Image Velocimetry is a non-intrusive technique that obtains the local Eulerian velocity of
the ﬂuid domain within the region under study. The fundamental principle consists in injecting
tracer particles to the ﬂuid and computing the velocity of these particles by means of the ratio of
their displacement over the sample-time between two consecutive images. The position of these
particles is registered with a camera usually a CCD image sensor type- that freezes the image
produced by the particles when scattering the light introduced by an external laser. Although the
fundamental principle may lead to the understanding that PIV is a merely two dimensionaltwo
components (2D-2C) velocity technique, further study on this ﬁeld has developed 2D-3C known as
stereoscopic PIV or even 3D-3C such as tomographic or holographic PIV.
Although PIV is usually referred to as a novel technique, its history dates for almost 30 years,
Adrian [21]. It ﬁrst started with the application of the Laser Speckle Velocimetry (LSD) to the
ﬁeld of ﬂuid mechanics, detailed on Meynart works (1979) at Von Karman Institute in Belgium.
Since then, experience has shown that when applied to ﬂuids, the levels of concentration of tracers
are such that one almost sees particle images rather than speckles, showing the potential of this
method on the study of ﬂows.
8.1 PIV equipment
PIV technique comprises the ﬂow under study, the tracer particles, the laser, the light sheet optics,
the camera, an external trigger to synchronize laser pulse and camera, and the proper software for
post-processing data.
Fig. 16: PIV conﬁguration, extracted from Markus Raﬀel [18].
Once the ﬂow is seeded with the proper concentration of tracers, the camera registers at least
two images corresponding to two diﬀerent times. At each time, the camera is synchronized with
the laser, which can be a continuous wave or a pulse type laser, the last one more commonly used
since it seems to freeze the particles even at high speeds and hence minimizing blurring.
If the illuminated ﬂow is captured into a single frame, it is called single frame / multi-
exposure PIV whilst if the ﬂow is captured into two diﬀerent frames it is called multi-frame
/ single-exposure PIV (Raﬀel 1998) [18]. The main diﬀerence is that the ﬁrst method does not
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directly provide information of directionality of the ﬂow, and the post-processing is known as auto-
correlation, whilst in the second method is referred as cross-correlation.
In order to obtain the velocity ﬁeld out of the recording images, the image is subdivided in small
windows called Interrogation Areas (IA). Each window is cross-correlated to the same window of
the following image, or auto-correlated in case of single frame / muti-exposure PIV method,
providing statistical information of the displacement peak, as it can be seen sketched in ﬁgure 17 .
Fig. 17: PIV cross-correlation, extracted from Westerweel [22].
Each windows should contain from 8 to 25 particles and should have an almost homogeneous
velocity since the velocity is averaged throughout the window. For this reason, an important feature
of the window is the size, which must guarantee minimal velocity gradients inside the window, and
large enough in order not to lose the majority of the tracer particles due to particles changing
windows during the two consecutive exposures. Another important feature is the thickness of the
light sheet which must avoid out of plane displacements.
8.1.1 Tracers dynamics
One of the most important components of the PIV technique are the tracer particles which must
represent accurately the velocity of the ﬂow. For this reason, tracers are thought to follow faithfully
the main ﬂow. However, since they have diﬀerent properties to that of the main ﬂow, a velocity
lag and buoyancy force can appear and distort results.
In order to decrease buoyancy force, the density of tracers must be similar to that of the density
of the main ﬂow.
For most PIV experiments, Sroke's drag law applies, and hence, if assuming constant accelera-
tion of the ﬂow, the velocity lag can be expressed as:
Vl = Up − Uf = d2p
ρp − ρ
18µ
dUf
dt
, (2)
where Up is the velocity of the particle, Uf the velocity of the ﬂuid, dp the particle diameter,
ρp the particle density, ρ the ﬂuid density and µ is the dynamic viscosity of the ﬂuid.
With the above expression, it can be concluded that the dependency on the velocity lag is linear
with the diﬀerence of density and quadratic with the particle diameter.
Although it would seem reasonable to decrease the diameter of the particle in order to reduce
the velocity lag, it is not usually feasible, since another important aspect and more restrictive of
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the particle is the reﬂective properties, which are usually imposed by the power of the light source.
Since the light of the laser is dispersed into a light sheet, the energy density is usually low, and
therefore a suitable reﬂective performance of the particles is required.
PIV technique uses particles of diameter greater to that of the wavelength of the laser, and
hence Mie theory applies. With this theory the light scattered 900 from the injection of light is
minimum (PIV conﬁguration), and therefore the other parameters must be optimized.
Since the intensity of the light scattered increases almost quadratically with the normalized
diameter q deﬁned as:
q =
pidp
λ
(3)
Where λ is the wavelength of the laser, it is straightforward that the diameter of the tracer will
be as large as the velocity lag induced errors allow.
For ﬂows like air, usually injections of atomized particles of oil with diameters ranging from 0.5
to 10 µm are typically used.
8.1.2 Laser
Lasers are the best option for PIV measurements because they can emit light within a very narrow
spectrum but with high energy reducing monochromatic aberrations.
Continuous wave type lasers used for PIV are argon-ion or helium-neon lasers emitting few
Watts. On the other side, typical pulsed lasers are frequency-doubled Nd: YAG (neodymium :
yttrium aluminum garnet) lasers emitting from 0.1 to 0.3 Joules/pulse at a repetition rate of tens
of Hz, and with a duration of few nanoseconds per pulse.
The most typical conﬁguration for PIV measurements is the use of two pulsed lasers emitting
at the same frequency in a tandem conﬁguration, synchronized in such a way that there is a lag
between the two lasers producing the desired interval of time between frames.
8.1.3 Light sheet optics
Another important feature of lasers to be chosen as the light source is the ease of guiding its light
through lens in order to properly illuminate the test section.
The light is guided ﬁrstly through a cylindrical lens to expand the beam, and secondly through
a spherical lens to focus the light into the proper thickness.
Such a thickness must be enough to avoid out of plane displacements of the tracer particles in
order not to lose information, and hence, two dimensionality of the ﬂow is strictly required within
the plane of study.
8.1.4 Camera
Technology advances have allowed the usage of fast digital cameras with CCD Charged Coupled
Device- or CMOS Complementary Metal-Oxide Semiconductor- sensor capable of obtaining two
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diﬀerent frames at very high frequency instead of one frame for the two PIV exposures. Therefore,
synchronizing the camera with the tandem of lasers emitting light at the same frequency with an
external trigger allows post-processing the data using cross-correlation for better accuracy.
Currently, CMOS sensor type cameras are found in the literature to accurately obtain high
frame rate, leading to time resolved PIV measurements of unsteady and turbulent ﬂows.
8.2 Post-processing
Once the two diﬀerent frames are recorded, it is possible to obtain the velocity ﬁeld once the
displacement of the particles is determined. Note that in case of one single frame with two PIV
exposures the theory is analogue to the following but instead of cross-correlation, auto-correlation
is applied.
In order to compute the displacements of the particles, the full image window is divided into
small areas called Interrogation Areas (IA), with 10 to 25 tracers inside each one. Thus, cross-
correlation is applied to each of the windows and the statistical peak of displacement is computed
from:
θCC(m,n) =
M∑
i=1
N∑
j=1
g1(i, j)g2(i+m, j + n) (4)
Where θCC is the cross-correlation function applied to a windows with size M x N pixels, (i,j)
is the spatial point of each Pixel and g1 and g2 are the gray scale distribution of the two images
respectively.
Once the cross-correlation function is applied to all the windows that form the image, the peak
displacements of each window is obtained with sub-pixel accuracy, and ﬁnally the mean velocity of
each window can be obtained my means of the interval of time between pulses and the magniﬁcation
of the optic system.
8.3 Advantages of PIV
The main advantages of PIV and those who make this technique to be of notable interest are the
following, according to [20]:
• Non-intrusive:
Unlike traditional techniques such as Pitot tube or Hot Wire Anemometers, PIV does not
introduce any physical object inside the testing chamber and hence is non-intrusive. As it
is well studied in the literature, such objects cause disturbances on the ﬂow leading to great
errors. However, a detailed study of the lag velocity of the tracers has to be studied in order
to best acquire the true velocity of the ﬂow.
• Whole ﬁeld technique:
PIV allows obtaining the velocity of the whole ﬂow at the same instant of time. Hence,
not only it save times when compared to conventional single point probes used to measure
boundary layer on the normal direction, but it also allows a detailed study of the turbulence
phenomena or unsteady ﬂows throughout the entire domain.
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• Repeatability of evaluation:
Since the velocity of the ﬂow is obtained at a late stage of post-processing, diﬀerent pro-
cessing techniques can be applied to the same images without the necessity of repeating the
experiment.
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9 Non-intrusive load measurement from momentum integral form
9.1 Starting point
Although it seems a new idea to compute forces from a ﬂuid path, it must be clariﬁed that this
method was applied to close the potential problem in aerodynamics in order to formulate the old-
fashion panel methods. In such problems, a non-simply connected domain surrounds the airfoil
and the far zone. Moreover, the hole of the domain that is enforced so that the domain is not
simply-connected is set strategically on the wake.
Fig. 18: Not simply-connected path. Extracted from [32].
Afterwards, thanks to Stoke's theorem, it is proven that the lift does not depend on the far-
path chosen. And ﬁnally, Kutta-Joukowsky theorem is applied, which relates the lift force with the
circulation of the velocity around the close airfoil surface SB or around the far region surface S∞.
As it was stated before, the hole on the domain was chosen strategically on the wake region. In
case the circulation is evaluated with a continuous potential, the circulation would be zero, and so
the lift (note that the rotational of a potential function is always zero). However, a discontinuity
on the potential is introduced on the wake, and hence, a circulation is introduced.
Fig. 19: Discontinuity on the wake. Extracted from [32].
Once the potential theory is abandoned, drawing a path on the domain to compute loads was
also studied and known as drag from wake proﬁle measurement, carried out by Betz (1925) and
Jones (1954). In this method, a similar domain was set but with the condition that the upper and
lower parts of the domain followed streamlines, which is equivalent to say that there is no ﬂux of
mass through them:
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Fig. 20: Streamline ﬂuid path over a circular cylinder.
This theory proves that the drag is only dependent on the velocity proﬁle of the wake, and
hence, it can be determined with a pressure-rake on the wake, or even PIV technique. However,
the imposed condition of no mass through the top and bottom parts of the domain make it invalid
for unsteady simulations, where no steady streamline exists. Controversies of this method was
evaluated by Joseph Bicknell under the Langley M.A. Laboratory 1939 [27].
However, with current PIV technology, it is possible to obtain the whole velocity ﬁeld, and
hence, in the present project a generic domain will be used, which could have any shape, in the
present case, for example, rectangular.
Fig. 21: Rectangular ﬂuid path over a circular cylinder.
Note that this domain will experiment transport of mass through all the walls that delimit
the domain, and both pressure and velocity are expected not to have the same value through any
section. Hence, this method will be generic, and expressed in the integration form.
The boundary walls will be named SU , S2, SD, S1, S+, S−, and SB for the sake of the theory
development.
Fig. 22: General rectangular ﬂuid path.
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9.2 Load determination from velocity and pressure data
First of all, the starting point will be the momentum equation in the integral form:
D
Dt
˚
V ol
ρ
−→
V dΩ =
d
dt
˚
V ol
ρ
−→
V dΩ +
¨
Sup
ρ
(−→
V ·nˆ
)−→
V dS = −
¨
Sup
pnˆds+
¨
Sup
σ·nˆds+
˚
V ol
−→
fmdv (5)
Where
Sup = S1 ∪ S2 ∪ SD ∪ SU ∪ SB ∪ S+ ∪ S− (6)
And σ is the shear stress tensor (not the turbulent) and
−→
fm is any mass force as the gravity or
any electromagnetic ﬁeld.
Note that the loads on the body are only the forces exerted on the body surface:
−→
R = −
¨
SB
pnˆds+
¨
SB
σ·nˆds (7)
And note as well that the forces integrated on surface S+ will drop out with the forces inte-
grated on surface S− since they have the same magnitude but opposite sign. Remember that this
last two surfaces can be as close as desired.
Now, we deﬁne the path surface for sake of simpliﬁcation on notation:
Spath = S1 ∪ S2 ∪ SD ∪ SU (8)
And hence, substituting into the momentum equation, we obtain:
−→
F = −−→R = −
¨
Spath
pnˆds+
¨
Spath
σ·nˆds+
˚
V ol
−→
fmdv −
¨
Spath∪SB
ρ
(−→
V ·nˆ
)−→
V dS − d
dt
˚
V ol
ρ
−→
V dΩ (9)
However, the non-slip condition on the body surface cancels out the normal ﬂux term:
¨
SB
ρ
(−→
V ·nˆ
)−→
V dS = 0 (10)
Here, only high Froude numbers will be dealt, which leads to neglect the gravity force. Re-
member, Froude number is the ratio of the inertial force over the gravity force: Fr = Ue√
gφ
.
˚
V ol
−→
fmdΩ ≈ 0 (11)
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Finally, the equation in integral form becomes:
−→
R = −
¨
Spath
pnˆds+
¨
Spath
σ·nˆds−
¨
Spath
ρ
(−→
V ·nˆ
)−→
V dS − d
dt
˚
V ol
ρ
−→
V dΩ (12)
Which can be used for turbulent ﬂows as well. Remember, that in the ﬁrst part of the project
the RANS method was discussed. In order to consider turbulence phenomena, only the turbulent
convection must be added to the formula, which in general matrix form becomes:
−→
R =
´
S2
− [ p 0
0 p
]
+ µ
 2 ∂u∂x ( ∂u∂y + ∂v∂x)(
∂u
∂y
+ ∂v
∂x
)
2 ∂v
∂y
− ρ [ uu uv
uv vv
]
− ρ
[
u′u′ u′v′
u′v′ v′v′
]
·nˆds
− d
dt
ρ
˝
V ol
[
u
v
]
dΩ
(13)
However, note as well that in general, the turbulent convection can be neglected when compared
to the mean ﬂuid velocity convection:
u′u′  uu, u′v′  uv, v′v′  vv (14)
And hence, this term could be neglected as well (although it will not be neglected in the for-
mulation). Note, that although this term can be neglected when computing loads, it is essential
for the stabilization of the turbulent ﬁeld computation, since it adds an artiﬁcial viscosity to the
main ﬂuid ﬁeld.
Note as well that the volume integral term could be neglected for quasi-steady problems as well.
Finally, for simpliﬁcation, each matrix is deﬁned with the following notation:
−→
R =
[−→
F x
]
=
ˆ
S2
(
− [P ] + [ε]− [M ]−
[
M
′])
·nˆds− d
dt
ρ
˚
V ol
[V ] dΩ (15)
9.2.1 Theory validation: drag from wake proﬁle measurement
As it was stated before, a simpliﬁed formula was developed in 1925 by Betz. In this section, this
formula will be derived from the general equation developed in the previous section and some
assertions.
Recapping the general formulation for steady problems, and only taking into account the x
momentum equation:
−→
R = −
¨
S1∪S2∪SD∪SU
pnˆds+
¨
S1∪S2∪SD∪SU
σ·nˆds−
¨
S1∪S2∪SD∪SU
ρ
(−→
V ·nˆ
)−→u dS (16)
Now, let's consider that the upper and bottom boundaries of the path follow a steady-streamline
with constant pressure p∞, which is the same pressure as the incoming velocity far upwards from
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the body:
Fig. 23: Drag: steady far-streamline-boundary path.
Note that the pressure at the outlet has been set to p∞, which means that for the assertions to
be valid the surface must be signiﬁcantly far away from the body. Note as well, that the conserva-
tion of mass can be directly applied on surfaces S1 and S2 since the upper and bottom boundaries
do not experiment mass ﬂux. Another important point is to note that the two limiting points of the
downstream surface S2 have velocity magnitude U∞ although it might not be strictly horizontal
(Bernoulli can be applied on the far streamlines limiting the path).
Hence, since all the path is at pressure p∞, the pressure term will not exert any resultant force.
Another simpliﬁcation is to enforce null gradients of the velocity in all the boundaries, which can
be assumed if the boundaries are set far from the body. Finally, the momentum equation simpliﬁes:
D = −
¨
S1
ρ
(−→
V ·nˆ
)−→u ·d−→S −¨
S2
ρ
(−→
V ·nˆ
)−→u ·d−→S (17)
However, the integral at the inlet is straightforward. Note that d
−→
S = nˆdS
D = ρU2
e
LS1 −
¨
S1
ρ
(−→
V ·nˆ
)−→u ·d−→S (18)
Note that nˆ1 = −nˆ2
Where LS1 is the vertical longitude of the incoming velocity.
Now let's enforce the conservation of mass inside the domain:
¨
S1
ρ
−→
V ·nˆ·d
−→
S = −
¨
S2
ρ
−→
V ·nˆ·d
−→
S (19)
Which leads to:
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LS1 =
1
Ue
¨
S2
−→
V ·nˆ·d
−→
S (20)
And ﬁnally, substituting into momentum equation we obtain:
D = ρUe
¨
S2
−→
V ·nˆ·dSS1 −
¨
S1
ρ
(−→
V ·nˆ
)−→u ·dS (21)
And grouping both terms, in 2D, we obtain:
D =
¨
s2
ρu (Ue − u) dy (22)
Or in terms of the drag coeﬃcient:
Cd =
2
UeL
ˆ
S2
u
Ue
(
1− u
Ue
)
dy (23)
Where L is the characteristic longitude for the non-dimensionalization.
9.2.2 Theory validation: lift from velocity circulation measurement
Kutta-Joukowsky theorem was developed early in the 20th Century, and it states a direct pro-
portionality between lift coeﬃcient and the circulation of velocity through any closed path that
encloses the airfoil. However, due to its simplicity, it is obvious that errors are expected depending
the path that is chosen to compute the lift coeﬃcient. In this case, a far path will be chosen and
the following assertions will be assumed:
Fig. 24: Rectangular far-ﬁeld domain.
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Note that the domain is chosen to enclose the far-ﬁeld ﬂow.
From the general formulation developed above, the turbulent and shear-stress terms are ne-
glected since the domain is chosen far away from the body. Hence, only two terms are conserved,
which are the momentum and pressure term:
L = −
¨
Spath
ρ
(−→
V ·nˆ
)−→
V ·dS −
¨
path
pnˆ·dS (24)
It will be also necessary to linearize the momentum term. Since the path is placed in the
far-ﬁeld, it can be considered that the velocity is displaced a small amount of velocity from the
free-stream value:
−→
V = (Ue + ∆u) iˆ+ (∆v) jˆ (25)
Where
√
∆u2 + ∆v2
Ue
 1 (26)
Denoting as before S1 the inlet boundary, S2 the outlet, S3 the upper boundary and S4 the
bottom boundary, the lift becomes:
L = −
¨
S1∪S2∪S3∪S4
ρ
(−→
V ·nˆ
)−→
V ·d
−→
S −
¨
S3∪S4
pnˆ·d
−→
S (27)
Finally, it is necessary to relate the pressure term of the upper and bottom boundaries with
the velocity along the path. Since these boundaries are marginally disturbed by the body, the
Bernoulli equation will be used:
p3 − pe = 1
2
ρ
(
V 2 − U2
e
)
(28)
And hence the lift expression can be strictly computed with velocity data. Evaluating each
path separately, we obtain:
L =
´
S1
ρ (Ue∞ + ∆u) ∆vdy −
´
S3
ρ∆v2 − pe − 12ρ
(
∆u2 + ∆v2 + 2Ue∆u
)
dx´
S2
ρ (Ue + ∆u) ∆vdy +
´
S4
ρ∆v2 − pe − 12ρ
(
∆u2 + ∆v2 + 2Ue∆u
)
dx
(29)
Finally, dropping equal terms and retaining only ﬁrst order values, the lift becomes:
L =
ˆ
S1
ρUe∆vdy +
ˆ
S3
ρUe∆udx−
ˆ
S2
ρUe∆vdy −
ˆ
S4
ρUe∆udx (30)
Now, returning to the velocity values:
∆u = u− Ue (31)
∆v = v (32)
Lift expression yields to:
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L =
ˆ
S1
ρUevdy +
ˆ
S3
Ue (u− Ue) dx−
ˆ
S2
ρUevdy −
ˆ
S4
Ue (u− Ue) dx (33)
And dropping again equal terms:
−→
L = ρUe
ˆ
S1
vdy +
ˆ
S3
udx−
ˆ
S2
vdy −
ˆ
S4
udx
 = ρUeΓ (34)
9.3 Load determination from only velocity data
In order to obtain the general formula only function of velocity, note that only the pressure term
has to be related to the velocity ﬁeld, and this is present in any CFD solver, which solves the
pressure with a Poisson solver.
The pressure Poisson equation for Navier-Stokes is derived from the momentum equation, which
in diﬀerential form is:
∇p = − d
dt
(
ρ
−→
V
)
− ρ−→V ·∇−→V +∇·σ (35)
Where σ is the shear stress matrix for laminar ﬂow, or it can incorporate the turbulent convec-
tive term for RANS. In any case, this matrix is only function of the velocity.
Hence, only the above equation has to be solved with the proper boundary conditions. There
are a lot of diﬀerent strategies to solve the Poisson equation, which can be easily found in the
literature.
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10 Test independence
In order to provide reliable numerical data it is very important to show that our results are not
strongly inﬂuenced by any slight change of our discretization parameters. If so, it is possible to
prove the universality of the data, which is not to say that the numerical results agree with the
real problem, but simply that the method used has converged. For instance, test independence
can as well demonstrate the unsuitable applicability of a turbulence model in a determined problem.
This independence can be studied and compared with the discretization quality parameters,
which are the ones that should not aﬀect the overall results if slightly perturbed.
In this work, test independence is carried out with Reynolds number of 3900 due to its highly
detailed study in the literature.
10.1 Discretization quality parameters
The discretization quality parameters considered in this work are the domain length, spatial grid
density, nodes distribution, time-step, initial condition independence and residuals.
10.1.1 Domain size
Since the domain cannot be inﬁnite, suitable boundary conditions have to be introduced in the
computational problem at some distance of the cylinder. However, these boundary conditions are
not uniquely determined, since they are a-priori unknown, except in case of an inﬁnite domain
where the steady free-stream ﬂow should be recovered.
Thus, these enforced values on the boundary will distort the overall ﬂow via reﬂections in all
directions in case of subsonic ﬂow. For this reason, the domain should be large enough to minimize
these induced errors.
An example of these reﬂections can be shown with the blockage ratio, deﬁned as the crossﬂow
length with respect to cylinder diameter. For instance, in Luigino Zovatto's work [23], it is proved
that the closer the cylinder is to the wall, the larger critical Reynolds for onset of unsteadiness,
and the smaller the amplitude of the oscillations.
10.1.2 Grid density
Grid density is the parameter mostly used for test independence, unlike domain size, which is
usually just imposed. The solution should converge when increasing nodes to a certain point
where the increment of accuracy compared to the investment in computational cost is out of in-
terest.
In case the nodes are increased, it must be chosen some criteria for deﬁning how the diﬀerent
ﬂow regions are reﬁned, in order to keep proportionality between zones that are being re-meshed.
And more important, sometimes it is more inﬂuential on results to place the nodes in the right
place than increasing the number of nodes, for example, manually adapting the mesh, which means
that the solution of a coarser region mesh is used to manually change the distribution of the nodes
in a reﬁned region mesh.
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For instance, in this project manual mesh adaptation was used for reﬁning the boundary layer
on the separation angle region.
10.1.3 Grid distribution
Grid distribution does not only inﬂuence the concentration of nodes in a determined region, but
inﬂuence the single cell or the cell neighborhood quality. Three important cell parameters of quality
are described as follows:
• Aspect ratio
Aspect ratio measures the stretching of a single cell. Mathematically it is the ratio of the maximum
distance between cell centroid and face centroid over the minimum half nodal length. Hence,
according to this deﬁnition a perfect square will have a value of one for aspect ratio.
High aspect ratio must be avoided if possible. However, it is extremely advisable to keep aspect
ratios as close to unity as possible in regions of ﬂow with high gradients not aligned with the cell
boundary directions.
On the other hand, within the external ﬂow, away from the wall, it is common to have high
aspect ratio cells when using structured mesh in order to not increase number of nodes, and this
is not longer a problem since the ﬂow is in nearly free-stream condition.
• Smoothness
Smoothness refers to a neighborhood property rather than a single cell property. It measures the
rate of change in volume of adjacent cells. In case the two consecutive cells change their volume
abruptly, the approximation of the derivatives in the limiting face will be badly estimated and
hence high truncation error is expected.
• Skewness
Skewness measures the orthogonality between the crossing lines limiting the cell for structured
grids. Orthogonality is essential for great accuracy in regions with high gradients, and in case of
unstructured tetrahedral grid, the crosslines should be as close to 600 as possible.
10.1.4 Time-step
For unsteady ﬂows, the number of time discretizations is of major importance for obtaining accurate
results. The choice of time-step size will not only conditionate the stability of the problem, but
the frequencies that are under study. For example, in this project, in the literature has been found
that the harmonics of the Strouhal number are reproduced on the velocity ﬁeld, and mostly in
the shear layer. This means that the choice of the proper time-step will also limit the number of
harmonics reproduced in the wake. It is obviously assumed that the smallest frequencies do not
have a great impact on the overall results, and hence the time-step is not required to reproduce all
the range of the scales (within URANS framework).
10.1.5 Initial condition independence
The starting point of any unsteady simulation is a pre-deﬁned ﬂow condition, with all the values
of each node pre-determined. This initial condition is usually the inlet condition, which means
free-stream ﬂow. However, this pre-deﬁned regime is not a realistic ﬂow, since it does not meet
neither the governing equations nor the boundary conditions.
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For this reason, some time has to be neglected from results, which is some time that takes the
ﬂow to be independent of the initial condition. Mathematically, the initial condition independence
can be demonstrated if applying two diﬀerent initial conditions and studying the time it takes for
the ﬂow to converge to the same-periodic motion.
In case the simulation is started with the same values of the inlet, the simulation will take 3 to
5 domain lengths to converge. Since it is computationally expensive, in this work the simulation
is ﬁrstly started with the steady case. Since the steady Navier-Stokes equations are elliptic, the
perturbations are detected through all the domain and the convergence to a false-steady case is
much more faster. This saves computational time. Finally, when the false-steady regime starts to
experience the intrinsic unsteadiness of the ﬂow -leading to an increment of residuals- the solver is
switched to unsteady.
10.1.6 Residuals
Residuals are deﬁned in CFD software in order to obtain an order of magnitude of the accuracy
in results. Their deﬁnition depend on the software used, but all of them represent an imbalance
in the governing equations, introduced by round-oﬀ errors. More information on how Fluent deals
with residuals can be found in Fluent User's guide [24]. In this work, residuals are bounded below
10−5according to the following deﬁnition:
Like any numerical method based on ﬁnite volumes, the governing equations are expressed in
an algebraic form like the following:
apϕp = Σiaipϕip + bp (36)
where ap is the center coeﬃcient, ϕp is the state variable evaluated on cell P , ai are the coef-
ﬁcient of the adjacent cells, ϕi the state variable of the adjacent cells and b any constant source
term. For instance, in the x momentum equation, the state variable ϕ would be the horizontal
velocity u.
Moreover, in 2D, the coeﬃcients of the adjacent cells will be aE , aW , aN and aS with the
meaning of adjacent East, West, North and South positions respect to the cell P .
Hence, the imbalance in cell P of the governing equation will be:
rϕp =| Σiaipϕip + bp − apϕp | (37)
However, the residual is commonly scaled as follows:
Rϕp =
| Σiaipϕip + bp − apϕp |
| apϕp | (38)
Finally, the global scaled residual will be:
Rϕ = Σp
( | Σiaipϕip + bp − apϕp |
| apϕp |
)
(39)
Exception in conservation of mass is present. In this case, the non-scaled residual is the creation
of mass at each cell, and the global scaled residual is the sum of all the creation of mass in all cells
over the maximum creation of mass in the ﬁrst ﬁve iterations of the computation.
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10.2 Mesh quality in this work
In this work, special care has been taken into account within the boundary layer. It has been
experienced when simulating at diﬀerent Reynolds number an extremely sensitivity of the ﬂow
values to the mesh density near the separation layer zone.
And hence, two improvements regarding the mesh when compared to other publications are
listed below:
• Manual mesh adaptation in tangential direction of the ﬂow at separation of boundary layer.
This means that the radial grid lines become narrower within the region around the angle of
separation.
• Low-Reynolds URANS are used, which means that wall functions are not used, i.e. the
equations are integrated down to the wall. Hence, values of y+ must be lower than unity,
unlike Con Doolan's work [12], where values y+ are only kept below 7. The non-dimensional
wall length is deﬁned as follows:
y+ =
yρ
µ
√
τw
ρ
, (40)
where τw is the skin friction of the wall, y the normal distance from the wall, and the other
parameters have their usual meaning deﬁned in this work.
10.3 State of the art
As a starting point, other authors' meshes parameters are investigated in order to obtain an order
of magnitude for deﬁning the proper mesh for this work.
Some mesh parameters for Reynolds 3900 found in the literature are reported in table 2:
Authors URANS model Domain Number elements Time-step*
Con Doolan[12] Splart-Allmaras 10φ x 10φ x 30φ 25.200 0.00305
M.E.Young[10] k − Ω 11φ x 16φ x 26φ - 0.05
Suad Khashan[15] k − ε 7φx 7φx 15φ 23.645 -
Tab. 2: Mesh parameters in the literature for Reynolds 3900.
Where the domain lengths are in the crossﬂow direction, upstream and downstream respectively,
number elements refers to the number of nodes and time-step* refers to the non-dimensionalisation
of time-step, deﬁned as follows:
∆t∗ = ∆t·
φ
Ue
(41)
Where φ is the diameter of the cylinder and Ue the free-stream velocity.
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10.4 Procedure
In order to study the independence of the mesh, the quality parameters previously deﬁned are
changed and the repercussion in results are studied via a pre-deﬁned convergence criteria.
The procedure proposed in this work consists in what follows. First of all, the domain size is
imposed, and the reﬂections are studied a-posteriori for validation. Secondly, a mesh density is
deﬁned (with the experience of previous simulations in this problem) and the time-step indepen-
dence is carried out. Finally the grid density independence is checked.
The benchmark for this simulation is Reynolds 3900, Spalart-Allmaras as model of turbulence,
turbulent intensity and length scale at inlet of 10% and 0.07 respectively, segregated pressure-based
algorithm for the coupled equations, second-order upwind for momentum and turbulence transport
equations, second-order explicit scheme for time and SIMPLE coupling for pressure-velocity with
standard pressure interpolation. For further detail on these schemes, the reader can be addressed
to Fluent user's guide [24].
The choice of Spalart-Allmaras as model of turbulence is justiﬁed because it is an inexpensive
(only one additional turbulent transport equation) and low-Reynolds method, i.e. no wall functions
are applied, and hence the boundary layer is resolved. Additionally, high turbulent intensity and
small length scale of the eddies are imposed in the inlet to make the test more challenging for
convergence. Thus, other inlet parameters will lead to better convergence.
10.4.1 Deﬁnition of domain Size
The domain consist of a rectangle that extends ﬁfteen diameters upstream, 45 diameters down-
stream and 10 diameters in the crossﬂow direction.
The velocity at the inlet is prescribed as constant and equal to unity, with 10% of turbulence
intensity and 0.07 of length scale. Symmetry condition is imposed at the top and bottom, which
leads to a slip-condition wall i.e. only crossﬂow is not permitted. The outlet condition is the
recovery of the pressure at the inlet as seen in ﬁgure 25
Fig. 25: Domain and boundary conditions, not scaled.
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The validity of the domain size due to its reﬂections is studied in section 10.4.5
10.4.2 Mesh
A ﬁner mesh is used when compared to other authors (table 1). In this case the number of elements
equals to 74.670, which is roughly 3 times larger than previous works [12, 15]. The increment of
the elements is due to the enhanced reﬁnement on the near wall in order to not use wall functions,
and it is part of the aim of this work.
Special care was taken with the orthogonality of far cells, and specially cells inside wake do-
main. Since the volume of the cells increase far away from the wall, it is of major importance to
assure perfect orthogonality as a countermeasure for coarsening the mesh. This orthogonality can
be shown in 26.
Fig. 26: Domain mesh.
Manual mesh adaptation was carried out as it can be seen in ﬁgure 27 in the separation region.
This means that the mesh was adapted using previous simulations. An important issue of this
adaptation is the reﬁnement of a region greater than the separation point. This assures that the
separation point is not inﬂuenced via mesh-bias.
Fig. 27: Separation region mesh.
10 Test independence 43
Perfect orthogonality is imposed in the near wall by means of deﬁning a concentric circle of
greater radius just for meshing purposes, as it can be seen in ﬁgure 28.
Fig. 28: Near-wall mesh.
The domain consists of the cylinder, the concentric circle, the far-rectangle and a small rectan-
gle for enforcing perfect perpendicularity in the far region and in the wake. This face discretization
is depicted in ﬁgure 29:
Fig. 29: Face discretization.
10.4.3 Time-step independence
Time-step independence is carried out with four diﬀerent non-dimensional time-steps: 0.05, 0.009,
0.003 and 0.001. With the pre-deﬁned mesh, the errors in values of Strouhal number and root-
mean-square value of lift are compared with respect to the smallest time-step, considered as a
reference. The procedure consists in achieving the maximum Courant number (C) -maximum
Courant number of all the cells- inferior to unity, deﬁned as follows:
C =
| V | ∆t
∆L
, (42)
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where |V | is the local velocity of the ﬂuid, and ∆t and ∆L are the time-step and space dis-
cretizations respectively. Physically, the enforcement of Courant number less than 1 refers to a
case in which the average ﬂow within a cell does not scape the cell in the time-step advancement.
This condition is mostly important in explicit schemes as used in this work, both for stabilization
and convergence.
The values of both Strouhal and lift coeﬃcients are obtained by means of an average of the
three last vortex shedding approximately at the same time of simulation and with the same initial
condition, so that all the simulations satisfy the same initial condition independence.
T ime− step∗ 0.05 0.009 0.003 0.001
St. number (error) 0.2112 (0.7234%) 0.2104 (0.3788%) 0.2110 (0.1266%) 0.2112 (-)
CLrms (error) 0.97452 (0.1205%) 0.9755 (0.0208%) 0.9755 (0.0168%) 0.9757 (-)
Max C. number 35.70 6.56 2.12 0.69
Tab. 3: Time-step independence.
Comparison of Strouhal number prediction are satisfactory when compared to the literature.
Parnadeau [3] obtained experimentally for Reynolds 3900 using HWA technique a value of Strouhal
number of 0.208, that compared to our Time-step* of 0.001 means an error of 1.55%. Hence,
comparing to this experimental value, Con-Doolan [12], using the same Spalart-Allmaras method
obtained an error of 11.54% with an estimation of Strouhal of 0.232.
Since the Strouhal frequency is quite close to experimental results, this leads to the conclusion
that special care has to be taken within the boundary layer, reﬁning the mesh at the separation
region, enforcing y+ lower than one and perfect orthogonality on the wall are crucial for the esti-
mation of vortex detachment frequency.
Non-dimensional time-step of 0.001 will be used for any simulation for any Reynolds in sub-
critical range in this work, post-validating maximum Courant number lower than unity.
The convergence of the history data will be accepted when an error lower than 0.05% in data
between the last two vortex shedding occurs, for instance, in the lift coeﬃcient.
10.4.4 Grid density independence
Three diﬀerent density meshes are studied and compared in terms of accuracy of Strouhal number
and lift coeﬃcient with respect to the ﬁnest mesh. An important issue is that for ﬁxed time-step,
reﬁning the mesh leads to an increment of Courant number as the cell's length is decreased, as it
can be seen in table 4.
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Number Elements 47.154 74.670 104.652
St. number (error) 0.21088 (0.21084%) 0.21124 (0.04221%) 0.21133 (-)
CLrms (error) 0.96918 (1.39623%) 0.97569 (0.73384%) 0.98291 (-)
Max C. number 0.62 0.69 0.94
Tab. 4: Grid density independence.
As it can be seen in table 4, the errors in the mesh of 74.670 elements are inferior to 1% and
hence perfectly admissible. The Mesh consisting of 74.670 elements will be used for the rest of the
work, since the mesh of 104.652 increases accuracy but exhibits a Courant number too close to one
and the increment in computational cost is twice as much.
Note, that for other Reynolds number, the amplitude for the separation region is expected to
change, and hence the overall number of elements will change if the manual mesh adaptation is
carried out properly. For this reason, when other Reynolds numbers are tested, the mesh will not
consist of 74.670 elements, but the proportion or distribution ratio of the elements will be kept, so
the number of elements will be unique for each Reynolds number. For instance, four elements per
1º is applied in the separation region, whilst one element per 1º is applied on the other regions.
10.4.5 Domain reﬂections study
Boundary conditions have been set to velocity at the inlet, pressure at the outlet, and symmetry
on the sides. However, a fully developed condition is expected although not enforced. Fully de-
veloped condition would represent the inﬁnite domain as the variables at the boundaries tend to
the free-stream value asymptotically. This leads to zero normal gradients on the boundary. Hence,
gradients on normal directions are evaluated in our mesh, as can it be seen in table 5:
Boundary Condition Inlet Outlet Symmetry
Gradient max
(
dU
dx
)
max
(
dV
dx
)
max
(
dU
dx
)
max
(
dV
dx
)
max
(
dU
dy
)
max
(
dV
dy
)
Value 7.28626 · 105 1.32990·103 2.09910·103 9.03127·103 1.05601·103 3.82466·103
Tab. 5: Domain reﬂections.
Although not zero, highest gradient is of the order of 10−3, being acceptable.
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11 Choosing URANS approach
The turbulence models used in this work will be Spalart-Allmaras, κ−ω SST and Reynolds Trans-
port models. Within the broad range of turbulence models, this three have been chosen since they
do not require wall function and moreover the ﬁrst two models are formulated with Boussinesq
approximation unlike the third method. The consequence of adding the Boussinesq approximation
in the formulas will be discussed later in this work.
Equations are presented according to Wilcox work [25], and Launder work [26].
11.1 Unsteady Reynolds-Average Navier-Stokes equations
First of all, the incompressible Navier-Stokes equations are presented in this section, and secondly
the Unsteady Reynolds-Average equations.
Navier-Stokes equations for incompressible ﬂow are as follows:
∂Uj
∂xj
= 0 (43)
DUi
Dt
=
∂Ui
∂t
+ ∂Uj
∂Ui
∂xj
= −1
ρ
∂P
∂xi
+
∂σij
∂xj
(44)
Where σ is the shear stress tensor, deﬁned as:
σij = 2νSij (45)
Where S is the strain rate tensor, deﬁned as:
Sij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xij
)
(46)
Substituting equation 45 and 46 into 44, and enforcing the conservation of mass (equation 43),
the momentum equation can be written as:
DUi
Dt
=
∂Ui
∂t
+ ∂Uj
∂Ui
∂xj
= −1
ρ
∂P
∂xi
+
∂
∂xj
(
ν
∂Ui
∂xj
)
(47)
Note that for incompressible ﬂow, the density is constant, and hence the energy equation is
decoupled and is not required to close the problem. For this reason, the energy equation will not
be included in this work as it can be treated separately.
Actually, equations 43 and 46 are the true representation of Navier-Stokes equations for incom-
pressible and Newtonian ﬂuid, i.e no models are imposed. However, the ﬁrst issue comes when
the turbulence nature arises in the problem, with really small scales that can strongly inﬂuence
the higher scales. Then, two solutions arise, which are solving all the scales, which means that
an extremely ﬁne mesh is used for solving equations 43 and 46 (DNS), or to use a coarser mesh,
but modeling in some way the smallest scales. And when this modeling is carried out in time, the
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equations are the so called Unsteady-Reynolds Averaged Navier-Stokes equations.
In this approach, in order to separate the time-scales, the variables are decomposed into mean
and ﬂuctuating components:
v = v + v′ (48)
Where v is some state variable, v is the averaged value of the variable within a period greater
than the turbulence phenomena, but smaller than the time associated with the unsteadiness of the
ﬂow, and v′ is the ﬂuctuating part. Hence, by deﬁnition, the averaged value of the ﬂuctuating part
is always zero.
If the decomposed variables are introduced into Navier-Stokes equations, and the equations
are averaged, only one term from the convective part of the momentum equation related to the
ﬂuctuating part remains, which can be written as a turbulence stress τij :
∂Uj
∂xj
= 0 (49)
DUi
Dt
=
∂Ui
∂t
+ ∂Uj
∂Ui
∂xj
= −1
ρ
∂P
∂xi
+
∂σij
∂xj
− ∂τij
∂xj
(50)
Where:
τij = u′iu
′
j (51)
And the other variables have their usual meaning.
Note that in equation 49 and 50, the capital letters are no longer the true state variables, but
the statistical averaged values, and the non-capital letters are the ﬂuctuating part as in equation 13.
Since the Navier-Stokes equations were closed with equation 43 and 44, it is obvious that
equations 49 and 50 would be closed in case τij was known. And here arises the closure problem,
which means how to model this term in order to close the problem. Two major models have been
proposed, which are either to relate this term with the mean-state variables, as with the Boussinesq
approximation, or directly deducing transport equations for each component of the tensor.
11.2 Turbulence closure
The modeling of the Reynolds stresses (τij) is the major challenge of the URANS approach. First
moment turbulent closures relate the Reynolds stress tensor with the main strain rate tensor
(Boussinesq approximation), also known as linear eddy viscosity models, or combination with the
main strain rate and rotation tensor (n-term tensor representation), known as non-linear eddy vis-
cosity models. On the other hand, second moment turbulent closures resolve transport equations
for the components of the Reynolds stress tensor.
Of course, both ﬁrst moment and second moment closures have their advantages. On one hand,
ﬁrst moment turbulent closures are not expensive computationally, since they only solve one or two
transport equations for the turbulence viscosity or turbulence length. However, in this method,
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if the Boussinesq approximation is used, the turbulence is enforced isotropic or quasi-isotropic, or
in case the n-term tensor representation, anisotropy is allowed but with restrictions determined
by the number of tensor coeﬃcients (n). On the other hand, second moment closures are more
computationally expensive, but they represent the natural modeling level withing the framework
of Reynolds-averaging.
Actually, some controversy is found in the literature when using the term isotropic induced by
the eddy-viscosity turbulent models. The eddy-viscosity models introduce ﬁrstly an isotropy due
to the fact that the turbulent viscosity has the same magnitude in all directions of the ﬂow at
one point, which is a consequence do to the fact that the viscosity is formulated as a scalar. And
secondly, an induced isotropy of the Reynolds stress tensor is introduced only when the normal
stresses are equal in magnitude. Quasi-isotropy is deﬁned in this work when the normal stresses
are not the same in magnitude but are restricted with an additional equation which leads to a same
trend of the normal stresses. With this deﬁnitions, Spalart-Allmaras accomplish the two deﬁnitions
of isotropy, whilst SST accomplish the eddy-viscosity scalar isotropy and the quasi-isotropy of the
Reynolds stress tensor. Finally, DSM is purely anisotropic.
11.2.1 Boussinesq approximation
Boussinesq approximation consists in relating the Reynolds stresses directly to the main strain
rate tensor S deﬁned previously, as follows:
τij =
2
3
kδij − 2νtSij (52)
Hence, in order to close the problem, only the turbulent viscosity νt has to be determined.
In case of zero-equation models, the turbulent viscosity is deﬁned through an algebraic expres-
sion according to a mixing length. One-equation model, like Spalart-Allmaras, solves a transport
equation for the eddy viscosity, and two-equation models like κ−  or κ−ω resolve two additional
turbulence transport equations for κ (turbulent kinetic energy) ,  (turbulent energy dissipation
rate) and/or ω (dissipation per unit turbulent kinetic energy), and the turbulent viscosity is ob-
tained through a relation κ and , or κ and ω.
Finally, for this ﬁrst closure method, the momentum equation can be simpliﬁed with the con-
servation of mass leading to:
DUi
Dt
=
∂Ui
∂t
+ ∂Uj
∂Ui
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
(
(ν + νt)
∂Ui
∂xj
)
(53)
With:
p = P +
2
3
k (54)
11.2.2 n-term tensor representation for the Reynolds stresses
In order to add less restrictions to the ﬂow, the n-term tensor representation has been studied in
the literature, which consist in applying a Boussinesq-like equation with an n-tensor as follows:
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τij =
2
3
kδij +
N∑
n=1
αnR
n
ij (55)
For example, the ﬁrst ﬁve expansions of a symmetric and traceless tensor Rij (anisotropy ten-
sor) can be constructed by means of a symmetric tensor S (main strain rate) and an antisymmetric
tensor W (rotation rate) as follows:
R(1) = S
R(2) = SW −WS
R(3) = S2 − 13
{
S2
}
I
R(4) = W 2 − 13
{
W 2
}
I
R(5) = WS2 − S2W
(56)
Where the rotation tensor has its conventional deﬁnition deduced through the symmetric and
antisymmetric part of the velocity gradient tensor:
Wij =
1
2
(
∂Ui
∂xj
− ∂Uj
∂xij
)
(57)
And the operator
{
A2
}
is the second invariant of a matrix, i.e. the trace of A2, or:
{
A2
}
= AijAji (58)
And the n-coeﬃcients αn are determined through calibration with experimental or other nu-
merical results.
Note that in case of n = 1, the Boussinesq approximation is recovered.
Navier-Stokes momentum equation can be also simpliﬁed with an additional term accounting
for the n-term Reynolds stresses representation:
DUi
Dt
=
∂Ui
∂t
+ ∂Uj
∂Ui
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
(
(ν + νt)
∂Ui
∂xj
)
− ∂
∂xj
(
N∑
n=2
αnR
n
ij
)
(59)
As it will be explained later in this section, R(3) will introduce anisotropy to the turbulence
model, which seems interesting in separating ﬂows like in this work.
11.2.3 Turbulence transport equations for the Reynolds stresses
Second moment turbulence closure model (DSM), or Reynolds Stress Model (RSM), obtain the
unknown turbulent stresses u′iu
′
j by means of separating the model transport equations for each
term and one additional equation for the dissipation rate. This means that in 2D, 5 additional
equations are added to Navier-Stokes, and 7 in case of 3D.
It is the less restrictive URANS model, but the most expensive computationally. Hence, in this
method, momentum Navier-Stokes equation is treated with the Reynolds stresses directly:
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DUi
Dt
=
∂Ui
∂t
+ ∂Uj
∂Ui
∂xj
= −1
ρ
∂P
∂xi
+
∂σij
∂xj
−
∂u′iu
′
jij
∂xj
(60)
With the correspondent transport equation:
∂
∂t
(
ρu′iu
′
j
)
+
∂
∂xk
(
ρu′ku′iu
′
j
)
= DT,ij +DL,ij + Pij +Gij + φij + ij + Fij (61)
Where DT,ij is the turbulent diﬀusion, DL,ij the molecular diﬀusion, Pij the stress production,
Gij the buoyancy production, φij the pressure strain, ij the dissipation and Fij the production
by system rotation. The turbulent diﬀusion, buoyancy production, pressure strain and dissipation
have to be modeled, while the other terms can be obtained directly.
11.3 Anisotropy within boundary layer
Turbulent Reynolds stress tensor is symmetric, and hence, higher order representations of this
tensor must satisfy this condition. Moreover, the anisotropy tensor Rij should be traceless, since
the trace of the Reynolds stress tensor is included in the isotropic part τ isoij =
2
3kδij =
1
3τkk.
However, there should not be any restriction in the diagonal terms. However, if the boussinesq
approximation is used for incompressible ﬂow, the diagonal terms of the Reynolds stress tensor are
strongly coupled one to another, which is known as quasi-isotropy of the tensor, as it is proved as
follows:
Turbulent Reynolds stress tensor is decomposed in isotropic part and anisotropic part:
τij = τ
iso
ij +Rij (62)
where:
τ isoij =
2
3
kI (63)
where I is the identity or unity matrix, and κ is the turbulent kinetic energy, deﬁned as one
half of the trace of the turbulent Reynolds stress.
According to the Boussinesq approximation, where n = 1, the anisotropic tensor will be:
R = S (64)
With components:
R =
 ∂U∂x 12 (∂U∂y + ∂V∂x )
1
2
(
∂U
∂y +
∂V
∂x
)
∂V
∂y
 (65)
And introducing the conservation of mass for the incompressible ﬂow ∂U∂x = −∂V∂y , the anisotropy
tensor becomes:
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R =
 ∂U∂x 12 (∂U∂y + ∂V∂x )
1
2
(
∂U
∂y +
∂V
∂x
)
−∂U∂x
 (66)
Finally, the diagonal terms of the anisotropic turbulent Reynolds stress tensor are:
Rxx = −νt ∂U
∂x
, Ryy = −νt ∂V
∂y
(67)
And again, with the conservation of mass equation, Rxx = −Ryy.
Recapping the meaning of the Reynolds stresses, the diagonal terms are the second moments
of each velocity ﬂuctuations (τxx = u′u′ and τyy = v′v′). This means that in case the turbulent ki-
netic energy is not deﬁned as in Spalart-Allmaras method (discussed later), and hence the absolute
values of the diagonal terms of the anisotropic tensor are directly equal to the Reynolds stresses,
isotropic turbulence is achieved, which means that the normal ﬂuctuations are the same.
However, returning to the real problem, the wall damps more rapidly the normal velocity ﬂuc-
tuations than the tangential ﬂuctuating velocity, which is to say that ‖ v′v′ ‖<‖ u′u′ ‖. This
seems obvious since the wall does not allow high oscillations in the normal direction, unlike in the
tangential direction where these oscillations are allowed, as it is depicted in ﬁgure 30:
Fig. 30: Tangential and normal ﬂuctuations near wall.
For this reason, it is sometimes reported in the literature that Boussinesq leads to the isotropy
of the Reynolds stresses. However, note that in case the turbulent kinetic energy is added, the
normal stresses will not be the same in magnitude, but there will be a restriction between them as
it will be discussed now.
In order to allow the diagonal terms of the Reynolds stress to be diﬀerent in a less restrictive
way, let's now examine the third term of the anisotropic tensor when n = 3:
R(3) = S2 − 1
3
{
S2
}
I (68)
And again, in 2D, the third term becomes:
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R(3) =
(
∂U
∂x
2
+ 14 (
∂U
∂y +
∂V
∂x )
2 (∂U∂x +
∂V
∂y )·(
∂U
∂y +
∂V
∂x )
(∂U∂x +
∂V
∂y )·(
∂U
∂y +
∂V
∂x )
∂V
∂y
2
+ 14 (
∂U
∂y +
∂V
∂x )
2
)
− 13
 ∂U∂x 2 + ∂V∂y 2 + 14
(
∂U
∂y +
∂V
∂x
)2
0
0 ∂U∂x
2
+ ∂V∂y
2
+ 14
(
∂U
∂y +
∂V
∂x
)2
 (69)
And ﬁnally, the diagonal terms will be, again using the conservation of mass:
Rxx = α1
∂U
∂x
+ α3
[(
∂U
∂x
2
+
1
4
(
∂U
∂y
+
∂V
∂x
)2
)
− 1
3
(
2
∂U
∂x
2
+
1
4
(
∂U
∂y
+
∂V
∂x
)2)]
(70)
Ryy = −α1 ∂U
∂x
+ α3
[(
∂U
∂x
2
+
1
4
(
∂U
∂y
+
∂V
∂x
)2
)
−
(
1
3
2
∂U
∂x
2
+
1
4
(
∂U
∂y
+
∂V
∂x
)2)]
(71)
As it can be seen, now the anisotropic diagonal is not equal in magnitude, since the ﬁrst term
in the above equation is equal in magnitude but opposite in sign, and the second term is the same
in both components. Thus, the anisotropic tensor is not as restricted as before.
Leaving any Boussinesq-like equation and higher order tensor representation apart, Reynolds
stresses can be as well integrated with transport equations. This leads to the aforementioned
Reynolds Stress Models, and the anisotropy is achieved automatically.
11.4 Turbulence models
A brief insight on the overall formula of Spalart-Allmaras, SST and DSM models will be studied in
this section in order to explain how the Reynolds stress components are computed in each method,
and the restrictions that they yield.
However, it must not be forgotten, that the only term in Navier-Stokes equations that diﬀer-
entiate the three methods are the representation of the Reynolds stresses (τij), and hence, in case
these terms are obtained as close as they would be in reality the validity of the methods is assured.
11.4.1 Spalart-Allmaras
In Spalart-Allmaras approach, the turbulent kinetic energy κ is not computed, and only one addi-
tional equation is added, which is strictly related to the eddy viscosity. Boussinesq approximation
is used, and hence, in case of incompressible ﬂow, only two diﬀerent Reynolds stress components
are obtained.
The additional equation is a transport equation for the variable υ˜ deﬁned as:
υ˜ =
υt
fv1
(72)
Where υt is the turbulent kinetic viscosity, and fv1is deﬁned as follows:
fv1 = χ
3/(χ3 + C3ν1) (73)
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And
χ = υ˜/ν (74)
The transport equation is
Dν˜
Dt
= cb1 (1− ft2) S˜ν˜ + 1
σ
∂
∂xk
[
(ν + ν˜)
∂ν˜
∂xk
]
+
cb2
σ
(
∂ν˜
∂xk
)2
−
(
cw1f2 − cb1
κ2
ft2
)( ν˜
d
)2
(75)
with
S˜ =
√
2WijWij +
ν˜
κ2d2
fv2 (76)
fv2 = 1− χ
1 + χfv1
(77)
fw = g
[
1 + c6w3
g6 + c6w3
] 1
6
(78)
g = r + cw2
(
r6 − r) (79)
r =
ν˜
S˜κ2d2
(80)
ft2 = ct3exp
(−ct4χ2) (81)
Where d is the minimum distance to the wall, and the closure coeﬃcients are: cb1 = 0.1355,
cb2 = 0.622, σ = 2/3, cw1 = 3.6421, cw2 = 0.3, cw3 = 2, ct3 = 1.2, ct4 = 0.5 and cv1 = 7.1.
Once the transport equation is solved, and the turbulent viscosity is obtained (only dependent
on the main-ﬂow variables), the stress components are computed through the Boussinesq approx-
imation without considering the turbulent kinetic energy:
τij = −2υtSij (82)
Note that in order to obtain u′u′ and v′v′ positive, the absolute value must be taken into ac-
count. The components will be:
τij =
 u′u′ u′v′ 0u′v′ v′v′ 0
0 0 0
 (83)
Where:
u′u′ = v′v′ = 2υt | ∂U
∂x
|= 2υt | ∂V
∂y
| (84)
u′v′ = −υt
(
∂U
∂x
+
∂V
∂x
)
(85)
Finally, note that ‖ v′v′ ‖=‖ u′u′ ‖ when using Spalart-Allmaras.
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11.4.2 κ− ω SST
The k − ω SST turbulent model adds two additional turbulent transport equations, one for the
turbulent kinetic energy, and another for the ω (dissipation per unit turbulent kinetic energy) or
ε (turbulent energy dissipation rate).
Actually, the SST model blends the k − ω model near walls, and the k − ε in the outer region.
k− ε model has been proved to predict better free shear ﬂows, and k−ω model can predict better
boundary layer since it can integrate the ω-equation until the wall.
The turbulent kinetic energy is computed with transport equations, which has the general form:
Dk
Dt
= P − ε+D
Where P = −τik∂Ui/∂xk is the turbulent production, ε is the isotropic turbulent dissipation
rate and D takes into account the turbulent transport and viscous diﬀusion.
The second transport equation is for ω:
Dω
Dt
=
γ
νt
P − βω2 + ∂
∂xk
[(
ν +
νt
σw
)
∂ω
∂xk
]
+ 2
1− F1
σwω
∂k
∂xk
∂ω
∂xk
(86)
Where γ and σw are pre-deﬁned coeﬃcients. F1 is the blending constant, so in case F1 = 1 the
k −$ formulation is activated, and in case F1 = 0 the k − ε formulation is recovered. For a more
detailed explanation on the method the reader can be addressed to Turbulence Modeling for CFD,
by David C. Wilcox [25].
Once the turbulent kinetic energy and ω or ε are computed, the turbulent viscosity is computed
with the ratio:
υt =
k
ω
or υt = 0.09
k2
ε
(87)
And recovering the Boussinesq approximation and taking into account the turbulent kinetic
energy:
τij =
2
3
kδij − 2υtSij (88)
The Reynolds stress components will be:
τij =
 u′u′ u′v′ 0u′v′ v′v′ 0
0 0 w′w′
 (89)
with:
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u′u′ =
2
3
k − 2υt ∂U
∂x
(90)
v′v′ =
2
3
k − 2υt ∂V
∂y
(91)
w′w′ =
2
3
k (92)
u′v′ = −υt
(
∂U
∂x
+
∂V
∂x
)
(93)
In this case, although the normal stress components do not have the same magnitude, they are
strongly coupled, as it can be deduced with the above formula:
w′w′ =
u′u′ + v′v′
2
(94)
The restriction that induces the above formula is evident: the third normal shear component
is enforced to the average of the ﬁrst and second normal shear stress components.
11.4.3 Reynolds Stress Model
In case transport equations are used for each of the components, a total of 4 independent compo-
nents will exist, as it is expected.
τij =
 u′u′ u′v′ 0u′v′ v′v′ 0
0 0 w′w′
 (95)
and u′u′ 6= v′v′ 6= w′w′ 6= u′v′.
These last terms are computed with a transport equation for each component, with the general
form of equation (61).
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12 Near-wake variables study at Reynolds 3900
12.1 Introduction
Once the mesh strategy, time-step and Reynolds number have been set, the turbulence model will
be chosen.
As it was discussed before, the mesh and time-step independence was carried out with Spalart-
Allmaras due to its relatively low computational cost. However this method is bounded to fail in
high-stretched ﬂows as in this problem, and hence the validity of this turbulence model will be
studied along with SST and DSM.
For this reason, the cylinder at Reynolds 3900 with a non-dimensional time-strep of 0.001
and the mesh of 74670 nodes will be studied and compared with Spalart-Allmaras, Shear Stress
Transport, and Diﬀerential Second-moment turbulence closure Model (DSM). Finally one of the
three turbulence models will be used for the rest of the project.
12.2 Overall results
First of all, the three turbulence models are compared with the most studied variables found in
the literature:
SA SST DSM
St. number 0.2112 0.2252 0.2600
CLrms 0.9757 1.0686 1.0804
Cd 1.4442 1.5135 1.5743
LR 0.8820 0.7682 0.7760
θsep 94.8724 96.8415 98.5102
θ̂amp 19.5745 24.4930 27.3261
Cpb -1.5714 -1.7717 -1.8747
Cpf 1.1392 1.0877 1.0890
Tab. 6: Overall results with Spalart-Allmaras, Shear Stress Transport and Diﬀerential Second order
Model at Re 3900.
Where Strouhal number is the number of Strouhal frequency, Clrms is the root-mean-square
of the lift coeﬃcient along one period, Cd is the averaged drag coeﬃcient, LR is the mean re-
circulation length, θsep is the mean separation angle, θ̂amp is the amplitude of the oscillation on
the separation angle, Cpb refers to the base pressure coeﬃcient θ = 180º, and Cpf is the frontal
pressure coeﬃcient θ = 0º.
As it can be seen in table (6), the values are close to each other and there is no parameter that
exhibits a pronounced deviation with respect to the others. SST predicts values which lay in the
middle of SA and DSM in all variables except on the mean recirculation length and the pressure
frontal coeﬃcient Cpf .
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A more detailed study of the boundary layer and near-wake of the cylinder is studied as follows
in order to gain insight in the constrains that enforce each method.
12.3 Boundary layer anisotropy
In this section ﬁrst the Reynolds stress tensor components for Spalart-Allmaras, Shear Stress
Transport and Diﬀerential Second Moment closure are plotted, and secondly compared one to
another. As it was discussed before, in the boundary layer, the ﬁrst normal stress it is expected to
be greater than the second normal stress, i.e. ‖ u′u′ ‖>‖ v′v′ ‖ due to the restriction that imposes
the wall. However, SA cannot add any anisotropy in the normal stresses and hence both normals
are equal.
Moreover, −u′v′ instead of u′v′ is plotted since this term becomes negative near the wall for
momentum exchange theory.
Since DSM integrates directly the Reynolds stress components, these variables are already
available for plotting in Fluent Software. However, with SA and SST, this terms are not computed
explicitly, and hence they are deﬁned explicitly with the Custom Field Function provided by Fluent
as follows:
SA
u′u′ = v′v′ = 2·νt·abs
(
∂u
∂x
)
u′v′ = νt·
((
∂u
∂y
)
+
(
∂v
∂x
))
SST
u′u′ = 23κ− 2νt·
(
∂u
∂x
)
v′v′ = 23κ− 2νt·
(
∂v
∂y
)
w′w′ = 23κ
u′v′ = νt·
((
∂u
∂y
)
+
(
∂v
∂x
))
The anisotropy of the boundary layer is studied averaging the Reynolds stress components at
the location θ = 90º of the cylinder.
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Fig. 31: Time-averaged Reynolds stress tensor components on the boundary layer for θ = 90º using
a) Spalart-Allmaras, b) SST and c) DSM turbulence model.
As it can be seen in ﬁgure 31, in SST method, the third normal stress lays exactly in the
middle between the ﬁrst and second normal, deduced above due to equation 94. Hence, it can
be concluded that Reynolds stress tensor is hardly constrained in Spalart-Allmaras and in Shear
Stress Transport model. However, note as well that for DSM the third term lays approximately in
the middle between the ﬁrst and second normal stress giving the SST model a good approximation.
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Fig. 32: a) First normal, b) Second normal and c) Shear Reynolds Stress components on the bound-
ary layer for θ = 90º using a) Spalart-Allmaras, b) SST and c) DSM turbulence models.
Finally, when comparing each term with the three models, SST values are always closer to DSM
than SA. Note as well that SA underestimates the ﬁrst and second normal stress drastically.
It is of major importance as well to remark the discrepancy in the shear stress term (u′v′). In SA
and SST this term becomes negative rapidly, whilst with DSM this term remains positive for the
distance considered. This can be easily explained with the formulation of the ﬁrst two turbulence
models. As it was stated before, these two models use the Boussinesq approximation, which leads
to a direct proportionality of the Reynolds stress tensor τij to the Main Rate Tensor Sij . This
means that a change in the sign of the second tensor must lead to a change of sign of the ﬁrst
tensor. Now returning to the real problem, at the position considered (θ = 90º) a recirculation
bubble is formed, and hence a change of sign on the out-of-diagonal term of the Main Rate Tensor is
expected
(
Sij =
1
2
(
∂U
∂y +
∂V
∂x
))
. Actually this last term is the angular deformation of the particle,
and since the inner and outer part of the bubble have diﬀerent signs of rotation, this term changes
its sign. This proves that Boussinesq approximation is not always valid for predicting the Reynolds
stresses.
12 Near-wake variables study at Reynolds 3900 61
12.4 Recirculation bubbles
The recirculation bubbles that appear on the rear part of the cylinder are studied and compared
since they are a good indicator of the accuracy of the model, as these bubbles depend strongly
on the level of resolution of the adverse pressure gradients, anisotropy of the boundary layer and
instability of the shear layer. For this reason, some diﬀerence in the form or even on the number
of recirculation bubbles must not be alarming.
In order to obtain the points of separation and reattachment, post-processing is required, since
Fluent does not automatically give these values.
These points are singular since they all exhibit zero normal gradient on the tangential velocity
near the wall, which leads to zero friction coeﬃcient as well, since the friction coeﬃcient is strictly
the normal gradient on the tangential velocity near the wall multiplied by the laminar viscosity.
In this project, ﬁrst order linear interpolation has been carried out in case the separation or
reattachment lays between nodes. And most important, since the skin friction coeﬃcient is deﬁned
positive, an extra variable that provides some sign criteria must be taken into account, in this case
the x-shear wall stress. Hence, the points for interpolation are the nodes that exhibit change in
sign on the x-shear wall stress, and the interpolation is made with the values of the skin friction
coeﬃcients of both nodes. Special care has been taken into account with values of θ = 180º where
the x-shear wall stress changes sign automatically in case of not separation, so this point is treated
separately.
Another important condition is that the total number of separation and reattachment points
must be always an odd number, whilst the number of bubbles must be always an even number, in
order to meet the velocity direction of the free-stream condition of the incoming velocity.
12 Near-wake variables study at Reynolds 3900 62
0 0.2 0.4 0.6 0.8 1
50
100
150
200
250
300
SA Recirculation−Separation angles
θ 
(º)
∆t/T
vk
(a)
0 0.2 0.4 0.6 0.8 1
50
100
150
200
250
300
SST Recirculation−Separation angles
θ 
(º)
∆t/T
vk
(b)
0 0.2 0.4 0.6 0.8 1
50
100
150
200
250
300
DSM Recirculation−Separation angles
θ 
(º)
∆t/T
vk
(c)
Fig. 33: Instantaneous recirculation and separation angles using a) Spalart-Allmaras, b) SST and
c) DSM.
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As it can be seen in ﬁgure 33, SA and SST tend to add more bubbles than DSM. In the DSM
plot it can be seen the coalescence of the small bubbles predicted by SA and DSM.
Remarkably, a jump in the ﬁrst and last separation angle is detected in all three models, which
seems interesting for further investigation. Actually, this could explain the discrepancy on the
average values of the separation angles found in the literature.
12.5 Pressure distribution
Due to these boundary instabilities that lead to the formation of bubbles, a strong decrease of the
pressure coeﬃcient in the rear part of the cylinder appears. In case a moderate Reynolds with
laminar wake formation the pressure coeﬃcient is partially recovered on the base section θ = 180º
which means that the pressure coeﬃcient is monotonically increased on the last values of θ. How-
ever, for greater values of Reynolds, as in this case, with Reynolds 3900, the pressure coeﬃcient is
decreased drastically on the rear part of the cylinder as it can be seen in ﬁgure 34:
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Fig. 34: Time-averaged pressure coeﬃcient along half cylinder with SA, SST and DSM turbulence
models.
Again, SST seems to follow better the values of DSM. An important remark is the diﬀerent
value on the frontal pressure coeﬃcient that exhibits SA when compared to the almost identical
value of SST and DSM, since in this region the ﬂow does not seem complex.
12.6 Mean recirculation length
The mean recirculation length has been widely studied in the literature since it is a parameter that
greatly inﬂuences the other parameters, since it is the length of the time-averaged vortex-shedding
length. Moreover, S. Dong [11] states that this parameter must be used for any convergence study
since it is the most diﬃcult to stabilize over time.
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In order to obtain the mean recirculation length, the time-averaged values of the streamwise
velocities on the centerline must be plotted, and the recirculation length is considered the distance
on the x axis that the streamwise velocity becomes 0 for the second time (the ﬁrst time is the
non-slip condition at θ = 0º). Since this is a point where the stream-time-averaged velocity ﬁrst
changes sign, it is physically the averaged bubble that crosses the x axis symmetrically.
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Fig. 35: Stream-time-averaged of the mean velocity along the centerline of the cylinder.
As it can be seen in ﬁgure 35, the three turbulence models yield similar results, although DSM
seem to represent a more complex ﬂow since it has more than one local maximum.
12.7 Near-wake velocity proﬁles
Time-averaged velocities proﬁles of the stream and crosswise directions are compared with the
three turbulence models at a distance of x/D=1.06, 1.54 and 2.02. In all ﬁgures SST lays closer
to DSM than SA.
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Fig. 36: Streamwise a) and crosswise b) mean velocity at a distance x/D=1.06 of the centerline
predicted with SA, SST and DSM turbulence models.
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Fig. 37: Streamwise a) and crosswise b) mean velocity at a distance x/D=1.54 of the centerline
predicted with SA, SST and DSM turbulence models.
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Fig. 38: Streamwise a) and crosswise b) mean velocity at a distance x/D=2.02 of the centerline
predicted with SA, SST and DSM turbulence models.
It can also be observed the symmetry of the streamwise velocity and antisymmetry of the
crosswise velocity due to the characteristics of the vortex shedding. The vortex shedding that
exhibits the upper part of the cylinder is repeated on the bottom part. However, in a ﬁxed
Cartesian grid, the x component velocities are the same, whilst the y components are the opposite,
leading to the antisymmetry.
12.8 Near-wake anisotropy
The anisotropy is not only of importance on the boundary layer. Moreover, for Reynolds 3900, the
boundary layer should remain laminar, which means that the turbulent viscosity close to the wall
for this Reynolds should be kept small, making the anisotropy a matter of little inﬂuence on the
overall results.
However, the wake is full turbulent, and hence the development of the proper size and frequency
of the vortex will be only achieved if the direction of the turbulent Reynolds stresses are decided
by the nature of the ﬂow, not by the main strain tensor as with the Boussinesq approximation.
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Fig. 39: Reynolds stress components with Spalart-Allmaras at a distance x/D= 1.06, 1.54 and
2.02.
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Fig. 40: Reynolds stress components with SST at a distance x/D= 1.06, 1.54 and 2.02.
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Fig. 41: Reynolds stress components with DSM at a distance x/D= 1.06, 1.54 and 2.02.
If compared each component with the three turbulence models, the SST model seems to cap-
ture the shape of the DSM proﬁle, unlike SA which seems quite poor at representing all the stresses:
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Fig. 42: Comparison of a) ﬁrst normal, b) second normal and c) shear Reynolds stress components
with SA, SST and DSM at a distance x/D= 1.06.
12.9 Wake frequencies
In order to study the frequencies that are present on the wake, two points are deﬁned at the fol-
lowing positions: Point A with x/D = 0.54 and y/D = 0.65, and point B with x/D = 3.14 and
y/D = 0.4, as it can be depicted in ﬁgure 43.
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Fig. 43: Cylinder, Point A and Point B sketch.
Due to the situation of these two points, velocity of Point A is expected to have more peaks on
the Strouhal harmonics since it is closer to the cylinder and hence the shear layer will be present
for an amount of time during the vortex shedding period. On the other hand, the velocity of Point
B is expected to be more smooth since it is placed further downstream and hence the wake is fully
developed.
The power spectra is deﬁned in this work as two times the amplitude of the velocity squared
at each frequency.
The spectra on the streamwise and crosswise velocities of Point A and Point B is depicted in
ﬁgure 44.
An important remark is that all the spectras are expected to have the same ﬁnal-slope on the
log-graph. This can be explained through the way these methods are formulated. Actually, the
slope, is implicitly enforced to -5/3 corresponding to the inertial sub-range of Kolmogorov's 2/3
law, which leads to a f−5/3 energy spectrum decay. For instance, this decay rate can be observed
in Dong's work [11], where the spectrum of the velocity is carried out at Reynolds 3900 with DNS,
or in ﬁgure 7 in this work. However, note that the dissipation sub-range is not observed, since
URANS cannot resolve the smallest dissipation scales.
Actually, this ﬁnal slope on the spectrum is the modelization of the smallest scales which are
not being solved since the mesh is way bigger than the characteristic length of these small ﬂuctu-
ations. Since the power spectra is the square of the velocity, this term can be directly related to
the kinetic energy of the ﬂuid, which decays as the frequency increases.
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Fig. 44: Streamwise and crosswise velocities spectrum with SA, SST and DSM at two diﬀerent
points: Point A (x, y) = (0.54, 0.65) and Point B (x, y) = (3.14, 0.4).
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As it can be seen in ﬁgure 44, the fundamental and harmonics frequencies are highly pronounced
in the frequency spectra of Point A as it is expected. However, diﬀerences are encountered with
SST, which conserves greater values of crossﬂow velocities far away downstream.
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13 Comparison with PIV measurements
In this section, 2D numerical results obtained with the grid of 74.670 nodes, time-step* of 0.001
and SST as turbulence model are compared with the data obtained by Rubén Torres at UPC ET-
SEIAT with PIV technique. These PIV measurements are part of a project carried out by Rubén
Torres under the supervision of Vanessa Del Campo.
Reynolds numbers of 2107.6, 4163.7 and 6411.8 are studied and compared, all of them within
the shear-layer transition regime.
13.1 Recirculation length
First of all, recirculation length (LR) is compared.
Note, that within the shear-layer transition regime, the mean recirculation length must decrease
when Reynolds is increased, as reported in the S. Dong [11].
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Fig. 45: Numerical and experimental streamwise velocity proﬁles on the centerline for Reynolds
2107.6, 4163.7 and 6411.8.
As it can be seen in ﬁgure 45, the recirculation length lies around 1.5 for PIV measurements
and around 1 for numerical data. However, all these values are within the range found in the
literature.
The most important remark, is that the sequence red-green-blue goes from left to right on both
numerical and experimental measurements, which means that the recirculation length is decreased
when Reynolds is increased on both numerical and PIV measurements as it was expected.
The minimum non-dimensional streamwise velocity on numerical and PIV measurements is
around -0.2 and the velocity tends to 0.8, values that can be easily found on previous works [2].
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Reynolds number 2107.6 4163.7 6411.8
SST 0.9075 0.7576 0.6741
PIV 1.8848 1.5773 1.4682
Tab. 7: Recirculation length distance from center of cylinder (x/D).
As it can be seen in table 7, the values of PIV measurements double the values obtained with
Fluent. However, it is mostly important that DNS provide values that lie in the middle of the ones
obtained.
13.2 Velocity proﬁles
The stramwise and crosswise velocity proﬁles are compared for distances x/D= 1.03, 1.54, and
2.06, in ﬁgure 46, 47, 48, 49, 50 and 51.
Since the recirculation length obtained from numerical data lies always before the distances
considered, the Numerical streamwise velocity proﬁles will have the minimum values above the
ones obtained with PIV, since for the distances considered the bubble is surpassed, and hence the
velocities will be more positive.
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Fig. 46: Numerical and experimental streamwise-velocity proﬁles at distance x/D = 1.03, 1.54 and
2.06 for Reynolds 2107.6.
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Fig. 47: Numerical and experimental crosswise-velocity proﬁles at distance x/D = 1.03, 1.54 and
2.06 for Reynolds 2107.6.
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Fig. 48: Numerical and experimental streamwise-velocity proﬁles at distance x/D = 1.03, 1.54 and
2.06 for Reynolds 4163.7.
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Fig. 49: Numerical and experimental crosswise-velocity proﬁles at distance x/D = 1.03, 1.54 and
2.06 for Reynolds 4163.7.
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Fig. 50: Numerical and experimental streamwise-velocity proﬁles at distance x/D = 1.03, 1.54 and
2.06 for Reynolds 6411.8.
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Fig. 51: Numerical and experimental crosswise-velocity proﬁles at distance x/D = 1.03, 1.54 and
2.06 for Reynolds 6411.8.
Although the velocities suﬀer some bias if compared numerical and PIV measurements, the
most important remark is the symmetry of the streamwise velocity proﬁles and antisymmetry of
the crosswise velocity proﬁles as expected.
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14 3D induced errors
In order to study the applicability of the 2D case, the 2D case is compared to the 3D case at the
same Reynolds 3900 and same turbulence model (SST).
The mesh has been extruded in the z direction as depicted in ﬁgure 52:
Fig. 52: 3D domain.
The dimension on the z direction is piφ, and the number of elements in the cross direction is
32. Note, that the domain has been reduced in order to reduce the overall number of nodes. For
the 3D case, the number of nodes will be of 1.814.175. Symmetry conditions is enforced on both
sides, top and bottom. The 2D case is also reduced regarding number of nodes, so that the 3D
case is merely an extrusion of the 2D case.
In order to deal with roughly two million nodes, the simulation is run on an Intel i7 with 8Gb
of RAM, and the time-step* is set to 0.003. The time that it has taken to converge has been 3
weeks.
14.1 Recirculation length
In order to compute the recirculation length, the 3D case has been averaged through the z direction
obtaining a 2D case.
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Fig. 53: Comparison streamwise velocity on centerline for 2D and 3D cases.
As it can be seen in ﬁgure 53, the 3D case predicts larger recirculation length and the minimum
streamwise average velocity on the centerline is bigger in magnitude.
14.2 Velocity proﬁles
Streamwise and crosswise velocities proﬁles are also compared at a distance of 1.03.
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Fig. 54: Streamwise velocity proﬁle for 2D and 3D case at a distance x/D=1.03.
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Fig. 55: Crosswise velocity proﬁle for 2D and 3D case at a distance x/D=1.03.
14.3 Cross ﬂuctuations
In order to better understand the two-dimensionality assumed in the PIV measurements, an aux-
iliary variable is deﬁned in this work, which is the following:
ψ =
abs (w)(√
u2 + v2 + w2 + 10−5
) (96)
This auxiliary parameter, is deﬁned to remark the regions where the applicability of 2D can
be called into question. Note that in case this value tends to 1, the velocity is strictly on the z
direction. The value 10−5 is introduced in the above formula in order to avoid singularities where
the velocity is 0, for instance, on the wall of the cylinder.
Once this auxiliary parameter is deﬁned, isocontours are plotted below for 4 equal-spaced in-
tervals of time within one vortex shedding at the centerplane (y = 0)
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(a)∆t∗ = 0
(b)∆t∗ = 1/4
(c)∆t∗ = 1/2
(d)∆t∗ = 3/4
Fig. 56: Isocontours of ψ at four equal-spaced intervals of time within one vortex shedding at the
plane y = 0.
As it can be seen in ﬁgure 56, the centerline is surprisingly an isocontour of ψ = 0. In order to
understand why, isocontours of the cross z velocity is depicted in ﬁgure 57:
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(a)∆t∗ = 0
(b)∆t∗ = 1/4
(c)∆t∗ = 1/2
(d)∆t∗ = 3/4
Fig. 57: Isocontours of cross z velocity at four equal-spaced intervals of time within one vortex
shedding at the plane y = 0.
Now, with the cross z velocity isocontours, it can be deduced that the centerline is an antisym-
metric line on z direction. Further plots have shown that the plane z = 0 is antisymmetric on z
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velocity, which means that the mass ﬂux on this plane is 0, meeting perfectly the assumption of
two-dimensionality of the ﬂow.
Hence, with this study, it has been proven that the ﬂux on the centerplane can be considered
two-dimensional, one of the main assumptions of the project of Rubén Torres.
In ﬁgure 58, the cross z velocities are computed on the centerplane at four lines that cross the
plane following the z direction at distances x/D= 0.7, 0.9, 1.1 and 1.3.
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Fig. 58: Cross z velocity ﬂuctuations on 4 diﬀerent z lines on the centerplane at distances x/D=
0.7, 0.9, 1.1 and 1.3.
As it can be seen in ﬁgure 58, the point z/D = 0 has always 0 cross z velocity, as stated before,
and more important, the quarter of domain exhibits the maximum deﬂections of cross velocities.
It can be seen as well the antisymmetry of the cross z velocity.
14.4 Bidimensionality of the ﬂux in the middle-plane
Once it has been proved that the middle-plane does not experiment mass ﬂux through it, the
proﬁles of this plane are compared to the 2D case in ﬁgure 59:
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Fig. 59: Streamwise average velocity on centerline 2D and 3D middle-plane.
As it can be seen in ﬁgure 59, the recirculation length is almost the same, and the minimum
value that the stramwise velocity reaches are quite close. However, in the region x/D = [2, 6] there
are some discrepancies.
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Fig. 60: Streamwise velocity proﬁle at a distance x/D=1.03 for the 2D and 3D middle-plane case.
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Fig. 61: Crosswise velocity proﬁle at a distance x/D=1.03 for the 2D and 3D middle-plane case.
Since the recirculation bubble is predicted almost identically in both cases, the velocity proﬁles
close the the recirculation length agree fairly well.
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15 Numerical validation of non-intrusive load measurement from
momentum integral form
15.1 Repercussion on the selected path
Another important issue is to choose the proper path. In case reduced formulas like Kutta-
Joukowsky for lift computation or drag measurement through velocities on the wake, the paths
must be far away from the obstacle in order to accomplish the hypothesis that are assumed along
the derivation of the formulas. (See above derivation).
However, in case the general formulation proposed in this project, the path can be as close
or as far as desired if all terms are taken into account. However, if some terms are going to be
neglected, it is of common sense to choose the path according to this assumption. For instance:
• For turbulent ﬂows, if the velocity data is averaged at a proper frequency and the turbulent
convective term is going to be neglected, the path must be chosen far away.
• For unsteady ﬂows, if the transient volume integral is going to be neglected, the path must
be chosen far away, in order to enclose a pseudo-domain which can damp the integral vertical
velocity.
• For steady ﬂows, if the shear terms are going to be neglected, far away path is recommended.
• If a Poisson solver is used to solve pressure, a close path is recommended in order to reduce
the propagated error induced by the Poisson solver.
An example on the repercussion on the selected path is studied below. The drag coeﬃcient for a
steady simulation at Reynolds 34 is computed, and the errors of the diﬀerent paths are compared
with respect to the drag computed conventionally by Fluent software, which consist in the load
determination directly from the body-surface integration (pressure and shear forces).
Fig. 62: Velocity vectors on diﬀerent paths, distance (x/D)=(1.5, 3, 5, 7.5 and 10).
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Path (x/D) 1.5 3 5 7.5 10
Cd 1.7002 1.7053 1.6731 1.6777 1.6508
εr -0.0005 -0.0035 -0.0191 -0.0167 -0.0324
Tab. 8: Drag coeﬃcient Reynolds 34 at diﬀerent paths.
As it can be seen in table 8, there is no trend on the errors growing with the path being further
from the body. Note that the error induced for the path at distance 5 is bigger to that induced for
the path at distance 7.5.
15.2 Numerical validation with circular cylinder using Fluent
The path will be always considered a perfect square of length 5φ.
Recapping the formulation in matrix form:
D =
´
S2
(
− [ p 0 ]+ µ [ 2∂u∂x (∂u∂y + ∂v∂x) ]− ρ [ uu uv ]− ρ [ u′u′ u′v′ ]) ·nˆds
− ddtρ
˝
V ol
[u] dΩ
(97)
Which for simplicity will be denoted:
−→
D =
[
A1 A2
]− d
dt
ρ
˚
V ol
[u] dΩ (98)
Note that the matrix is symmetric.
Hence, the three components A1, A2 and A3 are introduced in ﬂuent as follows:
A1 −p+ µ·2·∂u∂x − ρ·u2 − 23ρκ+ 2·ρνt·∂u∂x
A2 µ·
(
∂u
∂y +
∂v
∂x
)
− ρuv+ρνt
(
∂u
∂y +
∂v
∂x
)
A3 −p+ µ·2·∂v∂y − ρ·v2− 23ρκ+ 2·ρνt·∂v∂y
Note that in case of laminar ﬂow the last term must be omitted.
Once deﬁned these variables in Fluent, the computation of the loads components is straight-
forward:
D =
ˆ
SU
A2dx+
ˆ
S2
A1dy −
ˆ
SD
A2dx−
ˆ
S1
A1dx− d
dt
ρ
˚
V ol
udΩ (99)
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L =
ˆ
SU
A3dx+
ˆ
S2
A2dy −
ˆ
SD
A3dx−
ˆ
S1
A2dx− d
dt
ρ
˚
V ol
vdΩ (100)
Note that A1, A2 and A3 are deﬁned as scalar quantities, and hence the sign is enforced outside
the integral.
15.2.1 Steady simulations
For steady simulations, only drag coeﬃcient is computed since lift is expected to vanish. The path
is placed x/d = 5 away from the cylinder.
Reynolds number Cd (surface integration) Cd (path integration) Relative error (εr)
1 13.0317 13.0695 0.0029
9 3.1747 3.1311 -0.0137
34 1.7061 1.6734 -0.0192
Tab. 9: Drag coeﬃcient for steady simulations.
As it can be seen in table 9, errors are all inferior to 2%. It is also observed that the error
increases with Reynolds number, since the complexity of the ﬂow increases and so numerical errors
are easily added during integration on the path
15.2.2 Laminar unsteady simulations
For laminar unsteady validation, Reynolds 150 and 200 are evaluated. In this case, both drag and
lift coeﬃcients are computed. The path is placed x/d = 5 away from the cylinder.
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Fig. 63: Drag coeﬃcient for Reynolds 150.
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Relative error values
Max (εr) 0.0093
Average (εr) -0.0018
Deviation (εr) 0.0041
Tab. 10: Relative error values Reynolds 150 drag coeﬃcient.
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Fig. 64: Lift coeﬃcient for Reynolds 150.
Relative error values
Max (εr) 1.0655
Average (εr) 0.0159
Deviation (εr) 0.5249
Tab. 11: Relative error values Reynolds 150 lift coeﬃcient.
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Fig. 65: Drag coeﬃcient for Reynolds 200.
Relative error values
Max (εr) 0.0129
Average (εr) -0.0016
Deviation (εr) 0.0050
Tab. 12: Relative error values Reynolds 200 drag coeﬃcient.
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Fig. 66: Lift coeﬃcient for Reynolds 200.
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Relative error values
Max (εr) 0.9832
Average (εr) 0.0099
Deviation (εr) 0.4826
Tab. 13: Relative error values Reynolds 200 lift coeﬃcient.
As it can be seen in the table 10, 11, 12 and 13, drag coeﬃcient computation is better computed
than lift coeﬃcient if the path strategy is employed. This can be shown since both average and devi-
ation of the relative errors are bigger for the lift case, and it happens in the two Reynolds evaluated.
This might be because of the unsteady term. In this case, second order centered-time scheme
and a time step 5 times greater than the time step used for the solver was employed. This term is
also more inﬂuential on lift than on drag coeﬃcient, verifying this hypothesis.
15.2.3 Turbulent unsteady simulations
For turbulent ﬂows, simulations will be carried out with Reynolds 3900 and Reynolds 20000. Both
drag and lift coeﬃcients will be computed. However, Reynolds stresses will not be taken into
account, since they are expected to be several orders of magnitude below the mean convective
term. Shear Stress Transport model will be applied, and the path is placed x/d=5 away from the
cylinder.
u′u′  uu, u′v′  uv, v′v′  vv (101)
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Fig. 67: Drag coeﬃcient Reynolds 3900.
15 Numerical validation of non-intrusive load measurement from momentum integral form 95
Relative error values
Max (εr) 0.0106
Average (εr) 0.0002
Deviation (εr) 0.0160
Tab. 14: Relative error values Reynolds 3900 drag coeﬃcient.
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Fig. 68: Lift coeﬃcient Reynolds 3900.
Relative error values
Max (εr) 0.3551
Average (εr) 0.0025
Deviation (εr) 0.7155
Tab. 15: Relative error values Reynolds 3900 lift coeﬃcient.
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Fig. 69: Drag coeﬃcient Reynolds 20000.
Relative error values
Max (εr) 0.0210
Average (εr) 0.0004
Deviation (εr) 0.0132
Tab. 16: Relative error values Reynolds 20000 drag coeﬃcient.
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Fig. 70: Lift coeﬃcient Reynolds 20000.
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Relative error values
Max (εr) 0.4154
Average (εr) 0.0103
Deviation (εr) 1.4142
Tab. 17: Relative error values Reynolds 20000 lift coeﬃcient.
First of all, it can be seen that the convective term has not a major role on computing loads
with the formula developed since they have been ignored and the results are quite close to those
achieved for the laminar case.
Secondly, lift coeﬃcient is still the coeﬃcient with more induced errors.
15.3 Comparison with Kutta-Joukowsky and wake proﬁle measurements
In this section, the full formulation is compared with Kutta and Jones theorem. Reynolds 34 is
simulated, the path is placed 5 non-dimensional lengths far from the cylinder and the cylinder is
rotated counterclockwise at a velocity α deﬁned as:
α =
‖ −→$ ‖ D
Ue
(102)
Where φ is the diameter of the cylinder, ‖ −→$ ‖ is the norm of the angular velocity and Ue the
free-stream velocity.
α -0.1 -0.3 -0.5
CDsurface integration 1.7131 1.7091 1.7011
CLsurface integration 0.1327 0.3977 0.6633
CD path integration 1.6510 1.6464 1.6374
Relative error -0.0363 -0.0367 -0.0375
CL path integration 0.1342 0.3994 0.6654
Relative error 0.0115 0.0044 0.0031
CD Jones theorem 1.0953 1.0914 1.0374
Relative Error -0.3607 -0.3614 -0.3629
CLKutta theorem 0.1130 0.3361 0.5600
Relative error -0.1487 -0.1549 -0.1558
Tab. 18: Comparison drag coeﬃcient and lift coeﬃcient Reynolds 34.
As it can be seen in table 18, the general formulation keeps errors below 4% in both drag and
lift computations, giving obviously better accuracy than the simpliﬁed formula. Errors in Kutta
and Jone's theorem could be discussed since the path is relatively close to the cylinder.
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The environmental impact will not account for the experimental testing that was carried out with
PIV technique since it is a project carried out by Rubén Torres. This project only uses his data
for comparison purposes.
During this project, the following environmental impact has been taken into account:
• Electricity costs associated to computer usage and lamps.
• Oil during trips to University UPC ETSEIAT.
However, since these activities are daily present in the life of the student regardless of the activity
to do this project, a direct environmental impact of this project cannot be accounted and hence it
is not addressed in terms of damage or pollution.
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In this ﬁrst part of the project a procedure for proving the test independence of the results has
been ﬁrstly proposed and then evaluated for the 2D circular cylinder problem at Reynolds 3900.
The grid, compared to other grids used in the literature, has three times as much more nodes.
This is due ﬁrstly to the manual adaptation that has been applied on the separation zone of the
boundary layer, and secondly because low-Reynolds turbulent models have been used, which means
that no wall functions have been added to the solver. This leads to values of y+ lower than one.
Once the numerical results have been assumed to be independent from the grid parameters,
results are compared for Spalart-Allmaras, Shear Stress Transport, and Reynolds Stress models.
Moreover, a brief insight on how these three diﬀerent turbulent models close the problem -modeling
the turbulent convective term- has been investigated and compared in terms of Reynolds stress
components. It has been proved that Spalart-Allmaras enforces isotropy on the diagonal terms
of the Reynolds stresses, and that Shear Stress Transport model enforces the third normal term
of the Reynolds stress to lie in the middle between the ﬁrst and the second normal components.
For this reason, it must be stated that special care must be taken for high stretched ﬂows, where
a proper turbulent model must be chosen in order to not restrict the direction of the Reynolds
stress tensor, which in case Boussinesq approximation is applied -like Spalart-Allmaras method-,
this tensor is enforced parallel to the main strain rate tensor.
If results are compared with the literature, the recirculation length has been placed closer to
LES or DNS values than other URANS found in the literature, which can be linked to the special
care on the separation zone it has been taken.
Furthermore, two important remarks have been studied and highlighted here. Firstly, the se-
paration point seems to experiment a jump during the vortex shedding on both top and bottom
sides of the cylinder, and secondly, the harmonics of the vortex are reproduced on the centerline.
Results have been compared to PIV measurements, for Reynolds 2107.6, 4163.7 and 6411.8,
and although the trend on velocity proﬁles are quite the same, the recirculation bubble is placed
further downstream on PIV measurements. However, the most important remark is that the recir-
culation length is clearly decreasing when increasing Reynolds number on both PIV and URANS
measurements, ﬁtting perfectly well with other publications [11].
For Reynolds 3900, a 3D case has been compared to a 2D case. It has been found that the
middle plane of the 3D case does not experiment cross ﬂuctuations of velocity, and furthermore,
it seems to be an asymmetric plane for the z velocity component, which means that it acts as
a mirror, not allowing mass through it. This seems really interesting for the assumption of two-
dimensionality in PIV measurements. However, this work states that this assumption is only valid
right in the middle-plane, which means the plane that cuts the cylinder by a half.
In the second part of the project, a general non-intrusive technique for load computation has
been developed and tested with Fluent, and it has leads to better accuracy for loads estimation
when compared to previous Jones and Kutta works.
Moreover, it has been proved that the loads can be computed uniquely from the velocity ﬁeld,
and hence, it would allow PIV technique to obtain non-intrusive load measurements.
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Nevertheless, further investigation must be undertaken in order to reduce errors induced on the
lift determination.
For this reason, this part of the project seems both challenging and interesting for further
applicability as a novel methodology for aerodynamic load acquisition.
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18 Future work
Future work that seems interesting for further research are listed below:
Regarding URANS approach for the 2D circular cylinder problem:
• Inﬂuence on the thickness of the middle-plane for 2D assumptions, in order to study the
repercussion on the thickness of the laser plane in PIV measurements.
• Other turbulence approaches and comparison with PIV and URANS models (LES, DES,
DNS).
Regarding the non-intrusive load computation from only velocity data:
• Study convergence for the discretization of the temporal volume integral .
• Develop a Poisson solver for pressure to velocity conversion.
• Develop a low-level code for computing forces from PIV velocities input ﬁle.
• Extrapolate this method to a generic 3D measurement.
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