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АСИМПТОТИЧНА ПОВЕДIНКА ЛIЧИЛЬНОГО ПРОЦЕСУ
У СХЕМI МАКСИМУМУ
We establish the exact asymptotic behavior of the logarithm of counting process in the max-scheme.
Получена точная асимптотика логарифма считающего процесса в схеме максимума.
Розглянемо послiдовнiсть (ξn), n ≥ 1, незалежних однаково розподiлених випадкових величин
(н. о. р. в. в.) з функцiєю розподiлу F (x) = P(ξn < x). Нехай
zn = max
1≤i≤n
ξi, N(t) = min(n ≥ 1: zn ≥ t).
За аналогiєю з теорiєю вiдновлення процес N(t) будемо називати лiчильним процесом для
послiдовностi (zn). Неважко зрозумiти, що процес N(t) має в кожнiй точцi геометричний
розподiл
P
(
N(t) = k
)
= q(1− q)k−1, k = 1, 2, . . . , q = 1− F (t).
Вiдомо, що вiн має незалежнi прирости. Цей процес вивчався у роботах [1 – 3], де можна знайти
деякi iншi властивостi лiчильного процесу у схемi максимуму.
Досить повний огляд результатiв та методiв дослiдження узагальнених лiчильних процесiв
( чи узагальнених процесiв вiдновлення) наведено у монографiї [4].
У данiй роботi встановлено одне твердження типу закону повторного логарифма (ЗПЛ) для
лiчильного процесу у схемi максимуму. Зрозумiло, що цей результат тiсно пов’язаний iз ЗПЛ
для схеми максимуму.
ЗПЛ для сум незалежних випадкових величин (н. в. в.) Бернуллi вперше встановлений Хiн-
чиним [5]. У подальшому ЗПЛ для сум довiльних н. в. в. iнтенсивно дослiджувався (див., на-
приклад, [6]).
Для схеми максимуму ЗПЛ вивчався у роботах [7 – 11]. Наведемо один iз основних резуль-
татiв по цiй тематицi (див. [9]).
Нехай F має додатну похiдну F ′(x) для всiх достатньо великих x i функцiї f(x) та g(x)
визначено рiвностями
f(x) =
1− F (x)
F ′(x)
, g(x) = f(x) ln ln
{
1
1− F (x)
}
.
Якщо
lim
t→∞ g
′(t) = 0, (1)
то виконується наступний ЗПЛ для схеми максимуму: майже напевно (м. н.)
lim sup
n→∞
zn − an
f(an) ln lnn
= 1, (2)
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lim inf
n→∞
zn − an
f(an) ln lnn
= 0, (3)
де
an = F
−1
(
1− 1
n
)
, F−1(y) = inf {x : F (x) ≥ y} — функцiя, обернена до F (x).
Покладемемо
R(x) = − ln (1− F (x)) або F (x) = 1− exp (−R(x)).
Нещодавно у роботi [11] при умовi, що хоча б одна iз функцiй f(x) та h(x) = f
(
R−1(x)
)
правильно змiнюється, рiвнiсть (3) було посилено таким чином:
lim inf
n→∞
zn − an
f(an) ln ln lnn
= −1. (4)
Наша мета полягає в тому, щоб, ґрунтуючись на рiвностях типу (2) – (4), дослiдити асимптотич-
ну поведiнку лiчильного процесу.
Сформулюємо основний результат даної роботи.
Теорема. Нехай функцiя розподiлу F (x) є неперервною, строго монотонно зростаючою i
для всiх x ∈ R F (x) < 1 . Тодi м. н.
lim sup
t→∞
lnN(t)−R(t)
ln lnR(t)
= 1, (5)
lim inf
t→∞
lnN(t)−R(t)
lnR(t)
= −1. (6)
Доведення. Спочатку розглянемо випадок F (x) = 1− exp(−x), x > 0. Для цього випадку
рiвностi (5), (6) запишуться так: м. н.
lim sup
t→∞
lnN(t)− t
ln ln t
= 1, (7)
lim inf
t→∞
lnN(t)− t
ln t
= −1. (8)
При доведеннi рiвностей (7), (8) нам знадобиться допомiжне твердження, встановлене в робо-
тi [11].
Лема. Нехай (ξi) — послiдовнiсть н. в. в. з функцiєю розподiлу F (x) = 1− exp(−x), x > 0.
Тодi м. н.
lim sup
n→∞
zn − lnn
ln lnn
= 1, (9)
lim inf
n→∞
zn − lnn
ln ln lnn
= −1. (10)
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Почнемо iз доведення рiвностi (8). Вона буде встановлена, якщо покажемо, що для будь-
якого досить малого  > 0
P
(
lim inf
t→∞
lnN(t)− t
ln t
≤ −1 + 
)
= 1, (11)
P
(
lim inf
t→∞
lnN(t)− t
ln t
≤ −1− 
)
= 0. (12)
Введемо позначення {
g1(t) ≤ g2(t), н. ч. р., t ↑ ∞
}
,
яке означає, що iснує послiдовнiсть (tn), tn ↑ ∞, для якої g1(tn) ≤ g2(tn) ∀ n ≥ 1.
Покладемо
A(c) =
{
lnN(t)− t
ln t
≤ c, н. ч. р., t ↑ ∞
}
.
Нехай δ > 0. Тодi
A(c− δ) ⊂
{
lim inf
t→∞
lnN(t)− t
ln t
≤ c
}
⊂ A(c+ δ).
Тому рiвностi (11), (12) виконуються для будь-якого  > 0 тодi i тiльки тодi, коли
P
(
A(−1 + )) = 1 ∀ > 0, (13)
P
(
A(−1− )) = 0 ∀ > 0. (14)
Зрозумiло, що
A(−1 + ) = { lnN(t) ≤ t+ (−1 + ) ln t, н. ч. р., t ↑ ∞} =
=
{
N(t) ≤ rˆ(t), н. ч. р., t ↑ ∞},
де rˆ(t) = exp
(
t+ (−1 + ) ln t).
Нехай r = r(t) =
[
rˆ(t)
]
— цiла частина числа rˆ(t). Оскiльки{
N(t) ≤ rˆ(t)} = {N(t) ≤ r(t)},
а для цiлого r {
N(t) ≤ r} = {Zr ≥ t},
то
A(−1 + ) = {N(t) ≤ r(t), н. ч. р., t ↑ ∞} =
=
{
Zr(t) ≥ t, н. ч. р., t ↑ ∞
}
=
=
{
Zr(t) − ln r(t)
ln ln r(t)
≥ t− ln r(t)
ln ln r(t)
, н. ч. р., t ↑ ∞
}
.
ISSN 1027-3190. Укр. мат. журн., 2013, т. 65, № 11
1578 I. K. MАЦАК
Неважко бачити, що при t→∞
ln r(t) = t+ (−1 + ) ln t+ o(1),
ln ln r(t) = ln t+ o(1).
Тому
t− ln r(t)
ln ln r(t)
= 1− + o(1), t→∞,
а отже,
A(−1 + ) =
{
Zr(t) − ln r(t)
ln ln r(t)
≥ 1− + o(1), н. ч. р., t ↑ ∞
}
.
Якщо t змiнюється вiд 1 до ∞, то r(t) пробiгає всi натуральнi числа бiльшi за 1. Звiдси та з
рiвностi (9) випливає (13).
Застосовуючи подiбнi мiркування до подiї A(−1− ), одержуємо
A(−1− ) =
{
Zr(t) − ln r(t)
ln ln r(t)
≥ 1 + + o(1), н. ч. р., t ↑ ∞
}
.
Так само, як i вище, звiдси та з (9) маємо рiвнiсть (14).
Перейдемо до доведення рiвностi (7). За аналогiєю з A(c) введемо подiю
B(c) =
{
lnN(t)− t
ln ln t
> c, н. ч. р., t ↑ ∞
}
.
Тодi для 1 >  > 0 маємо
B(1− ) = {N(t) > mˆ(t), н. ч. р., t ↑ ∞},
де mˆ(t) = exp
(
t+ (1− ) ln ln t).
Нехай m = m(t) =
[
mˆ(t)
]
. Далi, скориставшись рiвностями{
N(t) > mˆ(t)
}
=
{
N(t) > m(t)
}
та
{N(t) > m} = {Zm < t},
запишемо подiю B(1− ) таким чином:
B(1− ) = {N(t) > m(t), н. ч. р., t ↑ ∞} =
= {Zm(t) < t, н. ч. р., t ↑ ∞} =
=
{
Zm(t) − lnm(t)
ln ln lnm(t)
<
t− lnm(t)
ln ln lnm(t)
, н. ч. р., t ↑ ∞
}
. (15)
Оскiльки при t→∞
lnm(t) = t+ (1− ) ln ln t+ o(1),
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ln ln lnm(t) = ln ln t+ o(1),
то
t− lnm(t)
ln ln lnm(t)
= −1 + + o(1).
Звiдси та з рiвностей (15) маємо
B(1− ) =
{
Zm(t) − lnm(t)
ln ln lnm(t)
< −1 + + o(1), н. ч. р., t ↑ ∞
}
.
Iз останнього зображення та спiввiдношення (10) отримуємо
P
(
B(1− )) = 1 ∀ > 0,
а отже,
P
(
lim sup
t→∞
lnN(t)− t
ln ln t
> 1− 
)
= 1 ∀ > 0. (16)
Так само, ґрунтуючись на спiввiдношеннi (10), доводимо рiвностi
P
(
lim sup
t→∞
lnN(t)− t
ln ln t
> 1 + 
)
= P
(
B(1 + )
)
= 0 ∀ > 0. (17)
Iз (16), (17) одержуємо (7).
Перехiд вiд рiвностей (7), (8) до загального випадку зробити неважко. Дiйсно, вiдомо (див.,
наприклад, [9]), що в умовах теореми 1 в. в. τ ei = R(ξi), i ≥ 1, мають стандартний експонен-
цiальний розподiл, P(τ ei < x) = 1− exp(−x) . Нехай
zen = max
1≤i≤n
τ ei , N
e(t) = min(n ≥ 1: zen ≥ t).
Тодi
N(t) = min(n ≥ 1: zn ≥ t) = min
(
n ≥ 1: R(zn) ≥ R(t)
)
=
= min
(
n ≥ 1: zen ≥ R(t)
)
= N e
(
R(t)
)
.
Звiдси та з (7), (8) вже безпосередньо випливають рiвностi (5), (6).
Терему доведено.
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