Imperfections in correlated materials can alter their ground state as well as finite-temperature properties in significant ways. Here, we develop a method based on numerical linked-cluster expansions for calculating exact finite-temperature properties of disordered lattice models directly in the thermodynamic limit. We show that a continuous distribution for disordered parameters can be achieved using a set of carefully chosen discrete modes in the distribution, which allows for the averaging of properties over all disorder realizations. We benchmark our results for thermodynamic properties of the square lattice Ising and quantum Heisenberg models with bond disorder against Monte Carlo simulations and study them as the strength of disorder changes. We also apply the method to the disordered Heisenberg model on the frustrated checkerboard lattice, which is closely connected to Sr2Cu(Te0.5W0.5)O6. Our method can be used to study finite-temperature properties of other disordered quantum lattice models including those for interacting lattice fermions.
I. INTRODUCTION
Disorder, caused in materials by lattice defects, distortions, or impurities, can have profound effects on the properties of many-body systems.
Even though noninteracting systems experiencing disorderdriven Anderson localization 1 have fascinated scientists for decades, it is the interplay of disorder and correlations that has attracted much attention in recent years mostly in the context of many-body localization [2] [3] [4] including with site disorder in quantum spin models both theoretically 5,6 and experimentally. 7-9 The phenomenon is characterized by the absence of thermalization and the breakdown of conventional statistical physics descriptions of isolated systems.
Quenched bond disorder in magnetic models (affecting the exchange interactions) can result in frustration and glassy behavior, 10,11 characterized by freezing of spins in random directions over macroscopic times below a critical freezing temperature. Short-range cases were first studied in the mid 1970s
12-14 where, for example, the effect of increasing concentration of ferromagnetic bonds with fixed strengths in an antiferromagnetic nearestneighbor Ising model on the critical temperature were explored. More recently, bond disorder in quantum spin models has also been associated with the formation of gapless spin-liquids in frustrated geometries.
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In this work, we focus on the exact thermodynamic properties of disordered magnetic models away from their ground state. We employ the numerical linked-cluster expansion (NLCE), 22, 23 which has been broadly used to study exact finite-temperature properties of magnetic as well as itinerant electron models in the thermodynamic limit, [24] [25] [26] and develop an algorithm that allows it to be used for disordered lattice models with continuous random distributions. A method to solve lattice models with bimodal disorder within the NLCE was discussed in Refs. 27 and 28. The authors demonstrated that such systems can be solved exactly through averaging of properties of finite clusters over all of their 2 N disorder instances, where N is the cluster size. In other words, in this approach the exact averaging is used to restore the translational symmetry of the lattice model, a necessary condition for the most common formulation of the NLCE. The generalization of the above technique to continuous random distributions of a model parameter within the NLCE is not straightforward. A typical numerical approach for a disordered system with continuous uniform or non-uniform disorder involves averaging of properties over a large enough number of "disorder realizations", instances of the system with randomly chosen parameters. Such a sampling scheme would in principle introduce statistical errors to the final properties whose magnitude depend on the strength of the disorder, system size, physics of the model and the property under investigation. Such errors hinder the NLCE calculations and can lead to huge rounding errors in the eventual contribution of clusters to the series and in turn a rapid loss of convergence.
Here, we approach the problem of continuous disorder in the NLCE by preserving the exact nature of the calculations. We first extend the idea for bimodal disorder to a multi-modal disorder problem where any distribution of random model parameters is replaced by a discrete distribution consisting of m modes. If m is of order one, disorder realization average for individual clusters in the series, up to a practical order, can still be performed exactly. We then ask whether we can design an algorithm that can result in a fast convergence of properties to the continuous disorder limit by increasing the number of modes in our discrete formalism. This is accomplished by choosing the mode locations such that moments of our discrete distribution match those of the continuous one for each m.
Applying the technique to the classical Ising and quantum Heisenberg models on the square lattice, we demonstrate this fast convergence by showing that a typical m ≤ 6 can already provide results that are valid for the random disorder at temperatures accessible to the NLCE. We study the thermodynamic properties of these models for several bond disorder strengths and compare our data to those obtained from Monte Carlo (MC) simulation of finite-size clusters. We then employ the method to study properties of the disordered Heisenberg model on the frustrated checkerboard lattice that can be relevant to recent experiments on Sr 2 Cu(Te 1−x W x )O 6 19-21 . Our method paves the way for exploring the exact finite-temperature properties of disordered quantum lattice models, including those of interacting fermions, directly in the thermodynamic limit.
II. MODELS A. 2D Ising Model
The Hamiltonian of the random-bond quantum Heisenberg model is written as
where S i is the spin-1/2 vector at site i. Despite the lack of a continuous phase transition at nonzero temperatures according to the Mermin-Wagner theorem, 29 the clean version of the Heisenberg model on the square lattice (nonzero J ij for nearest-neighbor bonds only) develops strong antiferromagnetic correlations below the temperature T ∼ 0.6 signaled by a peak in the specific heat as a function of temperature. Unlike the classical Ising model, the Heisenberg model does not have the J ij → −J ij symmetry. On the checkerboard lattice, the next-nearest-neighbor exchange interactions are nonzero on every other 2 × 2 plaquette.
III. METHODS

A. The NLCE Algorithm
The numerical linked-cluster expansion is a method in which a given extensive property P (L ) is expressed as a sum over the contributions to that property from every cluster that can be embedded in the lattice L . This series expansion is given below:
where c is a cluster that can be embedded in L and W P (c) is the corresponding contribution to property P and is computed through the inclusion-exclusion principle:
where s is a cluster that can be embedded in c (a subcluster of c), and P (c) for finite clusters up to a certain size are calculated using exact diagonalization (ED). The true power of the method is demonstrated in the thermodynamic limit where L → ∞.
In that limit, we would be interested in the property per site, lim L →∞ P (L )/L , which can be obtained by considering contributions only from those clusters that are not related by translational symmetry in the right hand side of Eq. (3). More simplifications are made by combining contributions from clusters that are topologically or symmetrically the same given the Hamiltonian and the lattice geometry under investigation. Details of the algorithm can be found in Ref. 23 .
B. Random Disorder
In an expansion for disordered systems, cluster properties P (c) are replaced by those averaged over disorder realizations, as is done in Ref. 27, 28 , and 30 for bimodal disorder, leading to disorderaveraged contributions and ultimately the disorderaveraged property in the thermodynamic limit. In the case of bimodal disorder, the disorder average could be taken exactly; ED was performed on all disorder realizations of every cluster in the series, and hence, no statistical errors were introduced. The latter is crucial for the NLCE since any small error in properties of clusters, especially in low orders, can be amplified via the subcluster subtraction in Eq. 4, rendering P (L ) useless. The conventional treatment of continuous disorder in numerical methods, namely, an ensemble average of properties over a large number of random realizations has also been tried using the NLCE in one dimension to study the onset of many-body delocalization through the calculation of area-law entanglement. 31 The disorder average for this specific property could be done on P (L ), after the NLCE sums were performed for a given realization, to avoid rounding errors due to the statistical noise. That is because only a finite number of clusters crossing a bipartitioning boundary contributed to the series in each order even in the presence of disorder. In other words, breaking the translational symmetry of the lattice by introducing disorder did not greatly affect the number of clusters to be diagonalized in each order.
The main idea of this paper is to extend the exact treatment of disorder within the NLCE for a generic property to the limit of continuous random distributions by systematically increasing the number of disorder "modes" in a multi-modal implementation of the discrete disorder distribution. One may be tempted to keep increasing the number of modes (m) on an equally-spaced grid in the range [−∆, ∆] and study the convergence of the disorder-averaged properties as m → ∞. However, the number of realizations grows as m N in the exact treatment of such a disorder and one finds that the convergence in this case is slow to the point that the limit of continuous disorder remains unaccessible for most quantum lattice models of interest.
This problem can be mitigated through an efficient choice of locations of the disorder modes in the range so that the discrete distribution and the continuous distribution of interest share as many moments as possible. The nth moment is defined as x n i for the discrete distribution, where x i is the location of the ith mode. However, in this formulation, the odd moments are zero by symmetry, and so, we restrict ourselves to the moments of the right half of the distributions only and consider a mode value of zero (at the center of the disorder box) for odd number of modes. We then obtain the negative modes by multiplying x i 's on the positive side by a minus sign. Hence, to calculate m mode values, one would need to equate int(m/2) of the moments:
for n = 1, . . . , int(m/2). Note that to avoid double counting the zero mode, we average the absolute value of x n i over the entire box in the left hand side of the above equation.
This yields x 1,2 = ±∆/2 for the bimodal disorder; by choosing the two modes to be at 50% of ∆ on each side of the box, as opposed to at ±∆, one can already obtain an approximation for the case of continuous box disorder. For m = 3, we choose x 2 = 0. The left hand side of Eq. 5 for n = 1 will then be equations for x i , which may be solved numerically. Figure 1 shows the location of modes for ∆ = 1 up to m = 5. In Tab. I, we have listed the mode locations up to m = 8, which is the maximum used in our study.
Our method of finding an efficient set of disorder modes in the approach to the continuous distribution is not unique. One may come up with alternative ways of implementing a multi-modal distribution. For example, the location of the modes in the box can be fixed to integer fractions of ∆ while their "strengths" are calculated through the matching of the moments with the continuous distribution in a similar procedure as above.
The disorder averaging process adds significant computation time to the NLCE. However, the introduction of disorder often leads to localization effects, which in turn result in a faster convergence of the NLCE at a given temperature. On the other hand, we find that with the above choice of modes, the convergence in m is very quick for a ∆ of the order of J. In practice, m 6 is generally sufficient for convergence to the continuous limit at temperatures where NLCE is converged. For Ising model from the NLCE in the thermodynamic limit vs temperature. The strength of the bond disorder is set to 1.5J. The results for the disordered model are obtained using discrete distributions for the disorder with different numbers of modes m from 2 to 8. The one-to-last and last orders of the NLCE for each case are shown as dashed and solid lines, respectively. The largest order used in the series for each m is indicated inside square brackets. We also show Monte Carlo results for a clean system of size 20 × 20 and for the case of continuous box disorder with the same disorder strength of 1.5J using the parallel temperating method. Error bars are smaller than the symbol sizes. The NLCE results rapidly converge to the limit of infinite number of modes by increasing m to about 4. these reasons, one can carry out the calculations to low enough temperatures for the disordered systems where comparisons to the clean system are practical.
IV. RESULTS
A. Ising Model
As the first case study, we choose the 2D Ising model with the uniform bond disorder described in Sec. II A. Since the computations do not involve any matrix diagonalization for this already diagonal model, we are able to carry out the series to very high orders for both the clean and disordered systems. Figure 2 shows the convergence of the series for the average energy (E) in temperature (T ) for several values of m from 2 to 8. It also shows results for the clean system. For the latter, the convergence is lost just before the transition temperature around 0.6J. As the disorder with the strength of ∆ = 1.5 is introduced to the system, the sharp drop in the energy at the critical point disappears and the series converges down to slightly lower temperatures between 0.4J and 0.5J. Interestingly, with a larger m the last two orders of the series remain closer to each other to much lower temperatures. The calculations for each m are carried out to a maximum order that would require a few thousand hours of CPU time. As we increase m, we are forced to truncate the series at lower orders because of the m N scaling, where N is the same as the order in our site expansion. To analyze the way in which results converge as a function of the number of disorder modes, we plot in Fig. 3 the energy for the same disorder strength of 1.5J at three fixed temperatures as a function of m and 1/m. Also plotted as dashed horizontal lines in Fig. 3(a) have verified that the systematic finite-size error is small compared to the statistical errors at the temperatures we present. It is remarkable that the NLCE with clusters up to only 8 sites can project what the average energy of the disordered system is in the thermodynamic limit with such a high accuracy.
In Fig. 3(b) , we fit the same results for the energy plotted as a function of 1/m to a line. We use values from the last four m's for the fit, except at T = 0.51, where values for m = 5 and 6 are used due to lack of convergence with m = 7 and 8. Such extrapolations to the 1/m = 0 limit can be useful at low temperatures in cases where the convergence in m is not achieved while the convergence in the NLCE order is still present.
Having access to converged results for the disordered Ising model already with m ∼ 7, we study next how the thermodynamics of the system are affected as the strength of the disorder ∆ varies. In Fig. 4 , we show the energy, the entropy S = ln Z + E/T , where Z is the partition function, the heat capacity C v obtained from fluctuations in the energy 32 , and the uniform spin susceptibility χ obtained from fluctuations in the magnetization, as a function of temperature for ∆ = 0.5, 1.0, and 1.5. The disappearance of the divergence in the heat capacity for large ∆ suggests that the secondorder phase transition is washed away. Our model for ∆ is closely related to the one studied by Pekalski and Oguchi 13 in which the increase in the probability of having ferromagnetic bonds in an antiferromagnetic Ising model leads to a rapid decrease in the critical temperature of the model.
We also observe that the entropy of the disordered system decreases more gradually as the temperature decreases and starting at higher temperatures in comparison to the clean system with no sign of a phase transition.
Interestingly, the susceptibility seems completely unaffected by disorder in the exchange constant regardless of its strength in the temperature region we have access to.
The system with mostly antiferromagnetic tendencies is no more or less sensitive to ferromagnetic ordering with disorder. This is a fundamentally different behavior than that observed for bimodal disorder. 27 For the latter system, it was shown analytically and numerically that the corresponding susceptibility takes a simple 1/4T form as all the terms in the expansion except for the single site exactly vanish. However, an important distinction between the approach in Ref. 27 and ours (when m = 2) is that our disorder distribution for J is centered around its clean limit of 1 whereas Tang et al. use a bimodal distribution centered around 0.
B. Heisenberg Model
To explore the effect of disorder and how the convergence of the series to the limit of uniform box disorder changes in the presence of quantum fluctuations, we study the disordered quantum Heisenberg model on the square lattice. We find that despite the increased complexity of the model in comparison to the Ising model and the fact that smaller number of disorder modes can be considered due to the added computational cost for the diagonalization, the NLCE results converge to the limit of m = ∞ much more rapidly than for the classical Ising model. As can be seen in Fig. 5 , for ∆ = 1.0 the average energy is converged with only four disorder modes at temperatures as low as T ∼ 0.4. The results for m = 5 and m = 6 (latter not shown) coincide with those for the m = 4 in the above temperature range. Here, the NLCE is generally carried out to lower orders for a given m than for the Ising model. We indicate the largest order in the square brackets in the legends of Fig. 5 . However fortunately, we find that numerical resummations, such as the Euler or Wynn methods, 23 typically used to extend the region of convergence of the NCLEs to lower temperatures, perform very well for this model. Figure 5 shows that the lowest convergence temperature decreases from T ∼ 1 to T = 0.3 − 0.4 depending on m when resummations are used. To eliminate the possibility of introducing systematic errors through numerical resummations, we take the lowest convergence temperature to be the point at which results from the Euler and Wynn techniques agree with each other. They are shown as thick lines in Fig. 5 . We show that the results after resummations match those obtained from stochastic series expansion quantum Monte Carlo (QMC) simulations 33, 34 of the model on a periodic 20×20 site cluster (see circles in Fig. 5) . Interestingly, the results after the Wynn resummation for m = 4 (gray line) agree with those from the QMC down to a much lower temperature than what we can independently verify to be converged within the NLCE.
We find that the effect of disorder is felt generally more strongly and starting at higher temperatures in the Heisenberg model than in the Ising model. In Fig. 6 , we show converged results for the disordered systems with m = 5 for three different disorder strengths. As soon as the strength becomes comparable to the average value for the exchange interaction, the energy deviates significantly from that in the clean limit starting at temperatures as high as 10. Unlike for the Ising model, we do not find a superior convergence in the series extending to much lower temperatures as the disorder strength increases to ∆ = 1.5, even with resummations. However, the results point to a peak in the specific heat that gets suppressed and moves to higher temperatures as ∆ increases. The peak, at least in the clean limit, marks the onset of short-range antiferromagnetic correlations developing in a system that lacks long-range order at finite temperatures.
In the disordered system the peak is likely associated with the freezing temperatures (exceeding it by about 20% 11 ). The shift to higher temperatures for such a tendency can be understood intuitively from the fact that, on average in the disordered system, half of the antiferromagnetic nearest-neighbor bonds are much stronger than the other half, which may also become ferromagnetic if ∆ > J. Having two bonds per site on a square lattice, the random configuration of weak and strong bonds can create a situation for spins to happily form dimers with neighbors they are most strongly coupled to and lower the entropy at higher temperatures at the expense of long-range Neél order at T = 0. The picture is similar to the "random-singlet" state proposed for the ground state of Heisenberg models with the same type of disorder as in our study but on frustrated lattices. 15, 16, 18 It is important to point out that a ∆ > J will lead to realizations that have a mix of anti-ferromagnetic and ferromagnetic bonds resulting in frustration, which complicates the QMC simulations due to the "sign problem"
35 and in turn limits its access to low temperatures.
Whether any nonzero ∆ would be detrimental to the ground state long-range order is an interesting question, which we cannot address with the present approach. It may be possible, however, to employ a zero-temperature NLCE with the Lanczos algorithm for the diagonalization step to explore ground state properties, including the fate of the Neél order, starting in the limit of large ∆, where one may expect the series to converge at T = 0 due to the local nature of dimers, and gradually decreasing ∆. A similar idea was implemented to study the valence-bond solid to spin liquid transition of the pinwheel distorted kagome lattice Heisenberg model.
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As a final case study we turn to the disordered frustrated Heisenberg model on the checkerboard lattice. We adopt the NLCE with a square expansion, where the building block is the corner-sharing 2 × 2 plaquette with crossed next-nearest-neighbor bonds as opposed to a single site; the order of the expansion indicates the maximum number of plaquettes used. We take both the nearest-neighbor (J) and the next-nearestneighbor (J ′ ) exchange interactions to be one. The geometry is also referred to as planar pyrochlore lattice and thermodynamic properties of the Heisenberg model on it have been previously studied extensively using the NLCE in the clean limit. 37 The model can be relevant to Sr 2 Cu(Te 1−x W x )O 6 , where at x = 0.5 a "clean" version can be thought of as half of plaquettes (Sr 2 CuTeO 6 ) promoting Neél ordering whereas the other half (Sr 2 CuWO 6 ), in a checkerboard pattern, promoting a columnar order. Both frustration and randomness seem to play important roles in the low-temperature properties, including possible spin liquid or columnar states. [19] [20] [21] There are several ways disorder can be introduced. For simplicity, we choose a random J ′ with a disorder strength of ∆ J ′ = 1.0, leaving J intact. 38 We show the average energy and the specific heat vs temperature in Fig. 7 . Similar to the un-frustrated square lattice model, the convergence to the random disorder limit with increasing m is fast. The m = 4 and m = 5 energy curves in the main panel are indistinguishable. Unlike in the case of the square lattice, here, the peak in the specific heat seems to rise as a result of disorder, signaling a reduction in frustration.
V. SUMMARY AND DISCUSSION
We have developed an algorithm within NLCEs that enables us to study disordered quantum lattice models with continuous disorder distributions. We have shown that the continuous limit can be approached using a multi-modal discrete distribution scheme with an efficient choice for the mode locations and by systematically increasing the number of modes. The exact averaging of properties over all disorder realizations prevents the NLCE from breaking down due to statistical noise associated with random sampling from a continuous distribution, often used in numerical treatments of these systems, and allows one to obtain highly-precise results for the disordered system in the thermodynamic limit. We show that despite the exponentially large number of disorder realizations that exist for every cluster in the series, the calculations remain feasible owing to the fact that the convergence to the continuous limit by increasing the number of modes is quite fast (between 4 and 7 modes are necessary).
We apply the new technique to the classical Ising model and the quantum Heisenberg model on the square lattice and study their exact thermodynamic properties at finite temperatures as the strength of the disorder changes. We find that the effect of disorder is more prominent for the Heisenberg model in comparison to the Ising model at intermediate temperatures away from the critical region of the Ising model in the clean limit. While the uniform susceptibilities of both models were unaffected by disorder at our accessible temperatures, the specific heat of the Heisenberg model displays a shift in the location of the peak to higher temperatures, which we interpret based on the promotion of random short-range antiferromagnetic dimer formations due to the existence of weak and strong bonds in the disordered system. We also apply the method to the disordered Heisenberg model on the frustrated checkerboard lattice, relevant to recent experiments on Sr 2 Cu(Te 1−x W x )O 6 , and study the effect of disorder in the next-nearest-neighbor bonds on the energy and heat capacity.
The idea for choosing the optimal location of the disorder modes based on moments of the distribution is not unique to the box distribution. Other deviates, such as a normal deviate for the disordered model parameters, often used in spin glass models, can be simulated using the NLCE following a similar procedure described here. The technique can be used to study other disordered quantum lattice models, such as the t − J or Hubbard models on the square lattice or other geometries. The method has a great potential for models where the infamous "sign problem" 35, 39 hinders QMC simulations. These will be the subject of our future studies.
NLCEs have been widely used to provide highlyprecise results for ultracold fermionic atoms in optical lattices. [40] [41] [42] [43] [44] [45] [46] [47] [48] The treatment of random disorder on the same footing as the Coulomb interactions in these fermionic systems can have great implications for experiments in which disorder can be simulated using optical speckles 49, 50 or quasiperiodic potentials.
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Finally, the use of faster solvers, such as the Lanczos algorithm for partial diagonalization, can be employed to access higher orders (and hence, lower temperatures) without the loss of any information at currently accessible temperatures. 54 
