Optimization of an optical coherence imaging (OCI) system on the basis of task performance is a challenging undertaking. We present a mathematical framework based on task performance that uses statistical decision theory for the optimization and assessment of such a system. Specifically, we apply the framework to a relatively simple OCI system combined with a specimen model for a detection task and a resolution task. We consider three theoretical Gaussian sources of coherence lengths of 2, 20, and 40 m. For each of these coherence lengths we establish a benchmark performance that specifies the smallest change in index of refraction that can be detected by the system. We also quantify the dependence of the resolution performance on the specimen model being imaged.
INTRODUCTION
Optical coherence imaging (OCI), which encompasses optical coherence tomography and optical coherence microscopy, is an interferometric technique using the low coherence property of light to axially image at high resolution in biological tissues. [1] [2] [3] While the concept of OCI is relatively simple to understand, the instrumentation and optimization of an OCI system is a challenging undertaking. This challenge in developing an OCI system includes considerations such as the properties of the light source, possible modulation, polarization dependence, component dispersion, and the tissue type being imaged. In addition, this difficulty is compounded by the fact that a single OCI system may not necessarily be optimized for every task that may be presented. Using the method of trial and error to optimize an OCI system would take an inordinate amount of time. Therefore a mathematical method for task-based optimization and performance assessment of an OCI system incorporating the above-mentioned considerations would be an extremely useful technique. Such an optimization and performance assessment of an OCI system can be constructed on the basis of task performance by using statistical decision theory.
In statistical decision theory, there are two types of tasks that can be performed: estimation and classification. In estimation tasks, a parameter is inferred from the data given. A radiologist required to provide the approximate size of a tumor given an image of the tumor is an example of an estimation task. In a classification task, the data given are inferred to belong to a given set of classes. A radiologist required to determine whether an image does or does not contain a tumor is an example of a classification task. Any task that consists of only two possible hypotheses is known as a binary classification task. In this paper we will be concerned only with binary classification tasks; the specific tasks with which we are concerned will be detailed in Section 3. In general, binary classification operates on two hypotheses: The first is known as the negative hypothesis H 0 ; the second is known as the positive hypothesis H 1 . If the negative hypothesis is true, the data to be classified belong to the zeroth class. Similarly, if the positive hypothesis is true, the data to be classified belong to the first class.
Regardless of whether the task is an estimation or a classification task, an observer will be present. An observer is defined as the means by which a task is accomplished, whether this observer is a person or a machine. 4 Several types of observer models for binary decision tasks can be found in the literature. [5] [6] [7] [8] The pinnacle of observer models, against which all other observers can be compared, is the ideal observer. The ideal observer is an observer that uses all statistical information available to maximize task performance. However, this observer requires full knowledge of the probability density functions of the data under each hypothesis. Therefore as the complexity of the OCI system increases, the ideal observer quickly becomes intractable. Hence a less-demanding observer must be considered. A linear model or linear discriminant presents a fine option because linear discriminants are easy to compute, the performance is easy to summarize, and far less information is needed on the data statistics than is needed by the ideal observer. The optimal linear discriminant is the Hotelling observer, 4 which we will adopt in this paper. The ability of the Hotelling observer to discriminate between the data belonging to the class associated with the negative or the positive hypothesis is represented by a scalar quantity known as the detectability index.
We propose to use the detectability index to determine how to optimize an OCI system or determine how well an OCI system performs for a given task. The detectability index is the effective signal-to-noise ratio associated with a measured area under the receiver operator characteristic curve (AUC), which is a measure of the average of the true positive fraction, for all values of the false positive fraction. The true positive fraction is the ratio of correct decisions for the positive hypothesis to the total number of cases in which the positive hypothesis is true. The false positive fraction is the ratio of incorrect decisions for the positive hypothesis to the total number of cases in which the negative hypothesis is true. A more detailed explanation of the detectability, the receiver operator characteristic curve, the AUC, the true positive fraction and the false positive fraction is given by Barrett and Myers. 4 These scalar quantities known as the detectability and the AUC depend on the entire OCI system setup as well as on the specimen being imaged. Therefore in modeling the entire OCI system, which includes a specimen model, the system can be optimized by varying one of its parameters and investigating the effect on the detectability index and the AUC. Also, by varying the parameters of the specimen model, the diagnostic performance of the system may also be assessed.
In order to evaluate an OCI system for specific tasks, we must know how the detectability index and the AUC are defined mathematically as they relate to the OCI system and how the specimen model being imaged and the specific tasks are defined. These three subjects are treated in Section 2. If we consider a simple OCI system, a benchmark performance can be established. In the future, when complexity is added to the system, this benchmark performance will provide a standard to which these more complex systems may be compared. Therefore in Section 3 we define a simple OCI system and apply the mathematics presented in Section 2 to the simple OCI system for the defined tasks for the purpose of performance assessment. In this assessment we investigate three theoretical sources with Gaussian power spectral densities (PSDs) of various spectral widths. We choose the three different spectral widths in order to approximate the various spectral widths currently available in OCI. In Section 4 we verify that the results of these simulations behave as expected, present the benchmark performance found, and reiterate the assumptions used and possible extensions of the work presented. Finally, Section 5 provides a short summary of the work.
METHODS
In this section the expressions for the detectability index and the AUC will be reviewed, and their application to a general OCI system will be provided. Also, the specimen model being imaged will be described, and the tasks will be defined.
A. Detectability Index and Area under the Receiver Operator Characteristic Curve
From statistical decision theory, the detectability index for a binary classification task associated with the Hotelling observer based on discrete measures is given by
The quantity X is an N ϫ 1 column vector representing the difference between the ensemble averages of members of each of the two classes of the binary classification task. Specifically, we have two classes, the zeroth class and the first class, as previously stated. Also let us assume that we have a system output depending on time, denoted I͑t͒. Given that the H 0 hypothesis is correct, an output I 0 ͑t͒ will be present (i.e., the zeroth class is present); or if the H 1 hypothesis is correct, an output I 1 ͑t͒ will be present (i.e., the first class is present). Each of these two outputs, I 0 ͑t͒ and I 1 ͑t͒ will have an associated noise. Therefore over an ensemble of these outputs the averages of these outputs will be ͗͗I 0 ͑t͒͘͘ and ͗͗I 1 ͑t͒͘͘, where ͗͗·͘͘ denotes the ensemble average or the statistical average over the two sources of randomness that we will consider. The inner angle bracket will represent an average over the Poisson noise at the detector that is conditional on the source field. The outer bracket will indicate the average over the Gaussian statistics of the source field. Occasionally we will use a single set of angle brackets when we are averaging over the source statistics only. This will occur when the quantity being averaged is a deterministic function of the source field either by definition or because the Poisson statistics have already been averaged out. These averages are sampled at discrete points in time, and the elements of the X vector are given as
The quantity K in Eq. (1) is an N ϫ N matrix representing the weighted average, depending on the a priori probability of each class, of the autocovariance matrices of each of the two classes. The autocovariance matrix or sampled data can be computed from sampling of the autocovariance function or from the continuous process. For a given class, the ith class ͑i =0,1͒, for instance, the autocovariance function, will be given by
When the autocovariance function for each class is sampled at discrete points in time, the elements of the K matrix are given by
where p͑H 0 ͒ and p͑H 1 ͒ are the a priori probabilities of hypotheses H 0 and H 1 , respectively, being true. If we assume that each class has an equal probability of occurring, Eq. (4) becomes
The way that the detectability index is best related to diagnosis is through the AUC. Assuming that the distribution of the Hotelling test statistic is normal under both the zeroth class and the first class, the AUC may be expressed in terms of the detectability as
This normality assumption can be justified under the central-limit theorem since the Hotelling test statistic is a linear combination of the components of the data vector and, for the SKE task we are considering, these components are statistically independent random variables.
B. Required Quantities of the Optical Coherence Imaging System
The basic OCI system is quite simple in construction; an example is the free-space OCI system shown in Fig. 1 . Generally, the measured output of an OCI system is directly related to the detected photocurrent. Therefore we will let this detected photocurrent be our OCI system output I͑t͒. To compute the detectability as given in (1), we must first derive the photocurrent I͑t͒ along with its mean ͗͗I͑t͒͘͘ and its autocovariance function K͑t , tЈ͒. Both the mean photocurrent data and the autocovariance function of the photocurrent data are derived for the case of unpolarized light, isotropic propagation through the system, and only normal incidence of the light propagating through the system. The mean photocurrent and autocovariance function can be extended past this simple case so that polarization and nonnormal incidence may be taken into account; however, within the scope of this paper the simple case will be considered to establish a benchmark performance. Our strategy in what follows is to show how we may express the mean and the autocovariance functions of the photocurrent data, and we will discover in the process that certain statistical moments of the source are needed. We will express these moments, in terms of the spectral characteristics of the source, as they arise. The photocurrent from the detector can be expressed simply as the number of photoelectrons N͑t͒ created as a function of time by the incident electric field as
where e is the charge of an electron ͑1.6ϫ 10 −19 C͒ and ⌬t is the integration window associated with the detector. For the sake of simplicity, we can rewrite the photocurrent from Eq. (7) as
where the function r͑t͒ is defined as
͑9͒
The number of photoelectrons created is directly proportional to the electric field incident on the detector, which is proportional to the electric field emitted from the source. However, the electric field emitted from the broadband source and the creation of photoelectrons in the detection process have certain statistics associated with them. The broadband nature of the source ensures that the electric field emitted from the source will obey circular Gaussian statistics; also, it is well known that the creation of photoelectrons in the detection process obeys Poisson statistics. 10 Hence N͑t͒ may be referred to as a doubly stochastic Poisson random process. 4, 10 We will now look at the statistics of the source and the detection process and investigate how these noise components contribute to the mean photocurrent. Within the scope of this paper we will not consider any other noise components.
Mean Photocurrent
To determine the mean photocurrent of the system, we must first look at the system input, the light source, and propagate this input through the system in order to determine the mean output. The light source emits an electric field E s ͑t͒ that we can decompose into a superposition of plane waves by taking its Fourier transform and expressing it as
where the caret denotes a function in the Fourier domain. The amplitude of these plane waves will be split at the beam splitter. One part of the field will propagate through the reference arm. Through this propagation it will experience a phase delay 1 ͑ , t͒, which will account for the optical path length, dispersion, modulation, and other possible phase delays in the reference arm. This part of the field will also experience a loss of amplitude and possibly phase shifts upon reflection, which will be described by ␣ ͑͒; ␣ ͑͒ will account for absorption and nonequal reflection amplitudes within the reference arm as well as incorporate losses due to the beam splitter. Another part of the field will propagate through the specimen arm. Through this propagation it will experience a phase delay 2 ͑ , t͒, which will account for the optical path length, dispersion, modulation, and other possible phase delays in the specimen arm. This part of the field will also experience a loss of amplitude and phase shifts from the speci- Fig. 1 . Basic free-space OCI system setup. men model, described mathematically by ␤ ͑͒; ␤ ͑͒ will account for absorption, nonequal reflection amplitudes, and phase shift upon reflection due to the specimen model as well as incorporate losses due to the beam splitter. These altered parts of the field will recombine at the beam splitter, and part of this sum of fields will propagate to the detector; the remaining part of the sum will propagate back toward the source. Therefore the total electric field at the detector may be related to the electric field at the source by
For simplicity, hereafter we define
Therefore Eq. (11) may be rewritten as
In Eq. (13) both E͑t͒ and Ê s ͑͒ are stochastic processes. Given that the source field E s ͑t͒ obeys circular Gaussian statistics, ͗E s ͑t͒͘ is zero. This implies that E͑t͒ is also a Gaussian random process with ͗E͑t͒͘ equal to zero. Taking the statistical average over all random processes, Eq. (8) may be rewritten to give the mean photocurrent as
Noting again that N͑t͒ is a doubly stochastic Poisson random process, the conditional mean of N͑t͒ is given by
where R is the responsivity of the detector, A is the area of the detector, and 0 is the impedance of free space ͑377 ⍀͒. The quantity is defined as
From the conditional mean, the overall mean of the output is written as
In Eq. (17), ͗͗N͑t͒͘͘ is the average of N͑t͒ over the Poisson noise associated with detection and the Gaussian noise associated with the source field. On the other hand, ͗N ͑t͒͘ averages N ͑t͒ over the Gaussian statistics only, since the Poisson noise has already been averaged out to get N ͑t͒. If we combine Eqs. (13) and (17), ͗͗N͑t͒͘͘ can be rewritten as
We will assume that the source field is a stationary random process and define the scalar autocovariance function of the source field as
The stationarity assumption is related to the stability of the source. We may relax this assumption to quasistationarity in order to account for other sources of variation in the source field. 4 The scalar autocovariance function has the property
This property ensures that the Fourier transform Ĝ ͑͒ is real. Hereafter, Ĝ ͑͒ will be denoted S͑͒ to represent the PSD of the source. The expectation ͗Ê s † ͑͒Ê s ͑Ј͒͘ from Eq. (18) may be expressed by means of the inverse Fourier transform as
͑21͒
Inserting Eq. (21) into Eq. (18), we rewrite ͗͗N͑t͒͘͘ as
Finally, the mean photocurrent can be expressed as
͑23͒

Autocovariance Function of the Photocurrent
Now that we have an expression for the mean photocurrent, we next need the autocovariance function of the photocurrent in order to compute the detectability index.
Starting with the autocovariance function expressed in Eq. (3) and substituting into it the expression in Eq. (8) for the various photocurrents, we can write the autocovariance function as
͑24͒
where K N ͑t 1 , t 2 ͒ is the autocovariance function of the random process N͑t͒. This autocovariance function is expressed as
The term K N ͑t 1 , t 2 ͒ is the conditional autocovariance function, meaning that the Poisson statistics of the detection process are taken care of in the preceding term. This conditional autocovariance function is given by
The first term on the right-hand side of Eq. (26) can be expressed in terms of the statistical properties of the field as
where tr is the three-dimensional trace function. Now that we have the conditional autocovariance function in terms of the field at the detector, we can express it in terms of the field at the source. We define the autocovariance matrix of the source as
This matrix has the following two properties:
Next, J͑t 1 , t 2 ͒ is computed as 
Hence the total autocovariance function is given by
͑36͒
It is shown in Appendix A that if the PSD has as large a bandwidth as required by OCI, on the order of 10 13 Hz, the second term on the right-hand side of Eq. (36) can be neglected so that the total autocovariance function can be approximated as
Specimen Model
For the sake of our assessment, a specimen model, which is described mathematically by the term ␤ ͑͒, will be defined as a single layer bounded by two interfaces as shown in Fig. 2 . The first interface is a boundary between air and the layer refractive index n. The second interface is a boundary between the layer refractive index n and a substrate refractive index n + ⌬n. A distance l separates the two interfaces. The expression for the reflection from this specimen model is given in Eq. (38), with the Fresnel reflections r 1 and r 2 , and the phase delay ␦͑͒ given by Eq. (39). Fig. 2 . Illustration of the specimen model.
We have ignored multiple reflections because of the low reflected power at each interface for the changes in refractive index that we will consider.
C. Task Definitions
We shall investigate two tasks for assessing the performance of the system: a detection task and a resolution task.
For the detection task, we will assess the smallest change in index of refraction at the second interface that the system can discriminate. Therefore we define the negative hypothesis H 0 as no second interface, i.e., ⌬n = 0. The positive hypothesis H 1 is defined as having a second interface, i.e., ⌬n = ⌬n 0 0. For H 1 , ⌬n 0 will be increased so that we can see how the detectability index and the AUC vary. To be sure that reflected fields from the two interfaces of the specimen model do not interfere for this task, we set the separation distance l to be the longest coherence length of the three theoretical sources considered.
For the resolution task, we assess the smallest separation of the two interfaces of the layer that the system can discriminate. Therefore we have ⌬n equal to a constant. The negative hypothesis H 0 for this task is defined as the two interfaces at the same location, i.e., l = 0. The positive hypothesis H 1 corresponds to the two interfaces separated by a distance, i.e., l = l 0 0. For H 1 , l 0 will be increased so that we can see how the detectability index and the AUC vary for various values of the constant ⌬n for each theoretical source considered.
SIMULATION
To properly simulate the detectability index associated with the detection task and the resolution task defined in Section 2, we must first define the theoretical setup and choose reasonable input parameters. We will consider the theoretical system to be the free-space interferometer system shown in Fig. 1 . The scanning mechanism will be a mirror translating at a speed v m . As previously stated, we will investigate the detection task and the resolution task for three theoretical Gaussian PSDs. These normalized Gaussian PSDs are defined mathematically as
where 0 is the center angular frequency and ⌬ is the angular-frequency bandwidth (i.e., the spectral width) at FWHM. The angular-frequency bandwidth is related to the coherence length l c of the source as
The resolution may be considered to be half the coherence length. 11 To define the three Gaussian PSDs, we consider coherence lengths of 2, 20, and 40 m, corresponding to resolutions of 1, 10, and 20 m and angular-frequency bandwidths of 8.32ϫ 10 14 rad/ s, 8.32ϫ 10 13 rad/ s, and 4.16ϫ 10 13 rad/ s. Also, we consider the center angular frequency of all of these PSDs to be 1.98ϫ 10 15 rad/ s, which corresponds to a wavelength of 950 nm. To establish the sampling frequency of the power spectrum of the source, we define the bandwidth B to be ⌬ /2 expressed in hertz. The autocorrelation function that is the Fourier transform of the PSD is considered to be defined in a time range L of 3.5/ B. We define the extent of the Gaussian to be 3.5 times its sigma, given that below this value the Gaussian is very close to zero. The maximum optical frequency F of the PSD is given by ͑ 0 + 1.75⌬͒ /2. According to the Nyquist sampling condition, the sampling step ⌬T in the time domain should be at least 1 / ͑2F͒. The number of samples in the PSD or its Fourier transform is then given by L / ⌬T. We computed that for the three values of the three coherence lengths in increasing order (i.e., 2, 20, and 40 m) and the associated PSD, the minimum number of samples that the computation yields is 29, 179, and 346, respectively. In the simulations, each of the PSDs was sampled with 600 points over the angular frequency range of 0 − 1.75⌬ to 0 + 1.75⌬, which is well above the minimum required; this range minimizes sampling in the tails of each Gaussian PSD, where the PSDs have values near zero. Also, the power for each of these three theoretical sources is set to 3 mW. For ease in comparing the results, in the simulation we will vary no parameters other than the coherence length and therefore the angular-frequency bandwidth and the parameter to be varied for each task.
We must also provide quantitative parameters for the values of ␣ ͑͒, 1 ͑ , t͒, and 2 ͑ , t͒ given in Eq. (12), the value of ⌬t given in Eq. (7), the values of R and A given in Eq. (16), and the value of n given in Eq. (39). The losses and phase shifts of the beam splitter are ignored, and the mirror is assumed to have a unit reflection for all frequencies: ␣ ͑͒ is 1. The phase terms 1 ͑ , t͒ and 2 ͑ , t͒ are set to ͑2l r / c͒ + v m t and ͑2l s / c͒, respectively. The constants l r and l s are the distances from the point where the field is split to the initial location of the reference mirror and the specimen, respectively. For the purpose of the simulation, l s is chosen to be 3 mm, and l r is chosen to be 3 mm less 28 m. The speed of the mirror v m is chosen to be 0.154 m / s, and t is increased from zero by steps of 0.4 s over the total scan time of 0.8 ms for a total of 2000 time samples. The detector integration time ⌬t is 4 s (i.e., bandwidth is 125 KHz); thus time sampling at 2.5 MHz (i.e., every 0.4 s) ensures that the Nyquist sampling condition will be satisfied. The responsivity R of the detector is assumed to be 1 for all frequencies, and the area A of the detector is chosen to be 0.79 mm 2 ; these quantities result in a value of 1.3097ϫ 10 10 m 2 / ͑V 2 s͒. The value of the refractive index n is set to 1.4.
Finally, finite-width integrations, and more particularly trapezoidal numerical integrations, were performed in the simulations.
A. Detection Task
As previously stated for the detection task, we will assess the smallest change in refractive index at the second in-terface that our system can discriminate. To be sure that the interference between the two interfaces of the specimen model does not influence this measure, we set the distance between the two interfaces l to 40 m, the longest coherence length considered. The value of ⌬n 0 is then increased from 0 to 3 ϫ 10 −5 . The plots for the detectability index and the AUC versus the value of ⌬n 0 for each coherence length considered are given in Fig. 3 .
B. Resolution Task
For the task of resolution, we assess the smallest separation of the two interfaces of the layer defined in Section 2 that the system can discriminate. To compute the detectability index and the AUC for the resolution task, we chose a change in refractive index corresponding to (a) a 75% probability of detection ͑AUC= 0.75͒, (b) the smallest change in refractive index corresponding to 100% probability of detection (AUC first reaches 1), and (c) twice the smallest change in refractive index corresponding to 100% probability of detection for the detection task for each of the three coherence lengths; these three refractive indices will be denoted ⌬n 1 , ⌬n 2 , and ⌬n 3 , respectively. These changes in refractive indices are ⌬n 1 = 6.51ϫ 10 −6 , ⌬n 2 =3ϫ 10 −5 , and ⌬n 3 =6ϫ 10 −5 for a coherence length of 2 m; ⌬n 1 = 2.06ϫ 10 −6 , ⌬n 2 = 1.05ϫ 10 −5 , and ⌬n 3 = 2.1 ϫ 10 −5 for a coherence length of 20 m; and ⌬n 1 = 1.45 ϫ 10 −6 , ⌬n 2 =9ϫ 10 −6 , and ⌬n 3 = 1.8ϫ 10 −5 for a coherence length of 40 m. For each of the three coherence lengths, the value of l 0 is increased from 0 to the coherence length so we can see how the detectability index and the AUC change with the separation distance l 0 . The plots for the detectability index and the AUC versus the value of l 0 , the separation distance, for each of the cases are given in Fig. 4. 
DISCUSSION
In this section we discuss the results of the simulation for both the detection task and the resolution task. Also, we reiterate the assumptions made in this paper and present the possible extensions of the mathematical framework provided.
A. Detection Task
As expected and as seen in Fig. 3 , the increase in the detectability index and the AUC as a function of increasing change in refractive index signifies that it becomes easier for the observer to discriminate between a second interface and no second interface as the change in refractive index increases. Specifically, according to the plot of the AUC in Fig. 3(b) , with the parameters used and the system modeled the observer can detect a second interface with 100% probability when a change in index of 3 ϫ 10 −5 occurs for a coherence length of 2 m, 100% probability when a change in index of 1.05ϫ 10 −5 occurs for a coherence length of 20 m, and 100% probability when a change in index of 9 ϫ 10 −6 occurs for a coherence length of 40 m. These three changes in refractive index constitute the benchmark performance for the detection task. Overall, a longer coherence length source has a greater detectability index for a lower change in refractive index. This phenomenon stems from the fact that under exactly the same conditions, a longer coherence length source has larger values for the X vector than a shorter coherence length source, as shown in Fig. 5 .
B. Resolution Task
As expected and as seen in Figs. 4(d)-4(f) , the AUCs increase as the separation distance between the two interfaces increases. However, within a separation distance that is less than half the coherence length of the source, oscillations are observed in both the detectability index [ Figs. 4(a)-4(c) ] and the AUCs [Figs. 4(d)-4(f) ], at least for the smallest change in refractive index indicated in the curve definitions; these oscillations correspond to interference from fields reflected from the first and second interfaces of the specimen model. Indeed, when the separation of the two interfaces of the specimen model is smaller than half the coherence length of the source, the reflected fields from the two interfaces interfere constructively if the optical path difference between the two layers is a multiple of the central wavelength of the source. Similarly, for separations corresponding to out-of-phase interfering fields, the fields interfere destructively. As the separation increases, the contrast of the fringes decreases as a consequence of the nonmonochromatic light field. Upon first observing these oscillations, we validated that the oscillations' period corresponded to optical separations that are multiples of the source's central wavelength. Although this phenomenon is not speckle, since we are dealing only with two layers rather than with a scattering medium, it is reminiscent of speckle, which corresponds to multiple-scatterers' interference for interferences localized within the coherence length of the source. In practice, given a specimen with varying properties such as unequal thickness layers or slight inhomogeneities in the refractive index defining a layer, the rapid oscillations will be averaged out. Such averaging may also apply when new sources of system noise are considered. Thus we expect that in practice, these high-frequency oscillations will have no effect on system optimization. Interestingly, even when the layer separation is beyond half the coherence length of the source, the observer can discriminate between two separated layers and two coinciding layers with only Ͻ100% probability for the smallest change in index of refraction. Also, through inspection of the AUC in Figs. 4(d)-4(f) , it can be seen that for shorter coherence lengths, the resolution performance of the system depends less on the detection limit established in the detection task study; the shorter the coherence length, the higher the probability of distinguishing between two separated layers or two coinciding layers for refractive indices below the detection limit determined by the detection task. Thus the resolution performance of the system depends on both the broadband source and the specimen being imaged.
For the change in refractive index ⌬n 3 , while the detectability index has the same general behavior as the change in refractive indices ⌬n 1 and ⌬n 2 , it can be seen that the AUC has changed tremendously. In fact, the AUC shows that for any separation distance greater than zero, the observer can discriminate between two separated layers and two coinciding layers with 100% probability. This finding is in agreement with the following statement by Harris 12 : "In the classic case of resolving two point sources in the presence of Gaussian noise, results indicate that although diffraction increases the difficulty of rendering a correct binary decision, it does not prevent a correct binary decision from being made, no matter how closely spaced the two point sources may be" (p. 611).
Although this statement concerns incoherent imaging, it is easily extended to the case of two layers in OCI. Therefore for a sufficient change in refractive index at the second interface, there is a 100% probability of distinguishing between two separated layers and two coinciding layers. This sufficient change in refractive index is approximately ⌬n 3 . Thus for each of the three theoretical sources, the resolution benchmark is 100% probability of discrimination of two separated layers from two coinciding layers for ⌬n ജ⌬n 3 for the corresponding source regardless of l 0 . This finding is further supported by previous observation by Richards-Kortum and associates, who state that "changes in scattering occur on a microscopic spatial scale well below the typical resolution of OCT imaging systems, yet these changes still impact OCT images" (Ref. 13 , p. 465).
C. Assumptions and Possibilities
Although the mathematics for the mean and autocovariance of the photocurrent output of the OCI system were derived for the simple case of unpolarized light, an isotropic specimen model, and normal incidence of the propagating beam, these derivations can be extended to include polarization dependence, a nonisotropic specimen, and nonnormal incidence. We will include these cases as part of future work.
The three PSDs considered within this paper are all the commonly used Gaussian shapes. However, the mathematical framework provided allows for any arbitrary PSD to be used. We have done precisely this in a previously published study. 14 Furthermore, the demonstrated system did not include any noise other than the Gaussian noise from the source and the Poisson noise of the detection process; this system was simulated in order to verify that the model behaves as expected. This model provides the basic framework for which inclusion of more-realistic system components and other sources of noise can be carried out for any general OCI system. Also, the benchmark performance introduced is set forth so that in the future, the results obtained with more-complex models can be compared with the results of the simple OCI system modeled in the current study.
CONCLUSION
We have presented the basics of a model to optimize and assess the performance of a general OCI system based on the basis of task performance and statistical decision theory. This general model was adapted to a simple OCI system to allow us to assess the performance of the system in terms of a specific detection task and a specific resolution task.
For a task-based performance assessment on the detection task for the simple OCI system presented, the smallest change in refractive index detectable was shown to be dependent on the angular-frequency bandwidth of the source. Considering the system parameters, a benchmark performance for the detection task is that a change in refractive index of 3 ϫ 10 −5 is detectable for a Gaussian source of 2 m coherence length, a change in refractive index of 1.05ϫ 10 −5 is detectable for a Gaussian source of 20 m coherence length, and a change in refractive index of 9 ϫ 10 −6 is detectable for a Gaussian source of 40 m coherence length, with 100% probability.
Furthermore, the performance of this system based on the resolution task was shown to be dependent on the specimen model and the angular-frequency bandwidth of the source for small changes in the refractive index at the second interface. Also, the performance of the system based on the resolution task for changes in refractive index well beyond the detection limit was seen to agree with previous findings. This agreement is that for infinitely close interfaces of sufficient change in index, i.e., changes well beyond the detection limit of 100%, the binary classification task of whether there are two separated layers or two coinciding layers can be carried out with 100% accuracy.
APPENDIX A
By performing order-of-magnitude estimation, we will show that the Poisson statistics' contribution to the autocovariance dominates the Gaussian statistics' contribution to the autocovariance. The Gaussian statistics' contribution to the autocovariance of the photocurrent can be written as 
͑A2͒
The term m͑ , t͒ is defined as m͑,t͒ = ␣ ͑͒exp͓i 1 ͑,t͔͒ + ␤ ͑͒exp͓i 2 ͑,t͔͒ Equation (A5) has a total of 64 terms. The two integration terms are Fourier transforms of the composite functions C h ͑ , t 1 ͒C j * ͑ , t 2 ͒Ĝ mn ͑͒ and C k * ͑Ј , t 1 ͒C l ͑Ј , t 2 ͒Ĝ mn * ͑Ј͒; we are concerned with the behavior of these autocovariance terms only in terms of the difference between t 1 and t 2 . If we assume that the functions ␣ ͑͒ and ␤ ͑͒ have very broad spectral responses, i.e., the spectral responses of these functions are much greater than the bandwidth of the PSDs represented by Ĝ mn ͑͒, and that the phase functions 1 ͑ , t͒ and 2 ͑ , t͒ are real, these Fourier transform terms will have widths in the time ͑t 1 − t 2 ͒ domain on the order of the inverse of the frequency bandwidth of the PSDs. Also, by the central ordinate theorem, these terms will have a peak value proportional to the integral of the PSDs. We will not concern ourselves with the integrations in time in Eq. (A1). These integrations will serve only to smooth the autocovariance.
If we use angular-frequency bandwidths of the PSDs on the order of 2 ϫ 10 13 rad/ s, the Fourier transform has a width in the time domain on the order of 1 ϫ 10 −13 s. Assuming a normalized area of 1 for the PSDs for ease and using the value of 1 ϫ 10 10 m 2 / ͑V 2 s͒ for , we can consider the autocovariance as an equivalent delta function with 
͑A6͒
where O represents "on the order of."
The autocovariance term of the Poisson statistics ͗N͑t 1 ͒͘␦͑t 1 − t 2 ͒, with the same broad approximations, is equivalently ͗͗N͑t 1 ͒͘͘␦͑t 1 − t 2 ͒ = O͓1 ϫ 10 10 ␦͑t 1 − t 2 ͔͒.
͑A7͒
Thus the Gaussian statistics' contribution to the autocovariance can be considered negligible in comparison with that of the Poisson statistics.
