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Abstract
A dynamic calorimetric method based on infrared thermography has been used for the phase diagram estimation of binary 
systems of fatty organic materials. Its promising results make of this innovative method an interesting asset in applications 
with time constraints. In order to provide a calorimetry method with satisfactory performance and the lowest time consump-
tion and cost, a test campaign is undergoing. This campaign aims at evaluating the inluence of operating conditions on the 
performances of the method. In that frame, the phase diagrams estimated using a high-end photon detector and a low-cost 
microbolometer are compared. The assessment of the accuracy and reliability of phase transitions detection is made based 
on the study of 4 binary systems of fatty acids and fatty alcohols. Diferential scanning calorimetry is used for the valida-
tion of the experimental phase diagram, and further works are identiied in the light of innovative data obtained using the 
infrared thermography method.
Keywords Screening · Infrared thermography · Phase diagram · Phase transitions · Fatty organic materials
Introduction
Phase diagrams are compulsory tools and essential assets 
in material synthesis, thermodynamic modeling as well as 
for the study of materials behavior and properties [1–4]. 
Standard calorimetric methods for phase diagram estab-
lishment either involve following a material property while 
submitted to a heating ramp (diferential thermal analysis, 
diferential scanning calorimetry, etc.) or observing a sample 
under thermodynamic equilibrium (X-ray powder difrac-
tion, scanning electron microscopy, etc.). The mentioned 
methods are complementary, and allow through their com-
bined use, the establishment of accurate and reliable phase 
diagrams. However, the cost of these methods is high and 
their ability to only test one sample at a time makes the 
phase diagram establishment process a very time-consum-
ing task. In some applications, such as material synthesis 
or material screening, this time constraint is a drag. The 
screening procedures imply sampling numerous composi-
tions of multi-component systems, until the identiication of 
a candidate matching the required speciications. In order to 
accelerate this process and consequently facilitate the devel-
opment of new materials, a new method based on infrared 
thermography was developed. This innovative experimental 
method allows the estimation in a few hours only of a com-
plete phase diagram when standard methods require days 
to weeks. The approached phase diagram provided by this 
method allows rapidly identifying compositions or areas 
of interest to be precisely investigated with the use of the 
aforementioned standard methods. The concept and appli-
cability of this method has already been successfully dem-
onstrated for the phase diagram estimation of binary systems 
of sugar alcohols [5] and fatty acids [6]. Given the promising 
results provided by the infrared thermography (IRT) method, 
an extensive assessment of the inluence of experimental 
parameters is performed in order to identify the conigura-
tion as cheap, accurate and fast as possible. A step toward 
the optimization of this method was already performed in [7] 
where improvements to the method are proposed through a 
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parametric study and the automation of the data treatment 
process. An essential equipment in the use of this method 
is the infrared imaging device. Numerous infrared detectors 
with diferent types, characteristics and prices range exist. 
For an optimal selection of the device, an evaluation of the 
cameras performances based on the provided results must 
be made in order to obtain a method providing satisfactory 
results for the lowest cost and time consumption. In this 
work, two infrared cameras are compared with signiicantly 
diferent speciications. The performances and the inlu-
ence of cameras parameters are evaluated upon comparison 
of the phase diagrams obtained using the IRT method for 
both cameras and for 4 binary systems of fatty acids and 
fatty alcohols with a growing complexity. In addition, the 
accuracy of the results is also assessed in comparison with 




The IRT method is classiied as a dynamic calorimetric 
method such as diferential scanning calorimetry (DSC) and 
diferential thermal analysis (DTA). Its principle has already 
been discussed in [5–7]. It relies on the monitoring of the 
photonic lux emitted by droplets, each of them having a 
given molar composition. These droplets are deposited on 
a conductive aluminum plate and are submitted to a heat-
ing ramp at a controlled rate of 1 °C min−1. Figure 1 illus-
trates the experimental setup developed for this method. As 
a phase transition is accompanied by a modiication of the 
structure of the material, the droplet emissivity is modiied 
during its phase change. This phenomenon is associated 
with an abrupt variation of the monitored photonic lux. It 
is therefore possible to simultaneously keep track of phase 
transitions for as many samples as there are droplets on the 
conductive plate. The phase diagram estimation process 
duration is consequently reduced by at least a factor cor-
responding to the number of droplets.
Samples
The 4 binary systems studied in this work are: palmitic 
acid + stearic acid, 1-hexadecanol + myristic acid, 1-hexa-
decanol + 1-octadecanol and myristic acid + stearic acid. 
All studied compounds are fatty acids and fatty alcohols. 
Either biosourced or by-products of biosourced materials, 
their large bioavailability [8, 9] and their range of applica-
tions such as in the food, pharmaceutical or energy (biofuel, 
thermal energy storage, etc.) industries make their study 
and the understanding of their properties an important topic 
[10]. This aspect is indeed highlighted by the many research 
works exploring the application of biosourced organic mate-
rials [11–14].The key thermal properties and characteristics 
of the pure materials are listed in Table 1.
For the 4 considered systems, 3 sets of experiments are 
performed. For the irst series of experiments, the phase dia-
grams of the 4 systems are plotted using a high-end camera, 
identical to the one used in [5–7]. The phase diagrams are 
obtained for the study of 101 droplets with molar composi-
tions ranging from 0 to 100% by 1% increments. The second 
series of experiments aims at verifying the applicability of 
the IRT method for phase diagrams estimations using a low-
cost camera. For the latter series, the phase diagrams of the 
HD + MA and PA + SA binary systems are estimated from 
the study of 21 droplets only with molar compositions rang-
ing from 0 to 100% by 5% increments. This set is performed 
in order to check if phase diagrams could be estimated using 
this new camera. Once veriied that the low-cost camera 





































Fig. 1  Scheme of the IRT method experimental setup
Table 1  Characteristics and 
thermal properties of the pure 
studied materials
Myristic acid Palmitic acid Stearic acid 1-Hexadecanol 1-Octadecanol
CAS number 544-63-8 57-10-3 57-11-4 36653-82-4 112-92-5
Acronym MA PA SA HD OD
Formula C14H28O2 C16H32O2 C18H36O2 C16H34O C18H38O
Molar mass/g mol−1 228.37 256.43 284.48 242.44 270.49
Melting temperature/°C 53.74–54.84 61.5 68.9–69.41 48.28 56.34
Supplier Sigma-Aldrich Sigma-Aldrich Sigma-Aldrich Sigma-Aldrich Sigma-Aldrich
Purity  > 99%  > 99%  > 98.5% 99% 99%
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provides good estimations, a third series is performed for 
the remaining 2 systems but once again for the study of 101 
droplets.
Infrared cameras
The infrared cameras used in this study are the FLIR X6580 
SC and the OPTRIS PI 450. Both present signiicant dif-
ferences. The FLIR one being a high-end infrared imaging 
device for advanced R&D applications, while the OPTRIS 
camera is an entry-range, low-cost camera estimated to be 
approximately 15 times cheaper than the previous one (and 
3–4 times cheaper than an entry-range DSC). The subsec-
tions hereafter present their essential characteristics and an 
evaluation of their supposed impact on the results provided 
by the IRT method. The speciications of both cameras are 
available in Table 2 and were provided by the manufacturer 
unless stated otherwise.
FLIR X6580 SC
The FLIR X6580 SC is a cooled photon detector with an 
indium antimonide (InSb) detector material. It allows acqui-
sition rates up to 355 Hz at a nominal resolution of 640 × 512 
pixels. Regarding its accuracy, it is expected to provide a 
high signal-to-noise ratio (SNR) with a typical noise equiv-
alent temperature deviation (NETD) of only 18 mK and 
precise reading geometrically as well as value-wise with a 
small detector pitch of 15 μm. It also has a nominal deviation 
evaluated at ± 1 °C or ± 1%. This camera includes a large 
integration time ranging from 0.5 up to 20,000 μs allowing 
for a high responsivity. Typical integration times for this par-
ticular application range from 600 to 1000 μs. The spectral 
range of the detector is between 1.5 and 5.4 µm, and it is 
calibrated in the 5–300 °C range.
OPTRIS PI 450
The OPTRIS PI 450 is an uncooled microbolometer. It 
allows for acquisition rates up to 80 Hz at a nominal resolu-
tion of 388 × 288 pixels. Regarding the accuracy and sen-
sitivity of the low-cost camera, the NETD is about twice 
higher at 40 mK and the detector pitch is sensibly the same 
with only 17 μm. The reading accuracy is also evaluated to 
be twice the one of the FLIR camera. The responsivity of the 
microbolometer is evaluated in terms of thermal time con-
stants and corresponds to the time necessary for the infrared 
imaging device to notice a variation. This ixed parameter is 
not provided by the manufacturer, but typical values found in 
the literature are 8–10 ms [15, 16]. The spectral range of this 
camera is between 7.5 and 13 µm, and it includes three tem-
perature ranges: − 20 to 100 °C, 0–250 °C and 150–900 °C.
Properties comparison and performances assessment
Cooled photon detectors are highly recommended for 
dynamic applications [15] where high sensitivities, frame 
rates and resolutions can be provided when uncooled thermal 
detector cannot. However, the principle of the IRT method 
implies a slow paced heating of non-moving samples whose 
observation is made at a macroscopic scale. In that frame, it 
is unsure whether the level of performance provided by the 
FLIR camera is needed or if an entry-range microbolometer 
can be competitive for phase diagrams estimations.
The FLIR detector is able to provide 3 times more pixels 
than the OPTRIS one. Although more data implies more 
data treatment, a more accurate reading of the photonic 
lux emitted by each droplet can be expected with the high-
end camera. However, in a previous analysis [7], the inlu-
ence of the droplet size on the results provided by the IRT 
method was assessed. The study showed that phase diagrams 
obtained for droplets with 3 mm and 7 mm diameters only 
presented small diferences. The area occupied by a 7-mm-
diameter droplet in the ield of view is yet more than 5 times 
a 3-mm one. Therefore, it can be assumed that this diference 
in resolution will have a slight to no impact on the estimated 
phase diagrams. In that case, less data treatment for the same 
results favors the solution with the lowest resolution.
The FLIR camera is able to provide signiicantly higher 
frame rates at the nominal resolution than the OPTRIS 
microbolometer. However, the heating rate applied during 
the IRT experiment is of 1 °C min−1 (i.e., 0.017 °C s−1). 
Additionally, the PID temperature control is only able to 
provide a 0.1 °C reading accuracy. Consequently, given 
our temperature reading precision and our slow tempera-
ture ramp, it is unlikely that frame rates above 10 Hz bring 
Table 2  Infrared cameras characteristics
a Data not provided. Indicated values are typical values for microbo-
lometers [15, 16]
Camera model FLIR X6580 SC OPTRIS PI 450
Resolution 640 × 512 pixels 382 × 288 pixels
Number of pixels 327 680 110 016







Detector cooling Yes (− 196 °C) No
Maximum frame rate/Hz 355 80




Accuracy ± 1 °C or ± 1% of 
reading value
± 2 °C or ± 2% 
of reading 
value
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any additional relevant information. The acquisition rate is 
hence chosen so the amount of gathered data is limited to a 
required minimum.
Regarding the diference in spectral ranges in both cam-
eras, according to Planck’s law the spectral radiance is higher 
in the 7.5–13 μm spectral range than in the 1.5–5.4 μm at 
temperatures inferior to 150 °C [15, 17]. Although photon 
detectors are characterized by higher detectivities and hence 
better performances, the spectral range of the low cost cam-
era may be an advantage whose importance will have to be 
assessed.
Lastly, as far as accuracy and reliability are concerned, we 
logically expect more noise with the results provided by the 
OPTRIS camera. However, it should be mentioned that the 
signal treatment and interpretation involved in the method 
and thoroughly detailed in [5] does not rely on reading a 
signal value itself but rather on a signal variation making the 
noise level and reading accuracy less impactful.
Differential scanning calorimetry
The results obtained using the IRT method are confronted 
to those of standard calorimetry methods either extracted 
from the literature or obtained from DSC analyses. The DSC 
analyses are performed at 2 diferent heating rates leading 
to 2 series of experiments. One with a 1 °C min−1 heating 
rate, matching the one used for the IRT method and one at a 
0.3 °C min−1 heating rate in order to identify occurring tran-
sitions with close transition temperatures. In both series of 
experiments, samples ranging from 5 to 15 mg are weighed 
using a Mettler Toledo scale with a weighing accuracy of 
± 0.03 mg. The exact mass of each sample is provided in the 
Supplementary material, together with the DSC transition 
data and examples of DSC curves highlighting presented 
results. The samples are placed in alumina crucibles for 
analysis. The determination of the transition temperature is 
performed following the guidelines stated in [18]. Hence, 
the considered transition temperature is either the calculated 
onset temperature if a lat baseline is clearly established or 
the peak temperature otherwise. The experiments are car-
ried on with a DSC 131 provided by SETARAM, and the 
analysis software used is SETSOFT 2000. Its calibration is 
performed using gallium (purity: 99.9999%), indium (purity: 
99.995%), tin (purity: 99.999%) and lead (purity: 99.999%) 
to validate the results precision in the 29.8–327.5 °C tem-
perature range.
Results
The evaluation of the performances of both infrared cam-
eras for phase diagram estimation using the IRT method is 
made upon comparison of phase diagrams obtained using 
standard methods and the IRT method. Qualitatively, it is 
sought that the IRT method be able to detect most transi-
tions found with standard methods, so a satisfactory depic-
tion of the phase diagram of multi-component systems 
is rendered. Quantitatively, we identify phase transitions 
that were detected with both cameras and whose occur-
rence is conirmed at least twice by DSC measurements. 
To simplify the analysis, we make the distinction between 
2 types of transitions: the liquidus line transition and the 
horizontal transitions (eutectic, peritectic, metatectic, 
etc.). For both, we assess the eiciency of the IRT method 
using both cameras for phase diagrams estimation at low 
to medium temperatures based on accuracy and reliabil-
ity. For the accuracy, the transition temperature deviation 
between DSC measurements and IRT data is computed. 
For the reliability, we evaluate the standard deviation σ 
(calculated as stated in Eq. 1) over the n samples for which 
the transition is detected. The literature data are not con-
sidered for the quantitative comparison as diferences in 
composition, purity of the compounds or even operating 
conditions may afect the results.
With T  the average transition temperature, T
i
 the transition 
temperature for the sample i,  the standard deviation and n 
the number of samples for which the transition is detected.
Palmitic acid + stearic acid
The phase diagram obtained applying the IRT method using 
both cameras is plotted in Fig. 2 where it is compared to 
the phase diagram and the transitions detected with DSC 
measurements as well as in the literature [19]. The purity 
of the pure palmitic acid in the literature and in this work is 
comparable, but the stearic acid one is slightly better in the 
present study. As a result, DSC measurements and literature 
data may not fully coincide.
For the PA + SA binary system, the phase diagram 
depicted applying the IRT method, whether it is performed 
using the FLIR photon detector or the OPTRIS microbolom-
eter is coherent with what standard methods can provide. All 
transitions detected by DSC were also consistently detected 
with the infrared cameras. In addition, we notice on both 
extremities of the IRT phase diagrams phases that resemble 
solid solubility domains whose presence is consistent with 
the phase diagram depicted by the authors in [19]. Their 
presence, however, needs to be nuanced as their occurrence 
still needs to be proven by the use of other complementary 
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The accuracy and reliability of the horizontal transitions 
and the liquidus line detection are, respectively, evaluated 
in Tables 3 and 4.  
For the PA + SA binary system, the detection of 3 hori-
zontal transitions is assessed. The absolute average tempera-
ture deviation between DSC measurements and the results 
provided by the IRT method using the OPTRIS microbolom-
eter is 0.61 °C. On the other hand, the computed deviation 
for the FLIR results is estimated at 0.26 °C which shows here 
to be more precise although 0.61 °C temperature deviation 
is more than satisfactory for a irst estimation. Regarding 
the detection reliability, we notice that for both cameras, the 
standard deviation from the calculated mean transition tem-
perature is good with values below or in the range of what 
the DSC provides. This reliability is especially satisfying 
considering that the detection is made for signiicantly more 
compositions than with the DSC.
The overall average temperature deviation for the liqui-
dus line detection between DSC measurements and the IRT 
method using the OPTRIS camera and the FLIR camera 
is, respectively, 0.86 °C and 0.67 °C. Although the FLIR 
photon detector appears to be slightly more accurate, both 
provide very good approximations for the liquidus line 
depiction. As for the reliability of this detection, standard 
deviations show similar behaviors using both cameras and 
Fig. 2  Phase diagram of the 
PA + SA binary systems plot-
ted using the IRT method and 
standard calorimetry methods
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Table 3  Comparison of the horizontal transitions detection between 
the IRT method and DSC measurements for the PA + SA binary sys-
tem
With T  the average transition temperature,  the standard deviation 
and n the number of samples for which the transition is detected
Transition no. 1 2 3
T
DSC
/°C 55.064 56.823 58.315

DSC
/°C 0.461 0.57 0.474
n 5 3 2
T
OPTRIS
/°C 54.072 56.288 58.604

OPTRIS
/°C 0.271 0.18 0.696
n 12 7 6
T
FLIR
/°C 55.234 56.833 58.926

FLIR
/°C 0.312 0.34 0.696
n 60 34 29
Table 4  Comparison of the liquidus line detection between the IRT 
method and DSC measurements for the PA + SA binary system
With ΔT  the average liquidus temperature diference between meth-
ods, 
ΔT




 , respectively, the 
maximum and minimum liquidus temperature deviation between 
methods and n the number of samples for which data is available with 
both methods
Comparison DSC/OPTRIS DSC/FLIR OPTRIS/FLIR
ΔT/°C 0.858 0.674 0.53

ΔT
/°C 0.696 0.64 0.41
ΔT
max
/°C 2.33 2.04 1.605
ΔT
min
/°C 0.286 0.24 0.043
n 9 9 21
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remain relatively low. A comparative analysis between the 
results provided by the two cameras shows that the liquidus 
line for the OPTRIS camera is really close to the FLIR one 
with an average deviation of 0.53 °C and that this deviation 
is relatively stable with a low measured standard deviation. 
It suggests that the liquidus lines depicted by both cameras 
are identical in shape and that a simple ofset diferentiate 
each other.
1-Hexadecanol + myristic acid
The phase diagram obtained applying the IRT method using 
both cameras is plotted in Fig. 3 where it is compared to 
the phase diagram and transitions detected with DSC meas-
urements as well as in the literature [20]. The purity of 
both pure compounds in the literature and in this work is 
comparable.
As for the previous system, the IRT phase diagram pro-
vided by both cameras is consistent with standard calori-
metric method measurements. All transitions found in the 
literature and detected by our DSC measurements are also 
depicted by the IRT method and using each camera. In a 
similar way as in the PA + SA system, additional transitions 
are detected using the IRT method but are either not cor-
roborated by DSC analyses or are not found consistently 
enough to certify the occurrence of the transition. Those 
transitions are not included in the quantitative assessment 
and will be the object of further analyses.
The accuracy and reliability of the horizontal transitions 
and the liquidus line detection are, respectively, evaluated 
in Tables 5 and 6.
The average temperature deviation for the horizontal tran-
sitions detection between DSC measurements and the results 
provided by the FLIR photon detector using the IRT method 
is evaluated at 0.19 °C. The value of this deviation with the 
OPTRIS device reaches 0.25 °C. The accuracy provided by 
both imaging devices for this system is particularly close to 
DSC measurements. As for the reliability of this detection, 
the measured standard deviations are within range of what 
DSC can provide.
As for the depiction of the liquidus line provided by the 
IRT method, the low-cost microbolometer provides this time 
a slightly better approximation with an overall average tem-
perature diference of 0.85 °C against 1.03 °C for the FLIR 
camera. Both are nonetheless relatively good estimations 
considering the acceptable standard deviation and the fact 
that the comparison is limited to the samples studied with 
DSC. Indeed, the FLIR data including 101 compositions 
can be accurate overall while allowing deviations locally. 
In fact, if we observe Fig. 3, we notice that the 37–42 °C 
temperature range is an area dense in transitions for the 60% 
HD + 40% MA sample. DSC results found in [20] corrobo-
rate our observations using the IRT method, but our DSC 
analysis fails to make the distinction between the supposed 
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Fig. 3  Phase diagram of the HD + MA binary systems plotted using 
the IRT method and standard calorimetry methods
Table 5  Comparison of the 
horizontal transitions detection 
between the IRT method and 
DSC measurements for the 
HD + MA binary system
With T  the average transition 
temperature,  the standard 
deviation and n the number of 
samples for which the transition 
is detected






















Table 6  Comparison of the liquidus line detection between the IRT 
method and DSC measurements for the HD + MA binary system
With ΔT  the average liquidus temperature diference between meth-
ods, 
ΔT




 , respectively, the 
maximum and minimum liquidus temperature deviation between 
methods and n the number of samples for which data are available 
with both methods
Comparison DSC/OPTRIS DSC/FLIR OPTRIS/FLIR
ΔT/°C 0.849 1.034 0.823

ΔT
/°C 0.603 0.801 0.609
ΔT
max
/°C 1.85 3.17 2.03
ΔT
min
/°C 0.17 0.14 0.06
n 11 11 21
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successive transitions. Moreover, the interpretation of DSC 
curves for systems presenting fatty acids and for narrow tem-
perature ranges has been reported to be rather diicult [21]. 
The phase diagrams of fatty acids mixtures have actually 
been reevaluated at several occasions such as between [22, 
23] where the liquidus temperature at the 50% MA + 50% 
SA composition is lowered by about 2.5 °C. Consequently, 
locally measuring high maximum temperature deviation in 
comparison with the rest of the phase diagram is not sur-
prising and should not be a concern as long as the average 
temperature deviation and the standard deviation remain at 
acceptable levels. It also suggests that those higher devia-
tions recorded between DSC and IRT may not be caused 
by the IRT method, especially given the low and consist-
ent deviation present between results obtained with both 
cameras.
1-Hexadecanol + 1-octadecanol
The phase diagram obtained applying the IRT method using 
both cameras is plotted in Fig. 4 where it is compared to the 
phase diagram and transitions detected with DSC measure-
ments as well as in the literature [24]. The purity of both 
pure compounds in literature and in this work is comparable.
The phase diagram obtained applying the IRT method 
for the HD + OD binary system matches the results found 
in the literature and the ones obtained using DSC measure-
ments. We once again notice that additional transitions are 
detected with the infrared cameras that need conirmation 
by confrontation to other standard methods (such as X-ray 
difraction).
The accuracy and reliability of the horizontal transitions 
and the liquidus line detection are, respectively, evaluated 
in Tables 7 and 8.
The lowest transition in Fig. 4 (i.e., Transition 1) has 
been detected on a very consistent basis both using the IRT 
method and with DSC measurements. However, it is di cult 
to say whether it consists in a single transition or a com-
bination of multiple ones without further analysis. There-
fore, it has been preferred not to consider this transition. 
Fig. 4  Phase diagram of the 
HD + OD binary systems plot-
ted using the IRT method and 
standard calorimetry methods
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Table 7  Comparison of the 
horizontal transition detection 
between the IRT method and 
DSC measurements for the 
HD + OD binary system
With T  the average transition 
temperature,  the standard 
deviation and n the number of 
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Consequently, only one horizontal transition is considered 
for this system. It should be mentioned that this transition is 
located in an area dense in transitions. The IRT data suggest 
that two transitions occur successively with a narrow tem-
perature interval and that our DSC measurements support 
the presence of the lower one while the literature favors the 
upper one. The comparison is therefore only made for the 
transition supported by our DSC measurements. The temper-
ature deviation between the IRT method using the OPTRIS 
camera and DSC measurements is 1.77 °C, while the FLIR 
provides a 0.72 °C deviation. The high-end photon detector 
hence provides a better accuracy than the low-cost micro-
bolometer in this particular case. However, the comparison 
is made between standard method measurements based on 
4 points whereas both cameras provided a transition made 
of 59 points. It suggests that the transition detected using 
the IRT method is more likely to depict a correct transition 
shape and that the reliability of the reading is potentially 
erroneous given the dense transition area. The higher stand-
ard deviations computed for the detection of this transition 
using the IRT method support this assessment.
On the contrary to the horizontal transition detection, the 
OPTRIS microbolometer shows signiicantly better liqui-
dus line detection accuracy with a temperature deviation of 
only 0.36 °C against 1.2 °C for the FLIR camera. Although 
1.2 °C deviation is not bad for a irst estimation, it should 
be mentioned that once again the comparison is made based 
on the 7 samples that were studied using the DSC. Con-
sidering the low number of comparative points, it is likely 
to have local deviations signiicantly alter the end result. 
In fact, if we observe the measured maximum temperature 
deviation, we see that a maximum deviation of 3.33 °C 
was measured for the DSC/FLIR comparison whereas this 
deviation only reaches 1.19 °C for the DSC/OPTRIS com-
parison. This assessment combined with the higher standard 
deviation obtained for the DSC/FLIR comparison suggests 
that the value obtained with the FLIR camera could have 
been signiicantly diferent if slightly diferent compositions 
were considered. This assessment is conirmed if we look 
at the comparison of the results obtained between the two 
cameras. Although the overall temperature deviation is esti-
mated at 0.98 °C, the standard deviation is relatively low, 
suggesting that a simple ofset exists between both depicted 
liquidus lines. A closer look at the maximum deviation of 
the recorded temperature shows, upon comparison of 96 
samples, that the maximum deviation is estimated at 2.7 °C 
which is lower than the deviation measured between the 
DSC and only based on 7 samples.
Myristic acid + stearic acid
The phase diagram obtained applying the IRT method using 
both cameras is plotted in Fig. 5 where it is compared to the 
phase diagram and transitions detected with DSC measure-
ments as well as in the literature [22]. The purity of the pure 
myristic acid in the literature and in this work is comparable, 
but the stearic acid one is slightly better in the present study. 
As a result, DSC measurements and literature data may not 
fully coincide.
Once again, using the IRT method and for both infra-
red cameras, the obtained phase diagram is consistent with 
the results from literature and DSC measurements. In the 
52–60 °C temperature range, several transitions seem to 
successively take place. In that range, the literature and our 
DSC measurements report a transition whose occurrence 
either is not detected consistently using the infrared cam-
eras or could be mistaken for another transition detected 
using the IRT method only. It was chosen not to consider 
this transition (i.e., transition 3) in order to avoid errone-
ous conclusions. Although the transitions detected with the 
IRT method between 55 and 60 °C could not be conirmed 
Table 8  Comparison of the liquidus line detection between the IRT 
method and DSC measurements for the HD + OD binary system
With ΔT  the average liquidus temperature diference between meth-
ods, 
ΔT




 , respectively, the 
maximum and minimum liquidus temperature deviation between 
methods and n the number of samples for which data is available with 
both methods
Comparison DSC/OPTRIS DSC/FLIR OPTRIS/FLIR
ΔT/°C 0.364 1.197 0.975

ΔT
/°C 0.404 1.102 0.611
ΔT
max
/°C 1.187 3.329 2.702
ΔT
min
/°C 0.049 0.036 0.051
n 7 7 96
Fig. 5  Phase diagram of the MA + SA binary systems plotted using 
the IRT method and standard calorimetry methods
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

























595A fast and low-cost dynamic calorimetric method for phase diagram estimation of binary systems 
1 3
with the DSC, the detection appears relatively consistent 
and hints toward the occurrence of possible transitions. This 
phenomenon, particularly noticeable for this system, actu-
ally appears locally in the previous presented systems. This 
aspect will be discussed later on as it may bring valuable 
information.
The accuracy and reliability of the horizontal transitions 
and the liquidus line detection are, respectively, evaluated 
in Tables 9 and 10.
The average temperature deviation for the detection of 
the horizontal transitions using the FLIR photon detector 
is 0.18 °C in comparison with DSC measurements. The 
obtained value of this deviation with the OPTRIS microbo-
lometer is 0.35 °C. Here again, both show incredible accu-
racies even though the high-end camera is slightly more 
precise. As for the detection accuracy, the IRT method for 
both cameras provides standard deviation in the range of the 
DSC one and for a signiicantly greater amount of samples.
Regarding the accuracy and reliability of the liquidus line 
detection using the IRT method with both cameras, we can 
see that the obtained results are highly comparable. Both 
the overall temperature deviation and the standard devia-
tion are around 1 °C with a maximum temperature devia-
tion of approximately 3 °C for a comparison based on 6 
samples only. It should also be mentioned that this system 
is the one from [22], previously mentioned, reevaluated in 
[23] because of its complexity [21–23]. These maximum 
temperature deviations should consequently not to be of too 
much concern given the relatively good overall accuracy 
and low amount of tested samples. This leads toward the 
same conclusions than for the previous system that although 
the accuracy is satisfactory, more reliable results could have 
been obtained for diferent samples or with signiicantly 
more tested samples. The comparison of the results obtained 
using both cameras also suggests this assessment. Indeed, 
we see that both the overall temperature deviation and the 
standard deviation are relatively low and that a maximum 
temperature deviation of 2.4 °C is measured over 101 tested 
compositions.
Discussion
The previous results show that the low-cost OPTRIS micro-
bolometer allows providing results in the range, if not better, 
of the high-end cooled FLIR photon detector when used 
for phase diagram estimation of binary systems of fatty 
acids and fatty alcohols using the IRT method. It has been 
shown that, with transition detection accuracy around or 
below 1 °C and standard deviations in the range of our DSC 
measurements, both cameras are able to render a consistent 
phase diagram. However, it has been reported for all sys-
tems that small and consistent deviations exist between the 
results obtained using both cameras, suggesting that the IRT 
method depicts the same phase diagram with both cameras. 
We also see that although the temperature deviation between 
the IRT method and DSC measurements is rather low, it is 
inconsistent with the comparison made between cameras. 
Given the larger standard deviations obtained, it is more 
likely that the error induced is local and dependent on the 
sample studied. In fact, it was shown that the maximum tem-
perature deviation is often found for compositions presenting 
several successive and close transitions. In that context, it 
is not surprising to ind irregularities between results given 
by diferent methods especially if they are based on signii-
cantly diferent principles. This aspect can be illustrated by 
Fig. 6 where a comparison is made between signals obtained 
using the IRT method and a DSC curve for a sample of pure 
SA. The interpretation of the DSC curve is made using rig-
orous guidelines [18] stipulating when to consider onset or 
peak temperature as transition temperature. For this given 
example, the onset temperature would be considered and 
Table 9  Comparison of the 
horizontal transitions detection 
between the IRT method and 
DSC measurements for the 
MA + SA binary system
With T  the average transition 
temperature,  the standard 
deviation and n the number of 
samples for which the transition 
is detected






















Table 10  Comparison of the liquidus line detection between the IRT 
method and DSC measurements for the MA + SA binary system
With ΔT  the average liquidus temperature diference between meth-
ods, 
ΔT




 , respectively, the 
maximum and minimum liquidus temperature deviation between 
methods and n the number of samples for which data is available with 
both methods
Comparison DSC/OPTRIS DSC/FLIR OPTRIS/FLIR
ΔT/°C 1.062 1.19 0.578

ΔT
/°C 0.888 1.116 0.489
ΔT
max
/°C 2.8 3.28 2.4
ΔT
min
/°C 0.54 0.27 0
n 6 6 101
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as can be noticed, the abrupt variation in the infrared sig-
nals coincides with the onset temperature of the DSC curve. 
However, if several transitions were to occur, a clear read-
ing of the onset temperature cannot always be made and in 
that case, the peak temperature is considered. This matter is 
illustrated via a DSC curve available in the Supplementary 
material. As the IRT method relies on visual observation, it 
can detect not only heat exchanges but also morphological 
or structural changes in a sample. It may allow the reading of 
onset temperatures even in the case of successive transitions. 
Although further analyses with other standard methods are 
needed to conirm this assumption, it may be a real asset 
for the IRT method as onset temperature are usually more 
representative of the beginning of a phase change process. 
If conirmed, it may explain the signiicant recorded local 
deviations. In addition, it should be noted that the studied 
systems were purposefully selected because of their complex 
nature in order to test the limits of the IRT method. In fact, 
the phase diagrams of fatty acids are particularly complex 
and were reevaluated at several occasions [19, 21–23, 25]. 
Given those diiculties, the IRT method may have brought 
insightful information regarding the phase diagrams of fatty 
acids with several undocumented transitions that should as 
well be investigated further. In fact, a closer look at Figs. 2–5 
shows multiple transitions that could be related to polymor-
phic transitions as presented in [26, 27] and solid solubility 
domains as presented in [19, 20, 22, 24]. Those transitions 
are usually very challenging to identify and require the use 
of various expensive and time-consuming methods (i.e., 
X-ray powder difraction, scanning electron microscopy, 
Fourier transform infrared spectroscopy, etc.) to conirm 
their occurrence. In that frame, the IRT method could rep-
resent a real asset and a promising complement to standard 
calorimetric methods.
Besides, when predicting the impact of the camera speci-
ications on the results provided by the IRT method, it was 
suggested that of all the characteristics listed in Table 2, 
the OPTRIS microbolometer has the advantage of having 
a high spectral range (7.5–13 μm) particularly adapted for 
applications under 150 °C because of the higher spectral 
radiance [15, 17]. On the other hand, the cooled InSb FLIR 
photon detector is characterized by a higher detectivity [15]. 
Regarding the higher detectivity of the FLIR camera, it may 
explain the better performances for the detection of horizon-
tal transitions. Given that the latter often have lower energies 
than liquidus transitions, it might have been advantageous. 
However, the performances of the microbolometer are not 
far behind, even better in some instances as for the liquidus 
line detection. In that situation, we may consider that it is 
more suitable to have a itting spectral range than a high 
detectivity. Additionally, if one were to consider the use of 
a photon detector with a higher spectral range, it should be 
noted that the diference in detectivities between bolome-
ters and photon detector becomes less noticeable for higher 
spectral ranges [15] and that the gain in performance may 
not justify the signiicant price diference especially con-
sidering the highly satisfying performances of the low-cost 
microbolometer.
Conclusions
The study of the inluence of the infrared camera choice on 
the results obtained using the IRT method was performed. 
Two infrared cameras with signiicantly diferent proper-
ties at drastically diferent prices were used for the phase 
diagram estimation of four binary systems of fatty acids and 
fatty alcohols: (1) the FLIR X6580 SC, a cooled photon 
detector and (2) the OPTRIS PI 450, an uncooled low-cost 
microbolometer. The phase diagrams provided by the IRT 
method for both cameras presented slight to no diferences 
and the accuracy and reliability of the transition detection 
were correct in both cases. Given the signiicant diference 
in the economic impact in the use of the IRT method for 
phase diagram estimation, it makes no doubt that a low-cost 
microbolometer is a suitable option for the aimed applica-
tion. The IRT method shows to be a fast and reliable phase 
diagram estimation method, allowing the simultaneous 
testing of 101 compositions in a single experiment while 

































Fig. 6  Comparison between the IRT data and a DSC curve for a pure 
sample of SA
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standard methods. On top of that it has proven to be able to 
provide accurate transitions depiction with a low-cost exper-
imental setup. Although satisfactory results were provided, 
several improvement points are to be discussed. The infra-
red data interpretation has to be compared to other methods 
so that the obtained phase diagrams are built on rigorous 
and consistent guidelines. The assessment of the inluence 
of operating conditions must be continued to ensure low 
time consumption, satisfactory performances and the lowest 
cost. Additionally, the assessment was performed for phase 
diagrams estimations for low temperature applications. A 
similar assessment may be required if applications at higher 
temperatures are required. Finally, it has been identiied that 
further analyses using other standard methods were needed 
to assess the accuracy of the IRT method when large local 
deviations were measured and to conirm the occurrence and 
nature of additional detected transitions.
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