A measurand θ of interest is the ratio of two other quantities, µ p and µ q . A measurement experiment is conducted and results P and Q are obtained as estimates of µ p and µ q . The ratio Y = P /Q is generally reported as the result for the measurand θ . In this paper we consider the problem of computing an uncertainty interval for θ having a prescribed confidence level of 1 − α. Although an exact procedure, based on an approach due to Fieller, is available for this problem, it is well known that this procedure can lead to unbounded confidence regions in certain situations. As a result, practitioners often use various non-exact methods. One such non-exact method is based on the propagation-of-errors approach described in the ISO Guide to the Expression of Uncertainty in Measurement to calculate a standard uncertainty u y for Y . A confidence interval for θ with a presumed confidence level of 95% is obtained as [Y − 2u y , Y + 2u y ]. In this paper we develop a highly accurate approximation for the coverage probability associated with the interval [Y − ku y , Y + ku y ]. In particular, we demonstrate that, using n − 1 degrees of freedom for u y , and the corresponding Student's t coverage factor k = t 1−α/2 : n−1 rather than k = 2, leads to uncertainty intervals [Y − t 1−α/2 : n−1 u y , Y + t 1−α/2 : n−1 u y ], that are nearly identical to Fieller's exact intervals whenever the measurement relative uncertainties are small, as is the case in most metrological applications. In addition, they are easy to compute and may be recommended for routine use in metrological applications. Improved coverage factors k can be derived based on the results of this paper for those exceptional situations where the t-interval may not have coverage probability sufficiently close to the desired value.
Introduction
There are many instances where a physical quantity of interest is defined as a ratio of two other quantities µ p and µ q . A measurement experiment provides values P and Q as the measured results for µ p and µ q , and the measurand of interest is estimated by Y = P /Q. Furthermore, it is quite common to use a method of propagation of errors based on a first-order Taylor-series expansion for the calculation of the standard uncertainty associated with Y .
Calculating confidence intervals for ratios, particularly when the numerator and denominator estimates are distributed as Gaussian random variables, is a problem that has attracted the attention of numerous researchers [1] [2] [3] [4] [5] [6] [7] . The method of propagation of errors proposed in the ISO Guide to the Expression of Uncertainty in Measurement (ISO GUM) [8] , provides formulae for computing an approximate standard uncertainty for a ratio, but specifies neither how an associated number of degrees of freedom is to be computed nor how an uncertainty interval is to be obtained for ratios. Metrologists routinely use a coverage factor of 2 to multiply the standard uncertainty and obtain an expanded uncertainty, for calculating a confidence interval for the ratio quantity. This confidence interval is presumed to have a level of confidence equal to 95%.
In the context of estimation of a ratio, the following two distinct scenarios must be recognized.
(a) Independent measurements: independent measurement experiments are conducted for measuring µ p and µ q , respectively. There are no common error components in the measured results P and Q. Consequently, P and Q may be assumed to be statistically independent. (b) Dependent measurements: µ p and µ q are measured in the course of a single measurement experiment. It is expected that common sources of error exist that contribute to errors in P and Q. Consequently, there is statistical dependence between the results P and Q.
It turns out that an exact confidence interval procedure has been discussed in the statistical literature for the dependent case, based on what is now referred to as Fieller's method [1] . In this paper we compare, using a statistical simulation study, the performance of the exact Fieller uncertainty interval for θ with the uncertainty interval calculated using the standard uncertainty u y based on propagation of errors and a coverage factor k = 2. The latter approach is referred to as POE 2 . In the process, we make the observation that use of a coverage factor k = t 1−α/2 : n−1 rather than k = 2, with u y , improves the performance of the POE 2 interval. This modified interval will be referred to as a POE t interval with n − 1 degrees of freedom.
This paper is organized as follows. In section 2, we define the statistical model used to describe the results from the measurement experiment. We give detailed instructions for calculating uncertainty intervals using each of the three methods-POE 2 , POE t , and Fieller's interval. We also develop approximate bounds for the coverage probability associated with POE-type intervals with any specified coverage factor k. In section 3 we explain how we conducted our statistical simulation study and the different parameters that were varied in the study. Furthermore, we discuss the results and make recommendations. The final section summarizes our results.
The statistical model
Let θ be a measurand of interest. Suppose
where µ p and µ q are quantities that are measured directly with P and Q denoting the corresponding results. We write
where and δ are measurement errors in P and Q, respectively. Suppose the ensemble of possible errors and δ are described by a bivariate probability density function. The measurand θ is generally estimated by Y , where
For this result to be useful one also needs to quantify the associated uncertainty. This is typically accomplished by providing a quantity called the standard uncertainty for Y , denoted by u y . According to the ISO GUM, u y may be calculated using the method of propagation of errors. The standard uncertainty is often used to compute a confidence interval [L, U ] for the measurand, in this case θ, by using the formula
where L is the lower limit and U is the upper limit of the confidence interval. The quantity k is called a coverage factor. The value of k depends on the confidence level to be associated with the interval. Sometimes a coverage factor of k = 2 or k = 3 is used with implied confidence levels of 95% and 99%, respectively. However, the actual confidence level will generally differ from the nominal value, but the difference is often, but not always, small enough to be of no consequence in most applications.
Propagation of errors
Suppose the errors and δ have zero means and standard deviations equal to σ p / √ n and σ q / √ n, respectively, where n is the number of independent repeat observations (P i , Q i ) whose means are the reported results P and Q, respectively. Suppose also that the correlation between P and Q is ρ. Here σ p and σ q are the standard deviations associated with a single measurement of µ p and µ q . In certain circumstances, it may be known that ρ is zero, particularly when there are no common sources of error during the measurements of µ p and µ q . However, in this paper, we do not impose any restrictions on ρ.
Let us denote the usual sample estimate of σ p and σ q by S p and S q , respectively. The estimate of ρ is given byρ, wherê
There are ν = n − 1 degrees of freedom associated with S p , S q , andρ. The propagation-of-errors method leads to the following formula for the standard uncertainty of Y :
In the appendix we show that, when (P , Q) t has a bivariate Gaussian distribution, it is reasonable to associate ν = n − 1 degrees of freedom with u y . The ISO GUM does not give explicit procedures for calculating a number of degrees of freedom for u y . This is because the commonly used WelchSatterthwaite formula applies only when the expression for u y is a linear function of a number of sample variance terms (with no correlation term being present).
The coverage probability associated with the interval [Y −ku y , Y +ku y ] depends on the sample size n, the correlation coefficient ρ, and the coefficients of variation of P and Q, which are denoted by κ p = σ p /µ p and κ q = σ q /µ q . We use p(n, κ p , κ q , ρ), or simply p, to denote this coverage probability. It can be evaluated by the use of either a numerical double integration or a Monte Carlo approach. Alternatively, a large sample approximation for p, derived using asymptotic methods, can be used. See theorem 1 in the appendix. The following simple bounds are a direct consequence of this theorem.
The coverage probability p of the POE confidence interval using k as the coverage factor, lies approximately between p L and p U , where
and
The bounds (2) work well for all values κ p , κ q , and ρ. The values of 4l(n,
q are generally very small. Thus, a coverage factor k obtained from a t-distribution with n − 1 degrees of freedom will provide an interval with coverage probability very nearly equal to the nominal value in most practical applications. Tables 1 and 2 display p L and p U for the 95% POE 2 and POE t intervals for some values of n and for κ q = 10% and κ q = 50%, respectively.
The bounds in (2) allow us to obtain coverage factors k such that the resulting interval will have actual coverage equal to or greater than the nominal value. These coverage factors are obtained by solving for values of k for which the lower bound equals the nominal confidence level. However, tables 1 and 2 indicate that the bounds for the coverage probability of the POE t intervals are very tight and are close to the nominal value, hence there is no need to use these bounds to improve the coverage factor k = t 1−α/2 : n−1 for this problem.
Example. We use an example from the ISO GUM annex H.2 to illustrate the calculation of POE 2 and POE t and compare Table 1 . Lower and upper bounds for the coverage probability for the POE 2 and POE t intervals with κ q = 10%. Table 2 . Lower and upper bounds for the coverage probability for the POE 2 and POE t intervals with κ q = 50%. (1), we obtain the standard uncertainty of Z, u z = 0.2363 . The 95% POE t confidence interval on µ z is found to be (253.6035, 254.9159) , while the 95% POE 2 interval is (253.787, 254.7324) . The actual coverage probability of the POE 2 interval, based on simulation results reported in section 3, is about 0.88. Therefore, it is not surprising that the POE 2 interval is shorter. Also, the bounds for p based on the asymptotic theory, shown in tables 1 and 2, are in excellent agreement with the simulation results.
Since an exact interval procedure is available for the ratio quantity being discussed here, it is of interest to compare the exact intervals with the intervals obtained using POE 2 and POE t . We begin with a description of Fieller's exact method.
Fieller's method
We outline the derivation of an exact confidence set for θ, originally derived by Fieller [3] . We begin by noting that the distribution of the quantity W = P − θQ is normal with mean zero and variance given by
The ratio
has a χ 2 n−1 distribution and is independent of W . Hence
has an F -distribution with 1 and n − 1 degrees of freedom. Therefore,
where F 0 = F 1−α:1,n−1 is an F -table value such that the area under the F -density function with 1 and n − 1 degrees of freedom between 0 and F 0 is 1 − α. From this we deduce that
The two roots of the quadratic equation (in θ)
where
. This is generally the case in metrological applications, due to the fact that the variability in the data is likely to be very small. We will assume the condition holds. Observe that the interval is asymmetric relative to the reported value Y for θ .
If the coefficient of variation for Q is large, then the Fieller method may not result in a proper confidence interval. This seldom happens in metrological applications and hence we do not discuss this further. The interested reader may consult [3] . 
Simulation study
The coverage probabilities of the POE 2 and POE t intervals were examined using statistical simulation. This probability depends only on σ p /µ p , σ q /µ q , ρ, and n. Hence, without loss of generality, we can fix the values of µ p and µ q , and we choose µ p = 4.999 and µ q = 19.661 as in the ISO GUM annex H.2. Thus, the value of θ in the simulation study is 4.999/19.661.
We used the following grid of values for the unknown parameters in the simulation study to estimate coverage probabilities:
(a) (µ p , µ q ) = (4.999, 19.661), (b) n = {3, 5, 10, 30}, (c) κ p = κ q = {0.1%, 0.5%, 1%, 2%, 5%, 10%}, (d) ρ = {±0.01, ±0.1, ±0.5, ±0.7, ±0.99}.
In total, there were 1440 combinations of simulation parameters. For each combination of parameters, we simulated 100 000 independent realizations of (P , Q) according to their joint normal distribution (see appendix). Both k = t 0.975 : n−1 and k = 2 were used to calculate [L, U ] and estimate p. Although the Fieller interval is exact, we included it in the study to verify the simulation and to compare with other intervals. The percentage of times that the intervals contained θ = 4.999/19.661 and the widths of the intervals were both recorded. Due to the large quantity of data, for each given value of the parameters (µ p , µ q ), we show only the case where the coverage probability of the POE 2 interval has the largest absolute deviation from the nominal value of 0.95 among the cases with different values of ρ. We also show the results only for n = 5 and 10. Tables 3 and 4 display the results. In these tables the columns labelled 'simulated' report the Monte Carlo estimates of coverage probabilities, those labelled 'theorem 1' give the large-sample approximation for the coverage probability based on theorem 1 (see appendix), and columns labelled 'Relative error' give the magnitude of the relative error of the approximation based on theorem 1 when compared to the Monte Carlo estimates.
For the parameters considered, the coverage probability of the POE t interval is very close to the nominal value of 0.95. For the POE 2 interval, the coverage probability depends mainly on the sample size n. When n = 3, the coverage probability ranges from 0.8149 to 0.8176 for the 360 combinations of κ p , κ q , and ρ considered. For n = 30 the ranges of the coverage probabilities are 0.9436 and 0.9467. In all cases, the relative errors of the approximations based on theorem 1 are about one-tenth of 1% or smaller, indicating that the large-sample approximation performs extremely well even for sample sizes as low as 5. Additional investigations, not reported here, confirm that, for values of κ q in the practical range, the approximation based on theorem 1 is highly satisfactory even for n = 2.
The results suggest that if one were to take the propagation-of-errors approach, then k = t 0.975 : n−1 should be used to construct the 95% confidence interval for θ; k = 2 works only when n is large. This is not surprising since the value of t 0.975 : n−1 is approximately equal to 2 when n is large. It is interesting to note that the POE t intervals were nearly identical to the Fieller intervals in almost all cases.
Since both the POE t and the Fieller intervals have comparable coverage probability, and the POE t interval is symmetric about Y but the Fieller interval is not, we also compared their average widths. Although it is known that the expected width of the Fieller interval is infinite, we computed the empirical average widths for the Fieller intervals obtained in the simulation study. For the parameters considered, the POE t interval is slightly shorter, on average, than the Fieller interval for the simulated data sets; the ratio of the average width of the POE t interval to the average width of the Fieller interval ranged from 0.8882 to 1.0000.
The above study indicates that the POE t interval is very similar to the exact Fieller interval. The POE t interval is also consistent with the ISO uncertainty guidelines and thus can be recommended in metrological applications. The POE 2 approach is not suitable when n is small.
Conclusions
We have considered three methods for constructing confidence intervals for ratios of dependent measurements. They are (a) propagation of errors with coverage factor k = 2 (POE 2 ); (b) propagation of errors with coverage factor k = t 1−α/2 : n−1 (POE t ), and (c) Fieller's method. The Fieller interval is known to be exact, whereas the other two intervals are approximate. We have found that the POE t and Fieller intervals are very similar, and both perform better than the POE 2 method for the parameters considered in the study. The POE t interval is also consistent with the ISO uncertainty guidelines, and hence can be recommended in metrological applications. For those exceptional situations, where the coverage probability of the POE t interval is not sufficiently close to the desired value, improved coverage factors derived based on theorem 1 in the appendix may be used. A table of such values is provided in  table 5 .
Let S be the sample variance covariance matrix (with n − 1 degrees of freedom), i.e. 
S = S
Thus, it is reasonable to associate n − 1 degrees of freedom with u y . Based on the above result, the coverage probability associated with interval [Y − ku y , Y + ku y ] is given by Using the standard conditioning argument of probability, we have
where H n−1 (·) represents the cumulative distribution function of a χ 2 random variable with n − 1 degrees of freedom. The expression for p may be further simplified as follows. Let P s = √ n(P /µ p − 1) and Q s = √ n(Q/µ q − 1). Then, the distribution of (P s , Q s ) t is given by
Expressing p in terms of P s and Q s , we get
Then, for each given value of the parameter vector (κ p , κ q , ρ), and sample size n, p can either be evaluated using numerical double integration or estimated by a Monte Carlo approach. However, an excellent approximation for p is available, as indicated in theorem 1. and l(n, k) is as given in (3) . The expression o(1/n) refers to a term that approaches zero at a rate faster than 1/n as n tends to infinity. For a proof of this theorem, the reader may refer to [10] .
The term C n is usually negligible for realistic choices of κ p , κ q , and ρ. In fact, it is a relatively simple exercise to show that if k > √ 3
where c 1 (n, k) = 4n−4−k 2 (n−2) and c 2 (n, k) = n−1+k 2 .
For sample sizes n in the range between 2 and 20, table 5 gives improved coverage factors k that give guaranteed coverage probability very nearly equal to or greater than 95% (respectively, 99%) for two cases: (a) when the value of κ q may be assumed to be no greater than 0.1, and (b) when the value of κ q may be assumed to be no greater than 0.5. For comparison, the corresponding t-table values with n − 1 degrees of freedom are also shown. These coverage factors were obtained by solving for k after setting the bound p L equal to 0.95 (respectively, 0.99) in equation (2) . Observe that the t-table values are quite close to the improved coverage factors k, especially when κ q is no greater than 0.1.
