Abstract-Due to the unprecedented growth in bandwidth requirement, the increasing number of access points (APs) deployed within a macrocell for services such as video conferencing, video gaming, and data off-loading leads to significantly higher energy consumption. This advancement in mobile networks has forced researchers to explore various methods of energy saving, although with little emphasis on motorway vehicular networks where mobility is also an important aspect. Energy saving in these networks is extremely challenging due to the dynamic 
I. INTRODUCTION

S
INCE the early 1970s, the average distance traveled per year in the U.K. has increased by 53%, resulting in considerably higher average trip length (i.e., 7.1 mi) per person in a day [1] . With the emerging trends of "connected vehicles" in the market, the sheer size of motorway and urban road (transportation) networks with respect to both dimension and users (34.7 million vehicles in the U.K. in 2012 [2] ) and the envisaged applications for vehicular communication networks suggest a foreseeable growth that can be parallel with if not higher than that of the current cellular networks. Therefore, it is evident that some of the already existing operational challenges of cellular topology will be inherited in vehicular networks with the added complication of maintaining seamless connectivity in high vehicle mobility. On one hand, a looming spectrum shortage that will strain the support of existing exponential increase in bandwidth requirements rules out the use of incumbent cellular networks to support vehicular communications. On the other hand, extensive base station (BS) deployment to support ubiquitous vehicular network coverage is rendered impractical due to the difficulty of providing high data rates at lower overall costs while maintaining the QoS [3] . Furthermore, the growth of vehicular communication networks comes at a critical point of time where existing communication technologies are already consuming significant amounts of energy, and environmental concerns are increasingly gaining importance [4] .
Convergence of energy efficiency paradigms, along with the need for vehicular applications, forces us to take account of the power-hungry nature of BS entities in cellular networks and to minimize energy use in vehicular communication networks through a heterogeneous use of microcells/picocells served by APs within a macrocell that enable higher data rates [3] . Furthermore, these APs serving small cells can utilize sleep strategies dependent upon traffic intensity [5] . Such strategies are impractical for BS-only scenarios due to the larger resource activation time and high overhead that may arise from the ping-pong effect of consistently turning a BS on and off [6] . Energy efficiency and sleep strategies in vehicular networks are further discussed in Section II. An AP performs somewhat similar operations to that of a BS, although at a much smaller scale, making it feasible for it to switch into a low-power state and then back to the fully operational state in relatively small time. This results in a remarkably low overhead compared with that of a BS. Therefore, it is worthwhile studying whether an 0018-9545 © 2013 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
effective sleep strategy can be applied to the APs to save energy. The introduction of sleep strategies for an AP redefines the performance (analysis) from both QoS and energy perspectives. In a motorway vehicular network, provisioning real-time services while maintaining the respective QoS is quite challenging due to the dynamic nature of vehicles and the variable wireless channel conditions [7] . This problem becomes more severe due to the high relative speed difference between fastmoving vehicles and a stationary AP/roadside unit (RSU) in a motorway environment. Unlike carrier-sense multiple access (CSMA), deterministic protocols such as time-division multiple access (TDMA) are best suited to supporting centralized communications as these protocols define a certain upper bound on the channel access delay even if the channel is heavily loaded [8] . CSMA-based protocols severely suffer due to collisions or collision avoidance overhead, particularly in high load conditions, making it unsuitable for a motorway vehicle-to-roadside (V2R) environment; this has also been reiterated in [9] - [11] . Therefore, we utilize a TDMA-based protocol, namely, the modified version of the packet reservation multiple-access (M-PRMA) protocol, in this paper. The M-PRMA was introduced in [12] for communications between vehicles and the AP; however, its performance with realistic channel characteristics has not been studied so far.
To the best of our knowledge, detailed analytical and simulation models of a V2R motorway network that maintains end-toend QoS while incorporating real wireless channel impairments at the M-PRMA protocol and introducing sleep strategies at APs to save energy have not been developed so far. Thus, our contribution in this paper is fourfold.
1)
We develop an analytical queuing model of the aforementioned V2R communication scenario using a matrix geometric method (MGM) where the M-PRMA protocol with realistic wireless channel characteristics is considered. Since the M-PRMA is a slot-based protocol, we have represented these slots 1 as servers and the outage of a slot as a server on vacation. Thus, the model becomes an M/M/c/∞/M queuing system with asynchronous queue-length-independent vacations. 2) We validate the proposed analytical model by reducing it to a simple M/M/c/∞/M model without vacation by setting the number of fades in the channel equal to zero (idealistic channel scenario), and then compare its performance with the existing M/M/c/∞/M model [13] . We further study the impact of varying level-crossing rate (wireless channel characteristics) on the number of slots (servers in this case) in terms of utilization, average packet delay, and packet-loss ratio. The performance results of the system are verified with simulations with respect to varying vehicular load, where both real vehicular traffic profiles (M4 motorway, U.K. [14] ) and data packet measurements [15] are utilized.
3) The departure process of the M-PRMA protocol becomes an arrival process at the AP. The AP with a wireless link to the main BS can be modeled as a single-server queue 1 Note that, in this paper, slots, servers, and links are used interchangeably.
(M/M/1/K) where the AP takes vacations (switches to sleep mode) to save energy during its inactivity periods. 4) To validate the analytical model of the AP, we reduce the proposed M/M/1/K MGM model with vacations to a simple M/M/1/K model without vacations by setting the mean arrival rate from vacation equal to zero, and we compare the performance parameters with an M/M/1/K model. The impact of varying data rates, buffer sizes, and sleep cycles on the system are studied to find optimal values for these parameters. Both proactive and reactive random sleep strategies for the AP are studied. Thereafter, we evaluate the performance of the system in terms of energy savings, average packet delay, and packet-blocking probability. Following the introduction, this paper is organized as follows. In Section II, the related work is discussed. Section III summarizes the studied scenario. The analytical model and the performance results of the M-PRMA protocol with channel characteristics are detailed in Section IV. The mathematical modeling and performance evaluation of the AP architecture are discussed in Section V. This paper concludes in Section VI.
II. RELATED WORK
Wireless channels in an outdoor environment are unpredictable and thus pose several challenges to system designers. This problem becomes more challenging in vehicular networks, particularly in a motorway environment, as the topology changes quite frequently due to the relative speed difference between fast-moving vehicles and a central coordinating entity (for example an AP). In [7] , deterministic propagation models were used to analyze the performance of vehicular systems in the presence of a line-of-sight link; however, their suitability for real channel characterization has been questioned [16] . According to [17] , for a low transmit power in microcells, a wireless link could be established for a 0.2-1 km (microcellular communications) range between a vehicle and an RSU or a BS. In a motorway vehicular microcellular network, the received signal envelope follows a Rician distribution, and a multiray tracing technique can be employed to predict the received signal [17] . As the topology changes very quickly and frequently in these networks, a ray-tracing-based technique may not be suitable, although some researchers have employed this method in their work [18] . Field measurements provide a useful insight into the characterization of a wireless channel for the vehicular environment [19] - [21] . Path-loss exponent v, shadowing standard deviation σ d , and break point distance d b are considered the main parameters when modeling wave propagation. In [21] , field measurements were conducted at 871.26 MHz for macrocellular systems for urban, suburb, and highway scenarios. It was found that, in the highway scenario, the pathloss exponent and standard deviation are approximately 4.28 and 2.79 dB, respectively. In [20] , the measurement setup at 1700 MHz for a highway microcellular system, i.e., v = 3.37 and σ d = 0.46 dB, were determined with the help of curve fitting applied to the practical data. Thus, the path loss can be adequately described by an inverse power law value of 3.4. When a double-regression analysis was applied for the same measurements, inverse square law was consistently observed for the first slope, but the gradient of the second slope was found to be an increasing function of the break point distance.
The medium access control (MAC) protocols in a motorway vehicular environment are of significant importance [22] as they need to handle several issues such as smooth interaction with other communication layers, time synchronization, rapid channel variations due to the fast movement of vehicles, and handoff problems in the centralized networks [12] . TDMAbased protocols have traditionally been preferred over CSMAbased protocols in a motorway V2R environment as the latter performs poorly at high load [8] - [11] . In [24] , a collaborative MAC protocol called vehicle-and-roadside collaborative MAC protocol has been proposed for a highway scenario that utilizes TDMA for centralized communications and CSMA for intervehicular communications. This study was carried out only through simulations without considering real channel impairments and analytical modeling. This work was further extended in [24] by incorporating physical-layer impairments in terms of shadowing. However, only simulations were carried out to evaluate the performance of the system. To enable data communications in a vehicle-to-vehicle network, an adaptive distributed cooperative MAC protocol called ADC-MAC has been proposed in [25] . The performance of this protocol was analyzed using Markov-chain-based modeling, and simulations were carried out in Network Simulator ns-2. This protocol leveraged cooperative communications based on spatial and user diversities; however, such a protocol is infeasible in a motorway V2R network. In [26] , Chen et al. described a multiserver multipriority queueing model for vehicular access networks using M/M/c and M/G/c queues. Since the number of communicating nodes was finite in [26] , queues with finite population could have been more appropriate models. In [12] , another TDMA-based protocol was introduced and modeled as an M/M/c/∞/M queue for a motorway vehicular environment, namely, M-PRMA protocol. The performance of the M-PRMA protocol was evaluated in terms of throughput, delay, and packet-dropping probability, although in idealistic channel conditions (without any physical channel impairments). The performance evaluation and comparison of the M-PRMA protocol with the IEEE 802.11p MAC protocol in a motorway vehicular environment (without any analytical modeling and physical channel impairments) showed that CSMA/collision avoidance (CSMA/CA)-based IEEE 802.11p protocol scaled poorly at high load in terms of QoS (average access delay, packet-loss ratio, and goodput) and energy consumption [11] . For instance, as vehicles constantly listened to the medium for collision avoidance under 802.11p, they achieved only 50% goodput and consumed 12 times higher energy compared with that under M-PRMA protocol [11] , which is our preferred choice for a motorway V2R network in this paper. In [27] , an M/M/c queue was analyzed with queue-length-independent vacations of the servers, and their impacts on the average system delay and system utilization were studied. However, adopting such an analysis in the context of dynamic motorway V2R environment merits extension in terms of various vehicular communication parameters such as fade duration, levelcrossing rate, and packet-loss ratio. All these parameters have been described later in the paper. To the best of our knowledge, queueing and simulation models of the M-PRMA protocol with physical channel impairments where channel outage is modeled as a server on queue-length-independent vacation have not been developed and analyzed so far while considering real packet measurements and real vehicular traffic profiles.
The power consumption of a node for transmission is divided into two parts (i.e., power consumed in electronic circuitry and power consumed by an output amplifier). In the case of signal reception by a node, the total power consumption is due to the receiver's electronic circuitry only. The results reveal that power savings can be achieved during the transmission activity by optimizing the transmit power levels at the source nodes. In [28] , RF output power optimization strategy was utilized to achieve energy savings, and the results showed that a significant amount of power could be saved with multihop communications, as compared with direct communications from a source to the BS. Instead of RF output power optimization strategies, a different view was presented in [29] where circuitry was shown to consume very high power compared with the output amplifier power while transmitting. Other studies showed that, by considering a sleep strategy at a node during its inactivity, a certain amount of energy could be saved [30] , [31] . The phenomenon of switching off the transmitting circuitry and thus setting the transceiver into a low energy state is called sleep [32] . Recent sleep strategies have been an attractive solution to reducing network energy consumption as it does not need a complete overhaul of network devices and protocols. In [33] and [34] , a sleep strategy for the line cards in the routers depending upon the backbone traffic was proposed. Their heuristic achieved 79% reduction in energy consumption, which was accounted for the low link utilization (30%) in the Internet service providers (ISPs) backbone. Such major reduction may not be feasible in wireless and mobile networks (e.g., cellular or vehicular) as they are not intrinsically overprovisioned and the link quality being dependent upon the varying wireless channel makes it susceptible to degraded QoS. Nevertheless, several research groups around the world are considering various sleep strategies to make cellular network energy efficient [3] , [35] , [36] . In [35] , dynamic switching for a BS in low traffic conditions was proposed. However, fast switching may not be feasible to accommodate transient traffic behavior because of the number of operations that a large BS has to perform [6] . This makes the architecture inapplicable for vehicular networks. In another study [36] , a periodic sleep strategy for a cellular network was studied, leading to a 46% reduction in operating energy expenditure. However, the architecture proposed was of multilayered type and deployed a cell breathing technique. Again, the cell breathing solution with its incurred overhead cannot accommodate fast user movement and variation in traffic demand, making it inapplicable for vehicular networks, particularly in a motorway environment. One of the solutions to this problem is to use a macro-micro (hierarchical) cell structure [3] , which decreases the overall energy consumption (area power consumption) of a network. In this type of architecture (considered in this paper), the main BS is also responsible for signaling and coordination of a number of microcells, which are powered by APs/RSUs, under its coverage [5] . Since the APs have low switching overhead, they can periodically sleep and wake up very fast to accommodate transiency in user demand. The wake-up overhead of an AP is discussed in detail later in the paper. In [37] , the IEEE 802.11 Power Save Mechanism was enhanced to achieve energy savings in vehicular networks, although without any sleep mechanism. Further, the only QoS parameter considered in their work, with respect to energy savings, was endto-end delay. Thus, the other key QoS parameter for real-time communications, i.e., the packet-blocking probability, was not considered. In [27] , an M/M/c queue was analyzed with queuelength-dependent vacations of the servers, and their impacts on the average system delay and system utilization were studied. However, to the best of our knowledge, queues with vacations have not been utilized in the context of energy savings so far.
III. STUDIED SCENARIO
The studied scenario is based on a typical centralized motorway vehicular communication system, as shown in Fig. 1 , where communications between vehicles and an AP is enabled through a wireless link using the M-PRMA protocol [12] . The objective is to evaluate the performance of the given system from energy and QoS perspectives. The studied architecture resembles the hierarchical macro-micro cellular topology whose advantages have been identified in [3] . Each AP in the studied scenario provides coverage of 1 km (in line with the Wireless Access in Vehicular Environments standard [38] ), where eight APs are connected to a main BS. The number of APs connected to the BS depends upon the standard data rate specifications of the APs and the BS. Thus, it is reasonable to consider a stretch of 8 km to analyze the network. The time slots of the M-PRMA protocol (wireless links) can be modeled as a multiserver queue. Further, since the wireless channel is unpredictable in a dynamic vehicular environment, the unavailability of the links needs to be incorporated in the model. Therefore, we determine the number of fades per second (level-crossing rate) and average fade duration, which depend upon several parameters such as vehicle speed, operating frequency, fading statistics, receiver sensitivity, and average received power [39] . The channel outage can be obtained from the given scenario, which is modeled as a server (slot) on queue-length-independent asynchronous vacation.
The served packets from the M-PRMA protocol arrive at the input buffer of the APs and are subsequently transmitted to the main BS where an AP can be represented as a single-server finite buffer queue. In this scenario, the AP operates sleep cycles to save a significant amount of energy during its inactivity period. Hence, the AP with sleep cycles is modeled as a singleserver finite buffer queue, where the server takes queue-lengthdependent vacation. We solve these two queues in tandem to ensure the QoS while saving a significant amount of energy. In this paper, since we consider audio and video conferencing models [40] , symmetric traffic is therefore assumed. Hence, the performance of uplink (vehicles to the AP) transmission is evaluated without loss of generality.
IV. MODIFIED VERSION OF PACKET RESERVATION MULTIPLE ACCESS PROTOCOL WITH REALISTIC CHANNEL CHARACTERISTICS
Since the M-PRMA protocol with idealistic channel characteristics was modeled as an M/M/c/∞/M queue in [12] , we extend here the model to incorporate real channel characteristics.
A. Mathematical Modeling
In a communication scenario with the M-PRMA protocol, a packet generated by a vehicle waits for an available slot for transmission. The packet is only dropped if the channel becomes bad during its transmission. The outage of the channel is modeled as a two-state Markov chain, where the transition rates are obtained from the level-crossing rate (i.e., in fades per second) and average fade duration t out . In [27] , asynchronous queue-length-independent vacations for an M/M/c queue were introduced. In this paper, we extend the vacation model in [27] to incorporate the channel outage as a server on vacation. Note that the assumption of an infinite buffer is to represent the packet transmission policies of the M-PRMA protocol, where packet loss occurs only due to channel impairments. Here, the time slots in M-PRMA [12] are considered c independent servers, and the vacations are asynchronous, i.e., independent of queue length, representing channel outage. Let the arrival process of the packets from each of the M vehicles be Poisson distributed with mean rate λ . Thus, for a packet-switched network, where a vehicle becomes idle until the arrival of the next packet (after transmitting the packet), the combined arrival process can be represented as a Poisson distribution with mean λ = Mλ . Further, the service time for each packet is assumed to follow a negative exponential distribution with mean t = (1/μ), where μ is the mean service rate of each server. Evidently, a packet can be only served if a server is available (not on vacation). The vacation time is assumed to be negative exponentially distributed with mean t out = (1/δ). Hence, the arrival rate of servers from vacation is jδ, where 0 ≤ j ≤ c. The availability time of a server is negative exponentially distributed with mean t av = (1/γ). Thus, the server departure rate due to outage is jγ, where 0 ≤ j ≤ c. The state diagram of this scenario is shown in Fig. 2 with a lexicographical representation. Each state is represented by pair (j, k), where j = 0, 1, 2, . . . , c represents the number of available servers, and k = 0, 1, 2, . . . , ∞ represents the number of packets in the system. (24) , the mean queue length N can be computed as
The average packet delay W can be obtained using Little's theorem as follows:
System utilization U , which is the probability that the servers are busy, can be defined as
where p jk is the probability of k packets when there are j available servers.
To determine the packet-loss ratio due to channel outage, we compute the difference of the utilization of the systems with and without loss. Note that, in the lossless system, if a server becomes unavailable due to a vacation, the packet waits for the next available server and hence is not dropped. The system parameters are given in Table I . In this paper, an uplink channel frame of the M-PRMA protocol is subdivided into 12 slots, each operating at 1 Mb/s.
In Section V, notations P t and E wo denote the transmitter power of the AP and the energy wake-up overhead, respectively, as shown in Table I . The energy model utilized in this paper is based on [11] , where energy per bit (in the transmission state) can be determined, if required, as a ratio between the transmitter power and the data rate [11] . Energy savings are achieved at the AP through sleep mode, where the transmitter part of the AP is switched off. The ratio between the fully operational power and the low state power is based on [32] . We have assumed a reference value of 0.0175 J for a sleep cycle (energy) overhead (8); however, a more fundamental overhead parameter, namely, sleep count (the number of times the AP has to wake up), is also calculated for both proactive and reactive sleep strategies. The respective sleep counts are presented in Table II .
B. Simulation Process for M-PRMA With Realistic Channel Characteristics
To implement the M-PRMA protocol with realistic channel condition, we have extended the JAVA-based event-driven simulator introduced in [12] where key vehicular traffic and mobility characteristics were implemented based on a detailed statistical analysis on experimental vehicular measurements obtained from the M4 motorway, U.K. The simulator is comprised of four classes: 1) a vehicle class that maintains vehicular mobility; 2) a slot class that keeps track of the unavailability of a slot due to service and/or channel outage; 3) a distribution class that is used to generate the packet arrival, packet size, and slot outage duration; and 4) the main class to run the simulation. All c slots are scanned at each time instance. If a packet arrives, it is either served by one of the available slots or waits until it obtains a slot. The corresponding actions are associated to service time or waiting time, respectively, which in turn are used to calculate the average packet delay. Upon the arrival of a slot vacation, the slot is made unavailable for exponentially distributed time, and the packets being served or arriving during this period are lost, which accounts for the packet-loss ratio. The successfully transferred packets form the arrival process at the AP. The simulation is run in microseconds for a period of 3600 s, representing an hour, to calculate the QoS parameters based on variables incremented and packet timestamps used during that hour. The hour is then incremented, and the simulator updates the vehicular density to get the results for each hour of the day.
C. Results
Considering a 2.4-GHz frequency band, we assume an AP antenna height h a of 10 m with a 3-dBi gain and vehicle antenna height h v of 1.5 m with a 0-dBi gain [11] . A vehicle, moving at an average speed of 30 m/s on a typical motorway [12] , transmits data with average transmit power P t of 30 dBm. According to [41] , a power threshold P th of −90 dBm is required at the receiver to support communications with channel capacity d r of 12 Mb/s. With the aforementioned parameters, the mean received power P r at a distance of 500 m (assuming that the AP is at the middle of 1-km stretch) becomes −70.8 dBm. Using these parameters, we compute the level-crossing rate cγ and average fade/outage duration t out in the channel [39] , which result in 65.255 fades/s and 0.183 ms, respectively. Since, in the M-PRMA protocol, the channel is divided into a number of slots, therefore, the number of fades per slot γ can be also determined. Furthermore, a flat fading channel has been considered, and if a channel slot is unavailable due to outage, then the packet becomes erroneous and thus considered lost.
Here, we first validate the proposed analytical model with an M/M/c/∞/M model (without vacations) by considering the maximum number of vehicles (i.e., 35) recorded from the M4 motorway data [14] . Then, we study the effect of the level-crossing rate (number of fades per second) on a varying number of servers (data rate) in terms of QoS parameters. Thereafter, we evaluate the performance of the system in terms of utilization, average packet delay, and packet-loss ratio with varying vehicular load over 24 h. It should be noted that we consider real-time data communications where each vehicle generates data traffic at 320 kb/s and the packet size distribution is random with a mean of 867.4 B [15] . Where applicable, the analytical results are verified with simulations, and both are found to be in good agreement. Mb/s, the minimum number of servers c should be 12 (each operating at 1 Mb/s) to ensure system stability (λ/cμ < 1). With 12 servers (time slots of the M-PRMA) in the system, the utilization for both models is found to be 93%. However, it decreases with an increase in the number of servers due to the higher effective channel data rate, which is expected. With 36 servers in the system, the utilization for both models is 31%. Similarly, the average packet delay steeply decreases with an increase in the number of servers because of the effective increase in the service capacity. Each packet suffers an average delay of 13.4 ms with 12 servers in the system because of high utilization. However, it reduces and stabilizes as the effective number of servers increases. With c ≥ 21, the average delay experienced by the packets is only due to the service in the server. Note that the service time depends upon the capacity of each server and is independent of the number of servers. 2) Impact of Varying Level-Crossing Rate on Utilization, Average Packet Delay, and Packet-Loss Ratio: As previously mentioned, the level-crossing rate (number of fades per second), which defines the behavior of a wireless communication link, is dependent upon several parameters such as the vehicle speed, operating frequency, fading statistics, receiver sensitivity, average received power, etc. [39] .
As anticipated, the utilization in Fig. 3(a) decreases with an increase in the number of servers because the servers increase the overall capacity of the system. Moreover, a steep decrease in utilization with an increase in the level-crossing rate is noticed due to the impact of packet loss [see Fig. 3(c) ]. Since the average packet delay in Fig. 3(b) is only estimated for the successfully served packets, therefore, it decreases with an increasing level-crossing rate. With a level-crossing rate of zero representing an ideal channel, the packet-loss ratio [see Fig. 3(c) ] is also zero for all servers (data rates). With an increase in the level-crossing rate, the packet-loss ratio also increases as channels become more prone to errors. The impact of a higher level-crossing rate is more severe on the lower number of servers as fades per second are distributed among the number of servers. Hence, a higher number of servers increases reliability and decreases the packet-loss ratio at the cost of lower utilization.
3) Performance Evaluation: Here, we evaluate the performance of the proposed model with c = 12, level-crossing rate of 5.44 fades/s/server, and varying vehicular density that corresponds to the hours of the day. a) Utilization: Fig. 4 shows the utilization of the system with varying vehicular load for real and ideal channel conditions. As can be realized from (3), the utilization is dependent upon both the number of available servers and the carried load. Thus, it follows the trend of vehicular density [14] (see Table II ). At 17:00, the utilization is 0.9, corresponding to a very high load at the peak hour. However, it is only 0.04 during the off-peak hours. It is evident that the utilization in ideal channel conditions will be higher at any point than that with real channel conditions, which takes the packets dropped due to fading into account. Fig. 5 shows the variation of average packet delay for both real and ideal channel conditions. As can be realized from (2) for a fixed number of servers, the average packet delay is dependent upon the mean number of packets (which increases with an increase in traffic load) in the system. Moreover, the average packet delay is higher during the peak hour (17:00) because a packet, on average, has to wait for longer duration before being served. During the offpeak hours, the minimum average packet delay is due to the service time only without any waiting delay. It is to be noted that the scenario with real channel conditions incurs a lower average packet delay than that of the scenario with ideal channel conditions because the dropped packets due to fading do not contribute to the delay. c) Packet-loss ratio: The packet-loss ratio due to channel outage is shown in Fig. 6 . During the off-peak hours, the system experiences a low packet-loss ratio (i.e., ≤ 0.02). Since the slots and their fades are independent of each other, and the number of fades and their duration times are very low/small, therefore, the packet-loss ratio with a lower number of vehicles (representing off-peak hours) is low. The packet-loss ratio is higher ( 0.038) in the case of average-to-peak hours as the probability of finding a slot in outage becomes higher. Note that, although the utilization becomes high due to higher load (average to maximum number of vehicles), the impact of varying high load on the packet-loss ratio is negligible as it only reflects the channel impairments unlike [12] , where a packet used to get dropped when its delay reaches a certain threshold. Likewise, there is no packet loss in the case of ideal channel conditions (in the absence of fading).
b) Average packet delay:
V. ACCESS POINT ARCHITECTURE
The departure process of the M-PRMA protocol becomes an arrival process at the AP (which transmits packets to the main BS), where interdeparture time of the packets from the M-PRMA protocol has been analyzed through simulations for 2 vehicles (the minimum number), 20 (the average number), and 35 (the maximum number) of vehicles. The interdeparture time in each case is found to be negative exponential distributed. This is due to the effect of Poisson distributed arrival of packets from the vehicles and random events of channel unavailability at the M-PRMA link. The AP switches to lowpower mode (i.e., sleep) if there is no packet in service or waiting to be served. It remains in that state for an exponentially distributed time duration with a preset mean value. The AP wakes up at the end of this time duration and checks if there is any packet to be served. If the buffer is still empty, the AP goes back to sleep mode. Otherwise, it starts serving that packet. This procedure is called sleep cycle. The introduction of sleep cycles (to save energy) at the AP calls for an advanced queueing model, which ensures QoS. We represent this as an M/M/1/K queue with queue-length-dependent vacations.
A. Mathematical Modeling
The departure process of the M-PRMA protocol with channel impairments follows a Poisson process with mean rate λ s and therefore becomes the arrival process at the AP with the interarrival time following negative exponential distribution. The AP with a finite buffer of size K and a negative exponential service with mean service time t s = (1/μ s ) is modeled as an M/M/1/K queuing system with queue-length-dependent vacation [27] . The server in this case is the link between the AP and the main BS with a mean service rate of μ s . It takes a negative exponentially distributed vacation with mean vacation time t v = (1/δ v ) when the system is empty to save energy, where δ v is the arrival rate of the server from vacation. On arrival from a vacation, if the server finds any packet in the system, then the packet is served immediately; otherwise, the server takes another vacation. In this system, the variable mean availability time of the server is not present because the vacation is queue length dependent. The state diagram of this system is shown in Fig. 7 with a lexicographical representation, where each state is represented by a pair (j, k), where j = 0, 1 represents the server on vacation or the available server, and k = 0, 1, 2, . . . , K is the number of packets in the system. In Fig. 7, state (1, 0) is inseparable with state (0, 0) because the server, although returning from a vacation, takes another vacation if there is no packet in the system.
A detailed mathematical modeling is presented in Appendix B. From (31), the mean queue length or system size N s can be 
Packet-blocking probability P B is the probability that an incoming packet finds the system full. It is the sum of the probabilities of states (0, K − 1) and (1, K). Therefore
The average delay W s for a packet at the AP can be computed using Little's theorem as follows:
System utilization U s is defined as
The energy savings at the AP, during its inactivity period, is given by
where N S refers to the number of sleep cycles (sleep count).
B. Simulation Process for the AP With Sleep Cycles
We extend the developed JAVA-based simulator [12] to implement sleep cycles at the AP. The main difference between the implementations, which are shown here and in Section IV-B, is the type of vacation. The vacation in M-PRMA, representing channel impairment, is queue-length independent, whereas the vacation in AP, representing a sleep cycle to save energy, is queue-length dependent. In the case of the buffer of the AP being full, the newly arrived packet is blocked, which accounts for the packet-blocking probability. Otherwise, the packet is added to the buffer, and the waiting time is registered. This waiting time is used to calculate the average packet delay. The AP may become unavailable for the first packet waiting in the buffer due to two reasons: it is either serving another packet or is in the low-power state due to a sleep cycle. The AP switches to sleep mode with exponentially distributed time duration with a certain mean if it is not serving any packet and if the buffer is empty. This affects the utilization of the AP and, hence, energy savings, as shown in (8) . Counter sleepCount is defined to count the number of times the AP has gone to sleep mode. This accounts for the associated energy overhead. Upon waking up, the AP starts serving the packets waiting in the buffer and does not switch to sleep mode until it has served all the waiting packets.
C. Results
Here, we first validate the proposed analytical MGM model without vacations using a traditional M/M/1/K model [13] . Then, the impacts of varying data rate, buffer size, and sleep cycles are studied. Based on these, we introduce three operating strategies (bounded packet-blocking probability, bounded average packet delay, and fixed random sleep) to evaluate the performance of the system in terms of energy savings, average packet delay, and packet-blocking probability with varying M4 vehicular load over 24 h of the day. Where applicable, the analytical results are verified with simulations, and both are found to be in good agreement.
1) Model Verification:
Considering a data rate of 12 Mb/s (AP to main BS), the impact of varying load with different buffer sizes (10, 20 , and 30) on the system is studied. With an increase in load (i.e., number of arrived packets per unit time), the system becomes more utilized, and the utilization gradually saturates toward its maximum, as shown in Fig. 8(a) . Further, an increase in buffer size increases the system utilization in general because the AP has to process a higher number of waiting packets in its buffer. The impact of buffer size on utilization is subtle at lean load due to the insufficient packets in the underutilized system. It is observed in Fig. 8(b) that the system accommodates a certain increase in load without affecting the delay during lean period as the preprocessing times for the packets are negligible. It is evident that a larger buffer size can accommodate more packets, which in turn, incurs additional preprocessing delay at the AP due to the increased number of packets waiting in the queue during peak hours. Unlike the average packet delay, the packet-blocking probability, shown in Fig. 8(c) , decreases with an increase in the buffer size because it can accommodate more packets, which otherwise would have been blocked due to buffer overflow. Thus, a suitable choice of buffer size is crucial in system design to maintain both the average packet delay and the packet-blocking probability under their respective operating thresholds. 
2) Varying Data Rate, Buffer Size, and Sleep Cycle on QoS
Parameters: With a small buffer size, the duration of sleep cycles hardly affects the delay due to the lower number of packets waiting in the buffer, as shown in Fig. 9(a) . Since the packets are served quicker at higher data rates, the AP can sleep more frequently. This results in a longer waiting time, which increases the average packet delay. As previously mentioned, the packet-blocking probability decreases with an increase in the buffer size, as shown in Fig. 9(b) , although the decrement is less with a longer average sleep-cycle duration. Evidently, the longer sleep cycles incur greater packet-blocking probability because more packets will be in the buffer, waiting to be served, and consequently, further arrived packets will find the buffer full and be blocked. Thus, the proper choice of design and sleep-cycle operating parameters is crucial to maintaining the QoS (average packet delay and packet-blocking probability) thresholds. To maintain end-to-end (vehicle to main BS) QoS for video and audio conferencing applications, the average packet delay should be less than 150 and 20 ms, respectively [12] . In addition, the overall packets discarded should be less than 5%. Therefore, we choose an operating channel data rate of 27 Mb/s [41] and fix the buffer size at 64 packets for the AP.
3) Performance Evaluation: As mentioned earlier, to maintain the end-to-end QoS for packet loss and average packet delay, the packet-blocking probability and the average packet delay at the AP should be bounded at each hour of the day depending upon the achieved QoS at the M-PRMA links. Thus, the performance of the AP is analyzed in terms of average packet delay, packet-blocking probability, and the energy savings through sleep cycles. We consider three operating scenarios: 1) bounded delay, which is the end-to-end delay kept within the 20-ms bound while achieving maximum energy savings at each hour of the day; 2) bounded blocking, which is the end-to-end blocking kept within a 5% bound while achieving maximum energy savings at each hour of the day; and 3) random sleep (10 ms) , which is the random sleep cycle with mean duration of 10 ms operated at the AP to obtain energy savings at each hour of the day. Since the average packet delay at the M-PRMA links was ≤ 10 ms throughout the day, therefore, mean duration of 10 ms was selected in the case of a random sleep scenario. Note that the first two scenarios require traffic sensing to set the sleep-cycle duration at each hour of the day. Hence, these can be classified as reactive random sleep strategies. However, the third scenario uses proactive approach where the mean duration of sleep cycles is fixed in advance throughout the day depending upon the end-to-end QoS requirement. Thus, this can be classified as a proactive random sleep strategy. The bounded delay scenario considers end-to-end delay, which comprises the average packet delay in the M-PRMA protocol and the average packet delay at the AP. Similarly, the bounded blocking scenario considers end-toend packet loss, which comprises of the packet-loss ratio in the M-PRMA protocol and the packet-blocking probability at the AP. The analytical results are verified through simulations for each scenario. Note that future APs should support burst-mode traffic to operate sleep cycles, similar to the chip sets provided by Broadcom for frame bursting, to improve system performance [42] . The duration of the sleep strategy can be proactive (user defined) or reactive (bounded delay and bounded blocking, in this paper). In the case of reactive sleep strategies, there is a need to develop real-time algorithms, which adjust sleep duration dynamically based on real-time vehicular traffic and data traffic measurements. However, this is beyond the scope of this paper. a) Average packet delay: In Fig. 10 , we analyze the average packet delay at the AP for varying vehicular loads at different hours of the day in all three scenarios. It is observed that the packet-blocking probability (see Fig. 11 ) in scenario 1 remains within its bound. In scenario 2, we observed that the average packet delay at certain (off-peak) hours increased beyond its bound. This occurs because the AP sleeps more frequently during these lean load periods. The average packet delay in scenario 3 is observed to be marginally less than that in scenario 1 in the majority of the hours of the day as the sleep cycles operate with shorter duration during those hours. We therefore conclude that the performance of scenario 3 is the Fig. 11 . Packet-blocking probability with varying vehicular load. best, and the performance of scenario 2 is the worst in terms of average packet delay.
b) Packet-blocking probability: The variation of the packet-blocking probability is shown in Fig. 11 . Scenario 1 results in negligible blocking during the off-peak hours, whereas in peak hours, the blocking increases but remains within its bound. Moreover, in scenario 2, although the packet-blocking probability meets its bound at off-peak hours, the corresponding average packet delay (in Fig. 10 ) exceeds its bound. At peak hours of the day, the packet-blocking probability decreases well below its bound because the sleep-cycle duration is set smaller compared with the off-peak hours of the day to maintain end-to-end packet loss (due to channel impairment in M-PRMA and blocking at the AP) ≤ 5%. However, it is observed that scenario 3 maintains both the QoS parameters within their respective bounds. Since the respective packet-loss ratio and delay thresholds for video conferencing are 0.05 and 150 ms [40] , and audio conferencing are 0.05 and 20 ms [40] , the system in scenario 3 is able to support both of these applications during the whole day. c) Energy saving: Fig. 12 shows the variation of energy savings through sleep cycles at the AP. The energy savings are shown in joules and in percentage of the transmitter energy of eight APs in the considered motorway stretch. Thus, it is not related to the operational power of the APs. In scenario 1, almost 181 kJ of energy savings (80%) was obtained at the early hours of the day because the APs could sleep most of the time due to a very low load (i.e., number of vehicles). In contrast, they can only save 104 kJ (46%) during peak hours of the day. Note that the system design considers futuristic scenario, where the increase in number of vehicles at any hour will only result in a decrease in energy savings without affecting the QoS parameters. Overall, the trend follows the inverse of the vehicular load during the day, which is expected. In scenario 2, the maximum energy savings achieved were of 217 kJ (96%) at the early hours of the day as the APs were able to sleep most of the time, but the excess energy savings were obtained at the expense of higher average packet delay, which exceeded its threshold (see Fig. 10 ). A similar phenomenon occurred in the late hours of the lean load period. Although this scenario saved maximum energy throughout the day, it was not suitable from the QoS perspective. Scenario 3 only saved 170 kJ (75%) at the early hours of the day with minimum energy savings at each hour throughout the day compared with the other two scenarios. However, this scenario maintained the best QoS among all the three scenarios, and the operation did not require traffic sensing. Hence, single optimal scenario does not exist. From the system design perspective, the choice of the operating scenario and condition, therefore, depends upon the desired set of goals. Further note that, since the wake-up process of the AP incurs an energy overhead, we account that in the energy model [see (8) ] as the number of sleep cycles (sleep counts), shown in Table II of Appendix C. Since no standard value of the sleep overhead was available in the literature, a reference value of 0.0175 J (see Table I ) is assumed for our analysis.
D. Comparison of IEEE 802.11p and M-PRMA Protocol Performance With Sleep Cycles
Finally, we compare the performance of the IEEE 802.11p protocol with the M-PRMA protocol, as shown in Fig. 13 , with the same 10-ms random sleep-cycle operation at the AP. A simplistic three-AP (node) problem is considered for ease of analysis. Since the IEEE 802.11p is a contention-based (CSMA/CA) protocol, the nodes (APs in our case) continuously sense the medium before transmission. At high load, the increased contention causes a backoff window to increase exponentially (to avoid collisions), which results in higher packet delay. In contrast, the M-PRMA ensures no contention as the nodes are aware of their respective time slots beforehand, hence reducing delay. With a simplistic assumption of uniform random transmission attempt from each of these three APs, the effective service duration in the case of IEEE 802.11p is set to three times higher than that in the case of M-PRMA protocol. The performance of both protocols has been compared in this scenario in terms of transmission energy savings [see Fig. 13(a) ], average packet delay [see Fig. 13(b) ], and packet-blocking probability [see Fig. 13(c) ]. The M-PRMA protocol clearly outperforms the IEEE 802.11p protocol at high load, reiterating the findings shown in [11] in terms of both QoS and energy savings. Fig. 13(a) shows energy savings, where the IEEE 802.11p clearly performs better than M-PRMA during the off-peak hours of the day. This is because it incurs lower energy overhead due to the lower sleep count as the service rate is three times lower than that of the M-PRMA protocol. However, during peak hours (07:00-20:00), the average energy savings achieved by the IEEE 802.11p is only 13% compared to 54% in the case of M-PRMA protocol. While during the whole day, the M-PRMA protocol achieved average energy savings of 62% compared to 42% in the case of IEEE 802.11p. The average packet delay in the case of IEEE 802.11p protocol reaches up to 50 ms during peak hours, which becomes unacceptable for audio conferencing application, whereas the delay remains within a bound of 10 ms in the case of M-PRMA throughout the day. The packet-blocking probability reaches up to 17% during peak hours for the IEEE 802.11p protocol, which once again makes it unacceptable for audio conferencing applications. On the other hand, less than 1% of packet-blocking probability was observed throughout the day in the case of M-PRMA protocol.
VI. CONCLUSION
We have developed a vacation-based queuing analysis of a motorway vehicular communication system. Wireless channel impairments have been incorporated into the M-PRMA protocol where each time slot in outage was modeled as a server on vacation. The performance of the M-PRMA protocol with physical channel impairments has been evaluated in terms of utilization, average packet delay, and packet-loss ratio. The departure process of the M-PRMA protocol became an arrival process at the AP, which took vacations to save energy during its inactivity period. We studied the impact of three proposed operational scenarios, i.e., bounded delay, bounded blocking, and random sleep, on the system, and the performance was evaluated in terms of average packet delay, packet-blocking probability, and energy savings.
Transmission energy savings of 66%, 72%, and 62% were obtained on average in the bounded delay scenario, the bounded blocking scenario, and random sleep scenario, respectively. Both bounded delay and random sleep scenarios were able to meet the required QoS, whereas bounded blocking scenario exceeded the end-to-end delay thresholds (both audio and video conferencing) at certain hours of the day. Based on our findings in this paper, it can be concluded that each operating scenario possesses a few advantages and disadvantages. If the aim is to achieve the best QoS, regardless of maximizing energy savings, the random sleep scenario is ideal. On the other hand, if the aim is to maximize energy savings while maintaining the required QoS, the bounded delay scenario should be adopted. However, if the aim is only to maximize energy savings while sacrificing QoS at certain hours, the bounded blocking scenario should be employed.
APPENDIX A STEADY-STATE ANALYSIS FOR THE NUMBER
OF PACKETS IN THE M-PRMA MODEL Transition rate matrix Q, i.e., an infinitesimal generator, of the model shown in Fig. 2 is represented as
The submatrices of Q are of dimension (c + 1) × (c + 1) and are given by
, and B = λI, where I is an identity matrix of size (c + 1) × (c + 1). The entries not specified in the Q matrix represent the null matrices of size (c + 1) × (c + 1), and " * " in the A j matrix represents the negative of the sum of the rates leaving that state. The entries not specified in the submatrices are zero. The Q matrix is an infinite block tridiagonal matrix, where three blocks repeat themselves after some initial period. The proposed model follows a quasi-birth-and-death (QBD) process because transition from one state to the other state is not always a birth or a death, but it can be the availability/ unavailability of a server from or due to a vacation. Hence, the system model can be efficiently solved using the MGM [13] . If the QBD process is ergodic and positive recurrent, then the stationary probability vector π of Q has a matrix geometric form and satisfies the following two sets of equations:
where e is a unit column vector of the same order of π. Equation (11) states that the sum of all probabilities is unity. The stationary probability vector π may be partitioned as It may be shown that there exists a square matrix R of order (c + 1), such that
Rewriting ( 
Using (13), (14) 
To obtain the initial probability subvector π = (π 0 , π 1 , π 2 , . . . , π c−1 ), we define an infinitesimal generator Q that satisfies the following system of equations:
where
. . .
To compute R, we rewrite (12) as
Hence, R is the unique minimal nonnegative solution to the matrix quadratic equation, i.e.,
Since matrix A is nonsingular, using (19) , we obtain
The spectral radius of rate matrix sp(R), which is the eigenvalue of R with the largest modulus, lies strictly inside the unit circle and is given by sp(R) < 1.
Let the stationary distribution of the infinitesimal generator A = A + B + C be π A . For the QBD process to be ergodic (i.e., sp(R) < 1 and the system is stable), the following condition must hold:
To solve R, Neuts [13] has proposed a successive substitution procedure given by where m is the index of iteration. The sequence of R m is nondecreasing and converges to the R matrix. The iterative procedure of (23) is carried out until the maximum entrywise difference between approximations is less than a specified tolerance criterion (say 10 −12 in our case). Once subvectors π 0 , π 1 , π 2 , . . . , π c−1 and rate matrix R are known, the remaining probability subvectors can be determined using (13) . The steady-state distribution of the number of packets in the system is given as 
where the submatrices of Q are given by
and the entries not mentioned in Q are null matrices. For the state diagram in Fig. 7 , the Q is a finite block tridiagonal matrix, where three blocks repeat after initial three states (representing 0 or 1 packet), up to the states corresponding to K − 2 packets in the system. This system follows a QBD process because transition from one state to the next state is not always a birth or a death but can be the arrival of the server from a vacation [13] . For this QBD process to be ergodic and positive recurrent, the stationary probability vector π of Q should have a matrix geometric form and must satisfy the following two systems of equations:
Following the solving procedure of (12) and (13) , an explicit solution of (26) and (27) for rate matrix R and initial probabilities π 0 and π 1 (representing probabilities of 0 and 1 packet in the system), we obtain
. The probability vectors of k (2 ≤ k ≤ K − 2) packets can be computed with the help of R and π 1 as
To determine the probability vectors of K − 1 and K packets, we use (26) and obtain
The steady-state distribution, describing the number of packets in the scenario, is
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