We study the symplectic reduction of the phase space of two twistors to the cotangent bundle of the Lorentz group. We provide expressions for the Lorentz generators and group elements in terms of the spinors defining the twistors. We use this to define twistor networks as a graph carrying the phase space of two twistors on each edge. We also introduce simple twistor networks, which provide a classical version of the simple projected spin networks living on the boundary Hilbert space of EPRL/FK spin foam models. Finally, we give an expression for the Haar measure in terms of spinors.
I. INTRODUCTION
Although loop quantum gravity is a continuum theory, truncating it to a single graph provides a useful approximation for regimes adapted to the coarseness of the graph [1, 2] . The truncation corresponds to capturing only a finite number of degrees of freedom of the gravitational field. These finite degrees of freedom have been shown to correspond to the quantization of twisted geometries [3] , that is a notion of discrete geometries given by a collection of polyhedra associated to the cellular decomposition dual to the graph, with non-trivial extrinsic curvature among them. This picture can be elegantly described purely in terms of spinors and twistors [4] . The mechanism is a symplectic reduction from a space of two spinors, or a single twistor, on each edge of the graph, by a constraint that geometrically imposes the matching of the area on the face shared by the adjacent polyhedra. The spinorial description 1 leads to a notion of spinor networks [5] and to a number of applications [6] [7] [8] .
For dynamical purposes, it is also useful to consider spin networks for the full Lorentz group [9] [10] [11] . Then a generalized decomposition takes place, with pairs of twistors instead of pairs of spinors, and covariant twisted geometries, with bivectors associated to the faces instead of vectors. In this paper we study some details of this generalization. First, we show that the (16-dimensional) phase space of two twistors reduces to the (12-dimensional) cotangent bundle of SL(2, C), under imposition of a complex constraint among the scalar products of the twistors. We provide an explicit parameterization of the algebra and group elements of T * SL(2, C) in terms of the spinors defining the twistors. This result generalizes the SU(2) construction of [4] , and coincides with what reported in [12] .
This allows us to define twistor networks, a generalization of the spinor networks studied in [8] . In particular, we identify the special class of twistor networks that corresponds to the Dupuis-Livine class of simple projected spin networks [10] which satisfy the simplicity constraints and live in the boundary of the EPRL/FK spin foam models [10, 13] .
Our results provide new tools for the study of covariant properties of loop quantum gravity and spin foams. As first applications, in this paper we give an explicit parameterization of the holonomy in terms of the bivectors living at start and end points, similar to the one used in twisted geometries, and provide a formula for the Haar measure on SL(2, C) in terms of spinors.
II. TWISTOR PHASE SPACE REPRESENTATION OF T * SL(2, C)
Our starting point is the phase space of a twistor, Ì ∼ = C 4 , with its canonical Poisson brackets.
That is, fixing once and for all an origin, we identify a twistor ψ with a pair of spinors, 2
equipped with a norm ( ψ, ψ) ≡ u|t + t|u and with Poisson brackets [14] {t A ,ū B } = −iδ AB , A, B = 0, 1.
In [4] , it was shown that under symplectic reduction by the constraint Re u|t = 0, which means that the twistor has zero helicity, i.e. it is null, the phase space reduces to T * SU(2) with its canonical Poisson algebra. To generalize this construction to the Lorentz group, we double the set-up and start with two twistors, ψ and ψ. More precisely, we consider Ì * = Ì \ { u|t = 0}, and define
This space with two copies of the Poisson brackets (3) , is the space of our main interest. Each space Ì separately carries a Hamiltonian representation of the sl(2, C) algebra as quadratic functions of the spinors [14] , a fact which was exploited in [1] to study the algebra of intertwiners. To understand this representation and extend it to the cotangent bundle T * SL(2, C), it is useful to focus on the bi-spinor nature of the twistor. Therefore, for the moment, let us focus on one single copy of the twistor space Ì, say the first copy in Ì 2 ≡ Ì * × Ì * . From an algebraic viewpoint, the twistor represents a classical version of a Dirac bi-spinor, in the sense that ψ is formed by two spinors, |t right-handed and |u left-handed. The Hamiltonian representation of sl(2, C) can then be defined by projecting 3 the generators J IJ of the abstract sl(2, C) algebra onto phase space generators J IJ via
2 Notice that although in this paper we deal with classical physics, we use Dirac's notation for vectors. This is convenient to avoid clogging the formulas with indices. A spinor |t has components t A , A = 0, 1, a conjugate t| := t0 ,t 1 , and a dual |t] := ǫ|t , with ǫ := 0 −1 1 0 .
Useful formulas are
One can easily check using (3) that
withψ := ψ † γ 0 = (− u|, − t|), form a Poisson representation of the Lorentz algebra
More specifically, the rotation and boost generators J i := 1 2 ǫ ijk J jk and K i := J 0i are given by
and the right-left su(2) generators J L,R := (
The action of these generators on the spinors can be easily calculated from (3),
which exponentiates to an SL(2, C) action in the defining representation on the spinors,
where p L = p R are a complex coordinate system on the left-and right-handed copy of SU(2) respectively. 4 Finally, the familiar quadratic scalars in ψ are encoded in the single complex invariant u|t ,
or in terms of the Casimirs,
Before moving on, let us comment on the "non-diagonal" form of the symplectic structure (3). This can be traced back to the invariance of the norm in twistor space under SU(2,2), the covering group of the conformal group. For some purposes, it is useful to consider also a rotated pair of spinors which diagonalizes the symplectic structure. This can be achieved by the following linear combinations,
which diagonalize the symplectic structure as
4 Notice that the action is flipped on the dual spinors,
with remaining Poisson brackets vanishing. 5 These spinors are used as a starting point in [15] , 6 and are essentially a double copy of the spinor variables used in the twisted geometries approach for SU(2) [3, 4] , therefore they carry the same interpretation. In particular, their norm can be interpreted as the area of a face of a polyhedral decomposition of the spatial manifold. Depending on the context, it will be advantageous to work with either the 'chiral' variables |t , |u or the 'real' variables |z , |w . In terms of the |z , |w , the sl(2, C) generators take the following form,
and
with real Poisson invariants
Thus we have represented sl(2, C) on Ì with phase space functions J L , J R . Alternatively, we could have represented sl(2, C) in the second copy Ì in Ì 2 : this other choice is denoted with tilded variables J L , J R . These two choices correspond to chosing left-and rightinvariant vectorfields on SL(2, C) as generators of its Lie-algebra respectively.
A. Phase space reduction and holonomy-flux algebra for SL(2, C)
Thus far, we have represented the sl(2, C) algebra on the space Ì. To obtain the cotangent bundle T * SL(2, C) ∼ = sl(2, C) × SL(2, C), we need also a representation of group elements. These can no longer be represented on a single copy Ì of twistor space, for this purpose the full space Ì 2 is needed. A map (|t , |u , | t , | u ) → G ∈ SL(2, C) can be easily obtained if we take, for all spinors, the unique group element G mapping one pair (| t , | u ) into the other (|t , |u ). This is given by 7
which satisfies
5 The diagonal Poisson brackets are however not SL(2, C)-invariant, since the boosts mix |z and |w . 6 The definition used here differs by a factor
from the one used in [15] . This choice is more convenient in this context since it corresponds to a unitary transformation on the space of γ-matrices (see appendix B). 7 When using the spinors |z , |w which diagonalize the symplectic structure instead, the SL(2, C) element takes the following form:
Up to the normalization, it is sum of four SU(2) elements. Of course, one could parameterize G in a different way, to be a simple expression in |z , |w , however the price to pay is that the denominator is in general not an sl(2, C) invariant. From this point of view the chiral variables are preferred.
Using the identity 2 det M = (TrM ) 2 − TrM 2 valid for all 2×2 matrices M , it is straightforward to check that det G = 1 and thus G ∈ SL(2, C). Notice that G is by construction fully right-handed. A left-handed group element can be obtained via the dual map (1), or by hermitian conjugation,
The group elements obtained in this way are well defined in Ì 2 , where the restrictions u|t = 0, u| t = 0 apply. To map Ì 2 into T * SL(2, C), we consider a similar restriction in the target space, and define T * SL(2, C) * ≡ T * SL(2, C) \ {|J| = 0}. Then, the quantities (9) (or equivalently (8)) and (21) are our candidate coordinates for the submanifold T * SL(2, C) * in Ì 2 . Consider now the complex constraint
This constraint imposes the matching of the "complex helicities" of the twistors, 8 and generates a U(1) C ≃ C action in phase space,
By analogy with the SU (2) 
Proof. To prove our claim, we first check that the coordinates (9) and (21) Poisson-commute with the constraint, then compute the induced Poisson algebra. The first step is trivial: As stated in (14) the constraint M = (A −Ã) − i(B −B) decomposes into the Casimir invariants of sl(2, C), hence
Then, an explicit calculation gives
The second step requires the evaluation of the Poisson brackets among the generators (both, the tilded and untilded ones) and the group element. This is a simple, if lengthy, calculation, which gives
The real helicity of a twistor is defined as Re u|t .
This is the expected Poisson algebra for T * SL(2, C) with a group element G in the defining righthanded representation (0, 1/2). By taking the hermitian conjugate G † , or alternatively by exchanging the spinors for their duals and vice versa in (21), one gets a left-handed representation (1/2, 0).
As it turns out, the brackets computed above are actually valid also off the "mass-shell" of (24), except for the one with two group elements. For this to vanish, one has to be on the constraint surface M = 0.
B. Properties of the group element
First of all, notice that on the constraint surface the normalizations in (22) cancel each other. Therefore, on-shell the group element maps the spinors exactly,
This transformation property can be translated at the level of the bivectors. Seeing them as 2 × 2 matrices via the map J = J · σ, we have
Hence, the group element G parallel transports the bivector J into J, and can be interpreted as the holonomy of an SL(2, C) connection along an edge with J on its source vertex and J on its target.
As a function parameterizing a 6-dimensional space in 16-dimensional Ì 2 , (21) has a 10-dimensional group of isometries. Six of this are the invariance under a 'twisted' action of the group, like the one for the SU(2) case found in [5] . This acts simultaneously on the spinors in both reference frames as
where Λ is an arbitrary matrix of SL(2, C) in the defining representation. This 'twisted' rotation has a natural interpretation: As the group element G measures how the local reference frames at the initial and final vertex of an edge are rotated with respect to each other, a simultaneous rotation in both frames does not affect G. However, in order to make such a translation meaningful, the spinors at the final vertex first have to be parallel transported to the initial vertex, then can be rotated, and then have to be parallel transported back. This explains the appearance of the group element G (which defines the parallel transport) in the rotations for the 'tilded' variables. The remaining are the following four real rescalings,
III. COVARIANT TWISTED GEOMETRIES
A beautiful aspect of the spinorial variables for loop quantum gravity is to admit a simple geometric interpretation, given by twisted geometries [1, 3, 4, 16] . These are a collection of polyhedra associated with a cellular decomposition dual to the graph, described by 3-dimensional area vectors (the spinor vectors X = z| σ 2 |z ), and angles representing the extrinsic curvature among them (the spinor phases). This construction extends to the SL(2, C) case, where it is related to spacelike Lorentzian polyhedra when the simplicity constraints hold [15] . To appreciate the covariant version of twisted geometries, one needs a decomposition of the SL(2, C) group element on each edge in terms of bivectors, representing the 4-dimensional area normals, and an angle characterizing again the extrinsic curvature.
Let us first recall the SU (2) case. There (X, g) ∈ T * SU(2) with X = −g −1 Xg, analogously to (31), and the group element can be further parameterized, in the fundamental representation, as [3, 4] 
where
is the Hopf section of the coset S 2 = SU(2)/U(1). The presence of ǫ in (34) flips the orientation of the normals X and X and allows to preserve the same sign in their Poisson brackets. The parameterization can be also written as g = n(ζ)e
This construction can be easily generalized to (21) . First, we factorize G = G(t, u)ǫ −1 G(t,ũ) −1 , with
Then, we decompose this group element following the Iwasawa decomposition,
where n(ζ) is the same Hopf section defined above, and
is the subgroup of upper triangular matrices in SL(2, C). They are the block allowing to go from an orthogonal basis to a non-orthogonal basis of the spinor space. We easily compute
8
Comparing these with (37), we determine the parameters ζ, α, Φ as
The first two can be recognized as the same decomposition of the SU(2) case [4] , whereas the third and fourth capture the boost dependence on the spinors. Putting together the two parts of the SL(2, C) holonomy along the edge, we obtain the covariant twisted geometry decomposition of the SL(2, C) group element in a form similar to (34),
whereT
In particular, Ξ = Re Φ − Re Φ is the quantity carrying information on the 4-dimensional dihedral angle. The SU(2) case can be immediately obtained setting |t = |u , which implies Im Φ = α = 0, so that (42) reduces to (34).
This classical decomposition of the SL(2, C) holonomy will be helpful for the geometric interpretation of covariant twisted geometries, and in building appropriate coherent states and spin foam amplitudes for the Lorentzian theory. We postpone a complete study of covariant twisted geometries and their Poisson brackets to future work.
IV. TWISTOR NETWORKS
A. Generalizing Spinor Networks to SL(2, C)
Up to now, we have discussed a single copy of the sl(2, C) algebra. From the perspective of loop quantum gravity and spinfoams, we would like to be able to describe spin network states for SL(2, C). 9 For this purpose, we choose an arbitrary oriented graph Γ, closed and connected for simplicity, and we attach one copy of T * SL(2, C) to each edge of the graph. Upon describing T * SL(2, C) in terms of Ì 2 , we obtain a notion of twistor network : a graph labeled by two twistors in Ì 2 per edge, or equivalently one twistor per half-edge. This generalizes the spinor networks for SU(2) studied in [5] (see also [8, 18] ), which carry one twistor per edge, or equivalently a spinor per half-edge. That is, in going from SU(2) to SL(2, C), we simply double the number of twistors.
To keep the notation simple, we use the orientation of each edge to uniquely identify its source and target vertices s and t, and eliminate the tildes defining |t = |t s , |t = |t t . We then have a pair of twistors or bi-spinors |t v e , |u v e on each edge, carrying a representation of sl(2, C) associated with the invariant u v e |t v e . To have a unique invariant per edge, we impose the matching conditions 
They ensure that the two Casimirs of the sl(2, C) representations living at the source and target vertices coincide, and so do the two representations. The constraints generate U(1)
that is, simultaneous rescalings. Furthermore, we require invariance under global SL(2, C) transformations at each vertex v of the graph. This is imposed by the SL(2, C) closure constraints
corresponding to its real and imaginary parts,
From these expression, it is obvious that C J v and C K v generate global SL(2, C) transformations on all the twistors (|t v e , |u v e ) attached the vertex v. The geometrical interpretation in terms of 3d polyhedra in Minkowski spacetime is discussed in [15] . Here we would like to introduce the action principle summarizing the phase space structure with its constraints, on a given graph Γ: The kinetic term encodes the canonical Poisson bracket, for which |t is canonically conjugate to u| and vice-versa. All the constraints are first class. The complex Lagrange multiplier Φ e imposes the complex area matching constraints (44), and the complex traceless matrix Θ v is the Lagrange multiplier enforcing the SL(2, C)-closure constraints at each vertex.
To summarize, a twistor network is the generalization to the Lorentzian case of a spinor network, that is a set of twistors or bi-spinors |t s,t e , |u s,t e satisfying both the matching and closure constraints, and up to the corresponding C E and SL(2, C) V transformations. These are thus elements of the symplectic quotient C 8E //(C E × SL(2, C) V ), a phase space of dimensions 2 × 6(E − V ), and which is isomorphic to the phase space over the configuration SL(2, C) E /SL(2, C) V corresponding to spin networks on the graph Γ for the gauge group SL(2, C).
The structure of constraints of a twistor network can be represented in the following scheme:
Twistor space × The usual path of constraints implementation is right-bottom: one first imposes the area matching to reduce the twistor structure to the standard holonomy-flux algebra, then imposes gauge invariance at the vertices. However, one can proceed otherwise, and impose first the closure constraint. This alternative is very interesting, because it introduces a simple set of SL(2, C) observables. These have been studied in [15] , and contain a GL(N, C) subalgebra. This is analogue of the SU(2) case, where working at the level of spinors one can characterize the algebra of SU (2) invariants in terms of a U(N) algebra. This framework has proved useful to address a number of questions [6, 7, 17] , and we believe the GL(N, C) framework for the covariant case to be as prolific.
For completeness, we also give the corresponding expressions for the spinors (|z , |w ) with symplectic structure (16 
The SL(2, C)-closure constraints become 
Finally, the action principle on a given graph is given by 
on each edge in the kinetic terms of (48). After a few algebraic manipulations (using that where T e and U e are the new Lagrange multipliers.
C. Reduction to SU(2) and Simple Twistor Networks
In this section we study the 'SU(2)-limit' of the SL(2, C) elements defined so far. This allows us to uncover in this new language a number of structures which appear in spin foam models. What condition has to be imposed on the four spinors to make G(t, u,t,ũ) unitary? It is easy to see that this is indeed the case if we set
This condition corresponds to |w ≡ 0, thus all the 3d-geometric information is captured by the single spinor |z , as it is in the pure SU(2) case [5, 8] . Accordingly, we just denote |u = |t = |z , |ũ = |t = |z . We then have J R (z, z) ≡ J L (z, z) trivially, and the SL(2, C) group element (21) reduces to the spinorial form of the SU(2) holonomy given in [4] (see also [5, 8] ),
The mapping property (22) still applies, now in the form
Similarly, we can reduce the group element G to any SU(2) subgroup of SL(2, C), defined acting upon the canonical with a pure boost, SU(2) Λ ≡ ΛSU(2)Λ −1 , Λ = Λ † = e b· σ ∈ SL(2, C). This defines the non-canonical embedding
This corresponds to a group element in the generic form (21) , where the left and right spinors are obtained boosting the same initial spinor in opposite directions:
Namely, we reconstruct a bivector associated to the pair (|t , |u ), from a single spinor |z and a pure boost Λ ∈ SL(2, C)/SU(2). The latter defines a time-normal (a unit future-oriented time-like 4-vector). But this is precisely what happens when we impose the simplicity constraints in spin foam models: a simple bivector is entirely determined by a 3-dimensional vector, and a 4-dimensional timelike normal. Generalizing this procedure from a single edge to a whole graph Γ, we introduce a notion of simple twistor networks, as the special class of twistor networks satisfying the simplicity constraints, and thus entirely determined by a spinor network plus an assignment of boosts at the vertices. In fact, as shown in [15] , requiring the holomorphic simplicity constraints provides one boost Λ v per vertex. We thus have two boosts on each edge, one at the source and one at the target vertex. In order to recover the SU(2) sector as above, we need to further require that the boosts are all the same at every vertex, i.e that the time-normals at all vertices are the same, or in other words require that the whole graph be interpreted as living in one (space-like) hypersurface. Such fixing is achieved by appropriate SL(2, C) gauge transformations at every vertex and is just the time-gauge when we fix to Λ v = I, ∀v.
To see this in details, let us start with a spinor network on the graph Γ defined in terms of spinors z v e ∈ C 2 . The action principle encoding the phase space structure of spinor networks on the graph Γ: 
where Φ e and Θ v are Lagrange multipliers for the matching and closure constraints for SU (2) . Next, we perform arbitrary pure boosts at each vertex Λ v ∈ SL(2, C), Λ † v = Λ v , as above in (62):
It is straightforward to check that these define a set of twistors satisfying the matching and closure constraints for SL(2, C) (as was already shown for the case of a single vertex in [15] ): 
Considering equivalence classes of such sets of twistors under the action of SL(2, C) transformations at every vertex and rescalings on every edge defines a simple twistor network. Notice that the boosts Λ v get actually re-absorbed in the SL(2, C) gauge transformations acting at each vertex. This defines a simple twistor network from a spinor network and boosts living at each vertex of the graph. We can also characterize directly the simple twistor networks without referring to the underlying spinor network. Indeed, let us consider the holomorphic simplicity constraints introduced in [15] , given by
As proved in [15] , these constraints imply that there exists an SL(2, C) transformation, G v , relating the right spinors t v e to the left spinors u v e :
Combining this to the SL(2, C) closure constraints then implies the existence of the spinors z v e and boosts Λ v such that (64) holds. This means that we can encapsulate the phase space structure underlying simple twistor networks in the following action principle: [15] . This action principle represents a collection of 3d polyhedra with arbitrary, Lorentzian extrinsic curvature among them. Notice that each face has two bivectors associated to it, determining the 2-normal to it in the reference frame of each polyhedron. While the area of the bivectors match by virtue of the constraint, the shape of the face will in general differ when reconstructed from one polyhedron or the adjacent one. Hence, we have a discontinuous, discrete geometry. Shape matching conditions are studied in [20] for tetrahedra, and [16] for arbitrary polyhedra. A 4d action in which the shape matching conditions are imposed is studied in [21] , for Euclidean signature and Γ dual to a simplicial triangulation. It is interesting to compare our algebraic construction of (68) with the purely geometric construction of [21] , something we hope to come back to in future work.
These simple twistor networks are very interesting from the perspective that they contain the same information as a normal spinor network for SU (2) , but allow to describe its natural embedding into a SL(2, C)-invariant structure, through the introduction of non-trivial time-normals living at each vertex of the graph Γ. They provide a classical version of the simple projected spin networks [10] , which form the boundary Hilbert space of EPRL/FK spin foam models [10, 13] . In this final section, we show that the formalism so far developed has another important application, because it allows us to rewrite integrals over the Lorentz group as complex integrals with simple measures. We achieve this by rewriting the Haar measure on SL(2, C) in spinorial coordinates. In [5] we have shown that the Haar measure on SU(2) can be written as the product of two uncoupled Gaussian measures over the two spinors by directly checking the orthonormality of representation matrix elements of SU(2) with respect to that measure. Let us derive the same formula again, using a complementary method which directly generalizes to SL(2, C).
We start with the SU(2)-element g written in terms of two spinors z andz. Indeed, as shown in [4] , the group element
is the unique SU(2) element mapping z toz, or more explicitly satisfying:
This group element can always be decomposed as g(z,z) = g(z)ǫ −1 g −1 (z), where the individual parts satisfy
and idem for g(z). Now we would like to write the integral SU(2) dgf (g) in terms of g = g(z,z) with integrations over the spinor variables. By right-invariance of the Haar measure, we can always multiply the whole group element by g(z) from the right without changing anything. Therefore it is enough to start with g = g(z) and consider a group element which depends on only one spinor. This is due to the fact that the group element g(z,z) carries information only about the relative rotation of |z and |z , but not about an absolute reference frame. In terms of only one spinor |z , starting from the definition (71) of g(z), the normalized Haar measure on SU (2) is simply the measure induced on the 3-sphere by the Lebesgue measure on C 2 ∼ R 4 . It takes the form dg :
, where 2π 2 is the volume of the 3-sphere. Furthermore the group element is invariant under real rescalings of the spinor, g(λz) = g(z), λ ∈ R. Therefore, we can write
We simply multiplied by an additional decoupled normalized integral 2 ∞ 0 dλλ 3 exp(−λ 2 ) = 1 in the second line and used the invariance of the group element under coordinate-rescaling. In the third line we performed a change of coordinates. The δ-distribution can then be integrated as a δ-distribution in λ , which leads to the final expression.
Using the fact that the Haar measure is normalized and invariant under right multiplication, we can come back to g(z,z) and recover the result of [5] :
Note however, that this form of the measure on SU(2) is by no means unique due to the introduction of redundant degrees of freedom. The integral 2 dλλ 3 exp(−λ 2 ) in the above derivation could indeed be replaced by any other choice of positive and normalized measure. This would lead to a different form of the Haar measure in terms of spinors. The advantage of the above choice is the Gaussian form when written in spinors, which simplifies many computations. We can follow the same reasoning for the full SL(2, C) case. We decompose G(t, u,t,ũ) = G(t, u)ǫ −1 G(t,ũ) −1 , with
In other words, G(t, u,t,ũ) describes the relative SL(2, C) transformation between pairs of spinors and, due to the right-invariance of the Haar measure, we can restrict our attention to the group element G(t, u) which depends only on a single pair of spinors. The Haar measure on SL(2, C) is the Lebesgue measure on C 4 ∼ R 8 with the complex condition det G = 1,
The normalization N should be chosen such that the characters χ(G) of SL(2, C) are orthonormal with respect to this measure. We will not look into this here. Note that the argument of the δ-distribution is complex in this case. Now we can use the invariance of G(t, u) under simultaneous complex rescaling:
Introducing another additional, normalized integral
where we have followed the same steps as in the SU(2) case above, adapted to complex rescalings by λ. Finally we have written the exponential measure factor in terms of the SL(2, C) Casimirinvariants described earlier. Once again, we have freedom in changing the normalized integral in λ which we inserted, and we chose it here in order to get the simplest expression at the end.
V. CONCLUSIONS AND OUTLOOK
We have shown that the twistor space Ì 2 ∼ = C 8 , of pairs of twistors ψ = (|t , |u ), ψ = (|t , |ũ ), can be reduced to T * SL(2, C) imposing the area matching constraint u|t ≡ ũ|t . The parameterization of Lorentzian holonomy-flux variables in terms of the four spinors is given by (8) and (21), which we report here for convenience, J = Re t| σ|u , K = i Im t| σ|u , J = Re t | σ|ũ ,
The above relation between left-and right-invariant vector fields can be solved for G, providing an expression in terms of the normalized bivectors, plus an angle Ξ. This is given by (42), and generalizes the analogue expression for SU(2), see (34), which is at the roots of the interpretation of semi-classical SU(2) spin networks as a collection of polyhedra. In particular, Ξ carries information on the 4-dimensional dihedral angle.
Finally, we have presented an action principle encapsulating the whole phase space structure and its constraints, on an arbitrary graph. The action is given by (48) in terms of the spinors, and by (58) in a "first order formalism" with both spinors and group elements. These structures define a notion of twistor networks: an equivalence class of pairs of twistors on each edge, subjected to U (1) C area matching conditions on the edges, and SL(2, C) gauge invariance conditions on the vertices, and invariant under the generated transformations, that is rescalings on the edges and SL(2, C) Lorentz transformations at the vertices.
Within these objects, we identified a class of particular relevance for loop quantum gravity, formed by those twistor networks entirely determined by an SU(2) spinor network and an assignment of boosts on vertices. This class is the classical analogue of the simple projected spin networks living on the boundary of the EPRL/FK models [10, 13] .
The chiral representation of Cℓ(1, 3) is given by
where I is the 2 × 2 identity matrix and σ i are the Pauli matrices. In this basis,
which shows explicitly that we are dealing with the (1/2, 0) ⊕ (0, 1/2) irreducible representation of a Dirac bi-spinor.
That |u and |t are indeed the left-and right-handed parts of the full Dirac spinor ψ = |t |u can easily be seen by computing the chiral projectors in this representation:
Finally, the twistor Poisson brackets (3) can be compactly written
