The interconnection network is a technology block to improved performance of the data center. Disaggregation enabled by silicon photonics is a route to low latency, cost and energy efficient solutions.
Metrics for the disaggregated interconnection network
A viable interconnection network for the disaggregated data center should be low cost, energy efficient and offer performance improvements to the traditional architecture. It should be noted that typical latency to memory, in a traditional server, where the memory is close to the CPU, is of the order of 10s of nanoseconds. Attention must be paid to performance degradation with any added latency. Several groups have developed metrics or guidelines to achieve these goals [1, 2] . The authors in [1] explore a limited set of applications and determine that, although perhaps not ideal, even current technologies with network bandwidth between 40-100 Gb/s and network latency of 3-5 microseconds would show performance advantages with disaggregated architectures. The main cause of the bandwidth and latency requirements is the application's memory bandwidth demand. Reference [2] does a cost/performance analysis including cost of latency and bandwidth to determine when a data center disaggregated memory system would be cost competitive to a conventional direct attached memory system. The authors find that from a cost perspective, the current cost of an optically switched interconnect should be reduced by approximately a factor of 10 to be an economically viable solution.
Silicon photonics and disaggregation
Given the requirement for high bandwidth density at low cost and power consumption, it is not surprising that photonics, and especially silicon photonics, fabricated in high volume CMOS compatible foundries [5] , is a prime candidate for the disaggregated interconnection network. At the link level, it is widely accepted that to achieve the required bandwidth density for the data center, the trend is towards on board silicon photonics with 2.5D integration on a multichip module (MCM) or with more advanced 3D integration using through silicon vias (TSV) for higher bandwidth and considerable energy savings compared to pluggable optics [6, 7] . The disaggregated network also requires a switching fabric to adaptively provision the computing resources. Although the primary switching in remains packet switched, optical circuit switches are prime candidates for reconfiguration of resources in the disaggregated network. Various optical switching fabrics are being proposed for the data center [4, 8 -10] with, most importantly, trade-offs in energy consumption and cost. With regards to energy consumption, special attention must be paid to the power penalty incurred by the laser source. The authors of [11] , the Flexfly network, propose to use low to medium radix switches to rewire the interconnect, as required by the application, rather than overprovisioning transceivers or adaptively routing traffic to achieve a high bandwidth low energy interconnection network.
Conclusions
Performance improvements and energy consumption in the data center and high performance computing are currently both dominated by the cost of data movement. Integrated silicon photonic links at energies of less than 1pJ/bit and disaggregation of the server using novel switch architectures are the most promising route to achieving improved performance within the constraints of required energy efficiency and component cost reduction.
