In this paper, we derive non-asymptotic achievability and converse bounds on the random number generation with/without side-information. Our bounds are efficiently computable in the sense that the computational complexity does not depend on the block length. We also characterize the asymptotic behaviors of the large deviation regime and the moderate deviation regime by using our bounds, which implies that our bounds are asymptotically tight in those regimes. We also show the second order rates of those problems, and derive single letter forms of the variances characterizing the second order rates. Further, we address the equivocation rates for these problems.
the exponential bounding approach of [12] . Further, the paper [29] showed that similar evaluations are possible even for ε-almost dual universal hash functions [11] .
For convenience, let us call the bound derived by the former approach the inf-spectral entropy bound, and the bound derived by the latter approach the exponential bound. It turned out that the exponential bound is tighter than the inf-spectral entropy bound when the required security level ε is rather small. A bound that interpolate both approach was also derived in [28] , which we called the hybrid bound.
Similar to uniform random number generation, for i.i.d. sources, the inf-spectral entropy bound and the hybrid bound can be computed by numerical calculation packages. However, there is no known method to efficiently compute these bounds for Markov sources. The computational complexity of the exponential bound is O(1) since the exponential bound is described by using the Gallager function, which is an additive quantity. However, this is not the case for Markov sources. Consequently, there is no bound that is efficiently computable for the Markov chain so far. Further, the first order results for Markov sources have not been revealed as long as the authors know, and they are clarified in this paper.
Further, when the generation key rate is too large, the variational distance is close to 1. In this case, we cannot measure how far from the secure uniform random number the generated random number is. Hence, we employ the relative entropy between the generated random number and the ideal random number, which was introduced by Csiszár-Narayan [30] . Indeed, when we surpass axiomatic conditions, the leaked information measure must be this quantity [29] .
C. Main Contribution for Non-Asymptotic Analysis
The structure of this paper is quite similar to the paper [31] , which addresses the source coding with Markov chain because this paper employs the common structure between the uniform random number generation and the source coding. Hence, the obtained results are also quite similar to those of the paper [31] . To derive non-asymptotic achievability bounds on the problems, we basically use the exponential type bounds 4 for the single shot setting. When there is no information leakage, those exponential type bounds are described by the Rényi entropy. Thus, we need to evaluate Rényi entropy for the Markov chain. For this purpose, we introduce Rényi entropy for transition matrices, which is defined irrespective of initial distributions (cf. (28) ). Then, we evaluate the Rényi entropy for the Markov chain in terms of the Rényi entropy for the transition matrix. From this evaluation, we can also find that the Rényi entropy rate for the Markov chain coincides with the Rényi entropy for the transition matrix. Note that the former is defined as the limit and the latter is single letter characterized.
When a part of information is leaked to the third party, to generate secure uniform random number, we consider two assumptions on transition matrices (see Assumption 1 and Assumption 2 of Section II). Although a computable form of the conditional entropy rate is not known in general, Assumption 1, which is less restrictive than Assumption 2, enables us to derive a computable form of the conditional entropy rate.
In the problems with side-information, exponential type bounds are described by conditional Rényi entropies. There are several definitions of conditional Rényi entropies (see [32] , [33] for extensive review), and we use the one defined in [8] and the one defined by Arimoto [34] . We shall call the former one the lower conditional Rényi entropy (cf. (3) ) and the latter one the upper conditional Rényi entropy (cf. (8) ). To derive non-asymptotic bounds, we need to evaluate these information measures for the Markov chain. For this purpose, under Assumption 1, we introduce the lower conditional Rényi entropy for transition matrices (cf. (28) ). Then, we evaluate the lower conditional Rńyi entropy for the Markov chain in terms of its transition matrix counterpart. This evaluation gives non-asymptotic bounds for secure uniform random number generation under Assumption 1. Under more restrictive assumption, i.e., Assumption 2, we also introduce the upper conditional Rényi entropy for a transition matrix (cf. (36) ). Then, we evaluate the upper Rényi entropy for the Markov chain in terms of its transition matrix counterpart. This evaluation gives non-asymptotic bounds that are tighter than those obtained under Assumption 1.
We also derive converse bounds for every problem by using the change of measure argument developed by the authors in the accompanying paper on information geometry [35] , [36] . When there is no information leakage, the converse bounds are described by the Rényi entropy for transition matrices. When a part of information is leaked to the third party, we further introduce two-parameter conditional Rényi entropy and its transition matrix counterpart (cf. (14) and (40) ). This novel information measure includes the lower conditional Rényi entropy and the upper conditional Rényi entropy as special cases.
We also obtain similar characterization for the equivocation rate. When there is no information leakage, our lower and upper bounds are given by using the Rényi entropy for the Markov chain in terms of its transition matrix counterpart. When there exists information leakage, our lower and upper bounds are given by using the lower conditional Rényi entropy for the Markov chain in terms of its transition matrix counterpart under Assumption 1.
Here, we would like to remark on terminologies. There are a few ways to express exponential type bounds. In statistics or the large deviation theory, we usually use the cumulant generating function (CGF) to describe exponents. In information theory, we use the Gallager function or the Rényi entropies. Although these three terminologies are essentially the same and are related by change of variables, the CGF and the Gallager function are convenient for some calculations since they have good properties such as convexity. However, they are merely mathematical functions. On the other hand, the Rényi entropies are information measures including Shannon's information measures as special cases. Thus, the Rényi entropies are intuitively familiar in the field of information theory. The Rényi entropies also have an advantage that two types of bounds (eg. (243) and (246)) can be expressed in a unified manner. For these reasons, we state our main results in terms of the Rényi entropies while we use the CGF and the Gallager function in the proofs. For readers' convenience, the relation between the Rényi entropies and corresponding CGFs are summarized in Appendix A.
D. Main Contribution for Asymptotic Analysis
We can easily see that these non-asymptotic bounds yields the asymptotic optimal random number generation rate while the case with information leakage requires Assumption 1. Although the rate without information leakage was obtained by general result by Vembu-Verdú [3] and Han [13] , the rate with information leakage have not been revealed as long as the authors know.
For asymptotic analyses of the large deviation and the moderate deviation regimes, we derive the characterizations 5 by using our non-asymptotic achievability and converse bounds, which implies that our non-asymptotic bounds are tight in the large deviation regime and the moderate deviation regime.
We also derive the second order rate. It is also clarified that the reciprocal coefficient of the moderate deviation regime and the variance of the second order regime coincide. Furthermore, a single letter form of the variance is clarified 6 .
The asymptotic results and the computational complexities of the non-asymptotic bounds to derive those results are summarized in Table I . "Solved * " indicates that those problems are solved up to the critical rates. "Ass. 1" and "Ass. 2" indicate that those problems are solved under Assumption 1 or Assumption 2. "U2" indicates that the converse results are obtained only for the worst case of the universal two hash family (see (107) and (197)). "O(1)" indicates that both the achievability part and the converse part of those asymptotic results are derived from our non-asymptotic achievability bounds and converse bounds whose computational complexities are O(1). "Tail" indicates that both the achievability part and the converse part of those asymptotic results are derived from the information-spectrum type achievability bounds and converse bounds whose computational complexities depend on the computational complexities of tail probabilities.
Exact computations of tail probabilities are difficult in general though it may be feasible for a simple case such as an i.i.d. case. One way to approximately compute tail probabilities is to use the Berry-Esséen theorem [39, Theorem 16.5.1] or its variant [40] . This direction of research is still continuing [41] , [42] , and an evaluation of the constant was done in [42] though it is not clear how much tight it is. If we can derive a tight Berry-Esséen type bound for the Markov chain, we can derive a non-asymptotic bound that is asymptotically tight in the second order regime. However, the approximation errors of Berry-Esséen type bounds converge only in the order of 1/ √ n, and cannot be applied when ε is rather small. Even in the cases such that exact computations of tail probabilities are possible, the information-spectrum type bounds are looser than the exponential type bounds when ε is rather small, and we need to use appropriate bounds depending on the size of ε. In fact, this observation was explicitly clarified in [28] for the random number generation with side-information. Consequently, we believe that our exponential type non-asymptotic bounds are very useful. Further, we derive the asymptotic equivocation rate. the equivocation rate without information leakage is asymptotically given by the entropy rate, and the equivocation rate with information leakage is asymptotically given by the conditional entropy rate under Assumption 1. URNG is the uniform random number generation without information leakage. SURNG is the secure uniform random number generation when a part of information is leaked to the third party.
E. Organization of Paper and Notations
As preparation, we explain information measures for single-shot setting in Subsection II-A. Then, we address conditional Rényi entropies for transition matrix in Subsection II-B, and discuss the relation between these information measures and Markov chain in Subsection II-C. These information measures and their properties will be used in the latter sections. These contents were obtained in the paper [31] , and their proofs are available in the paper [31] . However, the paper [31] did not address the conditional min entropy, which corresponds to the order parameter ∞. So, in Subsections II-D and II-E, we discuss the relation between the limit of the conditional Rényi entropy and the conditional min entropy, whose proofs are given in Appendix.
Section III addresses the uniform random number generation without information leakage. The obtained upper and lower bounds are numerically calculated in a typical example in this section. Then, Section IV proceeds to addresses the secure uniform random number generation with partial information leakage. As we mentioned above, we state our main result interns of the Rényi entropies, and we use the CGFs and the Gallager function in the proofs. In Appendix A, the relation between the Rényi entropies and corresponding CGFs are summarized. The relation between the Rényi entropies and the Gallager function are explained as necessary. Proofs of some technical results are also shown in the rest of appendices.
A random variable is denoted by upper case letter, and its realization is denoted by lower case letter. The notation P(X ) is the set of all distribution on alphabet X . The notationP(X ) is the set of all non-negative sub-normalized functions on X . |X | represent the cardinality of the set X . The cumulative distribution function of the standard Gaussian random variable is denoted by
Throughout the paper, the base of the logarithm is e.
II. INFORMATION MEASURES
In this section, we introduce information measures that will be used in Section III and Section IV. All of lemmas and theorems in this section except for Lemmas 16 and 13 and Theorem 6 were shown in [31] .
A. Information Measures for Single-Shot Setting 1) Conditional Rényi entropy relative to a general distribution: In this section, we introduce conditional Rényi entropies for the single-shot setting. For more detailed review of conditional Rényi entropies, see [33] . For a correlated random variable (X, Y ) on X × Y with probability distribution P XY and a marginal distribution Q Y on Y, we introduce the conditional Rényi entropy of order 1 + θ relative to Q Y as
where θ ∈ (−1, 0) ∪ (0, ∞). The conditional Rényi entropy of order 0 relative to Q Y is defined by the limit with respect to θ. When Y is singleton, it is nothing both the ordinary Rényi entropy, and it is denoted by H 1+θ (X) = H 1+θ (P X ) throughout the paper.
2) Lower conditional Rényi entropy: One of important special cases of H 1+θ (P XY |Q Y ) is the case with Q Y = P Y . We shall call this special case the lower conditional Rényi entropy of order 1 + θ and denote 7
The following property holds.
and V(X|Y ) := Var log 1 P X|Y (X|Y )
3) Upper conditional Rényi entropy: The other important special cases of H 1+θ (P XY |Q Y ) is the measure maximized over Q Y . We shall call this special case the upper conditional Rényi entropy of order 1 + θ and denote 8
where
For this measure, we also have properties similar to Lemma 1. 
and
4) Properties of conditional Rényi entropies:
When we derive converse bounds, we need to consider the case such that the order of the Rényi entropy and the order of conditioning distribution defined in (11) are different. For this purpose, we introduce two-parameter conditional Rényi entropy:
The measures defined above has the following properties:
is a monotonically decreasing 9 function of θ.
3) The function θH ↓ 1+θ (X|Y ) is a concave function of θ, and it is strict concave iff. V(X|Y ) > 0. 4) H ↓ 1+θ (X|Y ) is a monotonically decreasing function of θ. 5) The function θH ↑ 1+θ (X|Y ) is a concave function of θ, and it is strict concave iff. V(X|Y ) > 0.
11) We have
12) For every θ ∈ (−1, 0) ∪ (0, ∞), H 1+θ,1+θ ′ (X|Y ) is maximized at θ ′ = θ. 9 Technically, H 1+θ (PXY |QY ) is always non-increasing and it is monotonically decreasing iff. strict concavity holds in Statement 1. Similar remarks are also applied for other information measures throughout the paper.
5) Functions related to lower conditional Rényi entropy:
For θH ↓ 1+θ (X|Y ), by the same reason as above, we can define the inverse functions 10 θ(a) = θ ↓ (a) and a(R) = a ↓ (R) by
for
6) Functions related to upper conditional Rényi entropy:
For θH ↑ 1+θ (X|Y ), we also introduce the inverse functions θ(a) = θ ↑ (a) and a(R) = a ↑ (R) by
B. Information Measures for Transition Matrix 1) Conditions for transition matrices:
,(x ′ ,y ′ ))∈(X ×Y) 2 be an ergodic and irreducible transition matrix. The purpose of this section is to introduce transition matrix counter parts of those measures in Section II-A. For this purpose, we first need to introduce some assumptions on transition matrices: Assumption 1 (Non-Hidden) We say that a transition matrix W is non-hidden (with respect to Y) if
for every x ′ ∈ X and y, y ′ ∈ Y.
Assumption 2 (Strongly Non-Hidden)
We say that a transition matrix W is strongly non-hidden (with respect to Y) if, for every θ ∈ (−1, ∞) and y, y ′ ∈ Y,
is well defined, i.e., the right hand side of (24) is independent of x ′ .
Assumption 1 requires (24) to hold only for θ = 0, and thus Assumption 2 implies Assumption 1. However, Assumption 2 is strictly stronger condition than Assumption 1. For example, let consider the case such that the transition matrix is a product form, i.e., W (x, y|x ′ , y ′ ) = W X (x|x ′ )W Y (y|y ′ ). In this case, Assumption 1 is obviously satisfied. However, Assumption 2 is not satisfied in general. Assumption 1 means that we can decompose W (x, y|x ′ , y ′ ) as
Thus, Assumption 2 can be rephrased as
does not depend on x ′ . By taking θ sufficiently large, we find that the largest value of W X|X ′ ,Y ′ ,Y (x|x ′ , y ′ , y) does not depend on x ′ . By repeating this argument for the second largest value of W X|X ′ ,Y ′ ,Y (x|x ′ , y ′ , y) and so on, we eventually find that Assumption 2 is satisfied iff., for every x ′ =x ′ , there exists a permeation π on X such that
Non-trivial examples satisfying Assumption 1 and Assumption 2 are given in [31] .
2) Lower conditional Rényi entropy H ↓,W 1+θ (X|Y ): First, we introduce information measures under Assumption 1. In order to define a transition matrix counterpart of (3), let us introduce the following tilted matrix:W
Let λ θ be the Perron-Frobenius eigenvalue andP θ,XY be its normalized eigenvector. Then, we define the lower conditional Rényi entropy for W by
where θ ∈ (−1, 0) ∪ (0, ∞). For θ = 0, we define the lower conditional Rényi entropy for W by
and we just call it the conditional entropy for W . The following property also follows from convexity of the relative entropy for transition matrices [35, Theorem 3.3] .
Lemma 4
When two non-hidden transition matrices W 1 and W 2 satisfy that W 1,Y = W 2,Y , the average transitionW = αW 1 + (1 − α)W 2 is also non-hidden for 0 < α < 1. Then, we have
As a counterpart of (7), we also define
Remark 1 When a transition matrix W satisfies Assumption 2, H ↓,W 1+θ (X|Y ) can be written as
which implies that λ ′ θ is the Perron-Frobenius eigenvalue ofW θ . Consequently, we can evaluate H ↓,W 1+θ (X|Y ) by calculating the Perron-Frobenius eigenvalue of |Y|×|Y| matrix instead of |X ||Y|×|X ||Y| matrix when W satisfies Assumption 2.
3) Upper conditional Rényi entropy H ↑,W 1+θ (X|Y ): Next, we introduce information measures under Assumption 2. In order to define a transition matrix counterpart of (8), let us introduce the following |Y| × |Y| matrix:
where W Y,θ is defined by (24) . Let κ θ be the Perron-Frobenius eigenvalue of K θ . Then, we define the upper conditional Rényi entropy for W by
where θ(−1, 0) ∪ (0, ∞).
Lemma 5 ([31, Lemma 5])
We have
Now, let us introduce a transition matrix counterpart of (14) . For this purpose, we introduce the following |Y| × |Y| matrix:
Let ν θ,θ ′ be the Perron-Frobenius eigenvalue of N θ,θ ′ . Then, we define the two-parameter conditional Rényi entropy by
Remark 2 Although we defined H ↓,W 1+θ (X|Y ) and H ↑,W 1+θ (X|Y ) by (28) and (36) respectively, we can alternatively define these measures in the same spirit as the single-shot setting by introducing a transition matrix counterpart of
By using this measure, we obviously have
Furthermore, under Assumption 2, the relation
holds [31, (62) ], where the maximum is taken over all transition matrices satisfying
. 11 Although we can also define H
is not satisfied (see [35] for the detail), for our purpose of defining H ↓,W 1+θ (X|Y ) and H ↑,W 1+θ (X|Y ), other cases are irrelevant.
4) Properties of conditional Rényi entropies:
The information measures introduced in this section have the following properties:
Lemma 6 ([31, Lemma 6])
1) The function θH ↓,W 1+θ (X|Y ) is a concave function of θ, and it is strict concave iff. . Then, due to the definition (48), we have the following lemma because the function θ → θH ↓,W 1+θ (X|Y ) is concave.
Next, let
Since
R(a) is a monotonic increasing function of a < a < R(a). Thus, we can define the inverse function a(R) = a ↓ (R) of R(a) by
When θ(a) is close to 0, we have
Taking the derivative, (48) implies that
Hence, when R is close to H W (X|Y ), we have
i.e.,
Further, Eqs. (53) and (54) . Here, the first equation in (58) follows from (47) . We also define the inverse function a(R) = a ↑ (R) of
by
. Then, we can show the following lemma in the same way as Lemma 8 of [31] .
When
the definition (59) of R(a) = R ↑ (a) yields
Remark 3 As we can find from (30) , (32) , and Lemma 5, both the conditional Rényi entropies expand as
around θ = 0. Thus, the difference of these measures significantly appear only when |θ| is rather large.
. So, they are simply called the Rényi entropy and denoted by
, a ↑ , and a ↑ . They are simplified to θ(a), a(R), and R(a), a, and a.
C. Information Measures for Markov Chain
Let (X, Y) be the Markov chain induced by a transition matrix W and some initial distribution P X 1 Y 1 . Now, we show how information measures introduced in Section II-B are related to the conditional Rényi entropy rates. First, we introduce the following lemma, which gives finite upper and lower bounds on the lower conditional Rényi entropy.
Lemma 9 ([31, Lemma 9])
Suppose that a transition matrix W satisfies Assumption 1. Let v θ be the eigenvector ofW T θ with respect to the Perron-Frobenius eigenvalue λ θ such that min
From Lemma 9, we have the following.
Theorem 1 ([31, Theorem 1])
Suppose that a transition matrix W satisfies Assumption 1. For any initial distribution, we have
We also have the following asymptotic evaluation of the variance: 
Theorem 2 is practically important since the limit of the variance can be described by a single letter characterized quantity. A method to calculate V W (X|Y ) can be found in [36] .
Next, we show the lemma that gives finite upper and lower bound on the upper conditional Rényi entropy in terms of the upper conditional Rényi entropy for the transition matrix. 
.
(73)
Then, we have
From Lemma 10, we have the following.
Theorem 3 ([31, Theorem 3])
Suppose that a transition matrix W satisfies Assumption 2. For any initial distribution, we have
Finally, we show the lemma that gives finite upper and lower bounds on the two-parameter conditional Rényi entropy in terms of the two-parameter conditional Rényi entropy for the transition matrix.
Lemma 11 ([31, Lemma 11])
Suppose that a transition matrix W satisfies Assumption 2. Let v θ,θ ′ be the eigenvector of N T θ,θ ′ with respect to the Perron-Frobenius eigenvalue ν θ,θ ′ such that min y v θ,θ ′ (y) = 1. Let w θ,θ ′ be the |Y|-dimensional vector defined by
for θ > 0 and
for θ < 0
From Lemma 11, we have the following. 
To close this section, we address the case θ = ∞, which was not discussed in the paper [31] . Since the conditional Rényi entropy is monotonically decreasing for θ, the conditional Rényi entropy with the case θ = ∞ is often called the conditional min entropy. To avoid difficulty, we first consider the case when Y is singleton.
For a single-shot random variable, we have
which is usually called min-entropy. For each x ∈ X , let C x be the set of all Hamilton cycle from x to itself. For a path c = (x 1 , x 2 , . . . , x k ), we define the setĉ :
and the number |c| to be the number of edges in cycle c, which is the number of elements in the setĉ. Then, we define the min-entropy for W by
which is characterized as follows.
Lemma 12
Proof: See Appendix C. We also have the following lemma.
Lemma 13
For (x, x ′ ), let C x,x ′ be the set of all Hamilton paths from x to x ′ . Then, let
Furthermore, let x * and c * ∈ C x * be such that H W ∞ (X) is achieved in (87). Then, we have
Proof: See Appendix B. From Lemma 13, we can derive the following.
Theorem 5 For any initial distribution, we have
E. Analysis with θ = ∞: Two-terminal case Next, we proceed to the two-terminal case. For single-shot random variables X and Y , we can derive the following.
Lemma 14 ([33]) We have
We define the lower min-entropy for W by
Then, similar to Lemma 12, we can show the following lemma.
Lemma 15
Next, we consider the upper min-entropy for W . When W satisfies Assumption 2, we note that
is well defined, i.e., the right hand side of (100) is independent of x ′ . Let κ ∞ be the Perron-Frobenius eigenvalue of W Y (y|y ′ )T (y|y ′ ). Then, we define
Lemma 16 We have
Proof: See Appendix D.
Theorem 6 Suppose that a transition matrix W satisfies Assumption 1. For any initial distribution, we have
Proof: See Appendix E.
III. UNIFORM RANDOM NUMBER GENERATION In this section, we investigate the uniform random number generation when there is no information leakage. Then, we discuss the single terminal Markov chain. In this case, as is explained in Remark 4, all quantities with the superscript ↓ equal those with the superscript ↑, and these the superscripts are omitted. We start this section by showing the problem setting in Section III-A. Then, we review and introduce some single-shot bounds in Section III-B. We derive non-asymptotic bounds for the Markov chain in Section III-C. Then, in Sections III-D and III-E, we show the asymptotic characterization for the large deviation regime and the moderate deviation regime by using those non-asymptotic bounds. We also derive the second order rate in Section III-F.
The results shown in this section are summarized in Table II . The checkmarks indicate that the tight asymptotic bounds (large deviation, moderate deviation, and second order) can be obtained from those bounds. The marks * indicate that the large deviation bound can be derived up to the critical rate. The computational complexity "Tail" indicates that the computational complexities of those bounds depend on the computational complexities of tail probabilities. 
A. Problem Formulation
We first present the problem formulation by the single shot setting. Let X be a source whose distribution is P . A random number generator is a function f : X → {1, . . . , M}. The approximation error is defined by
where U is the uniform random variable on {1, . . . , M}. For notational convenience, we introduce the infimum of approximation error under the condition that the range size is M:
When we construct a random number generator, we often use a two-universal hash family F and a random function F on F . Then, we bound the approximation error averaged over the random function by only using the property of two-universality. For this reason, it is convenient to introduce the quantity:
where the supremum is taken over all two-universal hash families from X to {1, . . . , M}. From the definition, we obviously have ∆(M) ≤ ∆(M). When we consider n-fold extension, the random number generator and related quantities are denoted with subscript n. Instead of evaluating the approximation error ∆(M n ) (or ∆(M n )) for given M n , we are also interested in evaluating M(n, ε) := inf{M n : ∆(M n ) ≤ ε}, (108) M (n, ε) := inf{M n : ∆(M n ) ≤ ε} (109) for given 0 ≤ ε ≤ 1.
When the output size M is too large, ∆(M) is close to 1 anymore. In this case, to quantify the performance of the output random number, according to Wyner [20] , we focus on the difference between the entropies of the generated random number and the ideal uniform random number, which is given as
where D(P Q) is the divergence between two distributions P and Q. Then, we focus on the following quantities.
where the supremum is taken over all two-universal hash families from X to {1, . . . , M}.
B. Single Shot Bounds
In this section, we review existing single shot bounds and also show novel converse bounds. For the information measures used below, see Remark 4 in Section II, which explains the information measures when Y is singleton. Furthermore, we need to introduce other information measures. For P ∈ P(X ), let
be the min-entropy. Then, let
and H ε min (P ) := max
be smooth min-entropies, where B ε (P ) := P ′ ∈ P(X ) :
and P(X ) (P(X )) is the set of distributions (sub-distributions) over the set X . First, we have the following achievability bound.
Lemma 17 (Lemma 2.1.1 of [13])
By using the two-universal hash family, we can derive the following bound.
Lemma 18 ([26]) For given P ∈ P(X ), we have
Slightly loosening Lemma 18, we have the following.
Lemma 19
We also have the following achievability bound.
Lemma 20 (Theorem 1 of [12])
We also have the following converse bound, which is a special case of Lemma 29.
Lemma 21
From Lemma 21, we have the following.
Lemma 22
Proof: Fix arbitrary γ ≥ 0. Then, from Lemma 21, there exists P ′ ∈ B ε (P ) such that
where (128) 
Furthermore, by using a property of the strong universal hash family introduced in [12] , we can derive the following converse 12 . 2 of [12] ) For any subset Ω ⊂ X such that |Ω| ≤ M, we have
Lemma 24 (Theorem
By using Lemma 24, we have the following.
Lemma 25 Fro any 0 < ν < 1, we have
where R = log(Mν), and a(R) is the inverse function defined by (52) .
Proof: See Appendix F. By using Lemma 22 and Proposition 1 for a = γ = log(M/2), we have the following.
where a = log(M/2) and θ(a) is the inverse function defined in (48) .
Proof: We evaluate − log ∆(M) by using Lemma 22. To evaluate the probability P log 1 P (x) < a = P {log P (x) > −a}, we apply Proposition 1 to the random variable log P (X) whose cumulant generating function φ(ρ) is −θH 1+θ (X). Then, ρ(−a) = θ(a). Hence,
Since 1 − e γ M = 1 2 , we obtain (134). By using Lemma 25 for ν = 1 2 and Proposition 1, we have the following.
−(1 + s) log 1 − e (θ(a(R))−θ)a(R)−θ(a(R))H 1+θ(a(R)) (X)+θH 1+θ (X) /s + 2 log 2,(137) 12 The paper [12] introduced the strong universal hash family as a special case of a two-universal hash family. Theorem 2 of [12] shows that the strong universal hash family
where R = log(M/2), and θ(a) and a(R) are the inverse functions defined in (48) and (52) .
Proof:
We evaluate − log ∆(M) by using Lemma 25 with ν = 1 2 . The probability P log 1 P (x) < a(R) = P {log P (x) > −a(R)} can be evaluated by (135). Since (1 − ν) 2 = 1 2 2 , we obtain (137). Finally, we address the equivocation rates. As the direct part, we have the following theorem.
Proof: Lemma 10 of [46] shows that any two-universal hash function F satisfies the relation
). As the converse part, we have the following theorem.
Theorem 10
Proof: Inequality (140) follows from the inequality H(P X ) ≥ H(P f (X) ).
C. Finite Bounds for Markov Source
From Lemma 20 and Lemma 9, we have the following bound.
Theorem 11 Let R := 1 n log M n . Then we have
From Lemma 22 with γ = nR and Proposition 2 with a = R, we have the following.
Theorem 12
Let R = 1 n log(M n /2). If a < R < H W (X), then we have
where θ(a) is the inverse function defined in (48) , and
Proof: Theorem 12 can be shown by the same way as Theorem 7 with replacing the role of Proposition 1 by Proposition 2.
From Lemma 24 and Proposition 2, we have the following.
Theorem 13
Let R be such that
If R(a) < R < H W (X), then we have
where θ(a) and a(R) are the inverse functions defined in (48) and (52), and
Proof: See Appendix G. Theorems 9 and 10 derive the following theorems.
Proof: Theorem 9 and Lemma 9 yield (a) and (b), respectively, in the following way.
As the converse part, we have the following theorem.
Proof: Lemma 9 implies that
Hence, using Theorem 10, we obtain (158).
D. Large Deviation
From Theorem 11 and Theorem 13, we have the following.
On the other hand, for R(a) < R < H W (X), we have
Due to Lemma 8, the lower bound (160) and the upper bound (162) coincide when R is not less than the critical rate R cr given in (62).
Proof: (141) yields (160). Lemma 8 guarantees (162). So, we will prove (161) as follows. We fix s > 0 andθ > θ(a(R)). Then, (148) implies that
Taking the limit s → 0 andθ → θ(a(R)), we have
+θ(a(R))H W 1+θ(a(R)) (X) (asθ → θ(a(R))) (166) (a) =θ(a(R))a + θ(a(R))H W 1+θ(a(R)) (X),
where (a) follows from (58). Hence, (167) and (163) imply that
which implies (161). For the general class of functions, we can derive the following converse bound from Theorem 12.
Theorem 17
For a < R < H W (X), we have
E. Moderate Deviation From Theorem 11 and Theorem 12 (or Theorem 13), we have the following.
Theorem 18
For arbitrary t ∈ (0, 1/2) and δ > 0, we have
Proof: We apply Theorem 11 and Theorem 12 to the case with R = H W (X) − n −t δ, i.e., θ(a(R)) = −n −t δ V W (X) + o(n −t ). Eqs. (56) and (141) in Theorem 11 imply that
We fix an arbitrary s > 0. Since
Taking the limit s → 0, we obtain the desired argument.
F. Second Order
By applying the central limit theorem to Lemmas 19 and 23, and by using Theorem 2, we have the following.
Theorem 19
For arbitrary ε ∈ (0, 1), we have
Proof: The central limit theorem for Markovian process [41] , [47] , [48] [36, Corollary 6.2.] guarantees that the random variable (− log P X n (X n ) − nH W (X))/ √ n asymptotically obeys the normal distribution with the average 0 and the variance V W (X). 
for θ ∈ (0, 1) and any R. Also, (158) of Theorem 15 implies that
for θ ∈ (0, 1) and any R. Since D(e nR ) ≥ 0, we have
for θ ∈ (0, 1) and any R. Taking the limit θ → 0, we have (180). Fig. 1 . The description of the transition matrix.
H. Numerical Example
In this section, we numerically evaluate the achievability bound in Theorem 11 and the converse bounds in Theorems 12 and 13. We consider a binary transition matrix W given by Fig. 1, i .e.,
In this case, the stationary distribution isP
(187) Fig. 2 . A comparison of the bounds for p = 0.1, q = 0.2, and n = 10000. The horizontal axis is − log 10 (ε), and the vertical axis is the rate R (nats). The red curve is the achievability bound in Theorem 11. The blue curve is the converse bound in Theorem 13. The purple curve is the converse bound in Theorem 12. The green line is the entropy H W (X).
The entropy is
where h(·) is the binary entropy function. The tilted transition matrix is
The Perron-Frobenius eigenvalue is 190) and its normalized eigenvector isP
The eigenvector ofW T θ satisfying (66) is also given by
From these calculations, we can evaluate the bounds in Theorems 11, 12, and 13. When the initial distribution is given as P X (0) = 1 and P X (1) = 0, for p = 0.1, q = 0.2, we plotted the bounds in Figs. 2 and 3 for fixed block length n = 10000 and n = 1000000 and varying ε = ∆(M) or ∆(M). The two bounds in Theorems 12 and 13 have similar values in Fig. 2 . However, the bound in Theorem 13 has a clear advantage in Fig. 3 . That is, to clarify the advantage of Theorem 13, we need very a huge size n and a very small ǫ. Although one may consider that n = 1000000 is too large to realize, this size is realizable as follows. A typical two-universal hash family can be realized by using Toeplitz matrix. This kind two-universal hash family with n = 10 8 was realized efficiently by using a typical personal computer [10, Appendix B] [9] . IV. SECURE UNIFORM RANDOM NUMBER GENERATION In this section, we investigate the secure random number generation with partial information leakage, which is also known as the privacy amplification. We start this section by showing the problem setting in Section IV-A. Then, we review and introduce some single-shot bounds in Section IV-B. We derive non-asymptotic bounds for the Markov chain in Section IV-C. Then, in Sections IV-D and IV-E, we show the asymptotic characterization for the large deviation regime and the moderate deviation regime by using those non-asymptotic bounds. We also derive the second order rate in Section IV-F.
The results shown in this section are summarized in Table III . The checkmarks indicate that the tight asymptotic bounds (large deviation, moderate deviation, and second order) can be obtained from those bounds. The marks * indicate that the large deviation bound can be derived up to the critical rate. The computational complexity "Tail" indicates that the computational complexities of those bounds depend on the computational complexities of tail probabilites. It should be noted that Theorem 25 is derived from a special case (Q Y = P Y ) of Lemma 28. The asymptotically optimal choice is Q Y = P (1+θ) Y , which corresponds to (213) of Lemma 28. Under Assumption 1, we can derive the bound of the Markov case only for that special choice of Q Y , while under Assumption 2, we can derive the bound of the Markov case for the optimal choice of Q Y . 
A. Problem Formulation
The privacy amplification is conducted by a function f : X → {1, . . . , M}. The security of the generated key is evaluated by
where U is the uniform random variable on {1, . . . , M} and · 1 is the variational distance. For notational convenience, we introduce the infimum of the security criterion under the condition that the range size is M:
When we construct a function for the privacy amplification, we often use a two-universal hash family F and a random function F on F . Then, we bound the security criterion averaged over the random function by only using the property of two-universality. For this reason, it is convenient to introduce the quantity:
where the supremum is taken over all two-universal hash families from X to {1, . . . , M}. From the definition, we obviously have
When we consider n-fold extension, the security criteria are denoted by ∆(M n ) or ∆(M n ). As in the single-terminal case, we also introduce the quantities M(n, ε) and M(n, ε) (cf. (108) and (109)).
Remark 5
Note that the security definition in (195) implies the universal composable security criterion [49] , [50] . A slightly weaker security criterion defined by
also implies the universal composable security criterion. In fact some literatures employs this kinds of security criteria [51] , [27] , [52] . By the triangular inequality, we have
holds for any Q Y . Thus, the two criteria differ only in constant factor, which means that the asymptotic behaviors of the large deviation regime and the moderate deviation regime are not affected by the choice of the security criteria. For the second order regime, the achievability part (Lemma 27) can be used without modification since the optimization over Q Y is already incorporated into the bound. For the converse part, we need to replace H ε min (P XY |P Y ) with H ε min (P XY |Q Y ) in Lemma 29. Then, the converse bound in Lemma 30 is modified accordingly, i.e.,
However, by noting the inequality
for any ν > 0, the choice Q Y = P Y turns out to be the optimal choice asymptotically up to o( √ n). Thus, the asymptotic behavior of the second order regime is also not affected by the choice of the security criteria.
When the output size M is too large, ∆(M) is close to 1 anymore. In this case, to quantify the performance of the output random number, according to Csiszár-Narayan [30] , we focus on the relative entropy between the generated random number and the ideal random number as follows.
This quantity is naturally given under axiomatic conditions [29] . Then, we address the following quantities.
B. Single Shot Bounds
In this section, we review existing single shot bounds, and show a novel converse bound. For the information measures used below, see Section II. We also introduce the following information measures. For P XY ∈ P(X × Y) and Q Y ∈ P(Y) 13 , let
be the conditional min-entropy. Then, for P XY ∈ P(X × Y), let
be the smooth min-entropy, where B(P XY ) := P ′ XY ∈ P(X × Y) :
Lemma 26 ([26])
For any Q Y ∈ P(Y), we have
By slightly loosening Lemma 26, we have the following (cf. [29, Theorem 23] or [28, Lemma 3] ).
Lemma 27
For any Q Y ∈ P(Y), we have 13 Technically, we restrict QY to be such that supp(PY ) ⊂ supp(QY ).
We also have the following exponential bound.
Lemma 28 ([12])
For the converse bound, the following is known 14 .
Lemma 29 ([26])
From Lemma 29, we have the following.
Lemma 30
Proof: The proof is exactly the same as Lemma 22. Further loosening Lemma 30, we have the following.
Lemma 31
Furthermore, by using a property of the strong universal hash family, we can derive the following converse.
Lemma 32
For {Ω y } y∈Y such that |Ω y | ≤ N ≤ M for every y ∈ Y, let Ω = ∪ y∈Y Ω y × {y}. Then, we have
Proof: We apply Lemma 24 to each P X|Y (·|y) and take average over y. Then, we can derive the lemma since |Ω y | ≤ N by the assumption.
By using Lemma 32, we have the following.
Lemma 33 For any 0 < ν < 1, we have
where R = log(Mν), and θ(a) and a(R) are the inverse functions θ ↑ (a) and a ↑ (R) defined by (21) and (22) respectively.
Proof: See Appendix H. By using Lemma 30 and Proposition 1 for a = γ = log(M/2), we have the following converse bound. 
where a = log(M/2), and θ(a) is the inverse function θ ↓ (a) defined by (19) .
Proof: Theorem 21 can be shown by the same way as Theorem 12 with replacing the role of Lemma 22 by Lemma 21.
By using Lemma 33 for ν = 1 2 and Proposition 1, we have the following converse bound.
Theorem 22
where R = log(M/2), and θ(a) and a(R) are the inverse functions θ ↑ (a) and a ↑ (R) defined by (21) and (22) respectively.
Proof: Theorem 22 can be shown by the same way as Theorem 8 with replacing the role of Lemma 25 by Lemma 33.
Finally, we address the equivocation rates. As the direct part, we have the following theorem.
Theorem 23
Theorem 24
Proof: Inequality (227) follows from the inequality H(X|Y ) ≥ H(f (X)|Y ).
C. Finite Bounds for Markov Source
By using Lemma 28 for Q Y n = P Y n and Lemma 9, we have the following achievability bound.
Theorem 25
Suppose that a transition matrix W satisfies Assumption 1. Let R := 1 n log M n . Then we have
From Lemma 30 and Proposition 2, we have the following converse bound.
Theorem 26
Suppose that a transition matrix W satisfies Assumption 1. Let R := 1 n log(M n /2). For any a < R < H W (X|Y ), we have
where θ(a) is the inverse function θ ↓ (a) defined by (48) , and
Proof: Theorem 26 can be shown by the same way as Theorem 12 with replacing the roles of Lemma 22 and Proposition 1 by Lemma 21 and Proposition 2.
Next, we derive tighter bounds under Assumption 2. From Lemma 28 and Lemma 10, we have the following achievability bound.
Theorem 27
Suppose that a transition matrix W satisfies Assumption 2. Let R := 1 n log M n . Then we have
From Lemma 32 and Proposition 1 15 , we have the following converse bound.
Theorem 28
Suppose that a transition matrix W satisfies Assumption 2. Let R be such that (n − 1)R + (1 + θ(a(R)))(a(R) − ξ(θ(a(R)))) = log(M n /2). 15 We cannot apply Proposition 2 here since we cannot apply Lemma 35 for φ(ρ; PXnY n |Q
). Instead, we need to apply Lemma 11. where θ(a) and a(R) are the inverse functions θ ↑ (a) and a ↑ (R) defined by (58) and (60) respectively,
δ 2 := (θ(a(R)) −θ)(a(R)) − ζ(θ(a(R)), θ(a(R))) + ζ(θ, θ(a(R))).
(239)
Proof: See Appendix I. We derive bounds for equivocation rate under Assumption 1 from Theorems 9 and 10 as follows. 
where θ(a) is the inverse function θ ↓ (a) defined by (48) .
Under Assumption 2, from Theorems 27 and 28, we have the following tighter bound. 
where θ(a) and a(R) are the inverse functions θ ↑ (a) and a ↑ (R) defined by (58) and (60) respectively.
Due to Lemma 8, the lower bound (245) and the upper bound (246) coincide when R is not less than the critical rate R cr .
Proof: (233) in Theorem 27 yields (245). Lemma 8 guarantees (247). So, we will prove (246). We fix s > 0 andθ > θ(a(R)). Then, (237) implies that
Similar to (167), taking the limits s → 0 andθ → θ(a(R)), we have
where (a) follows from (58). Hence, (251) and (248) imply that
which implies (246).
E. Moderate Deviation
From Theorem 25 and Theorem 26, we have the following.
Theorem 33
Suppose that a transition matrix W satisfies Assumption 1. For arbitrary t ∈ (0, 1/2) and δ > 0, we have
Proof: This theorem can be shown by the same way as Theorem 18 by replacing (141) and (142) by (228) and (230), respectively.
F. Second Order
By applying the central limit theorem to Lemmas 27 and 31, and by using Theorem 2, we have the following.
Theorem 34
Suppose that a transition matrix W satisfies Assumption 1. For arbitrary ε ∈ (0, 1), we have
Proof: The central limit theorem for Markovian process [41] , [47] , [48] [36, Corollary 6.2.] guarantees that the random variable (log P X n |Y n (X n |Y n ) − nH W (X|Y ))/ √ n asymptotically obeys the normal distribution with the average 0 and the variance V W (X|Y V. CONCLUSION In this paper, we have derived the non-asymptotic bounds on the uniform random number generation with/without information leakage.
Here, we shall remark a difference between the practical importance of non-asymptotic results for the uniform random number generation. When we construct a practical system, we need to consider two issues:
• How to quantitatively guarantee the performance, • How to implement the system efficiently. The uniform random number generation do not have to care about decoding complexity although the coding problems requires decoding, which requires huge amount of calculation complexity. Furthermore, it is also known that universal 2 hash functions can be constructed by combination of Toeplitz matrix and the identity matrix. This construction has small amount of complexity and was implemented in a real demonstration [9] . Hence, our non-asymptotic results can be directly used as a performance guarantee of a practical system.
Recently, Tsurumaru et al [11] proposed a new class of hash functions, so called ε-almost dual universal hash functions. Then, the recent paper [10] invented more efficient hash functions with less random seeds, which belong to ε-almost dual universal hash functions. Hence, it is needed to extend our result to εalmost dual universal hash functions. Fortunately, another recent paper [29] has already shown similar results with ε-almost dual universal hash functions in the i.i.d. case. So, it is not so difficult to extend the results in [29] to the Markovian case.
APPENDIX A TAIL PROBABILITY
In converse proofs, we use some techniques to bound tail probabilities in [35] , [36] . For this purpose, we need to translate some terminologies in statistics into terminologies in information theory. In this appendix, we introduce some terminologies and bounds from [35] , [36] . For proofs, see [35] , [36] .
A. Single-Shot Setting
Let Z be a random variable with distribution P . Let 
By differentiating the CGF, we find that
We also find that
We assume that Z is not constant. Then, (261) implies that φ(ρ) is a strict convex function and φ ′ (ρ) is monotonically increasing. Thus, we can define the inverse function ρ(a) of φ ′ (ρ) by
Let
be the Rényi divergence. Then, we have the following relation:
The following bounds on tail probabilities will be used later.
Proposition 1 ([36, Theorem A.2])
For any a > E[Z], we have
Similarly, for any a < E[Z], we have 
B. Transition Matrix
The discussion in this and the next subsections is a generalization of that for the lower conditional Rényi entropy H ↓,W 1+θ (X|Y ) in the following sense. In these subsections, the set Z, and the functions g, g, and φ(ρ) are addressed. The set Z is the generalization of X × Y, and the functions g,g, and φ(ρ) are the generalizations of log W − log W Y , log P X 1 Y 1 − log P Y 1 , and −θH ↓,W 1+θ (X|Y ), respectively. Under this generalization, the same notation has the same meaning as for the lower conditional Rényi entropy H ↓,W 1+θ (X|Y ). Let {W (z|z ′ )} (z,z ′ )∈Z 2 be an ergodic and irreducible transition matrix, and letP be its stationary distribution. For a function g : Z × Z → R, let
We also introduce the following tilted matrix:
Let λ ρ be the Perron-Frobenius eigenvalue of W ρ . Then, the CGF for W with generator g is defined by
Lemma 34 The function φ(ρ) is a convex function of ρ, and it is strict convex iff. φ ′′ (0) > 0.
From Lemma 34, φ ′ (ρ) is monotone increasing function. Thus, we can define the inverse function ρ(a) of φ ′ (ρ) by φ ′ (ρ(a)) = a.
(272)
C. Markov Chain
Let Z = {Z n } ∞ n=1 be the Markov chain induced by W (z|z ′ ) and an initial distribution P Z 1 . For functions g : Z × Z → R andg : Z → R, let S n := n i=2 g(Z i , Z i−1 ) +g(Z 1 ). Then, the CGF for S n is given by φ n (ρ) := log E e ρSn .
We will use the following finite evaluation for φ n (ρ).
Lemma 35 ([36, Lemma 5.1])
Let v ρ be the eigenvector ofW T ρ with respect to the Perron-Frobenius eigenvalue λ ρ such that min z v ρ (z) = 1. Let w ρ (z) := P Z 1 (z)e ρg(z) . Then, we have
From this lemma, we have the following.
Corollary 1
For any initial distribution and ρ ∈ R, we have
The relation
is well known. Furthermore, we also have the following.
Lemma 36
For any initial distribution, we have
Finally, we also use the following bound on tail probabilities. 
Similarly, for any a < E[g], we have − log P {S n ≤ an} ≤ inf 
APPENDIX B PROOF OF LEMMA 13
We first prove the following lemma.
Lemma 37
Suppose that x 1 = x n . Then, we have
Proof: When cycle c = {(x 1 , x 2 ), . . . , (x n−1 , x n )} is a Hamilton cycle, the statement is obvious from the definition of H W ∞ (X). Otherwise, there exists a Hamilton cycle c ′ = {(x j , x j+1 ), . . . , (x k−1 , x k )} in c. Then, we have
Since c\c ′ is also a cycle, by repeating this procedure, we have the statement of the lemma. We now go back to the proof of Lemma 13. To prove the left hand side inequality of (90), we need to upper bound max x n P X n (x n ).
For a given x n satisfying the relation x 1 = x n , we chose an extension x m = (x 1 , . . . , x m ) of x n as follows. (1) x m is chosen to be x 1 . (2) The path c = {(x n , x n+1 ), . . . , (x m−1 , x m )} from x n to x m is chosen as the Hamilton path argmax c∈Cx n,x1 (xa,x b )∈ĉ W (x b |x a ). Then, we have
where (a) follows from Lemma 37. For a given x n satisfying the relation x 1 = x n , Lemma 37 implies that P X n (x n ) ≤ max x P X 1 (x)e −(n−1)H W ∞ (X) .
Since A ≤ 1, we have the left hand side inequality of (90) in the both case.
To show the opposite inequality, letx = argmax x P X 1 (x). Assume thatx = x * . Then, let x m be the sequence such that it start withx, the first part constitutes a Hamilton path c o = argmax c∈Cx ,x * (xa,x b )∈ĉ W (x b |x a ) and then the sequence corresponding to the cycle c * is repeated ⌈(n − |c o |)/|c * |⌉ times. Then, we have
≥ P X 1 (x)Ae −⌈(n−|co|)/|c * |⌉|c * |H W ∞ (X) (291)
≥ P X 1 (x)Ae −{(n−1)+|c * |}H W ∞ (X) .
Assume thatx = x * . Then, we construct x m in the same way with omitting the first part. So, we have max x n P X n (x n ) ≥ max x m′ P X m (x m′ ) ≥ P X m (x m )
≥ P X 1 (x)e −⌈n/|c * |⌉|c * |H W ∞ (X)
= P X 1 (x)e −{n+|c * |}H W ∞ (X)
Combining (293) and (296), we have the right hand side inequality of (90). 
where (a) and (b) follow from (299) and the pair of (301) and (303), respectively. Hence, we have the desired bound.
APPENDIX D PROOF OF LEMMA 16
Since 1 ≤ x W X|X ′ ,Y ′ ,Y (x|x ′ ,y ′ ,y) T (y|y ′ ) 1+θ ≤ |X |, we have
as θ → ∞. Thus, by the continuity of eigenvalues with respect to the matrix, we have κ θ → κ ∞ , which implies (102).
APPENDIX E PROOF OF THEOREM 6
To prove (103), we note that P X n |Y n can be written as P X n |Y n (x n |y n ) = P X 1 |Y 1 (x 1 |y 1 ) n i=2 W X|X ′ ,Y ′ ,Y (x i |x i−1 , y i−1 , y i ).
(310)
Thus, in a similar manner as the proof of Lemma 13, we can derive an upper bound and a lower bound on H ↓ ∞ (X n |Y n ), from which we can derive (103). On the other hand, to show (104), we have e −H ↑ ∞ (X n |Y n ) = y n P Y n (y n ) max x n P X n |Y n (x n |y n ) (311) = P Y 1 (y 1 ) max
W Y (y i |y i−1 )T (y i |y i−1 ).
Thus, in a similar manner as the proof of Lemma 10 shown in [31, Lemma 10], we can derive an upper bound and a lower bound on H ↑ ∞ (X n |Y n ), from which we can derive (104).
APPENDIX F PROOF OF LEMMA 25
Then, for ρ ≤ 1, we have 
Here, we set ρ = ρ(a) and a = a(R). Then, by noting (52), we have |Ω| ≤ e R = Mν.
Thus, by using Lemma 24, we have (133).
APPENDIX G PROOF OF THEOREM 13
The proof proceed almost in a similar manner as the proof of Lemma 25. Let Ω = x n : log 1 P X n (x n ) ≤ an .
Then, for any ρ ≤ 1, we have |Ω| ≤ e (1−ρ)an+φ(ρ;P X n ) (319) = e (1+θ)an−θH 1+θ (X n ) (320) ≤ e (1+θ)an−(n−1)θH W 1+θ (X)−δ(θ) ,
where we changed variable as ρ = −θ and used Lemma 9. Here, we set θ = θ(a) and a = a(R). Then, by noting (52), we have |Ω| ≤ e (n−1)R+{(1+θ(a(R)))a(R)−δ (θ(a(R)))} (322)
Thus, by using Lemma 24, we have
Finally, by using Proposition 2, and changing the variable asρ = −θ, we have the assertion of the theorem. 
APPENDIX H PROOF OF LEMMA 33 Let
where (a)and (b) follow from (11) and (10), respectively. Thus, by setting θ = θ(a) and a = a(R), and by noting (22), we have |Ω y | ≤ e R = Mν.
Thus, from Lemma 32, we have (218).
APPENDIX I PROOF OF THEOREM 28
The proof proceed in a similar manner as the proof of Lemma 33. Let Ω y n = x n : log P (1+θ) Y n (y n ) P X n Y n (x n , y n ) ≤ an .
Then, for any θ ≥ −1, we have (cf. the proof of Lemma 33)
|Ω y n | ≤ e (1+θ)an−θH ↑ 1+θ (X n |Y n )
≤ e (1+θ)an−(n−1)θH ↑,W 1+θ (X|Y )−(1+θ)ξ(θ) ,
where we used Lemma 10 in the inequality. Here, we set θ = θ(a) and a = a(R). Then, by noting (60), we have |Ω y n | ≤ e (n−1)R+{(1+θ(a(R)))(a(R)−ξ (θ(a(R))))} (334)
Thus, by using Lemma 32, we have ∆(M n ) ≥ 1 4 P X n Y n log P (1+θ(a(R))) Y n (y n ) P X n Y n (x n , y n ) ≤ a(R)n .
Here, we denote the CGF with Z = log Q Y (Y ) P XY (X,Y ) by φ(θ; P XY |Q Y ). Then, we have
Applying (267) of Proposition 1 to the random variable Z = log P (1+θ(a(R))) Y (Y ) P XY (X,Y ) , we have − log P X n Y n log P (1+θ(a(R))) Y n (y n ) P X n Y n (x n , y n ) ≤ a(R)n ≤ inf s>0 ρ∈R,σ≥0 φ((1 + s)ρ; P X n Y n |P (1+θ(a(R))) Y n ) − (1 + s)φ(ρ; P X n Y n |P (1+θ(a(R))) Y n ) − (1 + s) log 1 − e −[σa−φ(ρ+σ;P X n Y n |P (1+θ(a(R))) Y n )+φ(ρ;P X n Y n |P (1+θ(a(R))) Y n )] /s. We choose the variableρ to be −θ and restrict the variable σ to beθ − θ(a(R)) with the conditioñ θ > θ(a(R)). Then, we use (337) and Lemma 11. Hence, we have the assertion of theorem.
