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Über das Haarsche Lemma in der Variationsrechnung 
und seine Anwendungen. 
Von A. SÓLYI in Budapest. 
Einleitung. 
Die Untersuchung der ersten Variation in der Theorie der mehr-
dimensionalen Variationsprobleme führt zu folgender Frage. Wie sollen 
die Funktionen g, vlt v3, . . ., vn beschaffen sein und was für Zusam-
menhänge sollen zwischen ihnen gelten, damit die folgende Bedingung 
erfüllt sei: Es soll in einem H-dimensionalen Gebiet B 
(dV=dx-Ldxi... dx„) 
gelten für alle einmal stetig differenzierbaren t, die am Rande von B 
verschwinden. Es ergibt sich nämlich mit den üblichen Methoden für 
das Variationsproblem 
(2) / = J / f o , xt,. .., xn, z, p1, p 2 , . . . , pH)dV= Extremum 
B 
(wo die Werte von z am Rande von B gegeben sind), als erste'not-
wendige Bedingung des Extremums, daß die Relation 
V) 1 dPi d X l + d p 2 dx2+---+dpn d x J d V - ° 
B 
für alle, am Rande verschwindenden £ gelte. Man pflegt das obige 
Integral die erste Variation des Integrals I (oder auch diejenige des 
Problems (2)) nennen/ Die Bedingung (3) kann also auch so ausge-
drückt werden, daß die erste Variation des Problems für alle, am Rande 
verschwindenden £ verschwinden soll. Ist diese Bedingung erfüllt, so 
heißt z eine Extremale des. Problems. 
.2 A. Sólyi 
B e m e r k u n g . Es genügt uns auf den Fall zu beschränken, wo 
es um ein Minimum handelt. (Der Fall eines Maximums kann auf diesen 
durch eine Multiplikation mit — 1 zurückgeführt werden.) 
In der älteren Behandlung wurden die Bedingungen (I) und (3) 
mit Hilfe des Greenschen Satzes (im Falle n = l mit einer partiellen 
Integration) so umgeformt, daß die Ableitungen von £ darin nicht mehr 
vorkommen. Dann wurde von folgendem einfachen Satz Gebrauch 
gemacht: Wenn eine Funktion auf jeder, am Rande verschwindenden 
Funktion £ orthogonal ist, dann ist sie identisch gleich 0. So ergibt 
sich die Euler—Lagra'ngesche Differentialgleichung: 
y d df _ df 
-fä dxa dpa dz 
Bei der Anwendung des Greenschen Satzes muß man voraussetzen, daß 
alle va ^bzw. - ^ - j nach sämtlichen Xß einmal stetig differenzierbar sind. 
Diese Voraussetzung kann — außer den für die Funktion / bezüglichen 
entsprechenden Annahmen — am einfachsten dadurch gesichert werden, 
daß man die Extremale z zweimal stetig differenzierbar annimmt. Diese 
Annahme ist aber unnötig stark, da nur die ersten Ableitungen im 
Problem vorkommen. Sie erschwert außerdem die Existenzbeweise für 
die Lösungen der Variationsprobleme und der damit verknüpften par-
tiellen Differentialgleichungen und die Untersuchung ihrer analytischen 
N^tur. 
Die Annahme der Existenz der zweiten Ableitung hat DU BOIS-
REYMOND in dem einfachsten, eindimensionalen Falle dadurch eliminiert, 
daß er anstatt des enthaltenden Gliedes das £ enthaltende Glied 
partiell integrierte und die weitere Betrachtung auf das folgende Lemma 
aufbaute: 
Es sei u(x) in dem abgeschlossenen Intervall (a, b) stetig. Gilt die 
Relation 
* 
Ju£'rf;t = 0 
a 
für jede, in a und b verschwindende und im Intervall stetig differenzier-
bare Funktion C(x), dann ist u eine Konstante. Dieses Lemma führt in 
dem eindimensionalen Falle ebenfalls zw der Euler—Lagrangeschen 
Differentialgleichung, aber in der verschärften Form, daß die Existenz 
der in der Differentialgleichung vorkommenden Ableitung 
02f 
nicht vorausgesetzt, sondern bewiesen wird. Wenn außerdem 
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•vorausgesetzt wird, dann ist z zweimal (sogar beliebig vielmal) diffe-
renzierbar. In den mehrdimensionalen Fällen kann man jedoch ein 
.ähnliches Resultat nicht erwarten. HADAMARD1) hat nämlich an einem 
einfachen Beispiel gezeigt, daß die zweiten Ableitungen der Extremale 
nicht notwendig existieren. 
ALFRED HAAR ist e s d e n n o c h g e l u n g e n , d i e d u B o i s - R e y m o n d -
sche Methode auf mehrdimensionale Probleme zu übertragen. Er baute 
seine Untersuchungen auf eine Verallgemeinerung des du Bois-Reymond-
•schen Lemmas auf, die im zweidimensionalen Falle folgendermaßen 
lautet :2) 
Es sei B ein Gebiet in der Ebene, g, u, v seien in diesem Gebiet 
stetige Funktionen. Wenn die Relation 
B 
•für jede, am Rande von B verschwindende, in B einmal stetig differen-
.zierbare Funktion K erfüllt ist, dann gibt es drei Funktionen G, U, V so, 
daß 
(4) g = - G r v , u = Uy, v=Vz, G+U+V= 0. 
Die Relation (4) kann auch in folgender Form ausgedrückt werden3) : 
Es gilt für jedes, im Inneren von B liegendes Gebiet T, das durch eine 
.stückweise stetig differenzierbare Kurve S berandet ist, die Relation 
J gdxdy — J (udy—vdx). 
• T s 
Wir geben in § 1 dieser Arbeit für das Haarsche Lemma' in dieser 
Integralform einen neuen Beweis. Der Vorteil dieses Beweises ist, daß 
1) J. HADAMARD, Sur les variations des integrales doubles, Comptes Rendus 
Paris, 144 (1907), S. 1092—1093. 
2) A. HAAR, A kettös integrálok variációjáról, Math, es Természettudományi 
Èrtesitô, 35 (1917), S. 1—19; A. HAAR, Über das Plateausche Problem, Math. Annalen, 
97 (1927), S. 124—158. HAAR hat in der zweiten angeführten Abhandlung d a s Lemma 
auch für den Fall ausgesprochen, wo g, u, v beschränkte und meßbare Funktion sind. 
3) Die so gewonnene Integralform des Haarschen Lemmas kommt für den 
bzw. 3-dimensionalen Fall in Haars zuletzt angeführten Abhandlung und in 
folgender Arbeit vor : A. Szücs , Sur la variation des intégrales tr iples et le théorème 
de Stookes, diese Acta, 3(1927), S. 81—95. Hier kommt nur der spezielle Fall ¿' = 0 
v o r ; der allgemeine Fall kann auf diesen durch Anwendung des Greenschen Satzes 
leicht zurückgeführt werden . Siehe noch M. CORAL, On the Necessary Condit ions 
for the Minimum of a Double Integral, Duke Math. Journal, 3 (1937), S. 585—592. 
Die Integralform kommt übrigens im 2- und 3-dimensionalen Falle als ein Zwischen-
resul tat zur Ableitung des Differentialgleichungssystems z. B. in HAARS bzw. S z ü c s ' s 
angeführten Abhandlungen vor. Es ist also in ihrer Ableitung implizite der Satz 
•enthalten, daß aus der Integralform die Differentialgleichungssystem-Form folgt. 
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er gleichzeitig in beliebig vielen Dimensionen ausgeführt werden kann.. 
Dagegen ist die Methode, womit HAAR sein Lemma für den mehr-
dimensionalen Fall bewiesen hat4), rekursiver Natur: sie führt den /z-di-
mensionalen Fall auf den n — 1-dimensionalen zurück. (Z. B. den 2-di-
mensionalen auf das Du Bois-Reymondsche Lemma, während die an-
zuwendende Methode auch für dieses einen neuen Beweis liefert.) Wir 
geben auch einen einfacheren Beweis für die — von HAAR und SCHAUDER' 
bewiesene5) — Umkehrung des Haarschen Lemmas. 
HAAR hat sein Lemma auf solche Probleme angewendet, wo die 
Begrenzung des Integrationsgebietes B fest ist (also der Typ (2) vorliegt). 
So konnte er die Bedingung für das Verschwinden der ersten Variation 
anstatt der Euler—Lagrangeschen Gleichung durch ein solches Glei-
chungssystem ausdrücken, in welchem nur die ersten Ableitungen der 
Extremale vorkommen. Wir werden dieses System das Haarsche Diffe-
rentialgleichungssystem des Problems (2) nennen. Das Haarsche Glei-
chungssystem in dem 2-dimensionalen Fall lautet, wie folgt: 
= d l ^ e u d £ = » v . G + U + V = Q 
dz dxdy' dx dy ' dy dx ' ^ ^ 
Die Probleme mit einer variierender Begrenzung hat GERGELY6)' 
mit Hilfe des Haarschen Lemmas behandelt. Wir werden das Gergely-
sche Ergebnis für den sogenannten zylindrischen Fall wesentlich ein-
facher ableiten. 
In § 2 wenden wir das Haarsche Lemma in der Jacobischen. 
Theorie der zweiten Variation an. 
Die klassischen Methoden ergeben, daß für das Vorhandensein 
eines Minimums in dem Variationsproblem (2) außer dem Verschwinden 
der ersten Variation auch die folgende Bedingung erfüllt werden soll:: 
a= 1 dz dp dxa 
+ ± J L J L W o 
«Mr 9padpß dxa dxßJ 
für alle zulässigen (das heißt: am Rande von B verschwindenden und' 
in B einmal stetig differenzierbaren) Das Integral an der linken Seite 
werden wir die zweite Variation des Integrals / (oder auch diejenige des 
Problems (2)) nennen. Die Bedingung (5) sagt also folgendes aus: die 
4) A. HAAR, Zur Variationsrechnung, Abhandlungen Math. Seminar Hamburg,. 
8 (1931), S. 1 - 2 7 . 
5) J. SCHAUDER, Über die Umkehrung eines Satzes aus der Variationsrechnung, 
diese Acta, 4 (1928 - 2 9 ) , S. 3 8 - 5 0 . 
G) F. GERGELY, Über die Variation von Doppelintegralen mit einer var i ierender 
Begrenzung, diese Acta, 2 (1924—26), S. 1 3 9 - 1 4 6 . 
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zweite Variation soll für alle zulässigen 'Q nicht negativ werden. Dazu 
äst aber notwendig, wie bekannt ist, daß die quadratische Form 
« £ 
a,ß=l OPaOPß 
keine negativen Werte annimmt, also positiv definit, oder semi-
definit ist. (Legendresche Bedingung.) Wir nennen Q die charakteris-
tische Form des Problems. In dem ersten Falle, also, wenn die charak-
teristische Form positiv definit für alle, in B liegenden Wertsysteme 
(xlt x2,..., x„) ist, sagen wir, daß die schärfere Legendresche Bedingung 
erfüllt ist und nennen das Problem (2) bezüglich der Extremalen z 
elliptisch. Wir werden uns im folgenden nur auf elliptische Probleme 
beschränken. 
Die klassische Variationstheorie ordnet nun zu jeder zweimal diffe-
renzierbaren Extremalen z zwecks weiterer Untersuchung der zweiten 
Variation folgende, sogenannte akzessorische (Jacobische) Differential-
gleichung zu: 
9 2 / y 9 2 / du = y d f d2f du d*f \ 
dz- ü <¿1 dzdpa dxa~ a¿idxa[dpadpp dxß + dzdpa ")' 
•wo Ii die unbekannte Funktion ist. Den zwischen dieser partiellen 
Differentialgleichung und dem Vorzeichen der zweiten Variation be-
stehenden Zusammenhang drücken folgende Sätze aus: 1. Wenn die 
akzessorische Differentialgleichung eine solche Lösung hat, welche weder 
im Inneren, noch auf dem Rande von B verschwindet, so ist die zweite 
Variation für alle zulässigen 'C positiv. 2. Wenn die akzessorische Diffe-
rentialgleichung eine solche nidit triviale Lösung hat, welche an einer, 
. im Inneren von B liegenden, glatten, geschlossenen Fläche S verschwindet, 
dann gibt es ein solches zulässiges t, für welches die zweite Variation 
negativ wird. Es ist ferner bekannt, daß, wenn z — zix^.x^,..., x„, t) 
für alle Werte des Parameters t Extremale des Problems (2) ist, dann 
dz 
ist u — ~ eine Lösung der akzessorischen Differentialgleichung. 
In der akzessorischen Differentialgleichung kommen auch die zweiten 
Ableitungen der Extremalen vor. HAAR hat aber die obigen Sätze auch 
auf den Fall übertragen, wo ftur einmalige stetige Differenzierbarkeit 
der Extremalen angenommen wird. (Siehe 4 ) ) Zu diesem Zwecke hat er 
die akzessorische Differentialgleichung durch ein Differentialgleichungs-
system ersetzt, in welchem nur die ersten Ableitungen von z vorkommen. 
Formal entsteht dieses System aus dem Haarschen Differentialgleichungs-
system durch dasselbe Verfahren (Polarisieren), wie die akzessorische 
Gleichung aus der Euler—Lagrangeschen. Wir leiten die Haarschen 
Ergebnisse im § 2 dadurch einfacher ab, daß wir anstatt des akzesso-
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rischen Differentialgleichungssystems das sogenannte akzessorische-
Problem zu Grunde legen7) und die (verallgemeinerten) Haarschere 
Relationen dieses Problems anwenden. 
Wir führen zur Vereinfachung der Schreibweise vektorielle Be-
zeichnungen ein; wir schreibenz. B. die Gleichung (1) folgendermaßen: 
u 
wobei o den Vektor (vuv2,.. .,vn), grad £ den Vektor ( j ^ -
bedeutet. Wir machen außerdem von folgender, im Tensorkalkül übli-
cher Schreibweise Gebrauch: Wenn ein, durch eine griechische Buch-
stabe bezeichneter Index in einem Gliede zweimal vorkommt, dann soll 
für die Werte 1, 2 , . . . , n von diesem Index summiert werden. Man schreibt 
z. B. die charakteristische Form kürzer s o : 
Q { l ) ) = i £ m y a y t i ; 9 = < * . 
Diese Bezeichnungen ermöglichen uns die ganze Betrachtung in n 
Dimensionen vollzuführen, ohne, daß unsere Formeln und Rechnungen 
komplizierter werden, als diejenigen im 2-dimensionalen Fall. 
§ 1. Das Haarsche Lemma und seine Korollare. 
1. D a s H a a r s c h e Lemma. S a t z . Es sei B ein n-dimensionales 
Gebiet. g{x1 x„) und v(xu ..., x„) sei eine in B stetige skalare,. 
bzw. n-dimensionale Vektorfunktion. Wenn 
(7) = J (ggr + » grad 0 rf V = 0 
B 
ist für alle, am Rande des Gebietes B verschwindenden, stetig differenzier-
baren £ dann gilt 
(8) ¡ g d V ^ n u d S 
T s 
für jedes, im Inneren von B liegende Gebiet T, welches von einer glatten 
(also mit einer stetigen Normalen versehenen) doppelpunktlosen n—1 -di-
mensionalen Fläche S begrenzt wird8). (Hier bedeutet u„ die äußere normale 
7) Dieses akzessorische Variationsproblem kommt auch in folgender Arbeit 
vor : W. T. REID, The Jacobi Condition for the Double Integral problem of the 
Calculus of Variations, Duke Math. Journal, 5 (1939), S. 856—870. REID überträgt 
einige Sätze der Jacobischen Theorie auf den Fall, daß die zweimalige Differenzier-
barkeit der Extremalen. nicht angenommen wi rd ; seine Untersuchungen sind aber 
komplizierter als die unseren. 
s) Wenn der Rand von B eine glatte Fläche ist, dann kann T mit B zusam-
menfallen. Dieselbe Bemerkung gilt auch für die späteren Verallgemeinerung des-
Haarschen Lemmas. 
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Komponente von o.) Das Lemma gilt auch im Falle, daß gund u nur beschränkt 
und meßbar angenommen werden. Dann wird aber der obige Zusam-
menhang nicht für alle, sondern nur für — in einem gewissen Sinne — 
fast alle S gelten. Wir verstehen darunter folgendes: wenn eine Schar 
S;. glatter, geschlossener Flächen gegeben ist, welche in ihrer Gesamtheit 
den Raum einmal schlicht ausfüllen (z. B. eine konzentrische Kugelschar), 
dann gilt die Gleichung (8) für fast alle Sx und die von ihnen begrenz-
ten Tz. 
Um den Satz kürzer aussprechen zu können, führen wir folgende 
Ausdrucksweise ein: Wenn (7) für alle, am Rande von B verschwinden-
den, stetig differenzierbaren £ erfüllt wird, dann sagen wir, daß die 
erste Variation des Paares (g, d) gleich 0 ist und nennen das Paar (g", o) 
ein Variationspaar9). Wenn (8) für fast alle, im Inneren von B 
liegenden glatten geschlossenen Flächen 5 und für die von denselben 
begrenzten Bereiche T erfüllt ist, dann sagen wir, daß für das Paar 
(g, o) die Haarschen Relationen in B erfüllt sind, bzw. daß o) in B 
ein Haarsches Paar ist. Wenn kein Mißverständnis zu befürchten ist, 
dann lassen wir die Benennung des Bereiches weg. Mit dieser Definition 
können wir das Haarsche Lemma folgendermaßen abfassen: 
Jedes beschränkte und meßbare Variationspaar ist-ein Haarsches Paar. 
B e w e i s . Wir beweisen das Lemma vorerst für den einfachsten 
Fall, daß t> stetig differenzierbar ist. 
Es folgt aus dem Verschwinden der ersten Variation für jede am 
Rande des Gebietes T verschwindende £ die Gleichheit : 
J' ( t e + ü g r a d Q r f l ^ O . 
T 
Es folgt daraus infolge des Gaußschen Divergenzsatzes, daß 
j* 'Q(div v — g) d V= | Cü„ dS = 0. 
T 8 
Da £ — von den oben erwähnten Beschränkungen abgesehen — will- . 
kürlich ist, folgt aus dem klassischen Satze der Variationsrechnung, daß 
g " = d i v u . 
Man bekommt daraus mit Hilfe des Gaußschen Satzes das Haarsche 
(df 1 
9) Z. B., wenn z eine Extremale des Problems (2) ist, dann ist I — j (g l ein 
Variationspaar, wo der Vektor 
( I L I L J L ) 
U p x ' dp, d p j 
durch © bezeichnet wurde. 




Wenn o nur stetig angenommen wird, dann führen wir zuerst ein 
stetig differenzierbares Hilfspaar (G, 33) durch folgende Definition ein: 
1*1 un 
G(x, u) = [ . . . \ g ( x + u)du 
0 0 
«1 "n 
5B(x, « ) = / . . . f v(x + u)du. 
Wir haben in der Formel der Kürze halber G(x, u), g(x + u), du 
statt G ( X , . . uu . . . , u„), £•(*! + « ! , . . .,x„ + u„) bzw. du1du2...du„ 
geschrieben. Damit diese Definition immer einen Sinn hat, nehmen 
wir an, daß g und u auch außerhalb von B stetig sind. Dies ist keine 
Beschränkung. Wenn es nämlich anders wäre, dann könnten wir (g, o) 
stetig fortsetzen. 
Wir behaupten, daß wenn u? + u | + . . , + u2„<:d, wobei d eine 
willkürliche positive Zahl bedeutet, dann verschwindet die erste Variation 
des Paares (G, §8) in jedem solchen Bu welches im Inneren von B von 
dessen Begrenzung, mindestens d weit entfernt liegt. Der Beweis dieser 
Behauptung ist folgendes. Es ist leicht zu sehen, daß es aus' dem Ver-
schwinden der ersten Variation von (g(x), v(x)) folgt, daß auch die 
erste Variation von (g(x-\- u), v(x-\- u)) verschwindet, d. h. 
J t e ( * + " K ( x ) + »>(x + u ) g r a d g i / y = 0 . 
für jedes, in B t zulässige c10). Wir integrieren diese Gleichung nach-
einander nachi/x, u 2 , . . . , « „ . Dann bekommen wir, daß auch die erste 
Variation von (G(x, «)., SS(x, «)) in BY verschwindet. Es ist aber hier 
u) für jedes x stetig differenzierbar. Dies kann so eingesehen 
werden, daß man 93 durch Einführung neuer Integrationsveränderlichen 
auf die Form 
Xi + H, x„ + u„ 
5B(x,a)= J ... J n{y)dy 
X1 x„ 
bringt. Wir haben aber für den Fall stetig differenzierbarer 33 die Gül-
tigkeit des Haarschen Lemmas bewiesen. Es gilt infolgedessen 
J G(x, u) dV= J u) dS 
10) Die in Bt zulässigen f sind in B nicht unbedingt zulässig. Man sollte 
dazu voraussetzen, daß die Differenzenquotienten von f am Rande von B t ver-
schwinden sollen. Von dieser Beschränkung kann man sich aber mit Hilfe der Methode 
der „Abrundung der Ecken" frei machen. 
9 A. Sölyi: Das Haarsche Lemma in der Variationsrechnung. 
"für TczBi. Wir differenzieren unter dem Integralzeichen nacheinander 
nach uu Uz u„ und setzen u1 = «2 = . . . = «„ = 0. Man bekommt so 
\g(x)dV= Jo„(x)rfS 
T s 
für jedes, im Inneren von Bj liegende, von einer glatten Fläche 5 be-
- grenzte T. Wir lassen d gegen 0 konvergieren. So bekommt man den 
Satz, daß g und o in ß ein Haarsches Paar bilden. 
Wir behandeln nun den Fall, in welchem g und o nur beschränkt v 
¡und meßbar angenommen werden. Die vorige Beweisführung wird sich 
nur so umgestalten, daß wir außer dem Hilfspaare (G, 23) noch das 
•durch die folgenden Gleichungen definierte Hilfspaar (Ga, SßJ einführen: 
«l "n 
G 1 (x ,u) = f . . . f G(x,u)du, 
ö ö 
«1 «n 
^ ( x , a)= j . . . f 5B(x, u)du. 
ö ö 
'Die Schlußfolgerung wird, so umgeändert, daß die Haarschen Relationen 
nur für fast alle Flächen gültig sind, da das Differenzieren unter dem 
Integralzeichen nur für fast alle Flächen erlaubt ist. 
2. Die Umkehrung des Haarschen Lemmas. Satz. Jedes be-
schränkte und meßbare Haarsche Paar ist ein Variationspaar. 
B e w e i s . Es seien zuerst g und t) stetig differenzierbar ange-
nommen. Dann schreiben wir die Haarschen Relationen für Kugeln mit 
dem Mittelpunkt x auf und lassen den Halbmesser der Kugeln gegen 0 
konvergieren. So ergibt sich : 
. g " = d i v o . 
Das Verschwinden der ersten Variation folgt daraus trivial infolge des 
Gaußschen Satzes. Wenn g und u nur beschränkt und meßbar ange-
nommen werden, dann zeigt man zuerst durch eine Integration (ähn-
lich, wie bei dem Beweis des Haarschen Lemmas), daß die Haarschen 
Relationen auch für (G, 93), bzw. (G1( 930 e r f ü l l t sind. Es folgt aber 
infolge der früher bewiesenen, daß auch die erste Variation von (G1; 33i) 
verschwindet. Daraus folgt durch ein Differenzieren der Satz für den 
allgemeinen Fall. (Das Differenzieren unter dem Integralzeichen ist erlaubt, 
da in der Formel nur Volumenintegrale vorkommen, aber keine Flächen-
integrale.) 
3. Die Verallgemeinerung des Haarschen Lemmas. Wenn die 
•erste Variation eines beschränkten und meßbaren Paares (g, u) in einem 
Gebiet B verschwindet, dann gilt für jede, einer Lipschitzschen Bedingung 
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genügende Funktion rp(x) die Relation 
K W ) = J (SrP + o grad rp) d V= [ r/> u„ dS 
r n 
für fast alle in B liegenden geschlossenen glatten Flächen S und die 
von durdi sie begrenzten Bereiche T. (Im weiteren wird cp(x) Parameter-
funktion genannt). Mit anderen Worten: 
ist in B ein Haarsches Paar. 
Dasselbe gilt auch dann, wenn man anstatt des Verschwindens der 
ersten Variation voraussetzt, daß (g, u) ein Haarsches Paar ist. 
B e w e i s . Wir beschränken uns zunächst auf stetig differenzier-
bare cp(x). Wir setzen in der Formel der ersten Variation statt £(x) die 
Funktion </>(;c)£(x) e in: 
Dies kann offenbar auch so ausgedrückt werden, daß die erste Variation 
von (¿rgp + t) grad cp, <pu) verschwindet. Man wendet das Haarsche Lemma 
an und bekommt auf diese Weise den ersten Teil unseres Satzes, aber 
vorläufig nur für stetig differenzierbare cp(x). Für ein, einer Lipschitzschen 
Bedingung genügendes <p(x) folgt der erste Teil des Satzes dadurch,, 
daß man <p durch eine geeignete Folge stetig differenzierbarer Funktionen 
im Mittel so approximiert, daß auch die Gradienten der approximieren-
den Funktionen gegen grad </> konvergieren. Eine solche Approximation 
ergibt sich z. B. aus der Fourierschen Entwicklung von <p. Der zweite 
Teil des Satzes folgt aus der Umkehrung' des Haarschen Lemmas. 
B e m e r k u n g . Der jetzt bewiesene Satz ist eine fast triviale 
Verallgemeinerung des Haarschen Lemmas. Es ist doch zweckmäßig ihn 
gesondert auszusprechen, weil man sonst — statt Bezugnahme auf 
den Satz — den zu seinem Beweis notwendigen Kunstgriff (Ersetzung 
von £ durch cpt,) oft wiederholen müßte. Dieser Kunstgriff ist übrigens 
derselbe, mit welchem der Greensche Satz aus dem Gaußschen Satze 
abgeleitet wird. In unseren Betrachtungen spielt die verallgemeinerte 
Haarsche Lemma dieselbe Rolle, wie in den Haarschen Betrachtungen 
der Greensche Satz. Wir werden im späteren das verallgemeinerte 
Haarsche Lemma kurz auch „Lemma" nennen. 
4. Die Anwendung des Haarschen Lemmas auf das Va-
r ia t ionsproblem (2). Wenn z eine Extremale des Problems (2) ist, 
dann ist, wie in der Fussnote 9) schon bemerkt, n Va-
(g<P +1> grad tp, <p u) 
\[(g? + o g ^ d cp) l + (p u grad ?] d V ̂ = 0. 
u 
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riationspaar, wo 
( J / ef_ J f 
[dPl 1 dp,'' dpj 
bedeutet. Es ergibt sich also mit Hilfe des Haarschen Lemmas für jede 
in B liegende geschlossene glatte Fläche S und für das von ihm be-
grenzte Gebiet T die Relation 
T S S 
wovlt v2,..„ vn die Richtungskosinusse der äußeren Normale von 5 bedeuten. 
Wir werden diese Relation die Haarsche' Relation des Problems (2) nennen. 
Es ergibt sich aus der Umkehrung des Haarschen Lemmas, daß-
umgekehrt, wenn die Haarschen Relationen für das Paar j ^ , ©) bezüglich 
( dz0 
der Funktion z — z° Idas heißt die Werte z=z°(x), / 4 = - ^ e i n g e s e t z t j 
erfüllt werden, dann ist z° eine Extremale des Problems (2). 
5. Die Anwendung des Haarschen Lemmas auf Probleme 
mit einer variierenden Begrenzung. Wir betrachten das Problem (2), 
ohne daß die Werte von z an der Begrenzung von B vorgeschrieben 
wären. Im n + 1-dimensionalen (z, xlt x2 x„)-Raum betrachtet ist 
also die n — 1-dimensionale Begrenzung der n-dimensionalen Fläche 
z— 2(Xj,..., x„) nicht fest, sondern kann an derjenigen (/z-dimensiona-
len) Zylinderfläche frei variieren, welche senkrecht auf der Ebene 
( x l t . . x „ ) steht und durch den Rand von B hindurchgeht. Wir nehmen 
an, daß der Rand von B eine glatte Fläche 5 ist. Es ist aus der 
klassischen Theorie des Variationskalküls bekannt, daß, wenn z das 
Integral I bei dieser Konkurrenz zu einem Minimum macht, dann die 
Bedingung erfüllt wird: 
(9) = + + = 
Die klassischen Methoden setzen aber die zweimalige Differenzierbar-
keit der Extremale voraus. GERGELY0) hat die Bedingung für den Fall 
bewiesen, daß nur einmalige Differenzierbarkeit von z angenommen, 
wird. Wir werden die Gergelyschen Ergebnisse wesentlich kürzer be-
weisen. 
Man bekommt mit der bekannten klassischen Methode, daß die 
erste Variation verschwindet, das heißt 
(10) ( - ^ - e + S grade) rfV=0 
B 
(im Gegensatz zu den Problemen mit einer festen Begrenzung) für alle-
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stetig differenzierbaren gleichgültig, ob ? an 5 verschwindet, oder 
nicht. Es tritt also das verallgemeinerte Haarsche Lemma in Kraft. 
'Durch Anwendung desselben bekommt man: 
s 
• für jede stetig differenzierbare Parameterfunktion <p. Die linke Seite ist 
.aber wegen (10) gleich 0. Da cp an 5 willkürlich ist, ergibt sich die 
zu beweisende Gleichung (9). 
§ 2. Die Jacobische Theorie. 
6. Das akzessorische Problem. Es sei z eine Extremale des 
Problems (2). Man versteht unter dem zum Problem (2) (bezüglich der 
Extremale z) gehörigen akzessorischen Problem folgendes: 
J— J Q(u) c /V=Extremum, 
B 
wobei11) 
o , , , . . _ « • / . — — — 
dz¿ dzdpa dxa dpadpß dxa dxß 
d2f 2 , _ d2f du . , . 
'" + 2 T ^ T " 1 ( g r a d ")• dz2 dzdpa dxa 




wo £2(u, v) die zur quadratischen Form £2(«) gehörige bilineare Form 
/ i « ni ^ Pf , °2f ( d v . d u \ I °2f d u d v 
ö2/ , 92/ d(uv) , , , , — + — Q , (grad w, grad v) 
dz2 <JZ (Jpa 0xa 
bedeutet. Hier bedeutet Q(a, 6) die zu Q gehörige bilineare Form: 
Man kann die zweite Variation des ursprünglichen Problems mit 
Hilfe der Form Q folgendermaßen schreiben: 
.(14) / : ' ( S ) = J ß ( S ) r f K . 
n ) Wir machen darauf aufmerksam, daß man für jeden griechischen Index, 
• der in einem Gliede zweimal vorkommt, , von 1 bis n zu summieren hat. 
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ist und die Komponenten des Vektors u sind: 
_ 02f . d2f du 
dz dpa dPad 
du 
dpadpß dXß ' 
Es ist also die Haarsche Relation des akzessorischen Problems 
7. S a t z . Wenn das Problem elliptisch ist und seine Extremale-
z stetig differehzierbar ist, dann gelten die folgenden Sätze :• 
1. Wenn das akzessorische Problem eine stetig differenzierbare 
Extremale u hat, welche in dem abgeschlossenen (das heißt; mit seinen 
Häufungspunkten ergänzten) Bereiche B nirgends verschwindet, dann ist 
die zweite Variation für jedes nicht identisch verschwindende, zulässige • 
(also am Rande von B verschwindende, stetig differenzierbare) K positiv. 
2. Wenn das akzessorische Problem eine stetig differenzierbare 
Extremale u besitzt, welche auf einer, im Inneren von B liegenden, glatten, 
geschlossenen Fläche S überall verschwindet, aber grad u auf S nicht 
identisch verschwindet, dann gibt es ein solches zulässiges 'Q, für welches • 
die zweite Variation negativ ist. 
3. Wenn z(x, t) eine Extremalenschar des ursprünglichen Problems 
dz 
mit dem Parameter t ist, und z = nach x1,x2,...,x„ einmal stetig 
differenzierbar ist, dann ist z eine Extremale des akzessorischen Problems. 
B e w e i s . 1. Es sei t zulässig und verschwinde nicht identisch, 
in B, es sei weiter u eine in B nirgends verschwindende Extremale 
n 
des akzessorischen Problems. Dann ist a u c h e i n e zulässige Funktion. -
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in Betracht genommen werden, dann bekommt man : 
a ( , . ü ) = U C • + 2 t « + Q L a d g r ad ü ] = [ u J dz2 dzdpa dXa \r u J 
= 0 ( 9 - Q(gradC) + 2 - i - Q(grad u, grad 9 - -jjr Q ( g r a d u ) = 
= fl(C)-Q^grade--|-gradu 
= i 2 ( Ö - Q ( « g r a d - | 




Hier verschwindet grad — nicht identisch in B, weil sonst —konstant & u u 
wäre, gegen unsere Annahme, daß £ am Rande überall, im Inneren 
aber nicht überall (evtl. nirgends) verschwindet. Da Q positiv definit 
ist, ist die rechte Seite positiv. Es gilt also — Gleichung (14) in Be-
tracht genommen — 
/ " © > 0 . 
2a. Wir zeigen zuerst, daß die zweite Variation durch ein nicht 
identisch verschwindendes, stetiges und mit Ausnahme auf der Fläche 
S stetig differenzierbares 'Q — ^ zum Verschwinden gebracht werden 
kann. Wir wählen zu diesem Zwecke für t1 die folgende Funktion: 
^ | u in T 
-1 | 0 sonst, 
wo u die auf der Fläche 5 verschwindende Extremale des akzessorischen 
Problems, T das von 5 begrenzte Bereich bedeutet. Obwohl ^ keine 
zulässige Funktion ist, ergibt sich mit Hilfe der Methode der Abrundung 
der Ecken, daß die erste Variation für ^ verschwindet, das heißt 
H 
In unserem Fall gilt aber 
U(u,Z1) = Q(£11Zl) = Si(S1). 
(Innerhalb S infolge u = £lf außerhalb 5 darum, weil beide Seiten ver-
schwinden.) Es gilt also in der Tat 
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2b. Es sei nun 
£2 = + kv, 
wo v eine später zu wählende, am Rande von B verschwindende Funk-
tion, k eine später zu wählende Konstante ist. Es gilt offenbar 
(16) /"(&) = J ß ( £ , ) dV= J ß ( e x ) dV+ 2k¡Q&, v) dV+ k> J Q(v) dV. 
B B Ii B 
D a für jedes zulässige 
-!/'(£) = J ß ( a , C) dV= J(gl + v grad Q d V= 0 
2 
B B 
ist, ergibt sich, wenn man das Lemma mit der Parameterfunktion v für 
die Fläche 5 anwendet: 
¡ß(C1,v)dV=fß(u, v)dV=j (gv +1) grad v)dV= jvovdS = 
B T T s 
s s 
(Hier wurde schon in Betracht genommen, daß u auf S verschwindet.) 
Wir behaupten, daß es ein solches v gibt, für welches 
<17) J i ;Q(gradu, f ) d S + 0 
s 
ist. 
Es wäre nämlich im entgegengesetzten Falle: 
Q (grad u, v) = 0. 
Wir werden zeigen, daß dies mit unserer Annahme grad ue|sO auf 5 
zu einem Widerspruch führt. Es gilt nämlich 
Q(grad u, v) — et grad u, 
wobei et den Vektor mit den Komponenten 
ißf 
aa = „ -1 . vß 
dp«. dPß 
bedeutet. Wenn das obige skalare Produkt verschwindet, dann ver-
schwindet auch die in die Richtung von a weisende Komponente von 
grad u. Diese Richtung fällt nicht in die Tangentenebene von 5. Es 
wäre nämlich im entgegengesetzten Falle 
im Widerspruch mit der Definitheit von Q. Es verschwinden aber an-
dererseits auch die in die Tangentenebene von S fallenden Komponenten 
von grad u, weil u auf 5 konstant (nämlich gleich 0) ist. Es würde 
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daher folgen, wenn (17) unrichtig wäre, daß jede Komponente von' 
grad u gleich 0 ist. Dies stimmt aber nicht mit unserer Annahme 
überein. Somit ist also (17) bewiesen. 
Es ergibt sich aus (17), daß die rechte Seite von (16) für geeignete 
Werte von k negativ ist. (Nämlich für solche, welche ein mit J ß ( « , v)dV 
T 
entgegengesetztes Vorzeichen und einen hinreichend kleinen absoluten 
Betrag haben.) Man kann aus dem (nicht unbedingt zulässigen) £a mit 
der Methode der Abrundung der Ecken auch ein zulässiges £ konstru-
ieren, für welches /"(£) ebenfalls negativ ausfällt. 
3. Da z(x, t) für alle Werte von t eine Extremale des Problems 
(2) ist, gilt infolge des Lemmas für jede glatte, geschlossene Fläche S 
die Relation 
T s s 
Wenn man dies nach t differenziert, dann bekommt man die Relation: 
T s 
Dies ist a'ber gerade die Haarsche Relation des akzessorischen Problems 
für u = z; es ist also z eine Extremale des akzessorischen Problems.. 
(Eingegangen am 30. Juli 1941.) 
