We consider estimation of a linear or nonparametric additive model in which a few coefficients or additive components are "large" and may be objects of substantive interest, whereas others are "small" but not necessarily zero. The number of small coefficients or additive components may exceed the sample size. It is not known which coefficients or components are large and which are small. The large coefficients or additive components can be estimated with a smaller mean-square error or integrated mean-square error if the small ones can be identified and the covariates associated with them dropped from the model. We give conditions under which several penalized least squares procedures distinguish correctly between large and small coefficients or additive components with probability approaching 1 as the sample size increases. The results of Monte Carlo experiments and an empirical example illustrate the benefits of our methods.
Introduction
We consider the mean-regression models (1) and random in model (2), and the i ε 's are unobserved mean-zero random variables. In model
(1), the j β 's are unknown constant coefficients. In model (2), the j f 's are unknown functions.
We assume without loss of generality that the data are centered and the j f 's are normalized so that there is no intercept in either model. In model (1), we also assume that Note that (4) is a special case of the GSC. In practice, the GSC can be a more realistic formulation of sparse models than is (4). Let 0 A denote the complement of s A . We define the elements of 0 A to be large coefficients. In the adaptive LASSO, we assume that the coefficients
We define a covariate to be important if its coefficient is in 0 A and unimportant if its coefficient is in s A . The other penalization methods that we consider require more restrictive definitions of the large and/or small coefficients. These definitions depend on the penalization method and are given in Section 3.2 of this paper.
In model (2), let 0 {1,..., } A p ⊂ again denote the set of large additive components. We define these to be components that are non-zero in the sense that and assume that the number of such components, q , is fixed as . Specifically, (5) is weaker than but includes as a special case the condition used by Huang, Horowitz, and Wei (2010) , which is that ( ) 0 In model (1), we assume that the number of large coefficients is fixed as . Thus, for example, if n → ∞ p is fixed, the small coefficients are smaller than and the large coefficients are larger than as . In this case, the mean-square estimation errors of the large coefficients are smaller if all the unimportant covariates are excluded from the model
than if any of the unimportant covariates is included. Thus, when the objective is to estimate one or more large coefficients, it is better to drop the unimportant covariates from the model.
The assumption that the number of large coefficients is fixed is motivated by applications in the social sciences. In these applications, it is not unusual for survey data to contain hundreds or thousands of variables that are arguably related to the dependent variable of interest in the sense of having non-zero j β coefficients in (1). However, in typical applications, most of these coefficients are thought to be small in the sense of having magnitudes and effects on the dependent variable that are smaller than the random sampling errors of their estimates. The "large" coefficients are typically few in number. For example, in an economic wage equation, the dependent variable is the logarithm of an individual's weekly wage, and the objects of interest are the coefficients of a few covariates such as an individual's years of education, years of laborforce experience, and labor union membership. However, widely available data sets for estimating wage equations can contain hundreds or even thousands of variables that may be weakly related to wages. It is not clear a priori which of these variables should be included in a wage equation, though it is clear that including all of them will result in very imprecise estimates of the coefficients of interest. This illustrates the usefulness of a systematic method for discriminating between covariates with large and small coefficients. We give conditions under which certain penalized least squares estimators do this with probability approaching 1 as .
n → ∞
In model (2), the asymptotic distributions and, therefore, integrated mean-square errors of the estimators of the large j f 's is independent of the number of small j f 's, provided that this number is also fixed as (Horowitz and Mammen 2004) . We give conditions under which a penalized least-squares estimation procedure reduces the number of small n → ∞ j f 's to a fixed value when the number of covariates associated with small j f 's is an increasing function of . n Our objectives in this paper differ from those of most of the literature on estimation of high-dimensional mean-regression models. In most of the literature, the large j β 's or j f 's are assumed to be bounded away from zero, and the small ones are assumed to be exactly zero. The remainder of this paper is organized as follows. Section 2 presents a literature review. Section 3 describes penalized least-squares methods for selecting and estimating the large coefficients of model (1). These include the adaptive LASSO (Zou 2006 ) and a class of penalization methods that includes the bridge, SCAD, and MC penalties as special cases. Section 4 deals with model (2). Section 5 presents the results of a Monte Carlo investigation of the numerical performance of the adaptive LASSO. Section 6 presents an empirical example, and Section 7 presents concluding comments. The proofs of theorems are in the appendix, which is Section 8.
Review of the Literature
LASSO-type penalization methods for model selection (Tibshirani 1996) have attracted much attention in recent years. There is also a large literature on the use of LASSO for the related problem of prediction (see, e.g., Greenshtein and Ritov (2004) and Bickel, Ritov, and Tsybakov 2009 ). Meinshausen and Bühlmann (2006) and Zhao and Yu (2006) showed that, under a strong irrepresentable condition on the design matrix, the LASSO for model (1) Zou (2006) proposed the adaptive LASSO and gave conditions under which it is model-selection consistent when the number of covariates is fixed. Huang, Ma, and Zhang (2008) provided conditions under which the adaptive LASSO is model-selection consistent even when the number of covariates is as large as for some Huang, Horowitz, and Wei (2010) considered model (2) and showed that a form of adaptive group LASSO provides consistent model selection in a high-dimensional setting.
Non-LASSO penalization approaches have also been considered. Knight and Fu (2001) and Huang, Horowitz, and Ma (2008) established model-selection consistency of bridge estimators. Antoniadis and Fan (2001) proposed the SCAD penalty. Fan and Li (2001) ; Fan and Peng (2004) 
In this paper, we give conditions under which with probability approaching one as , several penalized least-squares procedures correctly distinguish between large and small coefficients or additive components under the GSC. No user-selected thresholds are needed. Minimization of (7) Under conditions (A1)-(A3) below, the LASSO selects (asymptotically) all coefficients that exceed a certain threshold. However, the LASSO also tends to select coefficients that are below the threshold. The adaptive LASSO is a way to correct LASSO's over-selection problem.
We use the following notation. For any , let {1,..., There are constants and such that 0 (i) with probability approaching 1 as .
Lemma 1 shows that with high probability, the number of covariates selected by the LASSO is a finite multiple of the number of covariates in 0 A (and, therefore, of the number of covariates with large coefficients). Moreover, all covariates exceeding the threshold in (ii) are selected with probability approaching 1 as . In particular, all of the covariates with large coefficients are selected with probability approaching 1 if 
Thus, with probability approaching 1 as , the adaptive LASSO selects all the covariates with large coefficients and drops the covariates with small coefficients in the sense that it sets the coefficients of those covariates equal to zero.
If, as often happens in social science applications, the total number of covariates is less than the sample size, then we can consider a model in which p is fixed as , the small coefficients satisfy , and the large coefficients satisfy
. It follows from Theorem 1 with 0 κ > 2 log n λ ∝ that as n , the adaptive LASSO estimates of the large coefficients are non-zero and the estimates of the small coefficients are zero. Moreover, a straightforward calculation shows that the mean-square error (MSE) of the adaptive LASSO estimator of each large coefficient is never larger and, except in special cases, is strictly smaller than the MSE of the ordinary least squares (OLS) estimator that is obtained when all covariates are included in (1). Thus, the adaptive LASSO improves the precision of the estimates of the large coefficients.
→ ∞
If p , we can consider a model in which the large coefficients satisfy for some constant
κ > , and 2 log p λ ∝ . Then it follows again from Theorem 1 that as , the adaptive LASSO estimates of the large coefficients are non-zero and the estimates of the small coefficients are zero. Moreover, the MSE of the adaptive LASSO estimator of each large coefficient is no larger and, except in special cases, is strictly smaller than MSE of the OLS estimator that is obtained by including in the model any group of up to
unimportant covariates or linear combinations of unimportant covariates. In summary, the adaptive LASSO estimator reduces the MSE of the estimator of any large coefficient if there is sufficient separation between the magnitudes of the large and small coefficients.
Penalized Least-Squares Estimation with Other Penalty Functions
We now investigate penalized least-squares estimation of model (1) with a class of penalty functions that includes the bridge, SCAD, and MC penalties. As in Section 3.1, we consider a two-step estimation procedure. The first step is the same as that in Section 3. 
In addition, we adopt the following more restrictive definitions of large and small coefficients. The SCAD and MC penalty functions satisfy (A6)(ii)(a). We write the SCAD penalty function as We now have the following result. Thus, under the conditions of Theorem 2, the second-stage estimator distinguishes correctly between large and small coefficients with probability approaching 1 as n . → ∞
The Nonparametric Additive Model
This section presents a method for selecting and estimating the large additive components There is no need to distinguish between large and small j f 's. Here, we consider the case in which the dimension of the model increases and may exceed as . We present a twon n → ∞ step procedure for selecting and estimating the large j f 's. The first step of the procedure consists of penalized least-squares estimation of series approximations to the j f 's using a group LASSO penalty function. Huang, Horowitz, and Wei (2010) and is the number of spline knots in . Define the centered B-splines
Define 
Order the j f 's so that the first q are large and the rest are small or zero.
Make the following assumptions. We now have the following result, which extends Theorem 1 of Huang, Horowitz, and Wei (2010) to the case in which some additive components may be small but are not necessarily zero. 
Theorem 3: In model (2), let (A9)-(A12) hold. In addition, let log( )
Under the conditions of Theorem 3, the group LASSO selects all of the large additive components of model (2) with probability approaching 1 as n . Moreover, the group LASSO selects only a fixed number of additive components. Part (iii) of the theorem states the rate of convergence of the estimated components.
→ ∞

Monte Carlo Experiments
This Moreover,
In the experiments reported here, Table 1 shows the mean-square errors of the estimates of 1 β obtained from applying OLS to the full model and to the model containing only the variables whose coefficients are large (the reduced model). These results are obtained analytically using the algebra of least squares. They show that the mean-square error is smaller when 1 β is estimated from the reduced model than when it is estimated from the full model. 
An Empirical Example
This section presents an empirical example that illustrates the application of the LASSO and adaptive LASSO in a setting where many coefficients are plausibly small but non-zero. arguable that all of the covariates affect productivity and, therefore, the hourly wage but that the effects of many covariates may be small.
Application of the LASSO and adaptive LASSO using the BIC to select the penalty parameter resulted in selection of 7 and 4 covariates, respectively. An asymptotic chi-square test does not reject the hypotheses that the coefficients of the variables not selected by the LASSO or adaptive LASSO are zero ( ). This implies that the values of these coefficients are small enough to be within random sampling error of zero. They are not necessarily equal to zero. 
Conclusions
In applications of mean regression analysis, it is often the case that there are many covariates whose effects on the conditional mean of the dependent variable are thought to be small but not necessarily zero and there relatively few covariates that have large effects on the conditional mean function. In such situations, the precision of estimating the large effects can be increased by leaving the covariates with small effects out of the model. However, it is rarely known a priori which covariates have large effects and which have small ones. This paper has given conditions under which the adaptive LASSO and several penalized least squares methods correctly distinguish between covariates with large and small effects in a linear model and a nonparametric additive model. Specifically, we have shown that with probability approaching one as the sample size increases, the adaptive LASSO and penalized least squares correctly distinguish between covariates with large and small effects under a generalized sparsity condition and other mild regularity conditions.
Proofs of Theorems
Proof of Theorem 1
Let
. The 
Therefore, by (A5). 
Therefore, by (A5). This completes the proof. ■ 6 ( )
Proof of Theorem 2: The proof takes place in 3 steps.
Step 1 consists of proving that 
Some algebra shows that this is equivalent to .
. 
