Its performance is studied in the context of Consultative Committee for Space Data Systems (CCSDS) 8-D 8-PSK Trellis Coded Modulation (TCM). It is observed that SPIK is highly spectrally efficient for nonlinear channels compared to linear modulations that use the conventional square root raised cosine (SRRC) filtering. An optimal receiver structure is described and suboptimal versions are investigated. The optimal receiver achieves excellent bit error rate (BER) performance. The performance of SPIK is studied for both travelling wave tube amplifier (TWTA) and solid state power amplifier (SSPA) models. It is observed that for nonlinear channels, SPIK based CCSDS provides significant benefits in spectral performance at the cost of nearly 1 dB in the BER performance over the SRRC based CCSDS, when the latter assumes perfect phase tracking. Further improvement in the BER performance of SPIK is possible at the cost of computational complexity, whereas an improvement in the SRRC approach involves more complexity and accurate parameter tracking of the nonlinear channel.
I. INTRODUCTION
The Consultative Committee for Space Data Systems (CCSDS) has recommended multi-dimensional 8-PSK Trellis Coded Modulation (TCM) for high data rate channels generally used in Earth Exploration Satellite missions [1] . This modulation comprises of a serial to parallel converter, a trellis encoder, a constellation mapper, and an 8-PSK modulator. The 8-PSK symbols are filtered with a square root raised cosine (SRRC) filter with a roll-off factor of 0.35 or 0.5. This filtering restricts the bandwidth occupied by the transmitted signal. At the receiver side, an SRRC matched filter, with the same rolloff factor as used at the transmitter side, is used for filtering and sampling the received noisy signal. The received samples are then processed for data detection.
The use of the SRRC filter at the transmitter side results in a highly spectrally efficient signal when a linear amplifier is used. Unfortunately, linear amplifiers are not as power efficient as nonlinear amplifiers. However, when a nonlinear amplifier is used, the SRRC filtered signal gives rise to significant spectral regrowth affecting the bandwidth efficiency of the system. Hence there is a need to look at the performance degradation of such systems and to explore new techniques to improve the spectral efficiency.
In this paper, we consider a modulation technique, first investigated in [2] . We call this technique the Smooth Phase Interpolated Keying (SPIK). It is shown in [2] that SPIK using Offset QPSK (OQPSK) has better spectral properties than GMSK with a bandwidth bit duration product BT b = 0.3, while still providing better bit error rate (BER) performance at the low signal-to-noise (SNR) region. The BER performance at the high SNR region is very similar. Thus SPIK has both spectral and power advantages over GMSK with BT b = 0.3, used in the Global Systems for Mobiles (GSM) standards.
The contributions of this paper are as follows. First, we propose a new method for obtaining the phase angles in the basic SPIK approach of [2] . Our method is simpler to implement, and avoids numerical overflow that can occur with the basic approach as proposed in [2] . Second, we present an optimal coherent receiver structure for SPIK modulation using our new phase angle method. Note that the work in [2] only considers a suboptimal receiver that uses a front-end low pass filter and symbol-by-symbol decision. Although an optimal receiver structure for the basic SPIK of [2] can be derived, it is more complex involving parallel branches in the trellis structure when a Viterbi algorithm is employed. Our numerical results show the BER performance for the optimal receiver and these results are compared with a conventional linear modulation that uses an SRRC pulse. Third, we study the spectral performance results for CCSDS modulation using both SRRC and SPIK modulations. Finally, the BER performance results for both the conventional CCSDS modulation with an SRRC filter and the CCSDS modulation with SPIK technique for travelling wave tube amplifier (TWTA) and solid state power amplifier (SSPA) models are presented.
II. SYSTEM MODEL

A. Conventional CCSDS 8-D 8-PSK TCM
The structure of the CCSDS modulator [1] used in this paper is shown in Fig. 1 . Serial data are converted into parallel form. For a spectral efficiency of 2 bits/s/Hz, the number of parallel bits, b, is 8. Let these bits be referred to as b 1 
The 8 PSK symbols thus generated are filtered using an SRRC filter.
B. SPIK
In this paper, we present an alternative modulation technique, called SPIK, that provides much better spectral efficiency for nonlinear channels than the SRRC modulation. The complex envelope of a SPIK signal may be described as
(1) where A is the amplitude, φ 0 is an initial carrier phase, T is the symbol period,
is an L-dimensional vector of the phase values of M -ary transmitted symbols, and q(·) is a waveform that depends on the phase vector θ n . For convenience, we keep L as an even number. Note that although (1) looks like a Continuous Phase Modulation (CPM) signal, the conventional CPM class of signals does not include time-varying phase response functions q(·) [3] . However, SPIK can be considered as a special case of a more generalized version of CPM signals. In the next section, we explain the SPIK technique in detail, and propose an improved version.
III. IMPROVED SPIK
The key to SPIK modulation is a smooth interpolated phase response function q(t−iT ; θ i ), where iT ≤ t ≤ (i+1)T . This function is obtained from the phase values of L transmitted symbols. However, the phase values of the L symbols need to be carefully adjusted in order to minimize spectral spread of the modulated signal. In [2] , the phase θ i of the i-th symbol is obtained as
where ∆θ i is the phase shift of the i-th symbol with respect to the previous symbol. For example, in the context of 8-PSK, the phase shift can be one of the phase values, Although this method provides good results, tracing back of the phase changes makes the current symbol phase dependent on a variable number of past symbols. Further, this approach may produce strong unwanted spectral lines [2] . Moreover, there are possibilities of numerical overflow in phase values. Finally, finding an elegant optimal receiver structure becomes a challenging task.
In order to overcome the above problems, we propose to use a 'maximally smooth' phase function for generating the phase values. The basic idea of 'maximally smooth' phase function is known. For example, the work in [4] discusses it in the context of analysis and synthesis of speech signals. In our case, we propose to obtain the phase θ i from θ i by
where θ i is the phase of the symbol a i measured modulo 2π. The integer P i is called here a phase smoothing constant (PSC). It is determined as the nearest integer to x, given by
The smooth phase values are next interpolated using cubic splines to generate symbol dependent phase functions q(·). As an example, consider a spline over L = 8 symbols. That is, we consider 8 knots. Let the phase values of the symbols during a window be θ i−7 , θ i−6 , · · · , θ i . In a discrete time implementation, let each symbol duration be interpolated for r = 16 uniformly spaced points. Then the middle portion of the spline (between phases θ i−4 and θ i−3 ) is retained. Next the spline is fitted over the phases θ i−6 , θ i−5 , · · · , θ i , θ i+1 , and the interpolated phase samples between phases θ i−3 and θ i−2 are retained. In this way, for every symbol period, a spline is fitted over the most recent 8 symbol phases, and the middle portion of the spline is used for transmission. The interpolated phase values can be filtered further to improve the spectral performance. Finally, the phase values are used to generate the In-phase (I) and Quadrature (Q) components, before being modulated with the carrier.
One problem with the above approach is the possibility of numerical overflow since the phase values can keep growing without any bound. In order to overcome this problem, we propose the following steps for implementing the SPIK technique:
1) Initialize θ 0 = θ 0 and repeat equation (3) 
where 'mod' denotes the modulo operation. 4) Obtain θ k+1 using equation (3). 5) Repeat steps 2), 3) and 4) for k = L, L + 1, · · ·. Note that the constant term, subtracted from all the phase values over the window in step 3), is a multiple of 2π, and so the spline remains the same except for a constant multiple of 2π.
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A. Symbol by symbol decision
The received signal is low pass filtered and sampled at the symbol rate. The sample values are then compared with the constellation points and a nearest neighbor decision is made. The low pass filter in this study is a fourth order Butterworth filter. The filter bandwidth plays an important role in the performance of the receiver. If the bandwidth is very large, more noise enters into the decision metric. On the other hand, a low bandwidth filter discards useful signal information. Figure 3 shows the peformance of SPIK for various 3-dB filter bandwidths, normalized with respect to the bit rate. It is observed that filter bandwidths in the range 0.6 -0.7 perform very well for the SNR values shown.
B. Optimal Detection
We present an optimal coherent receiver structure for discrete-time samples. The discrete-time samples are obtained by passing the signal y(t) through a low pass filter with a cut off frequency W f , where W f exceeds the bandwidth of the signal (1) . Since the signal is not strictly bandlimited, we consider the bandwidth where most of the energy is concentrated. The low pass filter is so selected that its output noise has a flat power spectral density. The filter output is sampled at the rate of r samples per symbol time with a sampling period T r = T /r. The maximum likelihood detector for these discrete time samples, therefore, minimizes the metric
Nr−1 l=0
|y l −ŷ l | 2 , whereŷ l is the estimate of the received sample y l = y(lT r ) corresponding to a hypothesized symbol sequence, and N is the number of symbols. The Viterbi algorithm (VA) is employed to find the optimal sequence, where the branch metric is given by
whereŷ l = A exp{jq((l − ir)T r ;θ i )} ignoring the initial phase φ 0 in (1). The waveform q(·) depends on the phase values of L symbols. However, unlike conventional applications of the Viterbi algorithm, the phase values of the symbols in the form of modulo 2π are not enough in this case since the PSCs are also required. We propose a novel technique to implement the Viterbi algorithm by maintaining a PSC vector
). An incoming symbol, associated with a branch in the VA, takes it to a state σ i+1 , 
V. DETECTION OF CCSDS SIGNALS
Both the conventional and SPIK modulated signals are investigated for the CCSDS scheme. In the conventional CCSDS case, the receiver consists of a front-end SRRC filter (matched filter) followed by a Viterbi detector. The symbol rate samples from the ouput of the SRRC filter enter the VA, where each branch metric computation requires 4 samples taken at the symbol rate. The VA operates with 64 states. There are 256 branches entering each state. So the decoding complexity is quite high.
The detector for CCSDS SPIK is also a symbol by symbol scheme. The received signal is low pass filtered using a fourth order Butterworth filter, and the output samples, taken at the symbol rate, are presented to the VA. The complexity is similar to the SRRC approach. The optimal receiver for SPIK is not implemented due to high numerical complexity of the VA, while less complex suboptimal versions are still under investigation. Note that a more optimal receiver for the SRRC approach has not only high numerical complexity but also parameter tracking issues, since the non-linear amplifier distorts the pulse shape. This problem does not arise with SPIK due to its constant envelope property.
VI. NUMERICAL RESULTS
The spectral and BER performance results are presented in this section. The SPIK is implemented using r = 16 samples per symbol interval. Two types of nonlinear amplifiers are used. The TWTA model [5] produces the following Amplitude Modulation to Amplitude Modulation (AM/AM) and Amplitude Modulation to Phase Modulation (AM/PM) effects.
where u is the voltage envelope of the input signal, V is the voltage envelope of the output signal denoting the AM/AM effect, and Φ is the AM/PM effect. In our simulation study, we use α a = 1.9638, α φ = 2.5293, β a = 0.9945, and β φ = 2.8168. The SSPA is described by the following AM/AM equation [6] ,
where V (u) is the voltage envelope of the output signal. The SSPA produces no AM/PM effects, and hence Φ(u) = 0. In order to make a fair comparison between two modulation schemes, we define 'relative degradation' (RD) of modulation type 1 with respect to modulation type 2 as
where
No value required by modulation type i for a given BER and OBO i is the corresponding output backoff. Figure 4 shows the spectral performance comparison between QPSK-SPIK, with L = 8, and conventional linearly modulated QPSK with an SRRC pulse. It is observed that SPIK with L = 8 has significant spectral benefits when a nonlinear amplifier is used. Smaller values of L degrade spectral properties. The BER performance comparison between QPSK-SPIK and conventional SRRC filtered QPSK is shown in Fig. 5 for linear channels. To keep the VA complexity low, the SPIK uses L = 6 knots for the BER study. It is observed that the SPIK optimal detector achieves about 3 dB improvement over the symbol by symbol detector. The performances of optimal SPIK and the SRRC technique are almost same in linear channels. Although not shown in the figure, the SRRC method has an RD of about 1 dB at a BER of 10 −4 with respect to SPIK when a TWTA with a 0 dB Input backoff (IBO) [7] is used even when SRRC assumes ideal phase compensation for the TWTA. Thus SPIK has both power and spectral advantages over SRRC in nonlinear channels. Comparing these results with constant envelope modulations such as EFQPSK [8] , [9] , it can be seen that SPIK also has both power and spectral advantages over similar modulation schemes. 
A. SPIK versus SRRC
B. CCSDS-SPIK versus CCSDS-SRRC
The spectral performances of CCSDS SPIK and CCSDS SRRC are exactly the same as those for QPSK shown in Fig. 4 corresponding to a TWTA. The spectral degradation of SRRC in an SSPA environment is not as severe as in the case of TWTA. Nevertheless, SPIK maintains spectral advantage over SRRC even in the SSPA case. Figure 6 shows a BER performance comparison of SRRC and SPIK for the TWTA environment with 0 dB IBO. It is observed that the performance gap between SRRC and SPIK is nearly 1.5 dB in this case. Actually, the relative degradation (RD) of SPIK with respect to SRRC is nearly 1 dB after the OBO is included as in (8) . There are two important points to keep in mind: (1) In the case of the SRRC method, we have assumed that the phase distortion caused by the TWTA is completely tracked and eliminated. Thus, the SRRC results in fact provide a lower bound, since in practice, this phase distortion can cause further degradation in performance depending on the phase tracking method employed. In the 0-7803-7954-3/03/$17.00 ©2003 IEEE. case of SPIK signals, the phase distortion due to TWTA remains constant due to the constant envelope property of the signal and therefore, can be removed. (2) More optimal detectors can be implemented for SPIK signals at the cost of additional computations. A preliminary investigation shows that a suboptimal improved version of a SPIK receiver can easily recover an additional 0.5 dB. In the case of SRRC, more optimal detector implementation is much more complicated, since the TWTA signal distorts the pulse shape. Therefore, additional complexity as well as parameter tracking are involved. Further, due to ageing, temperature etc., the properties of TWTA change, and the effects of these changes need to be tracked by the parameter estimator. Due to the constant envelope property of SPIK, such changes can be much better tracked in SPIK.
The BER performance results for an SSPA environment are demonstrated in Fig. 7 . The performance gap between SRRC and SPIK is about 2 dB in this case, and the RD of SPIK is about 1.5 dB. However, more optimal SPIK receivers can reduce this gap. Thus, SPIK is a promising modulation technique for spectral efficiency at the cost of a little BER degradation, which can be alleviated using a more optimal receiver structure.
VII. CONCLUSION
The Smooth Phase Interpolated Keying (SPIK) technique is investigated. A new method of obtaining smooth phase values is proposed, and an optimal receiver structure is developed. It is observed that SPIK is highly spectrally efficient for nonlinear channels compared to linear modulations that use the conventional square root raised cosine (SRRC) filtering. Further, an optimal SPIK receiver can achieve excellent BER performance. The performance of SPIK is studied in the context of CCSDS 8-D 8-PSK TCM for both travelling wave tube amplifier (TWTA) and solid state power amplifier (SSPA) models. In the case of TWTA, SPIK provides significant benefits in spectral performance with an overall loss of nearly 1 dB in the BER performance over the SRRC method, when the latter assumes perfect phase tracking. Further improvement in the BER performance of SPIK is possible at the cost of computational complexity, whereas an improvement in the SRRC method involves more complexity and accurate parameter tracking of the nonlinear channel. Similar observations have also been made for SSPA.
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