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Abstract
Producing a large annotated speech corpus for training ASR sys-
tems remains difficult for more than 95% of languages all over
the world which are low-resourced, but collecting a relatively big
unlabeled data set for such languages is more achievable. This
is why some initial effort have been reported on completely un-
supervised speech recognition learned from unlabeled data only,
although with relatively high error rates. In this paper, we develop
a Generative Adversarial Network (GAN) to achieve this purpose,
in which a Generator and a Discriminator learn from each other
iteratively to improve the performance. We further use a set of
Hidden Markov Models (HMMs) iteratively refined from the ma-
chine generated labels to work in harmony with the GAN. The
initial experiments on TIMIT data set achieve an phone error rate
of 33.1%, which is 8.5% lower than the previous state-of-the-art.
Index Terms: Speech Recognition, Unsupervised Learning, Gen-
erative Adversarial Network, Hidden Markov Models.
1. Introduction
Automatic speech recognition (ASR) has achieved remarkable
performance and been widely used. However, the state-of-the-
art ASR systems [1, 2] have to learn from massive annotated data
which is difficult to obtain for at least 95% of the languages over
the world which are low-resourced. Conversely, collecting a rel-
atively big unlabeled corpora for such languages is more achiev-
able in the big data era. This is why unsupervised ASR is attrac-
tive.
Substantial effort was made to learn signal representations di-
rectly from speech signals in an unsupervised way, which could
be a good step towards unsupervised ASR, and has been shown
useful in various tasks, such as speaker identification [3], spo-
ken term detection [4, 5, 6], and spoken document retrieval
[7, 8, 9]. In particular, a sequence-to-sequence auto-encoder
[10, 11] was used to embed audio segments into vectors of fixed-
dimensionality. Inspired by Word2Vec [12], it was shown possi-
ble to encode some semantics into such audio embeddings [13].
But there still exists a wide gap between all these works and un-
supervised ASR.
On the other hand, unsupervised neural machine translation
was very successful recently [14, 15, 16], in which a mapping re-
lationship between source and target language word embedding
spaces could be learned with adversarial training [17] in an un-
supervised manner. This led to several attempts on unsupervised
ASR, since ASR is also a kind of translation. This included align-
ing audio and text embedding spaces for the purpose of unsu-
pervised ASR [18, 19, 20], and our prior work [21] of unsuper-
vised phoneme recognition, with a Generative Adversarial Net-
work (GAN) [17], by clustering audio embeddings into a set of
tokens, and learning the mapping relationship between tokens and
phonemes.
In the above efforts, it was realized that the primary difficul-
ties for applying unsupervised neural machine translation model
for ASR purposes were the segmental structure of the audio sig-
nals, i.e. each word or phoneme consists of a segment of consec-
utive frames of variable length with unknown boundaries in the
signal, and ASR is supposed to map such a segmental structure
to a sequence of discrete words or phonemes. This is why oracle
or forced alignment audio segmentation boundaries was usually
helpful to achieve satisfactory performance in these works.
This above problem was properly handled previously by a
specially designed cost function called Segmental Empirical Out-
put Distribution Matching, which considered both the n-gram
probabilities across the output units and the intra-segment frame-
wise smoothness [22]. However, this approach required a very
large batch size during training to avoid being biased [23], and be-
came difficult when the training data size grew. Furthermore, the
n-gram probabilities considered here only included local statistics
in the output sequences, while other information such as long-
distance dependency were inevitably ignored.
In this paper, we propose to handle the above problem by
a framework using Generative Adversarial Network (GAN) har-
monized with a set of iteratively refined hidden Markov models
(HMMs). Only unlabeled utterances and unrelated text sentences
are needed, but not segment boundaries at all. The overall frame-
work is shown in Fig. 1. The GAN includes a generator and a
discriminator iteratively learning from each other. The generator
consists of two parts: (a) a frame-wise phoneme classifier and (b)
a sampling process. (a) transforms a sequence of acoustic features
into a sequence of frame-wise phoneme prediction. Then based
on the present segmentation, (b) samples a phoneme prediction
from each segment to generate the predicted phoneme sequence.
The discriminator is trained to distinguish the predicted phoneme
sequences from the real phoneme sequences obtained from text
sentences. On the other hand, we use the generator output to train
a set of HMM models (not shown in Fig. 1), and use these HMMs
to refine the segmentation on the training set, which are used to
learn better generator and discriminator. The harmonized process
of training GAN and HMM models improves the performance it-
eratively.
This framework works easily with a very large data set, and
the discriminator considers all possible information from the text
data set, not limited to the n-gram local statistics. This frame-
work achieved 33.1% phone error rate (PER) on TIMIT in the
preliminary experiments, which is 8.5% lower than the previous
state-of-the-art [22].
2. Proposed framework
Below we describe the GAN architecture and training loss func-
tion in section 2.1 and section 2.2 and the harmonized HMMs in
section 2.3.
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2.1. GAN model architecture
The Generative Adversarial Networks (GAN) [17, 24, 25] con-
sists of a generator G and a discriminator D. The discrimina-
tor learns to distinguish the generator output from real phoneme
sequences, while the generator learns to produce phoneme se-
quences which can ”fool” the discriminator. So the generator and
the discriminator learn from each other iteratively. As shown at
the middle of Figure 1, the generator has two parts: a frame-wise
phoneme classifier and a sampling process.
An input feature sequence x = {x1, ..., xT } is fed to the
phoneme classifier, producing predicted phoneme distribution se-
quence y = {y1, ..., yT }, where xt is a d-dimensional acoustic
feature at time t, yt is a probability distribution over all possible
M phonemes at time t, and T is the input sequence length. This
classifier is a context-dependent DNN network [26], or an Recur-
rent neural network (RNN).
Sampling process is then applied to address the segmental
structure issue. Any unsupervised audio segmentation approach
can be used to produce an initial segmentation of the input se-
quence x mentioned above, S = {S1, ..., SL} , where Sl is the
lth segment and L is the total number of segments. We randomly
sample a phoneme distribution yt from each segment to generate
a phoneme distribution sequence, which is referred to as the gen-
erated phoneme sequence and denoted as P gen = {yt1 , ..., ytL},
where ytl is the phoneme distribution sample from the segment
Sl.
The discriminator is to discriminate between the real
phoneme sequence P real (one-hot) from a text data set and the
generated phoneme sequence P gen from the generator giving an
output scalar. The higher the scalar, the more probable it is a real
phoneme sequence. This discriminator is a two-layer CNN.
2.2. Training loss
There are two objectives for the training loss. First, the generated
phoneme distribution sequences should be very close to those of
the real phoneme sequences obtained with text data, which is the
target of the GAN. Second, the phoneme distributions for frames
in the same segment should be very close to one another, which
leads to a loss term referred to as intra-segment loss here.
2.2.1. Discriminator loss
The loss for training the discriminator D follows the concept of
Wasserstein GAN [24] with gradient penalty [27]:
LD = 1
K
K∑
k=1
D(P gen(k))− 1
K
K∑
k=1
D(P real(k)) +αLgp, (1)
where D(P ) is the scalar output of the discriminator for an input
sequence P , larger for a real phoneme sequence,K is the number
of training examples in a batch, and k is the example index. α is
a weight for the gradient penalty Lgp.
Lgp = 1
K
K∑
k=1
(||∇D(P inter(k))|| − 1)2, (2)
where P inter is from real phoneme sequence P real and a gen-
erated phoneme sequence P gen with random weights between 0
and 1, and this term is useful in stabilizing the training.
Figure 1: Overview of the proposed approach. The generator in-
cludes (a) phoneme classifier transforming the acoustic features
into predicted phoneme distributions, and (b) a phoneme distribu-
tion sampled from each segment. The discriminator is trained to
distinguish between the generated and real phoneme sequences.
The HMMs are not shown.
2.2.2. Generator loss
Different from the original Wasserstein GAN, here we introduced
an intra-segment loss:
Lintra = 1
K
K∑
k=1
∑
i,j∈Sk
(yi − yj)2, (3)
so the phoneme distributions for frames within the same segment
can be more homogeneous. The combined generator loss is:
LG = − 1
K
K∑
k=1
D(P gen(k)) + λLintra, (4)
where λ is a weight. The generator and the discriminator are itera-
tively trained to learn from each other, so the phoneme classifier in
the generator is eventually able to map acoustic feature sequences
to phoneme sequences ”looking real”.
The inference is then performed when the GAN is well
trained. We simply map the acoustic feature sequence x of the
training set to the corresponding phoneme distribution sequences
y , pick up the phoneme with the highest probability for each
frame, and select the phoneme picked from frames within a seg-
ment with the highest probability as the phoneme recognition re-
sult. The phoneme recognition result can also be obtained using
available decoders such as WFST, which includes lexicon and lan-
guage model information. For example, the segmentation bound-
aries are even not needed in WFST decoders.
2.3. Harmonization with iteratively refined HMMs
When the training set is decoded into phoneme sequences by a set
of well trained GAN as above, these GAN-generated phoneme
sequences are taken as labels for the training set to train a set of
phoneme HMMs. This set of phoneme HMMs are then used to re-
transcribe the training set by force alignment into new phoneme
sequences with new segmentation boundaries, which are then
used to start a new iteration of GAN training as described in sec-
tions 2.1 and 2.2, then train a refined set of HMMs as mentioned
above. This GAN/HMM harmonization procedure can be per-
formed iteratively, as depicted in Algorithm 1 until converged.
Algorithm 1: GAN/HMM Harmonization
Input: Real phoneme sequences P real, Speech utterances,
initial phoneme segmentation boundaries b
Output: Unsupervised ASR system
while not converged do
Given b, in an unsupervised way train the GAN;
Obtain transcriptions T of speech utterances using the
generator within the GAN;
Given T , train the HMMs;
Obtain a new b by forced alignment with the HMMs.
3. Experimental Setup
3.1. Dataset
The TIMIT corpus [28] was used in the preliminary experiments,
which included recordings of phonetically-balanced read speech,
with 6300 utterances from 630 speakers, with 4620 utterances for
training and 1680 for testing. Each utterance included manually
aligned phonetic/word transcriptions, as well as a 16-bit, 16kHz
waveform file. 39-dim MFCCs were extracted with utterance-
wise cepstral mean and variance normalization (CMVN) applied.
We selected 4000 utterances in original training set for training
and others for validation. We further randomly removed 4% of
the phonemes and duplicated 11% of the phonemes in the real
phoneme sequences for the training set to generate augmented
phoneme sequences to be used with real phoneme sequences in
training the GAN. This is referred to as data augmentation below.
3.2. Experimental setting
All models were trained with stochastic gradient descent using
a mini-batch size of 150 and Adam optimization. For the intra-
segment loss in equation (3), we sampled 6 sets of (yi, yj) in
each segment from each training example. The phoneme classi-
fier in Fig. 1 was an one-layer DNN with 512 ReLU units with
48 output classes. The input feature was a concatenation of 11
windowed frames of MFCCs . The discriminator was a two-layer
1D CNN, first layer with 4 different kernel sizes: 3, 5, 7 and 9,
each with 256 channels, while second layer with kernel size 3 and
1024 channels. The weights (λ, α) were (0.5, 10). The learning
rate for G and D were set to 0.001 and 0.002 respectively. Every
GAN training iteration consisted of 3 D updates and a single G
update.
WFST including an 9-gram phoneme language model was
used as mentioned in Section 2.2, where a state represents a
phoneme. For modeling state transition probability in the un-
supervised setting, we set the self-loop probability to 0.95 and
0.05 to other phonemes for all the phoneme states. HMM (mono-
phone and triphone) training followed the standard recipes of
Table 1: Comparison of different methods
Approaches
Matched Nonmatched
(all 4000) (3000/1000)
FER PER FER PER
(I) Supervised (labeled)
(a) RNN Transducer [22] - 17.7 - -
(b) standard HMMs - 21.5 - -
(c) Phoneme classifier 27.0 28.9 - -
(II) Unsupervised (with oracle boundaries)
(d) Mapping relationship GAN [21] 40.5 40.2 43.6 43.4
(e) Segmental empirical-ODM [22] 33.3 32.5 40.0 40.1
(f) Proposed: GAN 27.6 28.5 32.7 34.3
(III) Completely unsupervised (no label at all)
(g) Segmental empirical-ODM [22] - 36.5 - 41.6
(h) GAN 48.3 48.6 50.3 50.0iteration 1 (i) GAN/HMM - 30.7 - 39.5
(j) GAN 41.0 41.0 44.3 44.3iteration 2 (k) GAN/HMM - 27.0 - 35.5
(l) GAN 39.7 38.4 45.0 44.2P
ro
po
se
d
iteration 3 (m) GAN/HMM - 26.1 - 33.1
Kaldi [29]. Linear Discriminant Analysis(LDA) and Maximum
Likelihood Linear Transform(MLLT) were applied to MFCCs for
model training. The ratio of the acoustic to the language mod-
els were set to 1:20 and 1:1 for the phoneme classifier and HMM
models, respectively. The evaluation metrics were phone error
rate (PER) and frame error rate (FER) for 39 phoneme classes
mapped from the 48 output classes of the classifier.
4. Experimental Results
The first set of results are listed in Table 1. The upper section (I)
of the table is for the case that all the 4000 training utterances are
well labeled. The middle section (II) is the case that the oracle
boundaries provided by TIMIT were used but nothing else. The
lower section (III) is the case that the initial boundaries were ob-
tained automatically with GAS [30]. The phoneme sequences of
the training set were used in two different ways: In the left col-
umn of the table labeled ”Matched”, the phoneme transcriptions
in all the 4000 training utterances were used as the real phoneme
sequences in GAN training, which means the utterances and the
real phoneme sequences are matched but not aligned during train-
ing. In the right column labeled ”Nonmatched”, 3000 utterances
were taken as acoustic features while the phoneme transcriptions
of the other 1000 utterances taken as the real phoneme sequences,
no overlap between the two. All HMMs in this table had the same
setting, triphone models with LDA+MLLT features.
4.1. Supervised baselines
In section (I) for supervised approaches with completely unla-
beled data, in row (a) the RNN Transducer [31] was very pow-
erful, while the standard triphone HMMs in row (b) were very
strong too. The phoneme classifier in row (c) was exactly the
phoneme classifier in the generator of Fig.1, except trained with
annotated transcriptions.
4.2. Unsupervised but with oracle boundaries
With the oracle phoneme boundaries provided by TIMIT, rows (d)
(e) in the middle section (II) are for two previously reported base-
lines, while row (f) for exactly the proposed GAN in Fig.1 except
without the harmonized HMMs and data augmentation process
mentioned in section 3.1 achieved significantly lower PER and
FER. Interestingly, the PER in matched case achieved (28.5%)
Table 2: Ablation studies for completely unsupervised model after
1 iteration of GAN/HMM harmonization (row (i) of Table 1) in
Nonmatched case.
Completely unsupervised
(iteration 1, Nonmatched) FER PER
(1) GAN/HMM (tri+LDA+MLLT) - 39.5(row (i) of Table 1)
(2) GAN/HMM (tri) - 41.9
(3) GAN/HMM (mono) - 43.8
(4) GAN (row (h) of Table 1) 50.3 50.0
(5) GAN - Augm 53.6 51.9
(6) GAN - Augm - Lintra 63.0 62.6
(7) GAN in (4) with RNN 75.5 71.6
in row (f) was even better than the supervised phoneme classi-
fier (28.9%) in row (c) trained with labeled data, indicating the
power of GAN. The discriminator of GAN in row (f) considered
the whole generated phoneme sequences, while the DNN in row
(c) considered only the input acoustic features. We also see the
PER gap between matched and nonmatched cases for the pro-
posed GAN in row (f) (5.8%) is smaller than the prior work of
Segmental Empirical-ODM in row (e) (7.6%). The PER (34.3%)
in nonmatched case by the proposed GAN was also close to the
matched case of the prior work of Segmental Empirical-ODM in
row (e) (32.5%).
4.3. Completely unsupervised
In the lowest section (III) of Table 1, only the first row (g) is for
the prior work of [22], while all other rows (h)-(m) are for the
approaches proposed here, respectively with 1, 2, and 3 iterations
of harmonized GAN/HMM, rows (h) (j) (l) for GAN alone not
further harmonized with HMMs, while rows (i) (k) (m) further
harmonized with HMMs. All these approaches were based on the
initial segmentation boundaries automatically generated by GAS
[30].
We see the performance was consistently improved signifi-
cantly after each iteration for either GAN alone (rows (h) (j) (l))
or GAN/HMM (rows (i) (k) (m)), or after harmonization with
HMMs at each iteration (rows (i) v.s. (h), (k) v.s. (j), (m) v.s. (l)),
for both matched and nonmatched cases, for both PER and FER.
Not to mention the prior work of Segmental Empirical-ODM in
row (g) needed a large batch-size (up to 20000 training examples
in a batch) to achieve a satisfactory performance, while the train-
ing process here was done with a batch size as small as 150.
Note that the PER for GAN/HMM after iteration 2 (row (k))
in the matched case (27.0%) was even lower than all results with
oracle boundaries (rows (d) (e) (f)) and supervised phoneme clas-
sifier with labeled data (row (c)). The GAN/HMM harmonization
algorithm converged after three iterations in the preliminary ex-
periments, ended up with PER of 26.1% and 33.1% in matched
and nonmatched cases respectively, which were in fact 10.4% and
8.5% lower than the prior work in row (g), although still far be-
hind the strong supervised baselines in rows (a) (b). All these
verified the power of the proposed harmonized GAN/HMM ap-
proach.
4.4. Ablation studies
Ablation studies for the completely unsupervised harmonized
GAN/HMM model obtained after iteration 1 in row (i) of Table
Figure 2: Comparison of the proposed approaches to standard
supervised HMMs with varying quantity of labeled data.
1 in the nonmatched case, initiated with the segmentation bound-
aries obtained by GAS, are reported in Table 2.
Row (1) in Table 2 corresponds to row (i) in Table 1,
GAN/HMM at iteration 1, in which the HMMs were triphones
with LDA and MLLT. Exactly the same except without LDA and
MLLT is in row (2), and triphones further replaced by mono-
phones in row (3). GAN alone without HMM harmonization
(exactly row (h) of Table 1) is in row (4), from which the data
augmentation process mentioned in section 3.1 was removed is
in row (5), while the loss Lintra in section 2.2.2 is further re-
moved in row (6). Here we see the performance degraded step
by step. For the HMMs used here, triphones are obviously bet-
ter than mono-phones, and LDA and MLLT helped. For the GAN
both data augmentation and the intra-segment loss made contribu-
tions. When we replaced the DNN used in the phoneme classifier
in the GAN in row (4) here or row (h) in Table 1 by a RNN, the
results is in row (7), which showed RNN did not work here, prob-
ably because the long term dependency captured by RNN was
able to ”fool” the discriminator while generating output unrelated
to the input.
4.5. Comparison with supervised approach
Here we wish to find out how the performance of the proposed
approach compare to the standard supervised method when less
labeled data are available. This is shown in Fig.2, in which the
red curve is for the standard HMMs in row (b) of Table 1, whose
right lower end is 21.5% as in Table 1. Here we show how PER
goes up when only a percentage of the labeled training data (4000
utterances) are available. The horizontal lines then correspond to
the proposed approach GAN/HMM at iteration 3, 2, 1 and GAN
alone at iteration 1, or rows (m) (k) (i) (h) of Table 1, all in the
matched case. We see the proposed approaches achieved the PER
of standard HMMs when roughly 30%, 25%, 15% and 1% of the
labeled data are available. This also demonstrates how the harmo-
nized GAN/HMM proposed here offered improved performance
step by step.
5. Conclusions
In this work we proposed a framework to achieve unsupervised
speech recognition without any labeled data. A GAN is used in
which a generator and a discriminator learn form each other it-
eratively, and a set of HMMs is further harmonized iteratively
with the GAN. Dramatically improved performance was obtained
compared to the previously reported results.
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