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Abstract
In this paper it is shown that the spectrum σ , a set-valued function, is continuous when the function
is restricted to the set of all ‘quasi-n-hyponormal’ operators acting on an infinite-dimensional separable
Hilbert space, where a quasi-n-hyponormal operator is defined to be unitarily equivalent to an n × n upper
triangular operator matrix whose diagonal entries are hyponormal operators.
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1. Introduction
Throughout the paper, H denotes an infinite-dimensional separable Hilbert space. We write
B(H) for the algebra of bounded linear operators on H and K(H) for the ideal of compact
operators on H. An operator T ∈ B(H) is called an n-normal operator if there exists a maximal
abelian self-adjoint algebra R such that T is in the commutant of R(n), where R(n) denotes the
direct sum of n copies of R. The class of n-normal operators was first studied by A. Brown [4]
and has been much studied (see, for example, [4,8,12,16–18]). From the definition we can see
that T ∈ B(H) is n-normal if and only if it is unitarily equivalent to an n × n operator matrix
(Nij ) acting on K(n), where {Nij } is a collection of commuting normal operators on a separable
Hilbert space K (cf. [18, Theorem 7.17]). In fact, the notion of n-normality was chosen as to be
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I.H. Kim, W.Y. Lee / J. Math. Anal. Appl. 335 (2007) 260–267 261a generalization in operator form of the n × n complex-valued matrices in a way parallel to the
way in which a normal operator is a generalization of a complex number (cf. [4]). Moreover, it
was well known ([8], [18, Theorem 7.2]) that each n-normal operator has an upper triangular
form: i.e., if T is n-normal then T is unitarily equivalent to
⎛
⎜⎜⎝
N11 N12 · · · N1n
0 N22 · · · N2n
...
. . .
. . .
...
0 · · · 0 Nnn
⎞
⎟⎟⎠ , (1.1)
where {Nij }1ijn consists of mutually commuting normal operators on a separable Hilbert
space K. Evidently, the classes of normal and 1-normal operators coincide.
We now introduce a class of operators which contains the class of hyponormal operators as
well as n-normal operators.
Definition 1. Let K be a separable complex Hilbert space. An operator T ∈ B(H) is called a
quasi-n-hyponormal operator (for n ∈ N) if it is unitarily equivalent to an n × n upper triangu-
lar operator matrix (Nij ) acting on K(n), where the diagonal entries Njj (j = 1,2, . . . , n) are
hyponormal operators in B(K).
Clearly, the classes of hyponormal and quasi-1-hyponormal operators coincide. The term
“n-hyponormal” operator is reserved for n×n upper triangular operator matrices (Nij ) whose all
entries are commuting hyponormal operators. So evidently, n-normal ⇒ n-hyponormal ⇒ quasi-
n-hyponormal. For example, every algebraic operator (i.e., an operator T for which p(T ) = 0 for
a non-zero polynomial p) is quasi-n-hyponormal (see [16, Theorem 6.11]).
Let K denote the set, equipped with the Hausdorff metric, of all compact subsets of the com-
plex plane C. Then the spectrum σ can be viewed as a function σ :B(H) → K, mapping each
operator T to its spectrum σ(T ). It is well known that the function σ is upper semicontinuous,
and that σ does have points of discontinuity. J. Newburgh [15] gave the fundamental results on
spectral continuity in general Banach algebras. J. Conway and B. Morrel [6] have undertaken a
detailed study of spectral continuity in the case where the Banach algebra is the C∗-algebra of all
operators acting on a complex separable Hilbert space. Of interest is the identification of classes
C of operators for which σ becomes continuous when restricted to C. In [15] it was shown that
σ is continuous on the set of normal operators (also see [9, Solution 105]). This argument can
be easily extended to the set of hyponormal operators. In [7], the continuity of σ was considered
when the function is restricted to certain subsets of Toeplitz operators on the Hardy space of the
unit circle. Also it was shown in [3] that σ is discontinuous on the entire manifold of Toeplitz
operators. Recently it was shown in [13] that σ is continuous on the set of p-hyponormal oper-
ators (i.e., (T ∗T )p  (T T ∗)p for some 0 < p  1). The purpose of the present paper is to show
that the function σ is continuous when restricted to the set of all quasi-n-hyponormal operators.
Theorem 1. The spectrum σ is continuous on the set of all quasi-n-hyponormal operators.
In Section 2 we provide auxiliary lemmas needed to prove the main theorem and Section 3 is
devoted for a proof of the main theorem.
262 I.H. Kim, W.Y. Lee / J. Math. Anal. Appl. 335 (2007) 260–2672. Auxiliary lemmas
If T ∈ B(H), we write ρ(T ) for the resolvent of T ; σ(T ) for the spectrum of T ; π0(T ) for
the eigenvalues of T ; π00(T ) for the isolated points of σ(T ) which are eigenvalues of finite
multiplicity. An operator T ∈ B(H) is called left-Fredholm if it has closed range with finite-
dimensional null space and right-Fredholm if it has closed range with its range of finite co-
dimension. If T is either left- or right-Fredholm we call it semi-Fredholm and Fredholm if it
is both. The index of a semi-Fredholm operator T , denoted by ind(T ), is given by the integer
ind(T ) := dimT −1(0) − dimT (H)⊥. An operator T ∈ B(H) is called Weyl if it is Fredholm
of index zero. The essential spectrum, σe(T ), and the Weyl spectrum, ω(T ), of T ∈ B(H) are
defined by (cf. [11])
σe(T ) := {λ ∈ C: T − λ is not Fredholm};
ω(T ) := {λ ∈ C: T − λ is not Weyl}.
H. Weyl [19] has shown that every hermitian operator T ∈ B(H) satisfies the equality
σ(T ) \ ω(T ) = π00(T ). (2.1)
Today we say that Weyl’s theorem holds for T if T satisfies the equality (2.1). Weyl’s theo-
rem has been extended from hermitian operator to hyponormal operators, to Toeplitz operators
by L. Coburn [5] and to several classes of operators including hyponormal operators by many
authors.
If T ∈ B(H), a hole in σe(T ) is a bounded component of C\σe(T ) and a pseudohole in σe(T )
is a component of σe(T )\σle(T ) or σe(T )\σre(T ). The spectral picture, SP(T ), of T ∈ B(H) is
the structure consisting of the set σe(T ), the collection of holes and pseudoholes in σe(T ), and the
indices associated with these holes and pseudoholes. Recall [16, Definition 4.8] that an operator
T ∈ B(H) is called quasitriangular if there exists a sequence {Pn}∞n=1 of projections of finite
rank in B(H) that converges strongly to 1 and satisfies ‖PnT Pn − T Pn‖ → 0. An operator T ∈
B(H) is called coquasitriangular if T ∗ is quasitriangular. By Apostol, Foias, and Voiculescu [1],
T is quasitriangular [coquasitriangular] if and only if SP(T ) contains no hole or pseudohole
associated with a negative [positive] number.
Lemma 1. If T ∈ B(H) is quasi-n-hyponormal then it is coquasitriangular.
Proof. If n = 1, this statement is clear. Assume that this is true for n = k. Suppose that T is
quasi-(k + 1)-hyponormal. So we can write T = ( S A0 N
)
, where S is quasi-k-hyponormal and N
is hyponormal. We first show that SP(T ) contains no pseudohole associated with a positive
number, that is, for λ ∈ C,
T − λ is right-Fredholm 	⇒ T − λ is Fredholm. (2.2)
Towards (2.2) suppose that T − λ is right-Fredholm. We may assume λ = 0. Then N is right-
Fredholm. Since N is hyponormal, N must be Fredholm. On the other hand, by the Atkinson’s
theorem, there exist operators X,Y,Z and W such that(
1 0
0 1
)
−
(
S A
0 N
)(
X Y
Z W
)
∈K(H).
Thus 1 − (SX + AZ) and NZ are both compact. But since N is Fredholm it follows that Z
is compact. Therefore 1 − SX is compact, and hence S is right-Fredholm. By the inductive
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Furthermore if λ /∈ σe(T ) then
ind(T − λ) = ind(S − λ) + ind(N − λ) 0,
which shows that SP(T ) has no hole associated with a positive number. Hence T is coquasitri-
angular. 
Lemma 2. Weyl’s theorem holds for quasi-n-hyponormal operators.
Proof. We use an induction. If n = 1, this is true. Assume that Weyl’s theorem holds for
quasi-k-hyponormal operators. Suppose T is quasi-(k + 1)-hyponormal. Then we can write
T = ( S A0 N
)
, where S is quasi-k-hyponormal and N is hyponormal. Thus we can see that
(cf. [10, Corollary 11]) σ(S ⊕ N) = σ(S) ∪ σ(N) = σ(T ). On the other hand, remember
[14, Corollary 5] that if T is Weyl then (i) S is left-Fredholm; (ii) N is right-Fredholm; and
(iii) S−1(0) ⊕ N−1(0) ∼= (ranS)⊥ ⊕ (ranN)⊥. But since N is hyponormal, we have that N is
Fredholm, and hence by (iii), S is also Fredholm. Since by Lemma 1, S and N are coquasitrian-
gular, and 0 = ind(T ) = ind(S)+ ind(N), we can see that ind(S) = ind(N) = 0, i.e., S and N are
both Weyl. Applying this for T − λ in place of T gives that ω(S ⊕ N) = ω(S) ∪ ω(N) = ω(T ).
On the other hand, we argue that every quasi-n-hyponormal operator is isoloid, in the sense that
all isolated points of the spectrum are eigenvalues. To see this, suppose R is quasi-n-hyponormal.
Then R is unitarily equivalent to⎛
⎜⎜⎜⎝
N1 ∗ · · · ∗
0 N2
. . .
...
...
. . .
. . . ∗
0 · · · 0 Nn
⎞
⎟⎟⎟⎠ (Nj is hyponormal for 1 j  n).
Then σ(R) = ⋃nj=1 σ(Nj ) since the Nj are all hyponormal (see [10, Corollary 11]). Let λ ∈
isoσ(T ). We assume, without loss of generality, that λ = 0. Then 0 ∈ iso⋃nj=1 σ(Nj ), so that
0 ∈ isoσ(Nj ) ∪ ρ(Nj ) for j (1 j  n). Suppose k is the first integer such that 0 ∈ isoσ(Nk)
(there exists such an integer since 0 ∈ σ(R)). But since Nk is isoloid, Nk is not one–one. So there
exists a vector x := (x1, . . . , xk,0, . . . ,0)T which belongs to R−1(0), so 0 is an eigenvalue of R.
This shows that every quasi-n-hyponormal operator is isoloid. Thus since S and N are isoloid
and Weyl’s theorem holds for S and N by the inductive hypothesis, we have that
π00(S ⊕ N) =
(
π00(S) ∩ ρ(N)
)∪ (ρ(S) ∩ π00(N))∪ (π00(S) ∩ π00(N))
= (σ(S) ∪ σ(N)) \ (ω(S) ∪ ω(N))
= σ(S ⊕ N) \ ω(S ⊕ N),
which says that Weyl’s theorem holds for S ⊕N . Thus we have that σ(T ) \ω(T ) = σ(S ⊕N) \
ω(S ⊕ N) = π00(S ⊕ N). But since isoσ(T ) = isoσ(S ⊕ N), it follows at once that σ(T ) \
ω(T ) ⊂ π00(T ). For the reverse inclusion, suppose λ ∈ π00(T ). We must show that λ ∈
π00(S ⊕N). Since S and N are isoloid, it will suffice to show that (S −λ)−1(0)⊕ (N −λ)−1(0)
is finite-dimensional. Evidently, (S − λ)−1(0) is finite-dimensional because (S − λ)−1(0) ⊕
{0} ⊂ (T − λ)−1(0). Thus λ ∈ π00(S). We now assume to the contrary that (N − λ)−1(0) is
infinite-dimensional. Thus A((N − λ)−1(0)) is also infinite-dimensional; if it were not so then
(A|(N−λ)−1(0))−1(0) is infinite-dimensional and hence, so is (T − λ)−1(0), a contradiction. On
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so that (S − λ)(H)⊥ is finite-dimensional. Therefore A((N − λ)−1(0))∩ (S − λ)(H) is infinite-
dimensional. Then there exist an orthonormal sequence {yj } in (N −λ)−1(0) and an orthonormal
sequence {xj } in H such that Ayj = (S − λ)xj . Thus we have(
S − λ A
0 N − λ
)(
xj
−yj
)
=
(
0
0
)
for each j = 1,2, . . . ,
which implies that (T − λ)−1(0) is infinite-dimensional, a contradiction. Thus (N − λ)−1(0) is
finite-dimensional, which completes the proof. 
If T ∈ B(H) then the reduced minimum modulus, denoted γ (T ), of T is defined by
γ (T ) := inf
x∈H
‖T x‖
dist(x, T −1(0))
,
where 00 is defined to be ∞. If T ∈ B(H) is a non-zero operator then we can see that γ (T ) =
inf(σ (|T |) \ {0}). In particular if T is invertible then γ (T ) = ‖T −1‖−1. On the other hand, if we
write r(A) for the spectral radius of an operator A then
dist
(
λ,σ (T )
)= dist(0, σ (T − λ))= min
μ∈σ(T−λ) |μ| =
1
max 1
ν
∈σ(T−λ) |ν|
= 1
r((T − λ)−1) .
Thus if T is hyponormal and λ /∈ σ(T ) then since (T − λ)−1 is normaloid, i.e., norm equals
radius, it follows that
dist
(
λ,σ (T )
)= 1
r((T − λ)−1) =
1
‖(T − λ)−1‖ = γ (T − λ). (2.3)
By comparison we have:
Lemma 3. If T is quasi-n-hyponormal and λ /∈ σ(T ) then
∥∥(T − λ)−1∥∥ (1 + ‖T ‖)n−1
min{1, [dist(λ,σ (T ))]n} . (2.4)
Proof. Note that if n = 1, then (2.4) is obvious from (2.3). We also use an induction. It is easy
to see that if A,B ∈ B(H) and A is invertible then γ (AB) γ (A)γ (B). We suppose that T is
quasi-2-hyponormal. So we can write T = (N1 N30 N2
)
, where N1 and N2 are hyponormal operators.
If λ /∈ σ(T ) then N2 − λ is right invertible. But since N2 is hyponormal it follows that N2 − λ is
invertible. We thus have that
γ (T − λ) = γ
(
N1 − λ N3
0 N2 − λ
)
 γ
(
1 0
0 N2 − λ
)
γ
(
1 N3
0 1
)
γ
(
N1 − λ 0
0 1
)
= γ
(
1 N3
0 1
)
min
{
1, γ (N2 − λ)
}
min
{
1, γ (N1 − λ)
}
.
But since
γ
(
1 N3
0 1
)
= 1∥∥( 1 N3
0 1
)−1∥∥ =
1∥∥( 1 −N3
0 1
)∥∥ 
1
1 + ‖N3‖ 
1
1 + ‖T ‖ ,
it follows that
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By (2.3) and the fact that σ(T ) = σ(N1) ∪ σ(N2), we have that γ (Nj − λ) = dist(λ,σ (Nj ))
dist(λ,σ (T )) for each j = 1,2, and hence, γ (T − λ)  (1 + ‖T ‖)−1 min{1, [dist(λ,σ (T ))]2}.
So if λ /∈ σ(T ) then
∥∥(T − λ)−1∥∥= 1
γ (T − λ) 
1 + ‖T ‖
min{1, [dist(λ,σ (T ))]2} .
Thus (2.4) holds for n = 2. We assume that (2.4) holds for n = k. Suppose T is quasi-(k + 1)-
hyponormal. Then we can write T = (A C0 B
)
, where A is quasi-k-hyponormal and B is hyponor-
mal. If λ /∈ σ(T ), write
T − λ =
(
1 0
0 B − λ
)(
1 C
0 1
)(
A − λ 0
0 1
)
.
Then B − λ is right invertible. But since B is hyponormal, it follows that B − λ is invertible.
Thus by the same argument as (2.5) we have that
γ (T − λ) (1 + ‖T ‖)−1 min{1, γ (A − λ), γ (B − λ), γ (A − λ)γ (B − λ)}. (2.6)
By the inductive hypothesis on A, we have
γ (A − λ) min{1, [dist(λ,σ (A))]
k}
(1 + ‖T ‖)k−1 .
But since γ (B − λ) = dist(λ,σ (B)) dist(λ,σ (T )), it follows from (2.6) that
γ (T − λ) min{1, [dist(λ,σ (T ))]
k+1}
(1 + ‖T ‖)k ,
which implies that (2.4) holds for n = k + 1. This completes the proof. 
3. Proof of Theorem 1
We are ready for:
Proof of Theorem 1. We write (Qn)(H) for the set of all quasi-n-hyponormal operators. If
T ∈ B(H), define me(T ) for the essential minimum modulus of T (cf. [2]): i.e., me(T ) :=
infσe(|T |). Obviously,
me(T ) > 0 ⇐⇒ T is left-Fredholm. (3.1)
On the other hand, me can be viewed as a function from B(H) to R, mapping each operator T
to its essential minimum modulus me(T ). We claim that me is a continuous function: indeed,
if T ,Tn ∈ B(H) (n ∈ Z+) are such that Tn converges to T in norm then |Tn| converges to |T |
in norm (cf. [13, Lemma 1]) and limσe(|Tn|) = σe(|T |) because σe is continuous on the set of
normal elements in a unital C∗-algebra (cf. [15, Corollary 2]), which implies that limme(Tn) =
me(T ). We also claim that there exists a constant c > 0 such that if T ∈ (Qn)(H) then
me(T − λ) cmin
{
1,
[
dist
(
λ,σe(T )
)]n} for λ /∈ σe(T ). (3.2)
To prove (3.2) suppose T ∈ (Qn)(H) and 0 /∈ σe(T ). If π :B(H) → B(H)/K(H) is the Calkin
homomorphism then we have that me(T ) = infσ(|π(T )|). We thus argue that if B(H)/K(H)
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hyponormal, we have that by Lemma 3,
me(T ) = infσ
(∣∣π(T )∣∣)
= inf{∥∥π(T )x∥∥ ∣∣ ‖x‖ = 1, x ∈K}
= 1‖π(T )−1‖
 cmin
{
1,
[
dist
(
0, σ
(
π(T )
))]n}
with c := 1
(1 + ‖π(T )‖)n−1
= cmin{1, [dist(0, σe(T ))]n}.
Applying this result with T − λ in place of T proves (3.2). Now suppose that Tn,T ∈ (Qn)(H),
for n ∈ Z+, are such that Tn converges to T in norm. Since σ is upper semicontinuous and
lim infn σ (Tn) ⊂ σ(T ), it suffices to show that σ(T ) ⊂ lim infn σ (Tn). We first claim that
isoσ(T ) ⊂ lim infσ(Tn): indeed this follows at once from an argument of Newburgh [15,
Lemma 3]: if λ ∈ isoσ(T ) then for every neighborhood N(λ) of λ there exists an N ∈ Z+
such that n > N implies σ(Tn) ∩ N(λ) = ∅. This shows that λ ∈ lim infn σ (Tn). So it suffices
to show that accσ(T ) ⊂ lim infσ(Tn). To show this let λ ∈ accσ(T ) and assume to the contrary
that λ /∈ lim infn σ (Tn). Then there exists a neighborhood N(λ) of λ which does not intersect
infinitely many σ(Tn). Thus we can choose a subsequence {Tnk }k of {Tn}n such that for some
	 > 0, dist(λ,σ (Tnk )) > 	 for all k ∈ Z+. Since dist(λ,σ (Tnk ))  dist(λ,σe(Tnk )), it follows
that me(Tnk − λ) > δ for some δ > 0 and all k ∈ Z+. Since me is continuous, we have that
me(T − λ)  δ, which by (3.1), implies that T − λ is left-Fredholm. By the continuity of the
semi-Fredholm index, ind(T − λ) = limk→∞ ind(Tnk − λ) = 0, which implies that T − λ is
Weyl. Since by Lemma 2, Weyl’s theorem holds for every quasi-n-hyponormal operator, it fol-
lows λ ∈ π00(T ), which implies λ ∈ isoσ(T ), a contradiction. Therefore λ ∈ lim infn σ (Tn) and
this completes the proof. 
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