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Zusammenfassung
Als Vorarbeit zur Untersuchung der Struktur der globalen Minima reiner Wassercluster und
damit verbundener weiterer Fragestellungen war das Ziel der vorliegenden Arbeit die Entwick-
lung eines fu¨r die Optimierung einsetzbaren genetischen Algorithmus. Die Analyse des Zusam-
menspiels des Algorithmus und der Parallelisierbarkeit der Optimierungsprobleme hatte einen
asynchronen Algorithmus zum Ergebnis, der das Verfahren an die Parallelisierung anpaßt. Im
Gegensatz dazu ist ein generationsbasierter genetischer Algorithmus mit einer Parallelisierung
innerhalb jeder Generation bei vergleichbaren Ergebnissen um 50% langsamer.
Unter Verwendung des TTM2-F-Potentials, das die Wassermoleku¨le sowohl bezu¨glich der OH-
Bindungsla¨nge als auch des HOH-Bindungswinkels flexibel modelliert, basieren die Daten in
dieser Arbeit auf Optimierungsrechnungen, die globale Minimalstrukturen bis zu einer Gro¨ße
der Cluster von 34 und lokale Minimalstrukturen zwischen 35 und 105 Wassermoleku¨len her-
vorgebracht haben. Die Wassercluster gehorchen einem komplizierten Bildungsgesetz mit Struk-
turu¨berga¨ngen, die sich mitunter u¨ber mehrere Gro¨ßenstufen erstrecken. Beginnend mit Ring-
strukturen bei Clustern bis zu fu¨nf Moleku¨len sind die geradzahligen Strukturen bis einschließlich
n = 16 aus Kuben und/oder Pentaprismen aufgebaut, die ungeradzahligen weisen durchweg Ver-
zerrungen auf. Ab n = 17 finden sich clathratartige Ka¨figstrukturen mit einem inneren Moleku¨l
als wiederkehrende Bausteine, und von dort bis n = 24 reicht ein U¨bergangsbereich mit einem
gerade/ungerade Wechsel zwischen Ka¨figen und Kombinationen aus Kuben und/oder Pentapris-
men. Der Bereich von n = 25 bis n = 34 wird von clathratartigen Ka¨figen mit Ausstu¨lpungen
bestimmt, und es ist davon auszugehen, daß der U¨bergang von einem zu zwei Wassermoleku¨len
innerhalb der Ka¨figanteile ab etwa n = 30 erfolgt.
Als Bindeglied zum Experiment wurden auf der Basis gekoppelter Morse-Oszillatoren anhar-
monische IR-Streckschwingungsspektren berechnet und die an verschiedenen Eigenmoden be-
teiligten OH-Bindungen identifiziert. Eigenmoden konnten sowohl einzelnen als auch gro¨ßeren
Gruppen von OH-Bindungen zugeordnet werden. Wichtig ist dabei die geometrische Umgebung
der Bindungen in bezug auf Moleku¨labsta¨nde und Donator-/Akzeptorkonfiguration der beteilig-
ten Moleku¨le. Fu¨r verschiedene Klassen von Clusterstrukturen wie z.B. Kuben-, Pentaprismen-
und Hexaprismenstapel konnte eine eindeutige Zuordnung zwischen speziellen Bindungsmustern
in vergleichbarer geometrischer Umgebung und zugeho¨riger Eigenmode hergestellt werden. Eine
Identifikation von fu¨r eine Clusterstruktur charakteristischen Moleku¨len in komplexerer Umge-
bung, wie sie das zentrale Moleku¨l in einer Clathratstruktur bedeutet, war nicht mo¨glich. Somit
kann die Frage nach der Identifikation der Clusterstruktur aus dem Infrarotspektrum nicht ab-
schließend beantwortet werden.
Neben den globalen Minima wurden mit dem genetischen Algorithmus als Optimierungsverfah-
ren eine Fu¨lle weiterer lokaler Minima erzeugt. Daraus konnten verschiedene Strukturfamilien
innerhalb einer Clustergro¨ße n voneinander abgegrenzt werden. Zusammen mit dem jeweiligen
Boltzmannfaktor war abscha¨tzbar, bei welcher Temperatur das globale Minimum allein oder
zusammen mit weiteren Angeho¨rigen seiner Strukturfamilie experimentell zuga¨nglich sein du¨rf-
te. Diese Cluster ko¨nnen an ihren IR-Streckschwingungsspektren erkannt werden, wobei sich
allerdings gezeigt hat, daß die Spektren verschiedener Strukturfamilien aber auch bei Orientie-
rungsisomeren innerhalb einer Strukturfamilie qualitativ und quantitativ stark variieren.
Schließlich galt das Interesse verschiedenen Modifikationen von Eis. Die vorliegenden Energien
pro Moleku¨l optimierter Clusterstrukturen gaben im Vergleich mit ebenfalls optimierten Aus-
schnitten aus Eis Ic, Ih und VI Anlaß zur Vermutung, daß es sich bei Eis um eine Minimalstruktur
handelt. Eine Auswertung optimierter Eisausschnitte konnte belegen, daß ab etwa 90 Moleku¨len
optimierte Clusterstrukturen und Eisausschnitte vergleichbar sind. Diesbezu¨gliche Rechnungen
haben dann gezeigt, daß ab 70 Moleku¨len in entsprechenden Eisausschnitten ein kristalliner Kern
stabil bleibt. Mithin kann der U¨bergang von Clustern zu Nanokristallen in diesem Gro¨ßenbereich
angenommen werden.
Abstract
As preparatory work for the investigation of global minimum structures of pure neutral water
clusters the first aim was to develop a new genetic algorithm. From the analysis of the properties
of the algorithm and the possibility to parallelize the optimizations the result was an asynchro-
nous algorithm. This algorithm was able to increase the performance in comparison to an older
generation based algorithm about 50% while results maintained the same quality.
The TTM2-F potential models water monomers with flexible OH bond length as well as flexible
HOH bond angle. All results of this work are based on this potential in particular this means
global minimum structures up to a cluster size of 34 water molecules and furthermore local
minimum structures in the size range between 35 and 105 molecules. Water clusters obey a
complex rule of formation. The structure transitions can span several cluster sizes. Starting
with rings up to 5 molecules clusters with even size are built from cubes and/or pentaprisms.
Odd numbered clusters display a distorted structure. From n = 17 molecules clathrate like
cages with a single internal molecule become a new class of building block. Up to n = 24
molecules an even/odd alteration between clathrate like cages and structures built of cubes
and/or pentaprisms occurs. The size range from n = 25 to n = 34 molecules is governed by
clathrate like cages with protrusions. At about n = 30 there is evidence for a transition towards
cages with two internal molecules.
In order to connect the results with the experiment anharmonic bond stretch spectra based
on coupled Morse oscillators were calculated and the OH bonds which are involved in certain
eigenmodes were identified. There were single bonds as well as groups of bonds that could be
assigned to these eigenmodes. Their contributions depend on the geometrical environment of the
OH bonds e.g. distances between the molecules and the type of the molecules as donators and
acceptors of hydrogen bonds. It was possible to identify certain bond patterns and their eigen-
modes for special symmetrical structures such as stacks of cubes, pentaprisms, and hexaprisms.
The more complex situation of assigning characteristic eigenmodes to the central molecules of
the clathrate like structures could not be achieved. So the problem of predicting the cluster
structure from the infrared spectrum remains unsolved yet.
Besides the global minimum structures a large amount of local minima were found. These can
be divided into different families based on the underlying scaffold of oxygen atoms. Taking into
account the Boltzmann weight at different temperatures the identification of the global minimum
structures using their calculated spectra as reference seems to be possible. Special attention has
to be paid since the spectra of the clusters with the same size and even within a family of
orientational isomers can differ drastically.
Finally the interest was focused on different modifications of ice. The comparison of the energy
per molecule of optimized clusters and optimized cutouts from ice Ic, Ih, and VI lead to the
assumption of ice being a minimum structure. At about n = 90 the clusters and the cutouts
from ice energetically lie together very closely. Further optimizations showed crystalline cores
that remain stable inside the cutouts from ice with 70 molecules and more. Hence the transition
from clusters to nanocrystals can be located at this size.
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Kapitel 1
Das Optimierungsverfahren
1.1 Methoden der globalen Optimierung
Im Anschluß wird zuerst ein U¨berblick u¨ber verschiedene Optimierungsverfahren gegeben, wobei
Evolutionsverfahren und genetische Algorithmen – im folgenden mit GA abgeku¨rzt – umfassen-
der dargestellt sind als die Konkurrenzmethoden. Detailliert findet dann eine Besprechung des
GA, der fu¨r die vorliegende Arbeit die Optimierungsmethode der Wahl ist, im Zusammenhang
mit der Neuentwicklung eines asynchronen GA und dem Vergleich des asynchronen GA mit
seinem generationsbasierten Pendant statt.
1.1.1 Evolutionsverfahren nach Rechenberg und Schwefel
Anhand der Einstellung eines Plattensystems im Windkanal wurden Evolutionsverfahren zuerst
von Rechenberg [1] angewandt und beschrieben (vgl. Tab. 1.1). Dabei war urspru¨nglich keine
Rekombination enthalten, weshalb allein Mutation und Selektion Einfluß auf den evolutiona¨ren
Fortschritt genommen haben. Eine Kodierung der freien Variablen erfolgt durch reelle Zahlen,
d.h. jedes Gen entspricht einer reellen Zahl. Die sogenannte Fitneßfunktion dient der Bewertung
der Individuen (des Pha¨notyps), bezogen auf das Beispiel des Plattensystems ist die Bewertungs-
funktion der Luftwiderstand. Mutationen bewirken, daß jedes Kind die Gene seines Vorfahren
erbt, wobei jedes Gen um eine normalverteilten Zufallswert vera¨ndert wurde. Es existieren ver-
schiedene Selektionsvarianten. Sei µ die Zahl der Eltern und λ die der Kinder. Eine Selektion
von µ Individuen findet genau dann statt, wenn die Maximalzahl von λ Kindern entstanden ist,
die Population also auf µ+ λ Individuen angewachsen ist. Die Selektion nach jeder Generation
wirkt sich aus, indem die schwa¨chsten Individuen verworfen werden; zusa¨tzlich kann auch eine
Entscheidung daru¨ber stattfinden, ob die Eltern vollsta¨ndig ersetzt werden oder in den Selek-
tionsprozeß eingebunden werden. Zusa¨tzlich kann auch eine Rekombination stattfinden, die die
Gene verschiedener Individuen mischt. Weiterentwickelt wurde das Evolutionsverfahren z.B. von
Schwefel [2].
1.1.2 Genetischer Algorithmus nach Holland und Goldberg
Die grundlegende Formulierung eines genetischen Algorithmus geht auf Holland zuru¨ck [3; 4].
Die Individuen werden hier bina¨r codiert. Auf der Seite der genetischen Operatoren greift die
Selektion nur schwach ein, denn jedes Individuum wird in die Population aufgenommen. Der
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1. Definition einer problemangepaßten Zielfunktion
2. Festlegen eines Abbruchkriteriums, bei dessen Erreichen das Verfahren
beendet wird
3. Genetische Codierung festlegen (reelle Zahlen)
4. Genetische Operatoren bestimmen: Rekombination, Mutation, Selektion
5. Erzeugen einer zufa¨lligen Anfangspopulation
6. Rekombination
7. Mutation
8. Fitneßbewertung anhand der Zielfunktion
9. Selektion (Auswahl der Individuen fu¨r die na¨chste Generation)
10. Abbruchkriterium testen: wahr → Ende, falsch → Neue Generation be-
ginnend mit Rekombination
Tabelle 1.1: Schema der Evolutionsstrategie.
Selektionsvorgang selbst besteht darin, daß die Individuen in Abha¨ngigkeit von ihrer Qua-
lita¨t Nachkommen haben und das Entfernen eines Individuums aus der Population zufa¨llig
geschieht. Das Schema nach Tab. 1.2 gestattet keine Rekombination, da jeweils nur ein Individu-
1. Auswahl eines Individuums aus der aktuellen Population in Abha¨ngig-
keit von seiner Fitneß
2. Kopieren dieses Individuums
3. Anwenden einer Menge von genetischen Operatoren auf das neuerzeugte
Individuum
4. Ersetzen eines zufa¨llig ausgewa¨hlten Individuums der Population durch
das neue Individuum
5. Berechnen der Fitneß des neuen Individuums
Tabelle 1.2: Schema des genetischen Algorithmus nach Holland.
um ausgewa¨hlt wird. Jedoch ko¨nnte bei Auswahl zweier Individuen die Rekombination auch zwei
neue Individuen hervorbringen und so das Schema beibehalten werden. Durch eine Abwandlung
bei gleichzeitiger Beibehaltung der grundlegenden Schritte gelangt man mit dem Schema nach
Tab. 1.3 zu einem anderen Verfahren, das auch Rekombination ermo¨glicht.
Eine Variation dieses Schemas besteht darin, die Anwendung der genetischen Operatoren zu
modifizieren [4; 5]: Jedes Kind fu¨hrt mit einem anderen ein Crossover durch und ersetzt sich
selbst durch das neue Individuum. Mitunter kommt es bei diesem zu einer Mutation. Damit
folgt der genetische Algorithmus in seiner Standardversion dem Schema nach Tab. 1.4.
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1. Auswahl eines Individuums aus der aktuellen Population in Abha¨ngig-
keit von seiner Fitneß.
2. Kopieren dieses Individuums.
3. Iteratives Anwenden der beiden vorhergehenden Schritte, bis die Anzahl
der Kinder gleich der Anzahl der Eltern ist.
4. Anwenden einer Menge von genetischen Operatoren auf die neuerzeugten
Kinder.
5. Ersetzen der Eltern durch ihre Kinder.
6. Berechnen der Fitneß der Kinder.
Tabelle 1.3: Abgewandeltes Schema des genetischen Algorithmus nach Holland.
1. Definition einer problemangepaßten Zielfunktion
2. Festlegen eines Abbruchkriteriums, bei dessen Erreichen das Verfahren
beendet wird
3. Genetische Codierung festlegen (bina¨r)
4. Genetische Operatoren bestimmen: Rekombination, Mutation, Selektion
5. Erzeugen einer zufa¨lligen Anfangspopulation
6. Selektion (Kopien jedes Individuums entsprechend seiner Fitneß werden
erzeugt)
7. Rekombination (Crossover jeder Kopie mit einem Zufallspartner aus der
Menge der Kopien)
8. Mutation
9. Abbruchkriterium testen: wahr → Ende, falsch → Neue Generation be-
ginnend mit der Selektion
Tabelle 1.4: Schema des genetischen Algorithmus nach Goldberg.
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1.1.3 Genetische Algorithmen – Allgemeines
Selektionsverfahren
Es existieren eine Reihe verschiedener Selektionsverfahren [6]. Exemplarisch sollen hier drei
verschieden Vorgehensweise beschrieben werden. Das Roulette-Auswahl-Verfahren zeichnet sich
dadurch aus, Individuen mit hoher Fitneß auszuwa¨hlen. Je besser die Fitneß, desto ho¨her ist die
Wahrscheinlichkeit fu¨r die Auswahl. Betra¨gt die Anzahl der Individuen N , dann ist f(j) Fitneß
fu¨r ein Individuum j mit 1 ≤ j ≤ N . Unter der totalen Fitneß F (k) sei folgender Ausdruck
verstanden:
F (k) :=
k∑
j=1
f(j)
Mit einer Zufallszahl z zwischen 1 und F (N) gilt das k-te Individuum als ausgewa¨hlt, wenn
F (k − 1) ≤ z < F (k) ist. Dann gibt es die Auswahl durch Zufallszahlen. Basierend auf gleich-
verteilten Zufallszahlen werden jeweils zwei Individuen bestimmt, von denen dasjenige mit der
ho¨heren Fitneß selektiert wird. Schließlich gibt es noch die (N,µ)-Selektion. Aus den N Indi-
viduen, die nach ihren Fitneßwerten in absteigender Folge sortiert sind, werden die µ besten
zur Auswahl zugelassen. Die Wahrscheinlichkeit ausgewa¨hlt zu werden betrage 1/µ. Mit der
Bestimmung einer Zufallszahl i zwischen 1 und µ ist das i-te Individuum ausgewa¨hlt. Da nur
die besten Individuen zur Auswahl zugelassen werden, ist der Selektionsdruck dieses Verfahrens
hoch.
Die Art der Selektionsmethode beeinflußt die Konvergenz des gesamten Verfahrens. Neben den
verschiedenen Selektionsvarianten existieren auch unterschiedliche Verfahren des Crossover. Da
weiter unten die im Rahmen dieser Arbeit verwendete Variante des Pha¨notyp-Crossover na¨her
beschrieben wird, soll hier nur auf die entsprechende Literatur verwiesen werden (vgl. [6] und
darin enthaltene Referenzen).
Weitere Codierungsmo¨glichkeiten des Genoms
Die Leistung einer einzelnen lokalen Geometrieoptimierung wird durch drei Dinge beeinflußt [7]:
Die Koordinaten, die zur Beschreibung des Systems verwendet werden, die mathematische Op-
timierungsmethode und die Qualita¨t der quadratischen Approximation (Kraftkonstanten oder
Hesse-Matrix). Bei der Repra¨sentation der Wassercluster kann dies entsprechend beru¨cksich-
tigt werden. Zuna¨chst ist die Wahl kartesischer Koordinaten aller Atome, die Teil des Clusters
sind, mo¨glich. Dann kann auch auf eine Kombination aus kartesischen Koordinaten und Euler-
Winkeln zuru¨ckgegriffen werden, die das Genom eines Clusters darstellen. Unterschiede zwischen
dem Evolutionsverfahren und dem genetischen Algorithmus sind gegeben in der Kodierung der
Individuen. Erfolgt diese im Rahmen des ersten Verfahrens durch reelle Zahlen, geschieht dies
beim zweiten Verfahren in der Regel bina¨r. In der vorliegenden Arbeit ist dies geschehen, in-
dem drei kartesische Koordinaten fu¨r die Position des Schwerpunkts jedes Moleku¨ls im Raum
beschreiben und drei Euler-Winkel fu¨r die Orientierung der Moleku¨le im Raum bezu¨glich einer
vorgegebenen Standardorientierung verwendet werden. Dies hat die Implementierung der geneti-
schen Operatoren, die weiter unten noch beschrieben werden, vereinfacht. Als weitere Mo¨glichkeit
existiert die Repra¨sentierung durch skalierte interne Koordinaten, wie sie z.B. in [8] vorgeschla-
gen werden. Damit sind die Bindungsla¨ngen, Bindungswinkel und Torsionswinkel zusammen mit
geometrieabha¨ngigen Skalierungsfaktoren gemeint. Das Leistungsvermo¨gen der Geometrieopti-
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mierung ha¨ngt stark von der Wahl des Koordinatensystems ab und Optimierungsla¨ufe unter
Verwendung interner Koordinaten konvergieren u¨blicherweise zu tieferen Minima und die Ge-
schwindigkeit bei der Konvergenz kann um bis zu einer Gro¨ßenordnung gesteigert werden. Bei
der Geometrieoptimierung des Wasserhexamers ließ sich gema¨ß [8] die Geschwindigkeit der Kon-
vergenz um etwa den Faktor vier steigern. Obwohl dieser Ansatz interessant erscheint, la¨ßt sich
an dieser Stelle nicht abscha¨tzen, inwiefern diese Resultate auf einzelnen Optimierungsla¨ufen
beruhen oder auch im Mittel eine deutliche Verbesserung zu verzeichnen ist. Zudem sollte das
im Rahmen dieser Arbeit verwendete TTM2-F-Potential nicht von der damit verbundenen Op-
timierungsroutine getrennt werden, die die kartesichen Koordinaten der Atome verwendet, was
allein schon erhebliche Zeit beno¨tigt ha¨tte.
Pha¨notyp-Crossover
Deaven und Ho haben in [9; 10] einen genetischen Algorithmus zur Optimierung atomarer bzw.
molekularer Cluster verwendet. Die Rekombination der Individuen durch Crossover als zentra-
le Operation innerhalb eines genetischen Algorithmus ist dabei einem anderen Schema gefolgt.
Wird vor dem Crossover die genetische Information auf einen bina¨ren String abgebildet, ko¨nnen
die Charakteristika der zugrundeliegenden Struktur verloren gehen. Im Detail bedeutet das: Der
Genotyp eines Clusters, sein Genom, ist determiniert durch die Folge der kartesischen Koordi-
naten und Euler-Winkel, die jedes einzelne Moleku¨l in seiner Lage und Orientierung im Raum
widerspiegeln. Dabei sind jedoch alle Permutationen der Moleku¨le gleichwertig, und in der Regel
besteht kein Zusammenhang zwischen der Reihenfolge der Koordinaten und der Nachbarschaft
bestimmter Moleku¨le. Eine Abbildung auf einen bina¨ren String konserviert diese Eigenschaft.
Beim Crossover wird nun ausgehend von einem bestimmten Punkt der Sequenz des Genoms zwei-
er Individuen an ein Abschnitt gleicher La¨nge ausgetauscht (Genotyp-Crossover). Die Beru¨ck-
sichtigung der Wahrung der Teilchenzahl pro Cluster vorausgesetzt, kann die Retransformation
des Bina¨rstrings in die urspru¨nglichen Koordinaten bedeuten, daß dies im Realraum einer Ver-
tauschung von Moleku¨len zwischen den Individuen entspricht, die sich an beliebigen Positionen
innerhalb des Clusters befunden haben. So ko¨nnen gegebenenfalls vorhandene gute lokale Kon-
stellationen von Moleku¨len in den Ha¨lften des Clusters wieder zersto¨rt werden. Mit einem als
Pha¨notyp-Crossover bezeichneten Vorgehen kann dies erfolgreich vermieden werden. Zuna¨chst
wird eine zufa¨llige Schnittebene durch den Schwerpunkt beider Elternindividuen gelegt. Die
Kinder entstehen durch das Zusammenfu¨gen der Ha¨lfte des einen Elternclusters oberhalb der
Schnittebene mit der Ha¨lfte des anderen Elternclusters unterhalb der Schnittebene und umge-
kehrt. Damit die Teilchenzahl erhalten bleibt, werden die Elterncluster ggf. in entgegengesetzter
Richtung entlang der Normalen der Schnittebene verschoben, bis die Bedingung erfu¨llt ist. Im
Anschluß werden die Kindercluster durch Verschieben der Ha¨lften aneinandergefu¨gt, so daß sie
in ein lokales Minimum relaxieren. Abwandlungen dieser Vorgehensweise betreffen z.B. die Lage
der Schnittebenen. Das Teilen in Ha¨lften kann durch ein Abschneiden auch anderer Anzahlen
ersetzt werden. Details zur Funktionsweise des Crossoveroperators der in dieser Arbeit verwen-
deten und entwickelten Algorithmen befinden sich in 1.2.1.
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1.1.4 Andere Optimierungsverfahren
Basin-Hopping
In ihrer Studie zu den globalen Minima der TIP4P-Wassercluster verwenden Wales et al. [11]
eine als Basin-Hopping bezeichnete Optimierungsmethode. Hierzu werden Monte-Carlo-Verfah-
ren und lokale Optimierung kombiniert. Die Potentialenergiehyperfla¨che wird dabei in eine mul-
tidimensionale Stufenfunktion entsprechend dem Einzugsbereich eines bestimmten Minimums
transformiert, d.h. jede Stufe entha¨lt alle Geometrien, deren Optimierung in dieses Minimum
fu¨hrt. Auf diese Weise verschwinden die Barrieren zwischen benachbarten Minima. Die hohen
Energiebarrieren im Konfigurationsraum kann das klassische Monte-Carlo-Verfahren nicht so
leicht u¨berwinden. Diese Eigenschaft der Potentialenergiehyperfla¨che ist sowohl bei Proteinen,
fu¨r die das Verfahren urspru¨nglich entwickelt worden war [12], als auch bei Wasserclustern zu
beobachten.
Simulated Annealing
Das Verfahren des Simulated Annealing oder auch simulierten Temperns ist aus der Festko¨rper-
physik entlehnt. Beim U¨bergang einer Schmelze in einen Festko¨rper wird die Gesamtenergie (freie
Energie) minimal. Dabei kann es sich um lokale Minima handeln (Fehler in der Kristallstruk-
tur) oder das globale Minimum (Einkristall). Dem Verfahren liegt der Metropolis-Algorithmus
zugrunde, der in [13] zur Berechnung der Zustandsgleichung eines Systems zweidimensionaler
harter Kugeln verwendet worden ist. Allerdings ist die Qualita¨t des Metropolis-Algorithmus
stark von der Wahl der Temperatur abha¨ngig. Die Erweiterung des Metropolis-Algorithmus um
eine Abku¨hlungsstrategie bezeichnet man als Simulated Annealing. Kirkpatrick konnte Simula-
ted Annealing erfolgreich auf das Traveling Salesman Problem anwenden [14]. Eine Anwendung
auf die Optimierung von Wasserclustern unter Verwendung des TIP4P-Potentials findet sich in
[15].
Diffusionsgleichungs-Methode
Eine weitere Methode zur globalen Optimierung ist die Diffusionsgleichungs-Methode. Ange-
wandt wurde sie von Wawak et al. [16] auf Wassercluster unter Verwendung des MCY- Potentials
[17]. Die Lo¨sung F (x, t) der Diffusionsgleichung entspricht der Potentialenergiehyperfla¨che.
∆xF (x, t) =
∂F (x, t)
∂t
mit x = (x1, x2, . . . , xm) ∈ R
m
Wird t als Zeitparameter aufgefaßt, ist die Anfangsbedingung zur Lo¨sung der Diffusionsglei-
chung gegeben durch die urspru¨ngliche Potentialfunktion f(x), d.h. F (x, 0) = f(x). Im weiteren
Verlauf kommt es zur Deformation der Potentialenergiehyperfla¨che in einer Weise, daß in auf-
einanderfolgenden Optimierungsla¨ufen mit abnehmender Dauer nacheinander mehr und mehr
flache lokale Minima entfernt werden. Am Ende liegen tiefe Minima zur Zeit t = 0 vor, un-
ter denen sich dann das globale Minimum befinden kann. Die untersuchten Cluster enthielten
zwischen 2 und 8 Wassermoleku¨le.
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1.2 Varianten des genetischen Algorithmus zur globalen Opti-
mierung reiner Wassercluster
1.2.1 Der generationsbasierte Algorithmus
Der generationsbasierte Algorithmus wendet in einer zyklischen Abfolge auf eine Population von
n Individuen zuna¨chst die vorhandenen genetischen Operatoren auf die Individuen an, um nach
der Fitneßselektion der Resultate dieses Schema zu wiederholen. Jeder Zyklus umfaßt dabei ei-
ne Generation. Am Beginn des Optimierungslaufes steht eine Population aus n Individuen, die
ganz oder teilweise zufa¨llig erzeugt werden oder aus einem vorangegangenen Lauf stammen. Neue
Individuen entstehen durch zufa¨llige Anordnung einzelner Wassermoleku¨le in einem virtuellen
Raumareal, das die Form eines Quaders besitzt. Seine Kantenla¨ngen sind in einer Parameter-
datei spezifiziert. Ferner ist bei diesem Scho¨pfungsprozeß darauf zu achten, daß die Moleku¨le
einen ebenfalls in dieser Parameterdatei festgelegten Mindestabstand nicht unterschreiten. An-
dererseits soll der Abstand eines neu hinzukommenden Moleku¨ls zu den bereits vorhandenen in
der Box nicht zu groß sein. Aufgrund der effektiv endlichen Reichweite der meisten Potentiale
erhielte man ohne die Box als Hilfskonstruktion fast nur dissoziierte Cluster. Umgekehrt sind die
in einer zu kleinen Box erzeugten Cluster zu dicht gepackt, und die nachfolgende lokale Opti-
mierung hat extrem hohe Gradienten zur Folge. Das fu¨hrt ebenfalls wieder zu einer Dissoziation
der Cluster. Die Gro¨ße der beiden Parameter Boxabmessungen und Mindestabstand gru¨ndet
sich auf empirische Erfahrung und ha¨ngt vom Wechselwirkungspotential und dem angewandten
Optimierungsverfahren ab. Alle neuen Individuen werden dann lokal optimiert und danach ihr
Schwerpunkt in den Koordinatenursprung verschoben. Auch im weiteren Prozeßverlauf wird z.B.
immer nach einer lokalen Optimierung der Schwerpunkt des betreffenden Individuums in den
Koordinatenursprung verschoben. Der Grund dafu¨r ist die vereinfachte Implementierung einiger
genetischer Operatoren.
Die 0. Generation ist nun bereit fu¨r die Crossoverphase. Alle Paarungen inklusive der eines In-
dividuums mit sich selbst sind zugelassen. Insgesamt sind vier Varianten in der Crossoverphase
mo¨glich. Als erstes wird versucht, beim Crossover ein center-of-quality (coq) zu beru¨cksichti-
gen [18; 19]. Damit ist hier der dem Beitrag zur Gesamtenergie gewichtete Schwerpunkt des
Individuums gemeint. Beide Individuen werden so gedreht, das coq auf der z-Achse zu liegen
kommt. Entlang einer Ebene senkrecht zur z-Achse werden dann beide Individuen zerschnit-
ten und mit vertauschten Ha¨lften wieder zusammengefu¨gt. Dies geschieht durch Verschieben
der beiden Ha¨lften relativ zueinander entlang der z-Achse, bis die Gesamtenergie minimal ist.
Die Beru¨cksichtigung des coq erzeugt beim Zerschneiden eine im Sinne der Definition des coq
bessere und eine schlechtere Ha¨lfte jedes Individuums. Beim Crossover, d.h. dem Vertauschen
der Ha¨lften zweier Individuen, werden sowohl die beiden besseren Ha¨lften als auch die beiden
schlechteren Ha¨lften zusammengefu¨gt. Dadurch wird in der Regel das aus beiden besseren Ha¨lf-
ten bestehende Individuum noch besser und das aus beiden schlechteren Ha¨lften aufgebaute
Individuum noch schlechter. Damit sollen gleichzeitig zwei Effekte bewirkt werden: Einerseits
erscho¨pfende Suche nach noch besseren Individuen in der Umgebung der guten Individuen auf
der Potentialenergiehyperfla¨che und andererseits eine weiterreichende Exploration der Poten-
tialenergiehyperfla¨che durch die schlechten Individuen. Realiter hat sich gezeigt [20], daß eines
der beiden Kinder dieser Operation besser ist als beide Eltern und das andere schlechter; eine
zufa¨llige Wahl der Schnittebenen fu¨r das Crossover erzeugt tendenziell Kinder, die energetisch
zwischen den Eltern liegen. Nicht alle Crossoveroperationen werden mit der Beru¨cksichtigung
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Abbildung 1.1: Prinzip des generationsbasierten Algorithmus.
des coq durchgefu¨hrt, sondern mit einer bestimmten Wahrscheinlichkeit findet auch ein Cros-
sover mit zufa¨llig gewa¨hlter Schnittebene statt, entsprechend der urspru¨nglich von Deaven und
Ho vorgeschlagenen Prozedur [9; 10]. Nach Erfahrungen mit Lennard-Jones-Clustern [20] hat
sich dieser Mix als erfolgreicher als eine der beiden Crossovervarianten allein herausgestellt.
Beim Zerschneiden eines Individuums aus nmol Moleku¨len werden mindestens 1 und ho¨chstens
nmol − 1 Moleku¨le abgetrennt. Mit einer bestimmten Wahrscheinlichkeit kommt es noch zur
Mutation der Tochterindividuen. Da der Crossoveroperator direkt im dreidimensionalen Raum
der kartesischen Koordinaten und nicht mit eindimensionalen Bitstrings agiert, spricht man auch
von Pha¨notyp-Crossover.
Die lokale Optimierung kann fehlschlagen, indem der vorliegende Cluster dissoziiert (wenigstens
ein Moleku¨l des Clusters ist danach von mindestens einem anderen Moleku¨l weiter als ein ge-
gebener Maximalabstand entfernt) oder die Atome zweier verschiedener Moleku¨le sich einander
stark na¨hern. Ursache fu¨r den Kollaps ist ein Defekt des Potentials; ein Potentialterm divergiert
bei Verminderung des Abstandes auf 0. Wa¨hrend des Optimierungslaufes wird daher stets dafu¨r
Sorge getragen, daß zwischen Crossover und lokaler Optimierung solche Individuen daraufhin
gepru¨ft und entsprechend angepaßt werden. Sind die beiden neuen Individuen erfolgreich lokal
optimiert, werden sie als Mitglieder der Interimspopulation eingeordnet. Schla¨gt andererseits
wenigstens eine lokale Optimierung fehl, wird das Crossover in abgewandelter Form wieder-
holt. Beide Cluster werden entlang einer zufa¨llig orientierten Ebene zerschnitten, die Ha¨lften
aneinandergefu¨gt, so daß die Gesamtenergie minimal wird.
Anschließend wird entsprechend der festgelegten Wahrscheinlichkeit der Mutationsoperator auf
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beide Individuen angewandt. Eine erfolgreiche lokale Optimierung beider Individuen bewirkt
ihre Einordnung in die Interimspopulation. Sollte hier wenigstens eine lokale Optimierung fehl-
schlagen, kommt nur noch der Mutationsoperator zum Einsatz. Der Erfolg der anschließenden
lokalen Optimierung entscheidet erneut u¨ber die Einordnung in die Interimspopulation. Falls we-
nigstens eine lokale Optimierung an dieser Stelle fehlschla¨gt, werden die beiden urspru¨nglichen
Individuen direkt in die Interimspopulation aufgenommen.
Die auf die genetischen Operationen folgenden lokalen Optimierungen werden mit verschiedener
Konvergenzschwelle durchgefu¨hrt. Auf das Crossover folgt eine lokale Optimierung mit gro¨ße-
rer relativer Konvergenzschwelle von typischerweise 10−4. Sind alle 1/2n(n+1) Paare gebildet,
endet die Crossoverphase mit dem Anfu¨gen der unvera¨nderten Eltern an die Interimspopula-
tion. Hierdurch wird garantiert, daß das bisher beste Individuum nicht verloren gehen kann
und die Energie wa¨hrend eines Optimierungslaufes monoton fa¨llt. Wird das beste Elternindi-
viduum von keinem Kind unterboten, bleibt es außerdem der Population erhalten, um weitere
Nachkommen zu haben und unter Umsta¨nden doch noch einen besseren Nachfolger zu erzeugen.
Jetzt werden aus dieser Interimspopulation n Individuen fu¨r die na¨chste Generation ausgewa¨hlt.
Hierbei geht das Auswahlkriterium u¨ber eine bloße Fitneßselektion (tournament-selection) nach
der geringsten Energie hinaus. Deshalb erfolgt die Selektion unter Einbeziehung eines Nischen-
kriteriums, das sowohl die geometrische Gestalt der Individuen, deren Energie als auch ihren
Status als Mutant oder Nichtmutant beru¨cksichtigt. Nach der Kombination aus Pha¨notyp-Cros-
sover und Nischenkriterium heißt der Algorithmus allgemein PHENIX (PHEnotype crossover
and NICHing).
Erfolgreich angewandt worden ist ein Nischenkriterium zuvor zur globalen Optimierung von
Lennard-Jones-Clustern [18]. Wie sich spa¨ter zeigen wird, ko¨nnen Individuen, deren Sauerstoff-
geru¨st von deutlich unterschiedlicher Gestalt ist, quasi isoenergetisch sein. Durch die Anwendung
des Nischenkriterium kann erreicht werden, daß diese quasi isoenergetische Individuen oder auch
Individuen mit schlechter Energie ausgewa¨hlt werden, wenn ansonsten andere Individuen energe-
tisch besser sind. So kann der Erhalt der geometrischen Vielfalt sichergestellt werden. Mutanten
weisen durchaus schlechtere Energien auf als Nichtmutanten. Auch hier wu¨rde eine Selektion
allein nach der Energie diese Individuen schnell aus der Population entfernen. Durch die Muta-
tionen kann der Suchraum gut exploriert werden. Deshalb schu¨tzt das Nischenkriterium auch die
Mutanten. Falls hierbei weniger als n Individuen ausgewa¨hlt werden sollten, werden die verblei-
benden Pla¨tze mit zufa¨llig erzeugten Individuen aufgefu¨llt. Jedes nun vorliegende Individuum
wird einer Orientierungsoptimierung und einer gerichteten Mutation unterworfen, an die sich
jeweils eine lokale Optimierung mit kleiner relativer Konvergenzschwelle von 10−8 anschließt.
Der genetische Operator zur Orientierungsoptimierung ist seiner Gestalt nach vergleichbar mit
dem gesamten genetischen Algorithmus. Zu dem ihm u¨bergebenen Individuum werden n In-
dividuen erzeugt, die sich nur in der Orientierung der Moleku¨le, nicht jedoch in der Lage der
Schwerpunkte voneinander unterscheiden.
Der genetische Operator fu¨r gerichtete Mutation projiziert ein dreidimensionales kubisches Git-
ter auf das Individuum. Alle Moleku¨le werden nach ihrem Beitrag zu Gesamtenergie sortiert.
Nun wird das Moleku¨l mit dem geringsten Beitrag aus dem Cluster entfernt und nacheinander
an zufa¨lliger Stelle mit verschiedenen Orientierungen in alle Gitterzellen eingefu¨gt und dann die
Gesamtenergie des Clusters berechnet. Sobald eine energetisch bessere Konfiguration gefunden
wurde, dient diese als Referenz, bis das ganze Gitter durchsucht ist. Ist dieser Durchlauf erfolg-
los, folgen vier weitere mit jeweils einem Moleku¨l mehr, das verschoben wird. Sollte auch der
fu¨nfte Durchlauf erfolglos sein, beginnt eine zweite Serie von Durchla¨ufen beginnend mit einem
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Moleku¨l, wobei jedoch der Cluster jeweils um 10% in jede Richtung aufgebla¨ht wird. Im Konfigu-
rationsraum liegen mehrere unterschiedlich tiefe Minima mitunter ziemlich dicht beieinander, sie
sind aus einander erzeugbar durch die Vera¨nderung des Ortes und/oder der Orientierung eines
einzelnen Moleku¨ls. Das Operatorpaar Crossover und Mutation ist wegen seiner umfassenden
A¨nderungen an der Struktur eher weniger geeignet, solche feinen Unterschiede hervorzurufen, es
fu¨hrt eher zufa¨llig in ein Minimum einer solchen Gruppe von Minima. Besser geeignet zur Explo-
ration eines solchen Gebietes des Explorationsraumes sind kleine Vera¨nderungen, die nur wenige
Moleku¨le betreffen. Da u¨berdies nur wenige Mo¨glichkeiten existieren (Mindestabsta¨nde) kann
die Suche systematisch innerhalb eines Gitters erfolgen. Um den Aufwand zu beschra¨nken, wer-
den nicht alle Moleku¨le in diese gerichtete Mutation einbezogen, sondern nur eine kleine Anzahl.
Vorzugsweise werden sie ausgewa¨hlt als diejenigen, deren Anteil an der gesamten Bindungs-
energie die geringsten Beitra¨ge liefert. Der Operator ist angelehnt an den in [21] beschriebenen
”
add-and-etch“-Operator, jedoch kommt er mit einer geringeren Anzahl lokaler Optimierun-
gen aus. Die Anwendung mit der expandierten Clusterstruktur soll es ermo¨glichen, bereits in
der nicht expandierten Struktur vorhandene Hohlra¨ume schneller zu fu¨llen, als es sonst durch
Crossover und Mutation geschehen ko¨nnte.
Auf diese Weise liegen schließlich jeweils drei Varianten jedes Individuums vor, deren energetisch
niedrigste als Elternindividuum fu¨r die folgende Generation selektiert wird. Damit ist eine Ge-
neration voru¨ber. Dieses Schema ist unabha¨ngig davon, ob der Programmcode parallelisiert ist
oder nicht. Dieser Algorithmus hat seine ebenbu¨rtige Leistungsfa¨higkeit bei der globalen Geo-
metrieoptimierung von TIP4P-Wasserclustern [22] im Vergleich mit den von Wales und Hodges
mit ihrer Basin-Hopping-Methode [11], bereits unter Beweis gestellt. Des weiteren fand er, an-
gepaßt an die neue Problemstellung, in der globalen Geometrieoptimierung von Alkalikation-
Mikrohydrationsclustern seine erfolgreiche Anwendung [23].
Eine Parallelisierung des Codes teilt das Programm in zwei Sektionen, die Crossoverphase als die
eine und die Sektion mit Orientierungsoptimierung und gerichteter Mutation als Nachbearbei-
tungsphase. Parallelisierbar sind grundsa¨tzlich alle Berechnungen, die unabha¨ngig voneinander
durchgefu¨hrt werden ko¨nnen. Der Programmteil des TTM2-F-Potentials zusammen mit seiner
Optimierungsroutine mit seiner La¨nge von einigen Tausend Zeilen blieb unangetastet. Da je-
doch die einzelnen lokalen Optimierungen voneinander unabha¨ngig durchfu¨hrbar sind, ist der
Code auf dieser relativ hohen Ebene parallelisiert. Auf diese Weise konnte in [24] erfolgreich ein
Master-Slave-Schema basierend auf MPI implementiert werden. Der Masterprozeß ha¨lt allein
alle Daten und u¨bernimmt die Verteilung der einzelnen lokalen Optimierungen auf die Slaves.
Innerhalb des generationsbasierten Algorithmus ergeben sich so zwei Parallelphasen pro Genera-
tion, die jeweils durch serielle Programmteile, in denen ausschließlich der Masterprozeß belastet
ist, getrennt sind. Als zusa¨tzliche Parallelphase ist noch die Initialisierungsphase anzufu¨hren.
1.2.2 Der asynchrone Algorithmus
Ansatzpunkt fu¨r die Entwicklung eines neuen Algorithmus, der eine schnelleren Ablauf garan-
tiert, sind die zwischen den Parallelphasen gelegenen Teile, an deren Ende der Masterprozeß
die Aufgaben neu verteilt. Dies sind serielle Engstellen, die als Hemmnis verbleiben, wenn die
Parallelisierung sich allein auf das gleichzeitige Durchfu¨hren der voneinander unabha¨ngigen lo-
kalen Optimierungen wie im generationsbasierten Algorithmus bezieht. Dabei ist es nicht die
vom Master durzufu¨hrende Neuverteilung der Aufgaben, sondern vielmehr die Notwendigkeit
der Synchronisation aller Prozesse an dieser Stelle, die wertvolle Zeit kostet. Am Ende jeder
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Abbildung 1.2: Prinzip des asynchronen Algorithmus (Variante I) mit Anwendung des Nischen-
kriteriums zur Auswahl von Individuen fu¨r die anschließende genetische Operation.
Parallelphase geben die Slaveprozesse ihre Ergebnisse an den Masterprozeß zuru¨ck ohne neue
Aufgaben zugeteilt zu bekommen. Da nicht alle Slaveprozesse zur selben Zeit fertig werden,
mu¨ssen diejenigen umso la¨nger unta¨tig warten, je eher sie ihr Resultat zuru¨ckgeben konnten. In
der Hebung dieser Ressourcen liegt die Lo¨sung. Zu realisieren war das durch vo¨llige Aufgabe des
Generationskonzeptes unter Beibehaltung des Master-Slave-Schemas. Mit anderen Worten, statt
die Parallelisierung an den Algorithmus anzupassen, wurde der Algorithmus der Parallelisierung
angepaßt. Die genetischen Operatoren wurden unvera¨ndert u¨bernommen.
Die zu Beginn der Rechnung vorliegenden Individuen bilden eine Population fester Gro¨ße. Alle
vorhandenen genetischen Operatoren Crossover mit Mutation, Orientierungsoptimierung und ge-
richtete Mutation werden wa¨hrend des Optimierungslaufes mit bestimmtenWahrscheinlichkeiten
auf Paare bzw. einzelne Individuen angewandt. Deshalb und wegen des damit verbundenen Fort-
fallens des Generationskonzeptes, soll der neue Algorithmus als asynchron bezeichnet werden.
Entsprechen der Situation beim generationsbasierten Algorithmus erfolgt die lokale Optimierung
nach einem Crossover mit gro¨ßerer relativer Konvergenzschwelle und nach Orientierungsoptimie-
rung sowie gerichteter Mutation mit einer kleineren. Um einerseits verschiedene Operationen auf
dieselben Individuen anwenden zu ko¨nnen und andererseits die Konstanz der Populationsgro¨ße
zu sichern, werden Kopien der Individuen verwendet. Erst bei der Ru¨ckgabe der Resultate a¨ndert
sich die Population. Als Nebeneffekt entfa¨llt die Notwendigkeit der Speicherung einer quadratisch
mit der eigentlichen Population skalierenden Interimsgeneration, wie sie beim generationsbasier-
ten Algorithmus als Ergebnis der Menge aller Crossoveroperationen auftrat. Ein Vergleich des
asynchronen Algorithmus mit dem Schema nach Holland (Tab. 1.2) zeigt eine enge Verwandt-
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schaft. Im vorliegenden Fall ist eine Rekombination trotzdem mo¨glich, denn das Crossover zweier
Individuen erzeugt zwei Kinder, wodurch die Konstanz der Populationsgro¨ße gewa¨hrleistet ist.
Bisher war vom Nischenkriterium noch nicht die Rede. Sein Einsatz ist nun auch noch zu beru¨ck-
sichtigen, sorgt es doch vermo¨ge seiner Konstruktion dafu¨r, daß die geometrische Vielfalt bei der
Fitneßselektion neben der Energie eine Rolle spielt. Nicht zuletzt damit das Nischenkriterium
keine leere oder stets nur dieselbe Auswahl liefert, weil die Population zeitweise zu klein ist, ist
eine unvera¨nderliche Populationsgro¨ße sinnvoll. Innerhalb des generationsbasierten Algorithmus
erfu¨llte das Nischenkriterium zusammen mit der Fitneßselektion eine zweiseitige Filterfunktion,
die Akzeptanz eines aus der Interimspopulation stammenden Individuums ist gleichbedeutend
mit der Auswahl eines Individuums, das Nachkommen haben wird. Mit dem asynchronen Sche-
ma gibt es nun eine neue Freiheit, die das Nischenkriterium und die Fitneßselektion betrifft.
Einerseits kann die Auswahl von Individuen fu¨r eine genetische Operation beeinflußt werden,
andererseits bei der Ru¨ckgabe der Resultate ein entsprechendes Nischenkriterium mit Fitneßse-
lektion angewandt werden oder aber an beiden Stellen eine entsprechende Auswahl stattfinden.
In der Praxis wurde sowohl ein Nischenkriterium mit Fitneßselektion angewandt als auch eine
reine Fitneßselektion durchgefu¨hrt. Dies ist notwendig, um das Auftreten identischer Individuen
zu unterdru¨cken. Im Extremfall besteht sonst nach einer gewissen Zeit die gesamte Population
aus Klonen des besten Individuums, aus dessen Minimum die genetischen Operatoren die Popu-
lation nicht mehr herauszutreiben vermo¨gen. Auch eine Lo¨sung wie beim generationsbasierten
Algorithmus wa¨re mo¨glich. Sollte die Auswahl nach Anwendung des Nischenkriteriums und der
Fitneßselektion nicht ausreichen, werden die fehlenden Individuen durch neue zufa¨llig generier-
te aufgefu¨llt. Mithin sind zwei verschiedene Varianten des asynchronen Algorithmus mo¨glich,
die sich grundsa¨tzlich in der Anordnung des Nischenkriteriums innerhalb des Gesamtprozesses
voneinander unterscheiden.
In der Variante I des asynchronen Algorithmus (Abb. 1.2) werden fu¨r ein Crossover zwei Indivi-
duen nach einer bloßen Fitneßselektion bereitgestellt. Das Nischenkriterium kommt zum Einsatz
bei der Auswahl der Individuen, die einer gerichteten Mutation oder einer Orientierungsopti-
mierung unterworfen werden sollen. Es wird dabei zuna¨chst eine Kollektion an auswa¨hlbaren
Individuen bereitgestellt, wobei das energetisch beste immer dabei, die Auswahl mithin nichtleer
ist. Im Anschluß wird aus dieser Kollektion via gleichverteilter Zufallszahlen ein Individuum aus-
sortiert, von dem eine Kopie der gewu¨nschten Operation unterworfen wird. Nur die Individuen
mit den gewu¨nschten Merkmalen sollen zur Hervorbringung von Nachkommen zugelassen sein.
Nach erfolgter Anwendung eines genetischen Operators wird die Energie des Individuums mit
der aller Mitglieder der Population verglichen, was einer einfachen Fitneßselektion entspricht.
Ist sie von allen vorhandenen verschieden, wird das Individuum an zufa¨lliger Stelle eingefu¨gt,
wobei die erste Stelle verboten ist. Auf diese Weise kann das energetisch beste Individuum durch
ein besseres ersetzt werden. Umgekehrt wird das energetisch schlechteste Individuum der Popu-
lation nicht notwendigerweise immer besser, denn die Lebensdauer aller anderen ist prinzipiell
endlich: Die Liste mit der gesamten Population ist nach der Energie der Individuen sortiert
und wird nach der Ru¨ckgabe eines Resultates erneut sortiert. Ist das Resultat besser als das
beste Individuum, geht irgendein Individuum verloren nur nicht das beste; es kann ein neues
schlechteres Individuum geben, das besser ist als dasjenige zuvor. Falls das Resultat schlechter
ist als das bisher schlechteste, geht irgendein Individuum verloren nur nicht das beste. Es gibt
nun ein schlechteres Individuum als zuvor. Als dritte Mo¨glichkeit liegt das Resultat zwischen
dem besten und dem schlechtesten Individuum. Hierbei geht irgendein Individuum zwischen
den beiden Extrema verloren, und das schlechteste Individuum kann durch ein besseres ersetzt
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werden. Dadurch soll die Variabilia¨t innerhalb der Population gewa¨hrleistet werden.
Umgekehrt kann die Auswahl der Individuen auf einfache Weise, d.h. zufa¨llig oder nach Energie
gewichtet, erfolgen, und das Nischenkriterium entscheidet bei der Ru¨ckgabe eines Individuums
an die Population nach der Anwendung des genetischen Operators daru¨ber, ob dieses akzeptiert
wird oder nicht. In der Variante II des asynchronen Algorithmus (Abb. 1.3) ist dies realisiert.
Dazu ist die Gesamtpopulation in zwei Subpopulationen unterteilt. Ist n die Gesamtzahl der
Individuen, so entha¨lt die kleinere Subpopulation mit n −m Individuen die n −m energetisch
besten, und der Rest bildet die gro¨ßere Subpopulation. Aus der kleineren Subpopulation werden
Mutation
lokale Optimierung
Crossover
Orientierungsoptimierung
lokale Optimierung
gerichtete Mutation
lokale Optimierung
Population mit fester Größe
Fitneßselektion
Fitneßselektion
Fitneßselektion
Nischenkriterium
Abbildung 1.3: Prinzip des asynchronen Algorithmus (Variante II) mit Anwendung des Nischen-
kriteriums bei der Ru¨ckgabe von Individuen nach erfolgter genetischer Operation.
zufa¨llig Paare von Individuen fu¨r das Crossover ausgewa¨hlt. Die gro¨ßere Subpopulation dient als
Reservoir fu¨r die gerichtete Mutation und die globale Orientierungsoptimierung. Die Auswahl
der Individuen erfolgt hier auch zufa¨llig. Somit findet in beiden Fa¨llen eine unvoreingenommene
Fitneßselektion statt. Bei der Ru¨ckgabe der Individuen wird zuna¨chst eine reine Fitneßselek-
tion durchgefu¨hrt. Jedes als Resultat an den Master zuru¨ckgelieferte Individuum wird darauf
gepru¨ft, ob die Energie zu einem in der Gesamtpopulation vorhandenen zu a¨hnlich ist; ist dies
der Fall, wird es verworfen. Ist die Energie nun kleiner als die des besten Individuums, wird
das schlechteste Individuum der kleineren Subpopulation ersetzt. Damit die Individuen dieser
Subpopulation sich nicht zu a¨hnlich werden, definiert die Energiedifferenz zwischen dem besten
Individuum und dem schlechtesten Individuum der kleineren Subpopulation ein Fenster, dessen
Breite z.B. 1% der Energie des besten Individuums entspricht. Traf bisher keiner der Fa¨lle zu,
und liegt die Energie des Individuums innerhalb des Fensters, wird ebenfalls das schlechteste
Individuum der kleineren Subpopulation ersetzt. Hat das Fenster seine Mindestbreite erreicht,
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kann es erst durch eine Verbesserung des besten Individuums wieder geo¨ffnet werden. Falls bis
hierher kein Kriterium gegriffen hat, werden nur noch Individuen nach einem Crossover weiter
beru¨cksichtigt, alle anderen werden verworfen. Das Nischenkriterium sorgt an dieser Stelle dafu¨r,
daß ein Individuum aus der gro¨ßeren Subpopulation ersetzt werden kann. Gefolgt wird die Pro-
zedur von einer Sortierung der Population nach der Energie. Mehrere Ziele sollen durch diese
Kombination aus Fitneßselektion und Nischenkriterium erreicht werden. Jede genetische Opera-
tion soll die Mo¨glichkeit haben, das beste Individuum zu ersetzen. Die Migration zwischen den
Subpopulationen soll gewa¨hrleistet sein. Und die Diversita¨t innerhalb beider Subpopulationen
ist zu erhalten, wobei das schlechteste Individuum ebenfalls nicht zwangsweise besser wird.
In Anlehnung an die Umgangssprache stellt sich bzgl. der beiden Varianten des asynchronen
Algorithmus also die Frage, ob nach dem Nischenkriterium vor dem Nischenkriterium ist, ob
also seine Position innerhalb des Algorithmus nur eine Frage der Sichtweise ist oder nicht.
1.2.3 Verwendete Hardware und Vergleichbarkeit
Um beide Algorithmen unter vergleichbaren Bedingungen zu testen, wurden insgesamt zwei glo-
bale Optimierungsreihen auf Computern unterschiedlicher Architektur durchgefu¨hrt. Zum einen
ein Clusterrechner bestehend aus 22 dualen OpteronTM Knoten mit je 2,2 GHz Taktfrequenz
unter Verwendung eines PortlandTM Compilers und zum anderen eine SGI altix 3700 mit 128
Itanium 2TM Prozessoren und einer Taktfrequenz von 1,3 GHz und shared memory Architektur.
Wa¨hrend die erste Optimierungsserie das TTM2-F-Potential verwendete und auf dem Opteron
TM-Cluster auf 5 Knoten mit jeweils beiden Prozessoren eines Knotens durchgefu¨hrt wurde,
geschah die zweite Serie unter Verwendung des TIP4P-Potentials auf der SGI altix unter Be-
nutzung von 32 Prozessoren.
Der asynchrone Algorithmus gestattet die Anwendung der Operatoren fu¨r Crossover, gerichtete
Mutation und Orientierungsoptimierung mit zu Programmbeginn festgelegten Wahrscheinlich-
keiten. Diese hatten derart gewa¨hlt zu werden, daß die mittlere Anzahl der Anwendung der
drei Operatoren der entsprechenden Anzahl im generationsbasierten Algorithmus entsprach. Sei
ngeo die Anzahl der Clustergeometrien, die eine Population bilden, und ngener die Anzahl
der Generationen. Mit seiner Unterteilung in zwei Parallelphasen betra¨gt die Gesamtanzahl der
Crossoveroperationen inklusive Selbstcrossover 1/2 (ngeo · ngeo+ ngeo). Wa¨hrend der Nachbe-
arbeitungsphase werden je ngeo gerichtete Mutationen und Orientierungsoptimierungen durch-
gefu¨hrt. Sonach ergibt sich eine Gesamtzahl aller Operationen von
ngener [1/2 (ngeo · ngeo+ ngeo) + 2ngeo]
wa¨hrend eines Optimierungslaufes mit dem generationsbasierten Algorithmus. Der neue asyn-
chrone Algorithmus fu¨hrt nun eine Anzahl von niter Operationen aus, die mit einer Wahrschein-
lichkeit von p (xover), p (germut) und p (oropt) auftreten. Folgende Relationen waren daher zu
erfu¨llen:
niter · p (xover) ≈ ngener · 1/2 (ngeo · ngeo+ ngeo)
niter · p (germut) ≈ ngener · ngeo
niter · p (oropt) ≈ ngener · ngeo
Lokale Optimierungen nach den jeweiligen Operationen wurden bei beiden Algorithmen mit
denselben Konvergenzschwellen durchgefu¨hrt, ein gro¨ßerer Wert nach dem Crossover und ein
kleinerer nach gerichteter Mutation und Orientierungsoptimierung.
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1.2.4 Eigenschaften des neuen Algorithmus
Lokale Optimierung unter Verwendung des TTM2-F-Potentials ist a¨ußerst zeitaufwendig und
beno¨tigt um den Faktor 20 mehr Zeit als vergleichbare Optimierungsrechnungen, die das TIP4P-
Potential verwenden [24] . Hier sind die speziellen Eigenschaften der beiden Potentiale nicht von
Interesse, und eine detailliertere Darstellung findet sich weiter unten in 2.
Weil insbesondere das Verhalten des asynchronen Algorithmus im Zusammenspiel mit dem
TTM2-F-Potential von Interesse war, wurde im Hinblick auf den no¨tigen Zeitaufwand fu¨r die
im folgenden diskutierten Vergleiche mit einer großen relativen Konvergenzschwelle ǫ = 10−1
im Anschluß an die Crossoveroperation und einem kleinen relativen Konvergenzschwelle von
ǫ = 10−8 im Anschluß an die gerichtete Mutation und die Orientierungsoptimierung gearbeitet.
Der Bereich an Clustergro¨ßen von n = 4 bis n = 30 wurde damit in jeweils 6 Optimierungsserien
abgedeckt. Um praktikable Werte fu¨r die Gro¨ße der Konvergenzschwelle abscha¨tzen zu ko¨nnen,
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Abbildung 1.4: Links: Mittlere Energie als Funktion der Moleku¨lanzahl von lokal optimierten Zu-
fallsgeometrien. Rechts: Mittlere Dauer der lokalen Optimierung als Funktion der Moleku¨lanzahl
von Zufallsgeometrien, jeweils fu¨r die Konvergenzschwellen ǫ = 10−1, 10−3, 10−4 und ǫ = 10−8.
wurden jeweils 10 Zufallsgeometrien zwischen n = 4 und n = 150 mit verschiedenen Konver-
genzschwellen lokal optimiert. U¨ber die 10 Resultate jeder Clustergro¨ße n wurde dann sowohl die
Laufzeit als auch die Energie gemittelt. In Abb. 1.4 sind links die gemittelte Energie und rechts
die gemittelte Laufzeit jeweils als Funktion der Clustergro¨ße fu¨r relative Konvergenzschwellen
von 10−1, 10−3, 10−4 und 10−8 aufgetragen. Mit kleiner werdender Konvergenzschwelle nimmt
die mittlere Energie ab. Bei allen Konvergenzschwellen lassen sich Ausgleichskurven in Gestalt
eines Polynoms zweiten Grades finden. Diese genu¨gen den Gleichungen:
f(x) := −0.106987x2 + 0.164248x + 24.0471 (ǫ = 10−1)
f(x) := −0.0556442x2 − 40.6584x + 447.834 (ǫ = 10−3)
f(x) := −0.0126709x2 − 49.316x + 373.315 (ǫ = 10−4)
f(x) := −0.0232618x2 − 47.1878 + 136.444 (ǫ = 10−8)
Das bedeutet, daß kleinere Zufallsgeometrien im Vergleich zu gro¨ßeren Geometrien von der Op-
timierungsroutine schlechter optimiert werden. Bei relativen Konvergenzschwellen von 10−3 und
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geringer ist nur bei kleinen Clustergro¨ßen noch eine Kru¨mmung der Ausgleichskurve wahrnehm-
bar, der Zusammenhang zwischen der mittleren Energie und der Clustergro¨ße ist quasi linear.
Deutlich wird das am Koeffizienten des quadratischen Gliedes des Polynoms, der bei den relati-
ven Konvergenzschwellen 10−4 und 10−8 eine deutlich weiter geo¨ffnete Parabel bewirkt als bei
10−1. Dies bedeutet umgekehrt, daß die Optimierungsroutine u¨ber den gesamten Gro¨ßenbereich
gleich gut arbeitet.
Der Unterschied zwischen der mittleren Energie bei einer Gro¨ße der relativen Konvergenzschwelle
von 10−4 und 10−8 ist klein im Vergleich zu den Resultaten mit gro¨ßerer Konvergenzschwelle.
Andererseits nimmt der mittlere zeitliche Aufwand fu¨r eine lokale Optimierung mit wachsender
Clustergro¨ße zu. Im Falle einer relativen Konvergenzschwelle von 10−1 wa¨chst die Zeit fu¨r eine
lokale Optimierung auf bis zu ≃ 30s an, wa¨hrend eine relative Konvergenzschwelle der Ho¨he
10−4 ≃ 1460s fu¨r eine lokale Optimierung erforderlich macht. Schließlich sind bei einer relativen
Konvergenzschwelle von 10−8 bis zu ≃ 6120s no¨tig. Eine doppelt logarithmische Auftragung
liefert Ausgleichsgeraden, die folgenden Gleichungen genu¨gen:
f(x) := 2, 60775x − 9, 63141 (ǫ = 10−1)
f(x) := 1, 97658x − 3, 24873 (ǫ = 10−3)
f(x) := 1, 8858x − 1, 96016 (ǫ = 10−4)
f(x) := 1, 77028x − 0, 216592 (ǫ = 10−8)
Folglich wa¨chst der Zeitbedarf fu¨r eine einzelne lokale Optimierung mit mehr als der zweiten
Potenz der Clustergro¨ße bei einer großen relativen Konvergenzschwelle. Wird die Konvergenz-
schwelle kleiner, verringert sich der Exponent streng monoton. Den geringsten Wert hat er bei
einer relativen Konvergenzschwelle von 10−8. Mit Hilfe dieser Erkenntnis wurden bei Rechnun-
gen, die der Produktion globaler Minima dienten, die relative Konvergenzschwelle fu¨r die lokale
Optimierung nach einer Crossoveroperation auf 10−4 und nach einer gerichteten Mutation und
einer globalen Orientierungsoptimierung auf 10−8 gesetzt. Bei der großen Anzahl von Crosso-
veroperationen im Vergleich zu den anderen beiden Operationen u¨berwiegt der Zeitvorteil die
Inkaufnahme geringfu¨gig schlechterer Energien. Andererseits ist fu¨r den Vergleich zwischen den
beiden Algorithmen zwar auch das jeweils erreichbare Minimum aber im wesentlichen die Ge-
samtlaufzeit des Programms relevant.
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1.2.5 Verhalten des asynchronen Algorithmus bei verschiedenen Parametern
Im Anschluß werden die Auswirkungen verschiedener Gesamtlaufzeiten, unterschiedlicher Popu-
lationsgro¨ße sowie verschieden großer relativer Konvergenzschwellen bei der lokalen Optimierung
auf den asynchronen Algorithmus in seiner Variante I unter Verwendung des TTM2-F-Potentials
untersucht.
Einfluß der Gesamtlaufzeit
Entsprechend der stochastischen Natur evolutiona¨rer Algorithmen erho¨ht eine Verla¨ngerung
des Optimierungslaufes nach Generationen/Iterationen die Chance, ein besseres Ergebnis, d.h.
hier eine Struktur mit geringerer Energie zu finden. Die Abbildungen 1.5 und 1.6 zeigen einen
Vergleich zwischen einer Serie von Optimierungsla¨ufen mit 8800 Iterationen und einer Serie
von La¨ufen mit der doppelten La¨nge von 17600 Iterationen. Bei einer Populationsgro¨ße von
60 Individuen betrug die relative Konvergenzschwelle nach dem Crossover 10−1 und folgend auf
die gerichtete Mutation und die Orientierungsoptimierung 10−8. Die Anzahl der Gitterzellen zur
gerichteten Mutation betrug 153 und die Orientierungsoptimierung beruhte auf einer Population
von 10 Individuen u¨ber eine La¨nge von 10 Generationen. Angewandt wurden die genetischen
Operatoren mit den Wahrscheinlichkeiten p (xover) = 0, 95 und p (oropt) = p (germut) = 0, 025.
Im direkten Vergleich entsprechend Abb. 1.5 sind die Endenergien aller Optimierungsla¨ufe dieser
Serie als Funktion der Clustergro¨ße aufgetragen. Daß die Resultate bei jeder einzelnen Cluster-
gro¨ße streuen ist erkennbar, aber die Streuung ist zu klein, um bei dieser Auftragung eine fun-
dierte Aussage zu ermo¨glichen. Um die Unterschiedlichkeit der Resultate dennoch sichtbar zu
machen, wird hier und im Anschluß die Darstellungsweise gema¨ß Abb. 1.6 verwendet: Dazu wur-
de zuna¨chst fu¨r jede Clustergro¨ße das arithmetische Mittel der Energien aller Optimierungsla¨ufe
berechnet. Die jeweiligen Standardabweichungen definieren die La¨nge der Fehlerbalken. Darge-
stellt wird nun die Differenz der Mittelwerte zusammen mit den Standardabweichungen.
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Abbildung 1.5: Energie in kJ/mol als Funktion der Clustergro¨ße n fu¨r eine La¨nge des Optimie-
rungslaufes von 8800 und 17600 Iterationen unter Verwendung des asynchronen Algorithmus
mit dem TTM2-F-Potential.
Wie in Abb. 1.6 zu erkennen ist, besteht bis zu einer Clustergro¨ße von n = 10 kein Unterschied in
der besten Energie zum Ende des Optimierungslaufes unabha¨ngig von der Anzahl der Iteratio-
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Abbildung 1.6: Differenzen der gemittelten Energie in kJ/mol als Funktion der Clustergro¨ße n
fu¨r eine La¨nge des Optimierungslaufes von 8800 und 17600 Iterationen unter Verwendung des
asynchronen Algorithmus mit dem TTM2-F-Potential.
nen, die Standardabweichung verschwindet. Bei Clustergro¨ßen von n ≥ 11 ist mit der Ausnahme
von n = 21 die mittlere beste Energie niedriger, wenn die Zahl der Iterationen 17600 betra¨gt.
Mit wachsendem n wird zudem die Differenz zwischen den gemittelten Energien beider Optimie-
rungsserien gro¨ßer. Jenseits von n = 10 Moleku¨len zeigt sich die zu den La¨ufen mit einer Dauer
von 8800 Iterationen in der u¨berwiegenden Zahl der Fa¨lle eine gro¨ßere Standardabweichung als
bei den La¨ufen derselben Clustergro¨ße aber 17600 Iterationen.
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Abbildung 1.7: Links: Energiedifferenz zum globalen Minimum in kJ/mol als Funktion der Clu-
stergro¨ße n fu¨r zwei La¨ngen der Optimierungsla¨ufe unter Verwendung des asynchronen Algo-
rithmus mit dem TTM2-F-Potential. Rechts: Energiedifferenz zwischen dem besten und schlech-
testen Resultat in kJ/mol als Funktion der Clustergro¨ße n fu¨r zwei La¨ngen der Optimierugsla¨ufe
unter Verwendung des asynchronen Algorithmus mit dem TTM2-F-Potential.
Die Betrachtungsweise gema¨ß Abb. 1.7 ist geeignet, ohne daß den Werten eine Mittelung vor-
ausgegangen ist, absolute Aussagen u¨ber das Erreichen oder Verfehlen des globalen Minimums
zu erlangen und beste und schlechteste Resultate derselben Clustergro¨ße zu vergleichen. Zwi-
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schen n = 4 und n = 14 sowie fu¨r n = 16 verbessert eine gro¨ßere Dauer des Optimierungslaufes
das Ergebnis nicht; mindestens einer von sechs La¨ufen konvergiert gegen das globale Minimum
(Abb. 1.7 links). Unter Einbeziehung von (Abb. 1.7 rechts) ist zu erkennen, daß eine Ausdehnung
auf 17600 Iterationen tatsa¨chlich auch die Konvergenz zum globalen Minimum zwischen n = 11
und n = 14 in allen sechs La¨ufen bewirkt, das galt nach 8800 Iterationen nur bis n = 10. Bei
allen anderen Clustergro¨ßen wird auch durch eine verla¨ngerte Laufzeit das globale Minimum
nicht erreicht, doch ist das Resultat des besten Optimierungslaufes nur im Falle von n = 19
und n = 21 bei einer Dauer von 8800 Iterationen na¨her am globalen Minimum, sonst ist dies
mit 17600 Iterationen der Fall. Als von der Dauer der Optimierungsla¨ufe unabha¨ngig ist eine
generelle Zunahme des Abstandes zwischen dem Resultat des besten Laufs und dem globalen
Minimum mit wachsender Clustergro¨ße n zu sehen. Es ist anzumerken, daß beide Algorithmen
ihrer Natur nach auf der Ebene der globalen Optimierung stochastisch arbeiten (Crossover und
Mutationen basieren auf Zufallszahlen); zusa¨tzlich kommt beim asynchronen Algorithmus noch
hinzu, daß die Anwendung der genetischen Operatoren ebenfalls mit einer bestimmten Wahr-
scheinlichkeit erfolgt, mithin ebenfalls von Zufallszahlen abha¨ngt. Somit entspricht das Auftreten
streuender Resultate bei verschiedenen Optimierungsla¨ufen derselben Clustergro¨ße n qualitativ
den Erwartungen.
Auch was die Differenz zwischen dem besten und dem Optimierungslauf betrifft, wird die Intui-
tion besta¨tigt (Abb. 1.7 rechts): Nach einer gro¨ßeren Anzahl von Iterationen ist der Unterschied
in der Regel kleiner, und nur bei n = 15, 21, 26 und n = 27 ist die Differenz zwischen dem
besten und dem schlechtesten Lauf nach 8800 geringer als nach 17600 Iterationen. Ein Zweites
Merkmal, daß in der Auftragung gema¨ß Abb. 1.6 so nicht sichtbar wird, ist der Trend einer
Vergro¨ßerung des Abstandes zwischen dem Resultat des besten und schlechtesten Laufs mit
wachsender Clustergro¨ße. Dieser ist unabha¨ngig von der Anzahl der Iterationen.
Laufzeit und evolutiona¨rer Fortschritt
Der Vergleich der Laufzeit bis zum Erreichen einer bestimmten Energie gestattet nur einen
Vergleich der Geschwindigkeit verschiedener Algorithmen, nicht jedoch eine Aussage u¨ber den
Weg dorthin. Die Auftragung der besten Energie als Funktion der Zeit bzw. der Iteration ist
ein Maß fu¨r den evolutiona¨ren Fortschritt eines Optimierungslaufes [25–28]. Der Abfall der
Energie als Funktion der Zahl der Iterationen erfolgt exponentiell. Abb. 1.8 zeigt den evoluti-
ona¨ren Fortschritt von sechs Optimierungsla¨ufen mit dem asynchronen Algorithmus unter Ver-
wendung des TIP4P-Potentials mit 20000 Iterationen bei einer Clustergro¨ße von n = 17. Sehr
scho¨n ist das exponentielle Abnehmen der Energie zu erkennen, der Fit gehorcht der Funktion
f(x) := 55 ·exp(0, 0009−x)−721. Das exponentielle Verhalten bedeutet fu¨r die Optimierungen,
daß die erreichbaren Fortschritte sich zu Beginn eines Laufes relativ schnell einstellen. Weitere
Fortschritte entlang des mit der Iterationsanzahl asymptotisch verlaufenden Astes der Expo-
nentialfunktion geschehen dagegen nur langsam. Besonders bei gro¨ßeren Clustern wird deutlich
werden, daß verschiedene Optimierungsla¨ufe bei derselben Clustergro¨ße durchaus den zuvor
beschriebenen asymptotischen Bereich erreichen, jedoch sich dabei in verschiedenen lokalen Mi-
nima befinden. Es gibt somit zwei Ziele, die aufgrund dieses Verhaltens schwer zu erreichen sind.
Zuna¨chst ist dies das Verringern der Streuung der Resultate verschiedener Optimierungsla¨ufe
bei gegebener Clustergro¨ße n. Dann ist es das Erreichen des globalen Minimums. Im benannten
Bereich der Fortschrittsfunktion ist dies besonders im Hinblick auf die etwa quadratische Skalie-
rung der Dauer einer lokalen Optimierung mit der Clustergro¨ße mit Zunahme ebendieser Gro¨ße
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Abbildung 1.8: Evolutiona¨rer Fortschritt: Energie als Funktion der Zahl der Iterationen und
angepaßte Exponentialfunktion.
nur unter Einsatz langer Laufzeiten oder entsprechender Hardware zu erreichen.
In den Abbildungen 1.9, 1.10 und 1.11 ist mit der Auftragung der Energie des besten Indivi-
duums als Funktion der Anzahl der Iterationen der evolutiona¨re Fortschritt bis zu einer Dauer
der Optimierung von 8800 bzw. 17600 Iterationen zu sehen. Es ist zu erkennen, daß mit zu-
nehmender Clustergro¨ße das Ergebnis weiter vom Wert fu¨r das globale Minimum entfernt liegt.
Bei n = 14 sind nach 17600 Iterationen alle Optimierungsla¨ufe gegen das globale Minimum
von −597, 596 kJ/mol konvergiert (Abb. 2.5, S. 81). Nach 8800 Iterationen erreicht nur einer von
sechs La¨ufen das globale Minimum, und der schlechteste Lauf ergibt noch ein Resultat, das
6,028 kJ/mol daru¨ber liegt.
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Abbildung 1.9: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Clustergro¨ße
n = 14, links 8800 Iterationen, rechts 17600 Iterationen unter Verwendung des asynchronen
Algorithmus mit dem TTM2-F-Potential.
Erreicht der asynchrone Algorithmus innerhalb der ersten 8800 Iterationen stets das globale
Minimum bis zu einer Clustergro¨ße von n = 10, zeigt ein Blick auf den evolutiona¨ren Fortschritt
(Abb. 1.9), daß jenseits von 8800 Iterationen weitere Verbesserungen der Clusterenergie entspre-
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chend dem exponentiellen Verhalten erfolgen. Abb. 1.9 zeigt den evolutiona¨ren Fortschritt bei
einer Clustergro¨ße von n = 14. Exemplarisch fu¨r die Situation jenseits von n = 14 erkennt
man auf den Abbildungen 1.10 und 1.11 eine geringere Differenz zwischen dem besten und dem
schlechtesten Optimierungslauf nach 17600 Iterationen, andererseits reicht diese Dauer nicht
mehr hin, um in allen La¨ufen gegen dasselbe tiefliegende lokale Minimum respektive das globale
Minimum zu konvergieren.
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Abbildung 1.10: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Cluster-
gro¨ße n = 22, links 8800 Iterationen, rechts 17600 Iterationen unter Verwendung des asynchronen
Algorithmus mit dem TTM2-F-Potential.
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Abbildung 1.11: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Cluster-
gro¨ße n = 28, links 8800 Iterationen, rechts 17600 Iterationen unter Verwendung des asynchronen
Algorithmus mit dem TTM2-F-Potential.
Weder nach 8800 noch nach 17600 Iterationen gelangt ein Optimierungslauf zum globalen Mini-
mum des 22mers mit −1000, 223 kJ/mol (Abb. 2.8, S. 84). Die Differenz zwischen dem Ergebnis
des besten und dem des schlechtesten Laufs ist nach 17600 deutlich geringer als nach nur 8800 Ite-
rationen. Fu¨r 8800 Iterationen findet man einen Wert von −967, 701 kJ/mol beim schlechtesten
und −993, 964 kJ/mol beim besten Optimierungslauf, was einer Differenz von 26,263 kJ/mol ent-
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spricht. Im Vergleich dazu sieht man nach 17600 Iterationen ein Resultat von −978, 486 kJ/mol
am Ende des schlechtesten und −996, 058 kJ/mol am Ende des besten Laufs, entsprechend einer
Differenz von 17,571 kJ/mol. Dem globalen Minimum am na¨chsten kommt der beste Lauf mit
17600 Iterationen.
Noch weiter entfernt zum globalen Minimum stellt sich die Situation bei n = 28 dar. Das globale
Minimum ist bei −1312, 468 kJ/mol gelegen (Abb. 2.10, S. 87). Wie bereits beim 22mer erreicht
kein Optimierungslauf unabha¨ngig von seiner Dauer das globale Minimum, doch na¨hert sich
der beste Lauf nach 17600 Iterationen am dichtesten daran an. Auch die Differenzen zwischen
dem besten und schlechtesten Lauf verhalten sich wie zuvor beim 22mer. Nach 8800 Iteratio-
nen ist das schlechteste Resultat −1254, 047 kJ/mol und das beste −1282, 062 kJ/mol, was
eine Differenz von 28,015 kJ/mol bedeutet. Fu¨r die doppelt so langen Optimierungsla¨ufe erha¨lt
man −1276, 228 kJ/mol als schlechtesten und −1290, 969 kJ/mol als besten Wert, mithin eine
Differenz von 14,741 kJ/mol.
Einfluß verschiedener Populationsgro¨ßen
Im Gegensatz zum generationsbasierten Algorithmus ist die Gro¨ße der Population strikt un-
vera¨nderlich, das periodische Aufbla¨hen der Population um die Interimsergebnisse des Crosso-
ver des generationsbasierten Algorithmus erfolgt hier nicht. Aber es ist zu erwarten, daß eine
gro¨ßere Population auch eine umfangreichere Abdeckung des Suchraumes bewirkt. Zur Unter-
suchung dieser Frage sollen Vergleichsla¨ufe mit dem TTM2-F-Potential herangezogen werden,
die alle eine eine La¨nge von 8800 Iterationen aufweisen. Als relative Konvergenzschwelle fu¨r die
auf das Crossover folgende lokale Optimierung wurde 10−1 und fu¨r die auf die Orientierungs-
optimierung und die gerichtete Mutation folgende lokale Optimierung 10−8 gewa¨hlt. Wa¨hrend
der Orientierungsoptimierung wurde jeweils eine Population von 10 Individuen erzeugt, und
die Optimierung u¨ber 10 Generationen durchgefu¨hrt. Schließlich war das Gitter fu¨r die ge-
richtete Mutation auf 153 Zellen eingestellt. Mit den Wahrscheinlichkeiten p (xover) = 0, 95
sowie p (oropt) = p (germut) = 0, 025 erfolgten Rechnungen bei verschiedener Populationsgro¨ße
ngeo = 30, 60 und 120.
Der generationsbasierte Algorithmus gestattet Crossover zwischen allen Paaren von Individuen
der Population inklusive Selbstcrossover, weshalb die Anzahl der Punkte auf der Potentialener-
giehyperfla¨che, die erreicht werden kann, quadratisch mit der Populationsgro¨ße skaliert. Auf die
Crossoverphase folgend werden alle neuen Cluster der Selektion unterworfen. Der asynchrone
Algorithmus erlaubt ebenfalls allen Clusterpaaren das Ziel des Crossoveroperators zu werden,
jedoch stellt er nicht sicher, ob die daraus resultierenden Individuen lange genug leben, um
mo¨glicherweise selektiert zu werden. Somit erho¨ht eine gro¨ßere Population die Wahrscheinlich-
keit, lange genug zu u¨berleben, weshalb sich die Frage stellt, welche Populationsgro¨ße in der
Praxis besonders im Vergleich zu den fu¨r den generationsbasierten Algorithmus u¨blichen Wer-
ten sinnvoll ist. Der U¨bergang der Populationsgro¨ße von 30 auf 60 Individuen la¨ßt die mittlere
Endenergie unvera¨ndert bis zu einer Clustergro¨ße von n = 10 (Abb. 1.12). Jenseits von n = 10
ist in mehreren Fa¨llen die gemittelte Endenergie bei einer Populationsgro¨ße von 60 Individuen
etwas niedriger als bei 30 Individuen. Außer bei den Clustergro¨ßen n = 20 und n = 28 liegt
die Null innerhalb der Standardabweichung. Mithin ist hier keine signifikante Verbesserung er-
kennbar. Eine weitere Steigerung der Populationsgro¨ße von 60 auf 120 Individuen fu¨hrt auf eine
a¨hnliche Situation. Bis zu einer Clustergro¨ße von n = 10 bleibt die gemittelte Endenergie wieder
unvera¨ndert. Zwischen n = 11 und n = 30 ist die Differenz der gemittelten Endenergie 12 Mal
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Abbildung 1.12: Differenzen der gemittelten Energie in kJ/mol als Funktion der Clustergro¨ße n
unter Verwendung des asynchronen Algorithmus mit dem TTM2-F-Potential. Links: Differenzen
fu¨r ngeo = 60 und 30, rechts: Differenzen fu¨r ngeo = 120 und 60.
kleiner und 8 Mal gro¨ßer als Null. Bis auf n = 20 und n = 21 befindet sich die Null stets in-
nerhalb der Standardabweichung. Verschiedene Populationsgro¨ßen ko¨nnten noch unterschiedlich
große Streuungen um den Mittelwert bedingen. Bei U¨bergang von ngeo = 30 zu ngeo = 60
Individuen ist ein kleines Ungleichgewicht zu verzeichnen, die Streuung der Resultate ist bei
ngeo = 30 Individuen in 8 Fa¨llen gro¨ßer als bei ngeo = 60 Individuen. Vergleicht man die Streu-
ungen zwischen den La¨ufen mit ngeo = 60 und ngeo = 120 Individuen, liegen sie gleichauf, denn
in jeweils 10 Fa¨llen ist die Streuung bei ngeo = 60 Individuen gro¨ßer als die bei ngeo = 120.
Um dennoch einen eventuellen Trend zu identifizieren, lassen sich die Differenzen der Resultate
zum globalen Minimum derselben Clustergro¨ße sowie die Differenzen zwischen dem besten und
dem schlechtesten Lauf betrachten.
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Abbildung 1.13: Links: Energiedifferenz des besten Laufs zum globalen Minimum in kJ/mol als
Funktion der Clustergro¨ße n unter Verwendung des asynchronen Algorithmus mit dem TTM2-F-
Potential fu¨r drei Populationsgro¨ßen ngeo. Rechts: Energiedifferenz zwischen dem besten und
schlechtesten Resultat in kJ/mol als Funktion der Clustergro¨ße n unter Verwendung des asyn-
chronen Algorithmus mit dem TTM2-F-Potential fu¨r drei Populationsgro¨ßen ngeo.
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Unabha¨ngig von der Populationsgro¨ße konnte zwischen n = 4 und n = 14 sowie fu¨r n = 16
mindestens in einem von sechs La¨ufen das globale Minimum erreicht werden (Abb. 1.13 links),
bei den anderen Clustergro¨ßen war dies nicht der Fall. Allgemein zeigt sich weiterhin ein im
Vergleich mit dem globalen Minimum immer schlechter werdendes Resultat mit zunehmender
Clustergro¨ße. Bis zu einer Gro¨ße von n = 10 liefern alle Optimierungsla¨ufe das globale Minimum
(Abb. 1.13 rechts). Oberhalb von n = 10 ist das nicht mehr der Fall, und der Unterschied zwi-
schen dem Resultat des jeweils besten und schlechtesten Simulationslaufes wird mit wachsendem
n gro¨ßer.
Vergleicht man die Resultate des jeweils besten Optimierungslaufes mit den Energien der glo-
balen Minima einerseits (Abb. 1.13 links) und die Differenzen zwischen dem besten und schlech-
testen Lauf bei jeder Clustergro¨ße (Abb. 1.13 rechts), zeichnet sich ebenfalls kein Muster ab.
U¨berraschenderweise beeinflußt die Populationsgro¨ße das Endergebnis nicht maßgeblich, denn
im Vergleich zur Gro¨ße der Interimspopulation mit ngeo 2 = 900 Individuen, wie sie der genera-
tionsbasierte Algorithmus bei einer Populationsgro¨ße von ngeo = 30 hervorbringt, sind die hier
vorgelegten Populationsgro¨ßen deutlich geringer. In der Praxis hat sich eine Populationsgro¨ße
von n = 80 fu¨r den asynchronen Algorithmus bewa¨hrt.
Einfluß der Gro¨ße der Konvergenzschwelle bei der lokalen Optimierung
In der Regel bewirkt eine kleinere Konvergenzschwelle bei der lokalen Optimierung ein besse-
res Ergebnis, d.h. eine niedrigere Energie. Die Anzahl der lokalen Optimierungen mit kleine-
rer Konvergenzschwelle im generationsbasierten Algorithmus ist gekoppelt an die Anzahl der
Operationen wa¨hrend der Nachbearbeitungsphase (gerichtete Mutation, Orientierungsoptimie-
rung), sodaß deren Gesamtanzahl wa¨hrend eines Optimierungslaufes durch 2 · ngeo · ngener
gegeben ist. Demgegenu¨ber erlaubt der asynchrone Algorithmus eine Anzahl solcher Opera-
tionen mit lokaler Optimierung bei kleinerer Konvergenzschwelle als beliebigen Bruchteil al-
ler Iterationen. Bei festgehaltener Populationsgro¨ße ngeo = 60 erfolgten Rechnungen mit den
Wahrscheinlichkeiten fu¨r Crossover, Orientierungsoptimierung und gerichteter Mutation von
p (xover) = 0, 95, p (oropt) = p (germut) = 0, 025, p (xover) = 0, 90, p (oropt) = p (germut) = 0, 5
und p (xover) = 0, 85, p (oropt) = p (germut) = 0, 75. Das bedeutet 440, 880 bzw. 1320 lokale
Optimierungen mit kleinerer Konvergenzschwelle.
Der U¨bergang von p (xover) = 0, 95 zu p (xover) = 0, 90 la¨ßt die gemittelte Endenergie fu¨r Clu-
stergro¨ßen bis n = 10 unvera¨ndert (Abb. 1.14). Zwischen n = 11 und n = 30 sind einerseits
alle Energien bei p (xover) = 0, 90 kleiner als mit p (xover) = 0, 95, andererseits wa¨chst die
Differenz noch mit zunehmendem n. Zumal die Null in zehn Fa¨llen noch ganz oberhalb der
Standardabweichung liegt, bedeutet eine geringere Anzahl von Crossoveroperationen zugunsten
einer gro¨ßeren Anzahl von gerichteten Mutation und Orientierungsoptimierung im Verein mit
lokaler Optimierung bei kleiner Konvergenzschwelle ein besseres Ergebnis. Eine weitere Vermin-
derung der Crossoverwahrscheinlichkeit von p (xover) = 0, 90 auf p (xover) = 0, 85 bedeutet keine
weitere signifikante Verbesserung. Nun ist bis zu einer Clustergro¨ße von n = 12 keine Differenz
der gemittelten Endenergie zu konstatieren. Bei den Clustergro¨ßen zwischen n = 13 und n = 30
u¨berwiegen zwar geringere Energiedifferenzen, doch bis auf den Fall n = 16 befindet sich die
Null innerhalb der Standardabweichung. Ein eindeutiger Trend ist hier nicht vorhanden. Der
Vergleich der jeweils besten Optimierungsla¨ufe als Funktion der Clustergro¨ße zeigt ebenfalls in
der u¨berwiegenden Zahl der Gro¨ßen bei einer p (xover) = 0, 95 eine gro¨ßere Differenz zum globa-
len Minimum als bei den anderen p (xover). Auch wenn man die Differenz zwischen dem besten
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Abbildung 1.14: Differenzen der gemittelten Energie in kJ/mol als Funktion der Clustergro¨ße
unter Verwendung des asynchronen Algorithmus mit dem TTM2-F-Potential. Links: Differenzen
fu¨r p (xover) = 0, 90 und 0, 95, rechts: Differenzen fu¨r p (xover) = 0, 85 und 0, 90.
und schlechtesten Optimierungslauf als Funktion der Clustergro¨ße heranzieht, ist die Spanne fu¨r
p (xover) = 0, 95 in der meisten Zahl der Gro¨ßen gro¨ßer als bei den anderen p (xover).
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Abbildung 1.15: Links: Energiedifferenz zum globalen Minimum in kJ/mol als Funktion der
Clustergro¨ße n unter Verwendung des asynchronen Algorithmus mit dem TTM2-F-Potential fu¨r
drei Wahrscheinlichkeiten p (xover). Rechts: Energiedifferenz zwischen dem besten und schlech-
testen Resultat in kJ/mol als Funktion der Clustergro¨ße n unter Verwendung des asynchronen
Algorithmus mit dem TTM2-F-Potential fu¨r drei Wahrscheinlichkeiten p (xover).
Der Vergleich der Resultate des jeweils besten Optimierungslaufes mit den Energien der globalen
Minima einerseits (Abb. 1.15 links) und die Differenzen zwischen dem besten und schlechtesten
Lauf bei jeder Clustergro¨ße (Abb. 1.15 rechts) andererseits ergibt fu¨r eine große Wahrschein-
lichkeit p (xover) = 0, 95 relativ schlechtere Ergebnisse als in den beiden Fa¨llen mit kleinerer
Wahrscheinlichkeit. Zwischen den Resultaten mit einer Wahrscheinlichkeit von p (xover) = 0, 90
und p (xover) = 0, 85 la¨ßt sich kein signifikanter Unterschied erkennen. Zusammenfassend zeigt
sich bei der vom generationsbasierten Algorithmus u¨bernommenen Kopplung zwischen Crosso-
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ver und lokaler Optimierung mit großer Konvergenzschwelle einerseits und gerichteter Mutation
und Orientierungsoptimierung zusammen mit lokaler Optimierung bei kleiner Konvergenzschwel-
le andererseits die Wahrscheinlichkeit fu¨r das Auftreten der einen oder anderen Operation als
Parameter mit Einfluß auf das Ergebnis.
In den Optimierungsla¨ufen, die zur Gewinnung der globalen Minimalstrukturen dienten, wur-
de stets mit einer relativen Konvergenzschwelle von 10−4 in der lokalen Optimierung nach den
Crossoveroperationen gearbeitet. An Dieser Stelle wa¨re ist es mo¨glich, daß bei Verwendung des-
selben Wertes der beschriebene Effekt weniger deutlich erkennbar wa¨re, da lokale Optimierungen
mit dieser relativen Konvergenzschwelle deutlich bessere Resultate liefern als mit angewandten
Wert von 10−1 (Abb. 1.4 links). Wegen der Kopplung der jeweiligen Konvergenzschwelle an einen
genetischen Operator ist an dieser Stelle nicht einzuscha¨tzen, ob sich die Wahrscheinlichkeiten
fu¨r die Anwendung eines genetischen Operators nutzen lassen, um einen gezielten Einfluß auf
die Optimierungsla¨ufe nehmen zu ko¨nnen. Eine gro¨ßere Wahrscheinlichkeit p (xover) wirkt sich
verku¨rzend auf die Dauer eines Optimierungslaufes aus, denn das zahlenma¨ßige Mehr an lo-
kalen Optimierungen mit großer Konvergenzschwelle geht zu Lasten der zeitintensiven lokalen
Optimierungen mit kleiner Konvergenzschwelle (Abb. 1.4 rechts), doch ko¨nnte das durch eine
kleinere relative Konvergenzschwelle von 10−4 in der lokalen Optimierung nach dem Crossover
u¨berkompensiert werden.
1.3 Vergleich zwischen beiden Algorithmen
1.3.1 Verwendetes Potential: TTM2-F
Nun bleibt als Frage offen, ob zum einen verschiedene La¨ufe bei derselben Clustergro¨ße un-
ter Verwendung unterschiedlicher Algorithmen gegen identische Minima konvergieren, ob das
Konvergenzverhalten algorithmusspezifische Merkmale aufweist und ob das globale Minimum
getroffen wird. Zum Vergleich werden Optimierungsla¨ufe betrachtet, die mit folgenden Parame-
tern gestartet wurden. Der generationsbasierte Algorithmus lief jeweils u¨ber 20 Generationen mit
einer Populationsgro¨ße von 20 Individuen. Fu¨r den aysnchronen Algorithmus in seiner Variante I
ergaben sich somit 5000 Iterationen, wobei die genetischen Operationen mit den Wahrschein-
lichkeiten p (xover) = 0, 84, p (oropt) = p (germut) = 0, 08 zur Anwendung kamen. Als Gro¨ße der
Population wurden 60 Individuen bestimmt. Identisch fu¨r beide Algorithmen waren die anderen
Parameter: Konvergenzschwellen nach dem Crossover (10−1) sowie nach der gerichteten Mutati-
on und der Orientierungsoptimierung (10−8). Wa¨hrend das Gitter zur gerichteten Mutation 153
Zellen aufwies, geschahen die Orientierungsoptimierungen u¨ber jeweils 10 Generationen mit einer
Populationsgro¨ße von 10 Individuen. Mit dem TTM2-F-Potential erha¨lt man fu¨r Clustergro¨ßen
n ≤ 10 identische mittlere Energien aus beiden Algorithmen (Abb. 1.16). Ist n ≥ 11, so ist das
Resultat in 12 Fa¨llen gro¨ßer und in 9 Fa¨llen kleiner als Null. Nur bei n = 18 befindet sich die
Null nicht innerhalb der Breite der Standardabweichung. Die Breite der Standardabweichungen
ist fu¨r den generationsbasierten Algorithmus in der Mehrzahl der Clustergro¨ßen geringer als die
des asynchronen Algorithmus. Unabha¨ngig vom verwendeten Algorithmus konvergiert minde-
stens einer von sechs Optimierungsla¨ufen im Gro¨ßenbereich n = 4 bis n = 14 gegen das globale
Minimum (Abb. 1.17 links). Das geschieht fu¨r große Cluster nur unter Anwendung des asyn-
chronen Algorithmus, und zwar bei n = 15, 16, 18. Mit diesen Ausnahmen ist ohne erkennbare
Regelma¨ßigkeit das Resultat des besten Optimierungslaufes bald unter Benutzung des genera-
tionsbasierten, bald unter Anwendung des asynchronen Algorithmus besser. Vergleicht man das
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Abbildung 1.16: Differenzen der gemittelten Energie in kJ/mol als Funktion der Clustergro¨ße
fu¨r den generationsbasierten Algorithmus (20 Generationen) und den asynchronen Algorithmus
(5000 Iterationen) unter Verwendung des TTM2-F-Potentials.
Resultat des besten und des schlechtesten Optimierungslaufes miteinander (Abb. 1.17 rechts)
beweist, daß bis n = 10 tatsa¨chlich alle sechs La¨ufe unabha¨ngig vom Algorithmus das globale
Minimum erreichen. Nur mit dem asynchronen Algorithmus gelingt das noch bei den Cluster-
gro¨ßen n = 12 und n = 13. Oberhalb von n = 14 ist bemerkenswerterweise der Unterschied
zwischen dem besten und dem schlechtesten Lauf fu¨r den asynchronen Algorithmus gro¨ßer als
fu¨r den generationsbasierten, wie auch bereits aus Abb. 1.16 anhand der Standardabweichungen
zu sehen war.
Generationsbasierter und asynchroner Algorithmus unterscheiden sich bezu¨glich des evoluti-
ona¨ren Fortschrittes nur in Details voneinander. Zwischen n = 4 und n = 8 erreicht der genera-
tionsbasierte Algorithmus in allen La¨ufen innerhalb der ersten zwei Generationen (entsprechend
500 Iterationen des asynchronen Algorithmus) das globale Minimum. Bei n = 6 beno¨tigt der
asynchrone Algorithmus in einem Falle ca. 1000 Iterationen (Abb. 1.18). Vermutlich kann der
generationsbasierte Algorithmus bei kleinen Clustern schon in der Crossoverphase genu¨gend
verschiedene Individuen erzeugen, um darunter das globale Minimum zu finden. Das ko¨nnte
der asynchrone Algorithmus auch erreichen, doch die genetischen Operationen ko¨nnen mehrfach
dieselben Individuen betreffen, so daß dies eine schnellere Diversifikation verhindert. Oberhalb
von n = 8 haben sich diese Unterschiede egalisiert. Unabha¨ngig vom Algorithmus zeigt der
evolutiona¨re Fortschritt das typische exponentielle Abfallen der Energie mit der Anzahl der
Iterationen.
Dabei kann als freie Variable fu¨r den evolutiona¨ren Fortschritt sowohl die Laufzeit, als auch zum
besseren Vergleich der verschiedenen Algorithmen, die Anzahl der Iterationen dienen. Fu¨r den
generationsbasierten Algorithmus wurden dazu die Generationen mit der Anzahl der genetischen
Operationen pro Generation multipliziert. Egal wann innerhalb einer Generation also sich die
Energie verbessert, wird die A¨nderung tatsa¨chlich erst am Ende einer Generation registriert.
Dies entspricht jedoch der Vorgehensweise des generationsbasierten Algorithmus, der erst am
Ende einer Generation die Eltern der Folgegeneration aus den Individuen, die von der Orien-
tierungsoptimierung sowie der gerichteten Mutation zuru¨ckgeliefert werden, auswa¨hlt. Mithin
stellt die Annahme u¨ber den Zeitpunkt der A¨nderung der Energie keine Benachteiligung des
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Abbildung 1.17: Links: Energiedifferenz zum globalen Minimum in kJ/mol als Funktion der Clu-
stergro¨ße n, rechts: Energiedifferenz zwischen dem besten und schlechtesten Resultat in kJ/mol
als Funktion der Clustergro¨ße n. Beides fu¨r eine La¨nge der Optimierungsla¨ufe von 5000 Itera-
tionen mit dem asynchronen Algorithmus entsprechend 20 Generationen mit dem generations-
basierten Algorithmus unter Verwendung des TTM2-F-Potentials.
generationsbasierten gegenu¨ber dem asynchronen Algorithmus dar. Gro¨ßeres n (Abb. 1.19) be-
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Abbildung 1.18: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration und mittlere Ener-
gie fu¨r die Clustergro¨ße n = 6, links generationsbasierter Algorithmus, rechts asynchroner Algo-
rithmus unter Verwendung des TTM2-F-Potentials.
wirkt bei beiden Algorithmen einerseits eine vermehrte Anzahl von Iterationen/Generationen bis
zur Konvergenz, andererseits ist gut zu erkennen, wie schnell verschiedene Optimierungsla¨ufe
konvergieren. Bei einer Clustergro¨ße von n = 12 erreichen beide Algorithmen innerhalb von
5000 Iterationen das globale Minimum von −502, 380 kJ/mol (Abb. 2.4, S. 80). Schafft es der
asynchrone Algorithmus in allen sechs La¨ufen, so erreicht der generationsbasierte Algorithmus
in einem Lauf nur ein lokales Minimum bei −502, 138 kJ/mol, was einer mittleren Energie von
−502, 339 kJ/mol entspricht. Bemerkenswert ist ein Lauf mit dem generationsbasierten Algo-
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Abbildung 1.19: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration und mittlere Ener-
gie fu¨r die Clustergro¨ße n = 12, links generationsbasierter Algorithmus, rechts asynchroner
Algorithmus unter Verwendung des TTM2-F- Potentials.
rithmus, der das globale Minimum schon am Ende der ersten Generation, entsprechend 250
Iterationen, erreicht. So schnell konvergiert der asynchrone Algorithmus in keinem Optimie-
rungslauf. Wegen der gro¨ßeren Anzahl an Moleku¨len ist der Vorteil, den der generationsbasierte
Algorithmus hatte, jedoch nicht mehr so deutlich.
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Abbildung 1.20: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration und mittlere Ener-
gie fu¨r die Clustergro¨ße n = 25, links generationsbasierter Algorithmus, rechts asynchroner
Algorithmus unter Verwendung des TTM2-F-Potentials.
Schließlich verschwindet der Vorsprung des generationsbasierten Algorithmus bei noch gro¨ßeren
Clustern. Ein Vergleich bei n = 25 (Abb. 1.20) zeigt das exponentielle Abfallen der Energie
mit der Anzahl der Iterationen bei beiden Algorithmen, sowie einen einzelnen Optimierungs-
lauf mit dem asynchronen Algorithmus, der schon ziemlich fru¨h ein mit −1151, 799 kJ/mol
besonders tiefes lokales Minimum erreicht. Abgesehen davon liegen die Resultate unter Verwen-
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dung des generationsbasierten Algorithmus zwischen −1120, 466 kJ/mol und −1136, 472 kJ/mol
entsprechend einem durchschnittlichen Wert von −1129, 110 kJ/mol, sowie unter Verwendung
des asynchronen Algorithmus, zwischen −1119, 387 kJ/mol und 1132, 142 kJ/mol ohne den ein-
zelnen zuvor erwa¨hnten Lauf. Im Mittel betra¨gt die Energie beim asynchronen Algorithmus
−1131, 044 kJ/mol (einschließlich des besonders tiefliegenden Minimums). Das globale Mini-
mum mit −1160, 237 kJ/mol ist in keinem Falle erreicht worden, die Anzahl an Iterationen/
Generationen war dafu¨r nicht ausreichend.
Fazit
Wird eine Optimierung von TTM2-F-Wasserclustern angestrebt, sind der asynchrone und der ge-
nerationsbasierte Algorithmus bezu¨glich des Erreichens des globalen Minimums bei vorgegebener
Anzahl von Iterationen einander ebenbu¨rtig. Kleinere Unterschiede im evolutiona¨ren Fortschritt,
lassen einen leichten Vorteil fu¨r den generationsbasierten Algorithmus bis zu Clustergro¨ßen von
n = 8 erkennen. Trotz des algorithmusabha¨ngigen Verhaltens der Streuung der Resultate ist
es gerechtfertigt, die Qualita¨t des Ergebnisses fu¨r das TTM2-F-Potential als unabha¨ngig vom
verwendeten Algorithmus aufzufassen.
Zusammen mit der weiter oben gezeigten Unabha¨ngigkeit des Resultates von der Populations-
gro¨ße besteht noch die Mo¨glichkeit, daß die Kombination aus dem verwendeten Potential und
dem Optimierungsverfahren dies beeinflußt und zumindest dann die Unabha¨ngigkeit der Resul-
tate vom Algorithmus nicht mehr gegeben ist.
1.3.2 Verwendetes Potential: TIP4P
Unter Verwendung des TIP4P-Potentials mit seinem ungleich geringeren Rechenaufwand im
Gegensatz zum TTM2-F-Potential konnten auch Vergleiche der beiden Algorithmen mit an-
spruchsvollerer Wahl der Programmparameter durchgefu¨hrt werden. Das betrifft die relativen
Konvergenzschwellen fu¨r die lokalen Optimierungen, die hier auf 10−4 folgend auf den Crossove-
roperator und auf 10−8 folgend auf gerichtete Mutation und Orientierungsoptimierung festgelegt
wurden, die Anzahl der Iterationen und den Aufwand bei der Orientierungsoptimierung.
Zuna¨chst sollen der generationsbasierte und der asynchrone Algorithmus in seiner Variante I
(Abb. 1.2) verglichen werden, wobei letzterer hier das Nischenkriterium auch zur Auswahl der
Individuen fu¨r ein Crossover anwendet. Dazu wurden die weiteren Parameter folgenderma-
ßen vorgegeben. Gerichtete Mutationen bedienten sich eines Gitters mit 153 Zellen, wa¨hrend
Orientierungsoptimierungen auf einer Population von 10 Individuen u¨ber eine Dauer von 100
Generationen basierten. Entsprechend einer Dauer von 80 Generationen fu¨r die Rechnungen
nach dem generationsbasierten Algorithmus betrug die Anzahl der Operationen der La¨ufe mit
dem asynchronen Algorithmus 20000 mit einer Wahrscheinlichkeit von p (xover) = 0, 84 sowie
p (germut) = p (oropt) = 0, 08, d.h. 16800 Crossoveroperationen und jeweils 1600 Mal Orientie-
rungsoptimierung bzw. gerichtete Mutation.
Abbildung1.21 zeigt die Differenz der gemittelten Energie als Funktion der Clustergro¨ße. Die
Differenz der mittleren Energie ist 12 Mal gro¨ßer und 8 Mal kleiner als Null. Bis auf den Fall
n = 22 befindet sich die Null innerhalb der Standardabweichung. Der U¨berlapp der Standard-
abweichungen ist deutlich und mit der Situation der Ergebnisse fu¨r das TTM2-F-Potential ver-
gleichbar.
Dies allein ist bereits ein Indiz dafu¨r, daß die Resultate nicht nur unabha¨ngig von der Art
des angewandten Algorithmus sondern auch unabha¨ngig vom verwendeten Potential sind. Um
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Abbildung 1.21: Differenzen der gemittelten Energie in kJ/mol als Funktion der Clustergro¨ße
fu¨r den generationsbasierten Algorithmus (80 Generationen) und den asynchronen Algorithmus
(20000 Iterationen) unter Verwendung des TIP4P-Potentials.
diese Vermutung weiter zu untermauern, kam in weiteren Optimierungsla¨ufen der asynchrone
Algorithmus in seiner Variante II (Abb. 1.3) zum Einsatz. Seine Parameter waren in einer Serie
entsprechend den oben beschriebenen Werten gesetzt. Eine weitere Serie von Optimierungsla¨ufen
wurde durchgefu¨hrt, wobei gerichtete Mutation und Orientierungsoptimierung intensiver durch-
gefu¨hrt worden sind (im folgenden mit Variante II+ bezeichnet). Das Gitter fu¨r die gerichtete
Mutation bestand dabei aus 203 Zellen, und die Population bei der Orientierungsoptimierung
war mit 20 Individuen doppelt so groß wie in allen anderen Serien von Optimierungsla¨ufen. Die
in [11] vero¨ffentlichten globalen Minima fu¨r TIP4P-Wassercluster decken den Bereich von n = 2
bis n = 21 und sind bisher nicht verbessert worden. In einer Einschra¨nkung auf den Gro¨ßenbe-
reich zwischen 4 und 21 Moleku¨len soll zuna¨chst ein Vergleich der Resultate der vier Serien von
Optimierungsla¨ufen mit den Energien der globalen Minima durchgefu¨hrt werden.
In Abbildung1.22 links sind Differenzen der innerhalb von jeweils sechs Optimierungsla¨ufen
unter Verwendung sowohl des generationsbasierten als auch beider Varianten des asynchronen
Algorithmus erreichten niedrigsten Energien zur Energie des globalen Minimums als Funktion der
Clustergro¨ße aufgetragen. Bis n = 14 wurde das globale Minimum in allen Fa¨llen erreicht. Nur
der generationsbasierte Algorithmus und die Variante II des asynchronen Algorithmus erreichen
das globale Minimum noch bis n = 16 und letzterer noch einmal das globale Minimum bei
n = 18; mit umfangreicherer Orientierungsoptimierung ist die Variante II+ des asynchronen
Algorithmus noch in der Lage, das globale Minimum fu¨r n = 17 und n = 18 zu erreichen.
Bei n = 15 ist die Variante I (Abb. 1.2) des asynchronen Algorithmus nur wenig schlechter als
die anderen, liegt bei n = 16 jedoch mehr 6 kJ/mol oberhalb des globalen Minimums, kommt
dem globalen Minimum bei n = 18 bis auf etwa 0,01 kJ/mol nahe. Wie gut das Resultat ist,
d.h. wie gering die Abweichung vom globalen Minimum ausfa¨llt, ist abha¨ngig vom Algorithmus
und der Wahl der Parameter (n = 17, 19, 21), doch ist ein gemeinsamer Trend zu erkennen: die
Anna¨herung an das globale Minimum ist bei einigen n schwieriger (n = 17, 19, 21) und besonders
n = 20 als bei anderen (n = 16, 18).
Die Abbildung1.22 rechts zeigt die Differenzen zwischen dem jeweils schlechtesten und besten
Ergebnis aus denselben sechs Optimierungsla¨ufen wie zuvor, jedoch ausgedehnt auf den Gro¨ßen-
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bereich zwischen n = 10 und n = 30. Bis auf den generationsbasierten Algorithmus ist die
Energiedifferenz zwischen dem besten und dem schlechtesten Lauf von n = 10 bis n = 14 klein.
Vergleicht man die beiden Serien von Optimierungsla¨ufen mit dem asynchronen Algorithmus
der Varianten II und II+, sind keine signifikanten Unterschiede festzustellen. Die intensivere
Orientierungsoptimierung und gerichtete Mutation vera¨ndern die Resultate nicht wesentlich.
Es ist davon auszugehen, daß entweder die weniger intensive Durchfu¨hrung bereits hinreichend
verla¨ßlich arbeitet oder aber der Aufwand, um eine systematische Abweichung zu bewirken,
muß noch deutlich gesteigert werden. Diese beiden Serien von Orientierungsla¨ufen im Vergleich
mit den beiden anderen, na¨mlich nach der Variante I des asynchronen Algorithmus und dem
generationsbasierten Algorithmus, zeigen sonst nur einen allgemeinen Trend zu einem gro¨ßeren
Abstand zwischen den Resultaten des besten und schlechtesten Laufes derselben Clustergro¨ße.
Insgesamt folgt aus dieser Betrachtung, daß auch unter Verwendung des TIP4P-Potentials die
beiden Varianten des asynchronen Algorithmus vergleichbar abha¨ngig von den Startbedingungen
wie der generationsbasierte Algorithmus sind. Oder anders ausgedru¨ckt, zusammen mit dem aus
Abbildung1.22 links abzulesenden Verhalten reproduziert der asynchrone Algorithmus in beiden
Varianten dieselben Minima wie der generationsbasierte Algorithmus und dies mit derselben
Verla¨ßlichkeit.
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Abbildung 1.22: Energie als Funktion der Clustergro¨ße. Links: Differenz zum globalen Mini-
mum [11] fu¨r den generationsbasierten und beide Varianten des asynchronen Algorithmus unter
Verwendung des TIP4P-Potentials. Rechts Differenz zwischen dem besten und dem schlechte-
sten Lauf als Funktion der Clustergro¨ße fu¨r den generationsbasierten und beide Varianten des
asynchronen Algorithmus unter Verwendung des TIP4P-Potentials.
Nachdem sich die verschiedenen Algorithmen und deren Varianten als gleichwertig in bezug auf
die zu erwartenden Ergebnisse gezeigt haben, soll noch anhand des evolutiona¨ren Fortschritts
der Optimierungsserien von vier verschiedenen Clustergro¨ßen illustriert werden, wie verschieden
der evolutiona¨re Fortschritt ausfa¨llt. In Anbetracht der Tatsache, daß bei solchen Vergleichen
mit dem TTM2-F-Potential speziell bei kleinen Clustern der generationsbasierte Algorithmus
schneller konvergierte als der asynchrone Algorithmus, sollen nun Serien von Optimierungsla¨ufen
verglichen werden, bei denen die Cluster 12 und mehr Moleku¨le enthalten. Auf diese Weise
la¨ßt sich eruieren, ob weitere Muster im evolutiona¨ren Fortschritt auftreten. La¨ßt sich gar ein
Zusammenhang zwischen den zufa¨llig erzeugten Clustern am Beginn eines jeden Laufes und dem
evolutiona¨ren Fortschritt herstellen?
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Jeder einzelne Optimierungslauf wurde mit einer zufa¨llig erzeugten neuen Population gestartet.
Insbesondere starteten Serien von Optimierungsla¨ufen gleicher Clustergro¨ße aber verschiede-
nem Algorithmus auch mit unterschiedlichen zufallsbedingten Clustern. Vom Standpunkt der
Potentialenergiehyperfla¨che aus gesehen ist die Menge an Startpunkten stets eine andere, und
in Gemeinschaft mit einem jeweils anderen Strom von Zufallszahlen sind dann auch die auf
dieser Fla¨che zuru¨ckgelegten Wege zufa¨llig. Folglich ist zu erwarten, daß Auffa¨lligkeiten im
evolutiona¨ren Fortschritt unabha¨ngig von der Clustergro¨ße auftreten. Die folgenden Grafiken
fu¨r ausgewa¨hlte Clustergro¨ßen zeigen den evolutiona¨ren Fortschritt und sind jeweils in Vierer-
gruppen zusammengefaßt. Zeilenweise von links oben nach rechts unten sind die Resultate der
Optimierungsla¨ufe mit dem generationsbasierten Algorithmus, dem asynchronen Algorithmus
in seiner Variante I, dem asynchronen Algorithmus in seiner Variante II und dem asynchronen
Algorithmus mit intensiverer gerichteter Mutation und Orientierungsoptimierung (Variante II+)
angeordnet.
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Abbildung 1.23: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Cluster-
gro¨ße (n = 12) und mittlere Energie.
Bei einer Anzahl von 12 Moleku¨len wird das globale Minimum mit −492, 908 kJ/mol in minde-
stens einem Optimierungslauf jedes verwendeten Algorithmus erreicht (Abb. 1.23). Der generati-
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onsbasierte Algorithmus weist jedoch die gro¨ßte Differenz zwischen dem besten und dem schlech-
testen Lauf auf, das schlechteste Resultat liegt in zwei Optimierungsla¨ufen bei −489, 606 kJ/mol,
das beste betra¨gt −492, 909 kJ/mol, und der Durchschnitt aus sechs La¨ufen befindet sich bei
−491, 808 kJ/mol. Im Gegensatz dazu erreicht der asynchrone Algorithmus in beiden Varianten
in jedem Lauf das globale Minimum. In der Serie von Optimierungsla¨ufen (Variante I) betra¨gt
die Endenergie in drei La¨ufen −492, 909 kJ/mol. Im Falle des generationsbasierten Algorithmus
weicht das Konvergenzverhalten von dem der beiden Varianten des asynchronen Algorithmus
ab. Zwei La¨ufe konvergieren gegen ein ho¨her gelegenes lokales Minimum, ein weiterer Lauf ge-
langt nach etwas mehr als der halben Dauer des Optimierungslaufes in das globale Minimum.
A¨hnlich verha¨lt es sich mit einem einzelnen Lauf mit dem asynchronen Algorithmus (Varian-
te I), denn dort verweilt ein Optimierungslauf deutlich la¨nger in einem ho¨herliegenden lokalen
Minimum als in den anderen La¨ufen. Trotz dieses einzelnen Ausreißers ist es an dieser Stelle
sicher legitim zu behaupten, der asynchrone Algorithmus sei in beiden Varianten dem gene-
rationsbasierten Algorithmus im Hinblick auf die Geschwindigkeit seiner Konvergenz u¨berle-
gen. Ein Vergleich mit Optimierungsla¨ufen benachbarter Clustergro¨ßen kann dies jedoch nicht
besta¨tigen. Dort verha¨lt sich der generationsbasierte Algorithmus nicht so wie hier. Bei einer
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Abbildung 1.24: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Cluster-
gro¨ße (n = 21) und mittlere Energie.
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Clustergro¨ße von n = 21 Moleku¨len erreichen die angewandten Algorithmen in keinem der Opti-
mierungsla¨ufe das globale Minimum von −916, 707 kJ/mol. Mit −907, 045 kJ/mol ist der beste
Optimierungslauf des generationsbasierten Algorithmus schlechter als der jeweils beste Lauf der
beiden Varianten des asynchronen Algorithmus, von denen der asynchrone Algorithmus (Vari-
ante II) mit weniger intensiver gerichteter Mutation und Orientierungsoptimierung in seinem
besten Lauf −915, 229 kJ/mol erreicht, gefolgt vom besten Lauf derselben Algorithmusvariante
mit intensiver gerichteter Mutation und Orientierungsoptimierung (Variante II+), der immerhin
−912, 434 kJ/mol erreicht. Auch im arithmetischen Mittel aus sechs Optimierungsla¨ufen ist die
zuvor betrachtete Variante des asynchronen Algorithmus die fu¨hrende mit −909, 590 kJ/mol
bzw. −906, 715 kJ/mol. Abgesehen von den Unterschieden bezu¨glich der Endenergie ist der
evolutiona¨re Fortschritt der vier Optimierungsserien sehr a¨hnlich; er entspricht dem exponen-
tiellen Abfallen der Energie als Funktion der Iterationsschritte. Mit 20000 Iterationen und den
tatsa¨chlich erreichten Energien haben die dargestellten Optimierungsla¨ufe den asymptotischen
Bereich fu¨r große Zeiten des evolutiona¨ren Fortschritts erreicht. Der Unterschied zwischen dem
jeweils besten und schlechtesten Lauf ist bei allen vier Algorithmen a¨hnlich. Er betra¨gt zwi-
schen 7, 403 kJ/mol im Falle des generationsbasierten und 12, 194 kJ/mol bei Variante I des
asynchronen Algorithmus. Bei n = 25 erreicht der asynchrone Algorithmus gema¨ß Variante I
mit −1092, 861 kJ/mol in seinem besten Lauf das schlechteste Resultat im Vergleich mit den drei
anderen Serien von Optimierungsla¨ufen. Etwas besser ist der beste Lauf des generationsbasierten
Algorithmus mit −1093, 558 kJ/mol. Auch die u¨ber sechs La¨ufe gemittelte Energie verha¨lt sich
mit −1086, 869 kJ/mol bzw. −1087, 826 kJ/mol genauso. Bessere Ergebnisse lieferten hier die
Variante II und Variante II+ mit −1099, 395 kJ/mol und −1103, 019 kJ/mol im jeweils besten
Lauf. Im arithmetischen Mittel erha¨lt man −1097, 957 kJ/mol und −1097, 273 kJ/mol. Neben
dem Umstand, daß hier der asynchrone Algorithmus gema¨ß Variante II die besten Ergebnisse
liefert, gibt es einen bemerkenswerten Unterschied im Abstand des besten und schlechtesten
Laufes. Dieser betra¨gt bei Variante II lediglich 1, 862 kJ/mol, wa¨hrend er sich sonst zwischen
11, 561 kJ/mol (generationsbasiert) und 13, 956 kJ/mol (Variante II+) bewegt. Innerhalb der
20000 Iterationen sind auch noch gegen Ende dieser Spanne gro¨ßere Schritte in der Energie zu
sehen. Der noch mit n = 21 erreichte asymptotische Bereich im evolutiona¨ren Fortschritt ist
hier schon nicht mehr erreicht worden.
Schließlich fa¨llt bei n = 30 die Optimierungslaufserie der Variante II+ auf. Sie liefert mit
−1346, 139 kJ/mol im besten Lauf das auch insgesamt beste Resultat. Das arithmetische Mittel
betra¨gt dabei −1331, 953 kJ/mol bei einem Abstand des besten zum schlechtesten Lauf von
23, 167 kJ/mol. Diese Differenz ist in allen anderen Fa¨llen deutlich kleiner und sehr a¨hnlich,
wie es dort auch fu¨r die im besten Lauf erreichte Energie und das arithmetische Mittel zutrifft.
Aus der Serie von La¨ufen mit Variante I folgt eine beste Energie von −1327, 098 kJ/mol bei
einer gemittelten Energie von −1322, 457 kJ/mol und −1330, 565 kJ/mol als beste Energie nach
Variante II zusammen mit einer mittleren Energie von −1327, 351 kJ/mol. Die entsprechen-
den Werte aus den Optimierungsla¨ufen mit dem generationsbasierten Algorithmus liegen jeweils
dazwischen. Die Differenz zwischen dem besten und dem schlechtesten Lauf bela¨uft sich auf
7, 057 kJ/mol, 7, 978 kJ/mol und 7, 882 kJ/mol entsprechend der gezeigten Reihenfolge.
Im Bereich von n = 10, 11 gibt es keinen erkennbaren Unterschied zwischen dem generati-
onsbasierten Algorithmus und den beiden Varianten des asynchronen Algorithmus. Alle La¨ufe
konvergieren innerhalb von 20000 Iterationen gegen dasselbe Minimum. Beginnend mit n = 12
a¨ndert sich dies, nur beide Varianten des asynchronen Algorithmus konvergieren in allen La¨ufen
gegen dasselbe Minimum bis einschließlich n = 14. Mit wachsender Clustergro¨ße n ist zu konsta-
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Abbildung 1.25: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Cluster-
gro¨ße n = 25 und mittlere Energie.
tieren, daß kein Algorithmus in allen La¨ufen gegen dasselbe Minimum konvergiert. U¨berdies ist
kein einheitliches Muster erkennbar, nach dem das Konvergenzverhalten bei einer Clustergro¨ße
besser wa¨re als bei einer anderen oder das Konvergenzverhalten vom Typ des Algorithmus ab-
hinge. Es zeigt sich vielmehr, daß sowohl der eine als auch der andere Algorithmus mitunter das
beste Resultat liefert.
Mit wachsendem n wird die Differenz zwischen dem schlechtesten und dem besten Lauf im-
mer gro¨ßer. Jenseits von n = 21 stehen keine gesicherten Referenzen fu¨r globale Minima unter
Verwendung des TIP4P-Potentials mehr zur Verfu¨gung. Der deutlich sichtbare Unterschied in
der Energie zum Ende des Optimierungslaufes spricht daher dafu¨r, das jenseits von n = 21
das globale Minimum nicht erreicht werden konnte, zumal der Graph der aufgetragenen Funkti-
on an keiner Stelle den Bereich exponentiellen Verlaufs verlassen ha¨tte und asymptotisch einer
Parallelen zur Zeitachse entspra¨che. Exemplarisch ist dies fu¨r n = 30 in abb. 1.26 zu sehen.
48
−1340
−1320
−1300
−1280
−1260
−1240
−1220
 0  5000  10000  15000  20000
En
er
gi
e 
[kJ
/m
ol]
 
Iterationen
−1340
−1320
−1300
−1280
−1260
−1240
−1220
 0  5000  10000  15000  20000
En
er
gi
e 
[kJ
/m
ol]
 
Iterationen
E = −1324, 020 kJ/mol E = −1322, 457 kJ/mol
−1340
−1320
−1300
−1280
−1260
−1240
−1220
 0  5000  10000  15000  20000
En
er
gi
e 
[kJ
/m
ol]
 
Iterationen
−1340
−1320
−1300
−1280
−1260
−1240
−1220
 0  5000  10000  15000  20000
En
er
gi
e 
[kJ
/m
ol]
 
Iterationen
E = −1327, 352 kJ/mol E = −1331, 953 kJ/mol
Abbildung 1.26: Evolutiona¨rer Fortschritt: Energie als Funktion der Iteration fu¨r die Cluster-
gro¨ße n = 30 und mittlere Energie.
Fazit
Die gezeigten Beispiele lassen mehrerlei erkennen. Zuna¨chst liefern die La¨ufe des asynchronen
Algorithmus gema¨ß Variante II bzw. Variante II+ im Falle der Clustergro¨ßen n = 21, 25 und
30 die besseren Resultate. Dann sind die Auffa¨lligkeiten beim evolutiona¨ren Fortschritt nicht
an einen bestimmten Algorithmus oder eine Variante gebunden. Verhalten sich mit n = 21
alle vier Serien von La¨ufen a¨hnlich, weicht mit n = 12 der generationsbasierte Algorithmus
und mit n = 30 der Algorithmus der Variante II+ im Verlauf des evolutiona¨ren Fortschrittes
von den jeweils anderen drei ab. Bei n = 12 beobachtet man einen Korridor, innerhalb dessen
sich die Energie im Mittel entwickelt, der in der Breite aber nicht mehr schrumpft und sich etwa
wie im Falle der Optimierungsla¨ufe mit dem asynchronen Algorithmus auf das globale Minimum
zubewegt und zusammenschnu¨rt. Andersherum scheint sich bei n = 30 bis etwa 10000 Iterationen
ein Korridor abzuzeichnen, innerhalb dessen sich die Energie im Mittel entwickelt, doch gibt es
drei La¨ufe, die diesen Korridor dann noch jenseits von 15000 Iterationen deutlich nach unten
verlassen. Schließlich ließ sich fu¨r n = 25 beobachten, daß Variante II mit einer besonders kleinen
Differenz zwischen dem besten und dem schlechtesten Lauf auftritt. Mit nur jeweils sechs La¨ufen
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pro Clustergro¨ße und Algorithmus bzw. Algorithmusvariante ist die statistische Aussagekraft
der Ergebnisse begrenzt. In diesem Sinne wu¨rden sich die zuvor beschriebenen Eigenheiten
als Ausreißer entpuppen. Alle die den evolutiona¨ren Fortschritt betreffenden Besonderheiten
sind somit eher das zufa¨llige Ergebnis einer geringen Gro¨ße des Datensatzes und nicht etwa
als besondere Eigenschaft eines der Algorithmen anzusehen. Algorithmusspezifische Eigenheiten
wie die besonders schnelle Konvergenz des generationsbasierten Algorithmus fu¨r kleine Cluster
unter Verwendung des TTM2-F-Potentials oder die besonderen Eigenheiten bestimmter globalen
Minimalstrukturen, die ihr Auffinden schwierige gestalten, als es bei anderen Clustergro¨ßen
der Fall ist, werden von diesen zufa¨lligen Effekten u¨berlagert. Auf dieser Grundlage ist davon
auszugehen, daß der generationsbasierte und der asynchrone Algorithmus in seinen Varianten
sich auch unter Verwendung des TIP4P-Potentials weitgehend a¨hnlich verhalten und vergleichbar
gute Resultate liefern.
1.3.3 Effizienzgewinn
Nachdem die A¨hnlichkeit der beiden Algorithmen in ihrem Verhalten dargelegt ist und auch
die Ergebnisse von gleicher Qualita¨t sind, bleibt die Frage nach dem Vorteil des asynchronen
Algorithmus im Vergleich mit dem generationsbasierten Typ zu kla¨ren. Ein direkter Vergleich
der beno¨tigten Laufzeit fu¨r eine vorgegebene Anzahl von Operationen macht den Unterschied
deutlich. Einen entscheidenden Einfluß auf das Laufzeitverhalten der beiden Algorithmen hat die
An- oder Abwesenheit serieller Engstellen im Programm. Um diesen Aspekt zu beleuchten, ist
die Gesamtlaufzeit als Funktion der Clustergro¨ße die geeignete Kenngro¨ße. In den Abbildungen
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Abbildung 1.27: Laufzeit als Funktion der Clustergro¨ße n fu¨r den generationsbasierten Algorith-
mus (20 Generationen) und den asynchronen Algorithmus (5000 Iterationen) unter Verwendung
des TTM2-F-Potentials.
1.27 und 1.28 sind diese Ergebnisse fu¨r das TTM2-F-Potential und das TIP4P-Potential doppelt
logarithmisch aufgetragen. Die Ausgleichsgeraden in Abb. 1.27 links genu¨gen den Gleichungen
f(x) := 2, 46125x + 1, 79156 fu¨r den generationsbasierten und f(x) := 2, 26643x + 1, 99052 fu¨r
den asynchronen Algorithmus. Im Falle des TIP4P-Potentials genu¨gen die Ausgleichsgeraden in
Abb. 1.28 links den Gleichungen f(x) := 2, 14441x + 2, 27612 fu¨r den generationsbasierten und
f(x) := 2, 27011x + 1, 14295 fu¨r den asynchronen Algorithmus. Mithin skaliert die Laufzeit des
genetischen Algorithmus sowohl in der generationsbasierten als auch in der asynchronen Form
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Abbildung 1.28: Laufzeit als Funktion der Clustergro¨ße n fu¨r den generationsbasierten Algorith-
mus (80 Generationen) und den asynchronen Algorithmus (20000 Iterationen) unter Verwendung
des TIP4P-Potentials.
mit mehr als der zweiten Potenz der Clustergro¨ße. In beiden Fa¨llen wurden jeweils sechs Op-
timierungsla¨ufe pro Clustergro¨ße durchgefu¨hrt. Entsprechend der stochastischen Natur beider
Algorithmen variiert die Laufzeit bei fester Clustergro¨ße und nimmt mit wachsender Cluster-
gro¨ße zu. Als Ursache fu¨r die Zunahme der Laufzeit ist der mit der Clustergro¨ße anwachsende
Zeitbedarf fu¨r die lokale Optimierung der einzelnen Clusterstrukturen anzusehen. Die Variation
der Laufzeiten erreicht einige Tausend Sekunden im Falle des TTM2-F-Potentials und etwa tau-
send Sekunden bei den TIP4P-Rechnungen, wenn mit dem generationsbasierten Algorithmus
gerechnet wird. Unter Anwendung des asynchronen Algorithmus erreicht die Streuung in der
Laufzeit unter eintausend Sekunden mit dem TTM2-F-Potential und liegt mit dem TIP4P-Po-
tential noch deutlich darunter. Zusa¨tzlich zur Streuung der Laufzeiten um die Ausgleichsgerade
weichen bei den Resultaten des generationsbasierten Algorithmus die Werte auch noch kollektiv
von der Geraden ab. Dies ist vermutlich darin begru¨ndet, daß die Zahl der Operationen von
Crossover, Orientierungsoptimierung und gerichteter Mutation kein ganzzahliges Vielfaches der
Zahl der Slaveprozesse ergibt. Fu¨r TIP4P sind bei ngeo = 20 mit 210 Crossoveroperationen und
jeweils 20 Operationen Orientierungsoptimierung und gerichtete Mutation weder erstere noch
letztere ein ganzzahliges Vielfaches der Anzahl der Prozessoren von 32 bzw. 31 (Master ist nicht
beteiligt). Die TTM2-F-Optimierungsla¨ufe verteilen dieselben Anzahlen pro Operationstyp auf
10 bzw. 9 Prozessoren, was ebenfalls kein ganzzahliges Vielfaches darstellt.
In Abb. 1.29 ist die Ursache fu¨r den Geschwindigkeitszuwachs zwanglos ersichtlich. Der genera-
tionsbasierte Algorithmus erzeugt periodische Einbru¨che in der Systemlast, die mit den seriellen
Phasen nach dem Crossover und der Nachbearbeitungsphase korrespondieren; bevor der Ma-
sterprozeß erneut die Arbeit auf die Slaves verteilen kann, muß bis zur Ru¨ckgabe des letzten
Ergebnisses an den Master gewartet werden. Diese Einbru¨che in der Auslastung des Systems er-
reichen bis zu 50% der Gesamtlast. Durch die asynchrone Arbeitsweise des neuen Algorithmus,
wie sie in 1.2.2 beschrieben ist, sind diese Wartephasen vollsta¨ndig aufgefu¨llt durch produktive
Arbeit der Slaveprozesse zur Erzeugung weiterer Clustergeometrien.
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Abbildung 1.29: Systemlast auf einem AthlonTM Clusterrechner als Funktion der Zeit. Links:
generationsbasierter Algorithmus, sa¨gezahnartige Einbru¨che der Systemlast. Rechts: asynchroner
Algorithmus, konstante Systemlast.
1.4 Parallele Programmierung
1.4.1 Progammiermodelle
Zur Parallelisierung des Progammcodes kann auf verschiedene Modelle zuru¨ckgegriffen werden.
Es handelt sich einerseits dabei um die Programmierung mit gemeinsamen Variablen unter An-
wendung der Thread-Programmierung oder OpenMP. Andererseits existiert die Variante des
Message-Passing-Programmierung. Ziel der vorliegenden Arbeit ist keinesfalls die erscho¨pfen-
de Darstellung und Einfu¨hrung dieser Modelle. Der Themenkreis der Parallelprogrammierung
umfaßt zudem Themen wie die Architektur von Parallelrechnern und die Laufzeitanalyse der
entsprechenden Programme, um den Leistungszuwachs gegenu¨ber einem rein seriell ablaufenden
Programmcode quantifizieren zu ko¨nnen. Eine Einfu¨hrung in dieses Gebiet ist z.B. in [29] sowie
den darin enthaltenen Referenzen zu finden.
Thread-Programmierung
Die Thread-Programmierung basiert auf der gemeinsamen Nutzung eines Adreßraumes, wenn
dies vom Betriebssystem unterstu¨tzt wird. Dazu in der Lage sind solche Betriebssysteme, die
zu Multitasking in der Lage sind, wie z.B. UNIX, LINUX, NT. Multitasking bezeichnet das
gleichzeitige Vorhandensein mehrerer Aktiver Prozesse, die von der CPU, in kleine Zeitintervalle
zerlegt, abgearbeitet werden. Als einen Prozeß faßt man ein ein ausgefu¨hrtes Programm zusam-
men mit allen Informationen, die zu seiner Ausfu¨hrung geho¨ren, wie die Werte der Variablen,
die Daten auf dem Laufzeitstack, Registerinhalte usw. In UNIX-Betriebssystemen kann mittels
einer fork-Anweisung ein neuer Prozeß aus einem schon bestehenden erzeugt werden. Dabei ist
der Kindprozeß eine identische Kopie des Elternprozesses mit einer Kopie des Adressraumes
des Elternprozesses. Weil beide Prozesse verschiedene Prozeßnummern tragen, ist es mo¨glich,
daß beide Prozesse nun verschiedene Instruktionen abarbeiten. Threads stellen eine Erweite-
rung des Prozeßbegriffes dar: Nicht nur ein, sondern mehrere Kontrollflu¨sse werden zu einem
Thread zusammengefaßt; die verschiedenen Threads eines Prozesses teilen sich den Adreßraum
eines Threads. Dadurch ist der Informationsaustausch zwischen den Threads eines Prozesses
viel schneller als der zwischen verschiedenen Prozessen. Eine Implementierung von Threads ge-
schieht auf Benutzer- oder Betriebssystemebene. Solche auf der Benutzerebene werden von einer
Thread-Bibliothek ohne Zutun des Betriebssystem verwaltet. Bei der Programmierung ist nun
dafu¨r zu sorgen, daß der Code in geeignete Benutzer-Threads zerlegt wird, die zueinander kon-
kurrierend ausgefu¨hrt werden ko¨nnen. Es existiert mit dem Pthreads-Standard eine Konvention
fu¨r Thread-Bibliotheken. Gewo¨hnlich sind alle Komponenten, die zu einer Pthreads-Bibliothek
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geho¨ren in einer Header-Datei <pthread.h> enthalten, die in jedes entsprechende Programm
einzubinden ist. Pthreads ist die Abku¨rzung fu¨r POSIX-Threads nach IEEE-POSIX, das den
Standards fu¨r die Grunddienste eines Betriebssystems definiert. Ein Nachteil der Thread Pro-
grammierung besteht darin, daß der Programmierer keinen Einfluß darauf erha¨lt, wie die von
ihm erzeugten Threads auf die Prozessoren eines Mehrprozessorrechners abgebildet werden. Es
ist somit durchaus mo¨glich, das diese Abbildung nicht die bestmo¨gliche Verteilung der Threads
auf die Prozessoren zur Folge hat.
OpenMP
Mit OpenMP [30] wird eine Spezifikation von U¨bersetzerdirektiven, Bibliotheksfunktionen und
Umgebungsvariablen bezeichnet, die einen einheitlichen Standard zur Programmierung von Par-
allelrechnern mit gemeinsamem Adreßraum definiert. Das Programmiermodell basiert auf par-
allel arbeitenden Threads, die nach einem fork-join-Prinzip erzeugt und beendet werden. Dabei
ist die Kontrolle der Parallelita¨t auf einem abstrakteren Niveau angesiedelt als innerhalb der
Pthreads-Standards, das Starten und Stoppen der Threads wird von der OpneMP-Bibliothek
u¨bernommen und nicht wie bei der Anwendung von Pthreads explizit vorgenommen. Im Ver-
gleich zu Pthreads muß der Programmierer nicht darauf achten, ob das System die Anzahl von
Threads limitiert. Der Programmfluß erfolgt solange sequenziell, bis der Master-Thread auf eine
entsprechende Anweisung sto¨ßt und ein Team von Threads erzeugt. Alle Mitglieder dieses Teams
fu¨hren dann den folgenden parallelen Bereich mit ggf. unterschiedlichen privaten Variablen aus
oder die Arbeit wird explizit auf die einzelnen Threads verteilt. Am Ende der Parallelphase
werden alle Threads bis auf den Master-Thread wieder beendet. Erfolgt keine explizite Vertei-
lung der Arbeit, fu¨hren alle Threads eines Teams dieselben Berechnungen aus. Am Beginn eines
entsprechenden OpenMP-Programmes wird die Header-Datei omp.h eingebunden.
Message-Passing-Programmierung
Unter MPI (Message-Passing-Interface) versteht man einen Standard fu¨r Message-Passing-Bi-
bliotheken. Diese beinhalten Anweisungen Realisation verschiedener Kommunikationsoperatio-
nen. Es existiert fu¨r MPI und MPI-2 als Erweiterung von MPI. Im Vergleich der beiden Pro-
grammiersprachen C und FORTRAN besteht ein Unterschied im Aufruf dieser Anweisungen, die
in C als Funktionen und in FORTRAN als Subroutinen aufgerufen werden. Der Ru¨ckgabe der
Funktion in C ist ein Fehlercode, der u¨ber den Erfolg oder das Fehlschlagen der Operation Auf-
schluß gibt. Im Gegensatz dazu enthalten die korrespondierenden FORTRAN-Subroutinen ein
zusa¨tzliches Argument, das hierfu¨r verwendet wird. Bemerkenswert ist, daß die genaue Realisa-
tion der Kommunikationsanweisungen im Standard nicht festgelegt ist, vielmehr sind Semantik
und Syntax der Operationen festgeschrieben. Somit ist der MPI-Standard ein Garant fu¨r Por-
tabilita¨t. Am Beginn eines entsprechenden Programmes muß die MPI-Umgebung initialisiert
werden, wobei die Anzahl der Prozesse die gestartet werden, festgelegt wird; eine spa¨tere A¨nde-
rung ist nicht mo¨glich. Dies kann erst mit der Verwendung von MPI-2 geschehen. U¨blicherweise
wird auf jedem Prozessor genau ein Prozeß ausgefu¨hrt.
MPI und globale Geometrieoptimierung
Die Wahl fiel im Rahmen dieser Arbeit auf MPI, da einerseits auf schon existierenden Pro-
grammcode in seiner Funktionalita¨t zuru¨ckgegriffen werden konnte, was in der Entwicklungs-
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phase eine Referenz etabliert hat. Auf diese Weise bestand die Mo¨glichkeit, bei der Einfu¨hrung
von Datenstrukturen stets die Funktionalita¨t pru¨fen zu ko¨nnen. Ferner sollte der Programmcode
unabha¨ngig von der Architektur des verwendeten Computers sein, um sowohl auf Clusterrech-
nern als auch auf Großrechnern mit shared-memory Architektur lauffa¨hig zu sein. Erst dies
ermo¨glichte es, die zur Verfu¨gung stehenden Ressourcen zu nutzen. Auf den selbst administrier-
baren Rechnern kam die MPI-Implementierung mpich zum Einsatz [31]. Damit kann auch ein
Einprozessor-Rechner wie ein Multiprozessor-System mit shared-memory Architektur benutzt
werden, indem mpich mit den passenden Compileroptionen u¨bersetzt wird. Somit ist auch der
Test des Programms ohne Zugriff auf den Rechner, fu¨r den es vorgesehen ist, mo¨glich. Zum
Thema Message-Passing-Interface existiert eine Reihe von Bu¨chern, sowohl im Stile einer Be-
fehlsreferenz als auch einer Kombination von Befehlsreferenz mit Beispielen [32; 33]. Bezogen
auf die Anzahl der Im MPI-Standard [34] festgelegten Menge an Funktionen umfaßte die Im-
plementierung der im Rahmen dieser Arbeit entwickelten genetischen Algorithmen nur einen
bescheidenen Ausschnitt. Eine umfangreichere Anwendung von MPI-Funktionen war bei der ge-
gebenen Problemstellung nicht notwendig. Somit soll der anschließende Abschnitt dazu dienen,
die beno¨tigten MPI-Funktionen im Rahmen ihrer Anwendung innerhalb des Programmcodes zu
beschreiben sowie allgemein Hinweise zur Vermeidung von Problemen im Zusammenhang von
Parallelcodes zu geben. Anhand einzelner Codefragmente werden im folgenden eine U¨bersicht
u¨ber die im Zuge der Programmentwicklung verwendeten MPI-Befehle gegeben werden. Dazu
ist auch jeweils die Syntax der einzelnen Befehle aufgefu¨hrt, wie sie auch in [34], zu finden ist.
1.4.2 Start des Programms – Etablieren der MPI-Umgebung
Am Beginn eines mit MPI parallelisierten Programmes muß die MPI-Umgebung etabliert und
am Ende wieder aufgehoben werden. Unabha¨ngig von der Aufgabe des Programms ist dies
unabdingbare Voraussetzung. Der Aufruf erfolgt durch
mpirun -np x programm argumente
Dabei bezeichnet np die Anzahl der zu startenden Prozesse, programm das zu startende Pro-
gramm und argumente die dem Programm ggf. zur Startzeit zu u¨bergebenden Werte.
ca l l MPI INIT ( i e r r )
ca l l MPICOMMRANK (MPICOMMWORLD, myid , i e r r )
ca l l MPI COMM SIZE (MPICOMMWORLD, numprocs , i e r r )
c
c
c HIER BEFINDET SICH DAS PROGRAMM
ca l l MPI ABORT
c
c
ca l l MPI FINALIZE ( i e r r )
Listing 1.1: Etablieren und Beenden der MPI-Umgebung.
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Die Prozesse innerhalb des Kommunikators MPI COMM WORLD werden beginnend von 0 fort-
laufend numeriert. Der Prozeß von dem aus die MPI-Umgebung etabliert wird, heißt der root
Prozeß und tra¨gt die Ordnungsnummer 0. Er fungiert innerhalb des genetischen Algorithmus
stets als Master. Alle Prozesse mu¨ssen die drei Funktionen MPI INIT, MPI COMM RANK
und MPI COMM SIZE rufen. Durch den Aufruf von MPI INIT (Tab. 1.5) wird die MPI-Umge-
bung initialisiert. Anschließend wird jedem vorhandenen Prozeß innerhalb des Kommunikators
MPI COMM WORLD durch die Funktion MPI COMM RANK (Tab. 1.7) eine Ordnungsnum-
mer beginnend bei 0 in der Variablen myid zugewiesen. Ein Kommunikator ist eine Menge von
MPI-Prozessen. Der Kommunikator MPI COMM WORLD ist die Menge aller MPI-Prozesse
eines Programms. Schließlich wird mittels MPI COMM SIZE (Tab. 1.8) die Gro¨ße des Kom-
munikators MPI COMM WORLD, d.h. die Anzahl der Prozesse innerhalb des Kommunikators
bestimmt und in der Variablen numprocs abgelegt. Damit ist die Initialisierung der MPI-Um-
gebung abgeschlossen. Am Ende des Parallelcodes wird von allen Prozessen durch den Aufruf von
MPI FINALIZE (Tab. 1.6) die MPI-Umgebung wieder beendet. Der Aufruf von MPI ABORT
(Tab. 1.9) durch einen Prozeß beendet die MPI-Umgebung vorzeitig.
MPI INIT (ierr)
Output Parameter
ierr: Fehlercode
Tabelle 1.5: Syntax der MPI-Funktion zur Initialisierung der MPI-Umgebung.
MPI FINALIZE (ierr)
Output Parameter
ierr: Fehlercode
Tabelle 1.6: Syntax der MPI-Funktion zur Beendigung der MPI-Umgebung.
MPI COMM RANK (comm, rank, ierr)
Input Parameter
comm: Kommunikator (handle, MPI Comm)
Output Parameter
rank: rank of calling process in group comm
ierr: Fehlercode
Tabelle 1.7: Syntax der MPI-Funktion zur Zuweisung einer Prozeßnummer.
Synchronisation
Die Etablierung einer MPI-Umgebung schafft zwar einen root-Prozeß mit der Identifikations-
nummer 0, aber welcher aus einer gegebenen Menge von Prozessen dies ist, ha¨ngt davon ab,
wer die entsprechende Programmanweisung als erster erreicht. Und auch hernach hat die Iden-
tifikationsnummer eines MPI-Prozesses nichts mit einer Reihenfolge im Programmablauf ge-
mein. Um dies zu belegen reicht eine einfache FORTRAN-Anweisung aus, die einen Text auf
die Standardausgabe – gewo¨hnlich der Bildschirm – ausgibt. Zuvor dient die MPI-Anweisung
MPI GET PROCESSOR NAME dazu die anschließende Meldung mit Sinn zu erfu¨llen. Der
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MPI COMM SIZE (comm, size, ierr)
Input Parameter
comm: Kommunikator (handle, MPI Comm)
Output Parameter
size: Anzahl der Prozesse in der Gruppe comm
ierr: Fehlercode
Tabelle 1.8: Syntax der MPI-Funktion zur Bestimmung der Kommunikatorgro¨ße.
MPI ABORT (comm, errorcode, ierr)
Input Parameter
comm: Kommunikator (handle, MPI Comm)
errorcode: Fehlercode (integer)
Tabelle 1.9: Syntax der MPI-Funktion zum Abbruch der MPI-Umgebung.
Aufruf dieser Funktion ist eine nu¨tzliche Methode, um die Elemente eines etablierten Kommu-
nikators wie MPI COMM WORLD (Tab. 1.10) zu bestimmen und liefert zu jedem MPI-Prozeß
des Kommunikators den Namen des Prozessors, auf dem der Prozeß gestartet wurde. Speziell
zu diagnostischen Zwecken ist die Ausgabe der Prozessor-Namen sinnvoll. Betrachtet man dazu
ca l l MPI GET PROCESSORNAME (procname , r e s u l t l e n , i e r r )
write (6 , ” ( a , i3 , a , i3 , a , a , a ) ” ) ”Process ” , myid , ” o f ” ,
& numprocs , ” on ” , tr im ( procname ) , ” i s a l i v e ”
Listing 1.2: Kommandoausfu¨hrung in unbestimmter Reihenfolge.
das Codefragment nach Listing 1.2, so werden die MPI-Prozesse, die hierher gelangen, die fol-
genden Befehle abarbeiten. Allerdings macht sich als ein unerwu¨nschter Nebeneffekt die nicht
determinierte Reihenfolge bemerkbar, in der die MPI-Prozesse dies tun: Jeder MPI-Prozeß fu¨hrt
die FORTRAN-Anweisung write(6,...)... genau dann aus, wenn er die entsprechende Stelle im
Programm erreicht hat. Das geschieht nicht notwendigerweise in der Reihenfolge ihrer Prozeß-
nummer. Vielmehr gewa¨rtigt man eine eher zufa¨llige Reihenfolge der Ausgabe und gegebenenfalls
sogar U¨berschneidungen der Ausgaben verschiedener Prozesse. Die Variante gema¨ß Listing 1.3
erzwingt eine bestimmte Reihenfolge der MPI-Prozesse auf folgende Weise: Eine FORTRAN-
do-Schleife wird von allen MPI-Prozessen so oft durchlaufen, wie es der Anzahl der Prozesse
entspricht. Allein mit der write-Anweisung erga¨be sich eine Situation wie in Variante Listing 1.2,
jedoch erhielte man die Ausgabe jedes MPI-Prozessses nun sogar nicht nur einmal, sondern ent-
sprechend der Anzahl aller Prozesse innerhalb des Kommunikators MPI COMM WORLD. Eine
Synchronisation aller MPI-Prozesse wird nun durch den Aufruf von MPI BARRIER (Tab. 1.11)
erreicht, denn an dieser Barriere werden alle Prozesse so lange aufgehalten, bis auch der letzte
Prozeß sie erreicht hat. Zuna¨chst treten alle MPI-Prozesse in die do-Schleife ein und werden dort
an der Barriere aufgehalten. Sind alle Prozesse an dieser Stelle des Programms angekommen,
durchlaufen sie alle einmal die Schleife, jedoch wird nur dem Prozeß mit der Ordnungsnummer 0
gestattet, seinen Prozessor-Namen auszugeben. Alle Prozesse werden jedoch erneut an der Bar-
riere aufgehalten, bis der letzte die Schleife durchlaufen hat. Nun beginnt der Schleifendurchlauf
aller MPI-Prozesse erneut, und jetzt ist der Prozeß mit der Ordnungsnummer 1 mit der Ausgabe
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ca l l MPI GET PROCESSORNAME (procname , r e s u l t l e n , i e r r )
do i = 0 , numprocs−1
ca l l MPI BARRIER (MPICOMMWORLD, i e r r )
i f (myid . eq . i ) then
write (6 , ” ( a , i3 , a , i3 , a , a , a ) ” ) ”Process ” , myid , ” o f ” ,
& numprocs , ” on ” , tr im ( procname ) , ” i s a l i v e ”
end i f
end do
Listing 1.3: Kommandoausfu¨hrung in erzwungener Reihenfolge.
MPI GET PROCESSOR NAME (name, resultlen, ierr)
Output Parameter
name: Kennzeichner des aktuelle nodes (string)
resultlen: La¨nge (in druckbaren Zeichen) von name (integer)
ierr: Fehlercode (integer)
Tabelle 1.10: Syntax der MPI-Funktion zur Bestimmung des Prozessornamens.
an der Reihe. Auf diese Weise geschieht die Ausgabe des Prozessor-Namens nur durch jeweils
genau einen MPI-Prozeß, und die do-Schleife determiniert die Reihenfolge.
Dieses einfache Beispiel zeigt die gesamte Tragweite der Schwierigkeiten auf, in die man sich bei
der Programmierung eines Parallelcodes begibt. Ein- und Ausgabe, sowie die Mo¨glichkeit Fehler
im Programmcode aufzuspu¨ren, sind Notwendigkeiten, die mit der Parallelisierung vereinbar
gelo¨st werden mu¨ssen. Trivial ist es, jeden Prozeß Kommentare u¨ber seinen gegenwa¨rtigen Ort
im Programm sowie u¨ber den Erfolg oder Mißerfolg einer Operation auszugeben. Dazu existiert
ein FORTRAN-Befehl flush, der das Leeren eines Dateipuffers, d.h. das Schreiben in eine Datei,
bewirkt. Durch seine Anwendung erzwingt man die Ausgabe von Meldungen des Programms zum
Zeitpunkt ihrer Entstehung. Dies wirkt auf einen Prozeß unabha¨ngig von einer MPI-Umgebung.
Geschieht dies innerhalb eines Parallelcodes, du¨rfen diese Ausgaben nicht an demselben Ort –
dieselbe Datei – geschehen, um den Ursprung der jeweiligen Meldung sicher determinieren zu
ko¨nnen (1.2, 1.3).
JedemMPI-Prozeß kann eine eigene Datei zugeordnet werden, in der er ablegt, was er mitzuteilen
hat. Damit erreicht man jedoch schnell Gro¨ßenordnungen jenseits von Hundert. Zu beachten
bleibt, ob FORTRAN eine solche Anzahl von Dateien gleichzeitig geo¨ffnet halten kann und ein
flush dann zuverla¨ssig funktioniert. Als Ausweg bleibt, jede Datei zu o¨ffnen, mit einem flush die
Ausgabe zu erzwingen und die Datei unmittelbar danach wieder zu schließen. Die einzig sinnvolle
Lo¨sung fu¨r diese Probleme ist, sie ausnahmslos zu vermeiden. Das bedeutet fu¨r einen Parallelcode
der wie hier nach einem Master-Slave-Schema arbeitet, die Slaves taubstumm bezu¨glich der
Außenwelt zu lassen. Alles, was ein Slaveprozeß an Ein- oder Ausgabe ta¨tigt, kommuniziert
er ausnahmslos mit dem Master. Nur der Master ha¨lt die Dateien permanent geo¨ffnet, die
unbedingt gebraucht werden und versieht, wenn no¨tig eine dort abgelegte Meldung mit der
Nummer des Prozesses, von der sie stammt. Umgekehrt u¨bernimmt der Master das Einlesen
aller fu¨r den Programmablauf notwendigen Daten und sendet diese an die Slaves. Dadurch sind
der Programmfluß und die Kommunikation mit der Außenwelt maximal voneinander entkoppelt.
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MPI BARRIER (comm, ierr)
Input Parameter
comm: Kommunikator (handle)
Tabelle 1.11: Syntax der MPI-Funktion zur Barriersynchronisation.
Jegliche Fehlersuche ist sonst auf reines Probieren reduziert. Im Rahmen der implementierten
Algorithmen konnte der Bedarf an Dateien zur U¨berwachung des Programmstatus somit auf
genau eine reduziert werden, zu diagnostischen Zwecken wurde eine Datei eingerichtet, in die
der Masterprozeß zur jeweiligen Zeit schreibt, welche Aufgabe er welchem Slave zugeteilt hat
bzw. welcher Slave welche Aufgabe beendet hat und wie lange dies gedauert hat. Fehler, die
auf dem Code beruhen, die die MPI-Prozesse parallel durchlaufen, die jeder MPI-Prozeß aber
dabei fu¨r sich abarbeitet, lassen sich mit diesem Schema jedoch nicht erfassen. Insgesamt bleiben
wa¨hrend der Optimierungsla¨ufe lediglich zwei Dateien permanent geo¨ffnet, wobei an die zweite
Datei als Protokoll des evolutiona¨ren Fortschrittes die Energie des Clusters mit der aktuell
tiefsten Energie angefu¨gt wird.
1.4.3 Datenstrukturen
Standard Datentypen
MPI Datentyp Fortran Datentyp
MPI BYTE
MPI CHARACTER CHARACTER
MPI COMPLEX COMPLEX
MPI DOUBLE PRECISION DOUBLE PRECISION
MPI INTEGER INTEGER
MPI LOGICAL LOGICAL
MPI PACKED
MPI REAL REAL
Tabelle 1.12: Vergleich der Standard Datentypen MPI ↔ FORTRAN.
Neben den Standard Datentypen, die FORTRAN kennt, existieren fu¨r MPI noch die Daten-
typen MPI BYTE und MPI PACKED, die im folgenden jedoch nicht relevant sind. Wiewohl
ab FORTRAN 90 die Mo¨glichkeit besteht, neue Datentypen zu definieren, deren Komponenten
sowohl einzelne Variablen als auch Arrays von Standardvariablen sein ko¨nnen.
Datenstrukturen in FORTRAN
Fu¨r des Problem der Geometrieoptimierung von Wasserclustern bietet es sich an, diejenigen Da-
ten, die einen Wassercluster vollsta¨ndig charakterisieren, zu einer Einheit zusammenzufassen.
Sei mit nmolcl die Maximalanzahl der Moleku¨le pro Cluster bezeichnet. Dann sind zwei Felder
no¨tig, um die Koordinaten der einzelnen Moleku¨le bzw. Atome aufzunehmen. Einerseits sind die
Wassercluster repra¨sentiert in einem Feld rig, das nmolcl ·7 Elemente vom Typ double precision
entha¨lt. Das sind die 3 kartesichen Koordinaten der Massenmittelpunkte der Moleku¨le sowie 3
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Euler-Winkel, die die Orientierung der Wassermoleku¨le im Raum beschreiben. Das jeweils sieben-
te Element entha¨lt den Beitrag der potentiellen Energie nach Maßgabe des TIP4P-Potentials des
betreffenden Moleku¨ls zur gesamten potentiellen Energie des Wasserclusters. Daneben existiert
das Feld flex, welches aus nmolcl·9 Elementen des Typs double precision besteht. In ihm sind die
kartesischen Koordinaten aller Atome eines Wasserclusters nach Maßgabe des TTM2-F-Poten-
tials zusammengefaßt. Desweiteren wird noch eine double-precision-Variable enrgy beno¨tigt,
die die Energie des Wasserclusters auf der Basis des TTM2-F-Potentials entha¨lt, sowie eine
integer-Variable mtnt, die innerhalb des GA eine Aussage daru¨ber entha¨lt, ob das entsprechen-
de Individuum, d.h. der Wassercluster, ein Mutant ist oder nicht. Um schließlich Informationen
u¨ber den Programmablauf spezifisch fu¨r jeden einzelnen Wassercluster zu sammeln, ist fu¨r jeden
Cluster ein Feld von 10 character-Variablen der La¨nge 80 vorgesehen (messages). Relevante
Informationen sind die Laufzeit einzelner Operationen, sowie Aussagen u¨ber das Gelingen oder
Nichtgelingen einer genetischen Operation.
Die Einfu¨hrung von Datenstrukturen, wie es ab FORTRAN 90 [35; 36] mo¨glich ist, verbessert
die Lesbarkeit des Programmcodes drastisch, indem an vielen Stellen Verku¨rzungen mo¨glich wer-
den. Ein Programmcode mit derselben Aufgabe geschrieben in FORTRAN 77 [37] ist deutlich
unu¨bersichtlicher. Einerseits beno¨tigt der Aufruf einer Funktion oder Subroutine nur noch die
gesamte Datenstruktur als Argument, andererseits Zuweisungen direkt zwischen verschiedenen
Datenstrukturen derselben Art. Es entfallen die explizite Programmierung der Zuweisungsopera-
tionen zwischen verschiedenen Teilen von Feldern mittels impliziter oder explizter do-Schleifen.
Das Kopieren der Daten eines Clusters erfolgt direkt – Zuweisungen zwischen einzelnen Kom-
ponenten oder Arrays u¨ber implizite oder explizite do-Schleifen entfallen. In FORTRAN ist die
type coords
sequence
double precision , dimension ( nmolcl , 7) : : r i g
double precision , dimension ( nmolcl , 9) : : f l e x
double precision : : enrgy
integer : : mtnt
c add i t i o n a l v a r i a b l e s f o r more d e t a i l e d output
character ( l en = 80) , dimension (10) : : messages
end type coords
Listing 1.4: Beispiel der Typdefinition einer Datenstruktur in FORTRAN.
Bereitstellung einer Datenstruktur zur Benutzung zweistufig. Zuerst muß der neue Datentyp de-
finiert werden. Mit der FORTRAN-Datenstruktur coords (Listing 1.4) ist die Zusammenfassung
der Daten, die einen Wassercluster charakterisieren, im Rahmen des entwickelten Programmes,
realisiert worden. Bei der U¨bersetzung des Programms zwingt das Schlu¨sselwort sequence den
Compiler, die einzelnen Strukturkomponenten genau in der angegebenen Reihenfolge aneinan-
derzureihen. Dies ist entscheidend fu¨r die spa¨tere Abbildung dieser FORTRAN-Datenstruktur
auf einen korrespondierenden Datentyp in MPI. Instanzen der so definierten Datenstruktur sind
dann sowohl einzeln als auch als Feld erzeugbar (Listing 1.5).
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type ( coords ) , dimension ( nclgn ) : : c l u s t e r
type ( coords ) : : mate
Listing 1.5: Beispiel der Vereinbarung einer Datenstruktur in FORTRAN
Datenstrukturen mit MPI
Im Gegensatz zum Ablauf in FORTRAN ist der Prozeß bis zu Verwendbarkeit eines Strukturtyps
innerhalb von MPI dreistufig. Dazu stehen drei MPI-Funktionen zur Verfu¨gung (Tab. 1.13,
1.14, 1.15). Im Falle des vorliegenden Programms kommt der erstgenannten eine entscheidende
Bedeutung zu. Den Prozessen innerhalb von MPI COMM WORLD muß bekannt sein, welche
Ausdehnung die einzelnen Strukturkomponenten im Speicher des Computers einnehmen und in
welcher Reihenfolge sie angeordnet sind.
Ablauf der Typdefinition von Strukturen innerhalb von MPI
MPI GET ADDRESS (location, address, ierr)
Input Parameter
location: location in caller memory (choice)
Output Parameter
address: address of location (integer(kind=MPI ADDRESS KIND))
ierr: Fehlercode (integer)
Tabelle 1.13: Syntax der MPI-Funktion zur Bestimmung der Anfangsadresse einer Variablen im
Speicher.
MPI TYPE CREATE STRUCT (count, array of blocklengths, array of displacements,
array of oldtypes, newtype, ierr)
Input Parameter
count: Anzahl der Datenblo¨cke (integer)
blocklengths: Anzahlen der Elemente der pro Block (array of integers)
displacements: Offset des n-ten Blocks in Byte (array of displacements)
oldtypes: Datentyp des n-ten Blocks (array of handles)
Output Parameter
newtype: neuer Datentyp (handle)
ierr: Fehlercode (integer)
Tabelle 1.14: Syntax der MPI-Funktion zur Erzeugung eines Strukturprototypen.
Es sei zuvor ein Feld von FORTRAN-Datenstrukturen mit Namen cluster erzeugt worden. Dann
kann die folgende Abbildung dieses Datentyps auf einen MPI-Datentyp mit Namen mpi geo
sowohl fu¨r einzelne Instanzen als auch fu¨r Instanzen in Gestalt von Feldern angewendet werden.
Ein Feld mit Namen displ (kurz fu¨r displacements) dient zur Aufnahme der Speicheradressen
der einzelnen Komponenten der FORTRAN-Datenstruktur coords. Mit den ersten fu¨nf Aufru-
fen von MPI GET ADDRESS werden die Speicheradressen des Beginns der fu¨nf Komponenten
der FORTRAN Datenstruktur coords ermittelt. Der sechste Aufruf von MPI GET ADDRESS
ermittelt dann die Speicheradresse, an der der Beginn der ersten Strukturkomponente der fol-
genden Datenstruktur vom Typ coords liegt. Aus diesen Speicheradressen kann durch einfache
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MPI TYPE COMMIT (datatype, ierr)
Inout Parameter
datatype: Name des neuen Datentyps (handle)
Output Parameter
ierr: Fehlercode (integer)
Tabelle 1.15: Syntax der MPI-Funktion zur Bekanntgabe eines neuen MPI-Datentyps.
Differenzbildung der Anfangsadressen aufeinanderfolgender Strukturkomponenten die Ausdeh-
nung der Komponenten im Speicher berechnet werden.
Ein Aufruf von MPI TYPE CREATE STRUCT erzeugt den Prototypen der gewu¨schten Struk-
tur, wobei die Anzahlen der zugrundeliegenden MPI-Datentypen sowie die Ausdehnungen der
Strukturkomponenten als Argumente mit u¨bergeben werden. Ferner sind noch die korrespon-
dierenden MPI-Datentypen zu u¨bergeben. Da es sich bei den FORTRAN-Datenstrukturen um
Elemente eines Feldes handelt, muß der letzte mit MPI TYPE CREATE STRUCT u¨bergebene
Datentyp MPI UB sein, um das eventuelle Auftreten von Fu¨llbytes zwischen dem Ende der letz-
ten Strukturkomponente von cluster(1) und der ersten Strukturkomponente von cluster(2) zu
ermo¨glichen. Hierin liegt eine mo¨gliche Fehlerquelle, denn bei Einzelvariablen vom Typmpi geo
ist das nicht no¨tig. Im Anschluß braucht lediglich MPI TYPE COMMIT aufgerufen zu werden,
um den neuen Datentyp mpi geo innerhalb der MPI-Umgebung zur Verfu¨gung zu stellen. Diese
gesamte Prozedur ist von allen MPI-Prozessen des Kommunikators, innerhalb dessen der neue
Datentyp zur Verfu¨gung stehen soll, zu durchlaufen. Im vorliegenden Falle mithin vom Master
und allen Slaveprozessen. Bei der Bestimmung der Adressen der einzelnen Strukturkomponen-
ca l l MPI GET ADDRESS ( c l u s t e r (1)% r ig , d i s p l ( 1 ) , i e r r )
ca l l MPI GET ADDRESS ( c l u s t e r (1)% f l ex , d i s p l ( 2 ) , i e r r )
ca l l MPI GET ADDRESS ( c l u s t e r (1)% enrgy , d i s p l ( 3 ) , i e r r )
ca l l MPI GET ADDRESS ( c l u s t e r (1)%mtnt , d i s p l ( 4 ) , i e r r )
ca l l MPI GET ADDRESS ( c l u s t e r (1)%messages , d i s p l ( 5 ) , i e r r )
ca l l MPI GET ADDRESS ( c l u s t e r (2)% r ig , d i s p l ( 6 ) , i e r r )
ca l l MPI TYPE CREATE STRUCT (6 , (/ nmolcl *7 , nmolcl *9 ,1 ,1 , 800 ,1/) ,
& (/ d i s p l (1)− d i s p l ( 1 ) , d i s p l (2)− d i s p l ( 1 ) , d i s p l (3)− d i s p l ( 1 ) ,
& d i s p l (4)− d i s p l ( 1 ) , d i s p l (5)− d i s p l ( 1 ) , d i s p l (6)− d i s p l ( 1 ) / ) ,
& (/MPI DOUBLE PRECISION, MPI DOUBLE PRECISION,
& MPI DOUBLE PRECISION, MPI INTEGER, MPI CHARACTER,
& MPI UB/) , mpi geo , i e r r )
ca l l MPI TYPE COMMIT (mpi geo , i e r r )
Listing 1.6: Abbildung des FORTRAN-Datentyps coords auf einen korrespondierenden MPI-
Datentyp mpi geo.
ten (Listing 1.6) ist darauf zu achten, daß, wenn diese Struktur auch Element eines Arrays sein
soll, die Adresse ihres oberen Endes als MPI-Datentyp MPI UB, d.h. MPI upper bound verein-
61
bart werden muß [34]. Entsprechend der jeweiligen MPI-Implementation werden zwischen dem
Ende des letzten Elementes einer Struktur und dem Beginn des ersten Elementes der im Ar-
ray folgenden Struktur Fu¨llbytes eingefu¨gt. Die MPI-Bibliothek folgt den Alignmentregeln des
Zielsystems, jedoch ko¨nnen verschiedene Compileroptionen verschiedene Alignmentregeln impli-
zieren. MPI LB (lower bound) und MPI UB (upper bound) sind Pseudodatentypen, die keinen
Speicherplatz beanspruchen und somit die Gro¨ße eines Datentyps nicht beeinflussen, allerdings
a¨ndern sie die Ausdehnung des Datentyps.
1.4.4 Kommunikation in MPI
Bei der Entwicklung des Programms zur globalen Optimierung in der Parallelversion waren
Wechselwirkungen zwischen dem parallelisierten Problem und MPI auszuloten. Das betraf ei-
nerseits die Prozeßtopologie und zum anderen die Auswahl des am besten geeigneten Kommuni-
kationsmodells. In bezug auf die Prozeßtopologie war das sternfo¨rmige Master-Slave-Modell das
intuitiv na¨chstliegende und am einfachsten zu implementierende Modell. Zwei Faktoren spielen
dabei die letztlich entscheidende Rolle.
Einerseits ist das die auf der zur Verfu¨gung stehenden Hardware typischerweise zur Verfu¨gung
stehende Maximalanzahl von CPUs und andererseits das Verha¨ltnis der Zeitintervalle fu¨r einzelne
Punkt-zu-Punkt-Kommunikationen zwischen den MPI-Prozessen und der Lo¨sung der einzelnen
Optimierungsaufgabe. Typischerweise waren auf den zur Verfu¨gung stehenden Rechnern mehr
zwischen 16 und 64 CPUs in Gebrauch. Um u¨ber den Ablauf des Algorithmus eine bessere Kon-
trolle zu behalten, wurden dem Masterprozeß keine Optimierungsaufgaben u¨bertragen, d.h. im
schlechtesten Fall ist der Verlust an produktiven Prozessen 1/16 ≈ 6%, was in Anbetracht des
gezeigten Geschwindigkeitszuwachses von 100% akzeptabel erscheint. Man betrachte dazu noch
einmal den generationsbasierten Algorithmus. Intuitiv ergibt eine Parallelisierung die Verteilung
der Optimierungsaufgaben vom Master auf die Slaves sowie das darauffolgende Einsammeln der
Ergebnisse im Tausch gegen neue Optimierungsprobleme. Unabha¨ngig von der Dauer der Lo¨sung
des einzelnen Optimierungsproblems ist dieser Algorithmus in bezug auf die Reihenfolge streng
determiniert und damit auch strikt reproduzierbar, wenn jedem Optimierungproblem ein eigener
Strom von Zufallszahlen zugeteilt wird. Der asynchrone Algorithmus durchbricht diese Wieder-
holbarkeit, weil bei einer Wiederholung desselben Optimierungslaufes nicht garantiert werden
kann, daß ein einzelner Prozeß nach derselben Zeit wie im vorhergehenden Lauf seine Aufgabe
beendet, so ko¨nnten selbst gleichzeitig zur Berechnung ablaufende Prozesse des Betriebssystems
zu einer Zeitverschiebung fu¨hren. Jede Zuteilung einer Optimierungsaufgabe kann der Master
jedoch nur aufgrund der momentanen Liste der Gesamtpopulation vornehmen. Ein Algorithmus,
der alle MPI-Prozesse als gleichwertig behandelt, entfernte sich sogar vom Einzelpopulations-
modell. Vorstellbar wa¨re die Aufteilung einer Population auf alle Prozesse oder die Verteilung
von Kopien der einen Population auf alle Prozesse mit der Notwendigkeit der Interpopulations-
migration. Wegen der nicht vorhersagbaren Dauer einer Optimierungsaufgabe erga¨be sich die
Notwendigkeit, diese Migrationen geeignet zu koordinieren. Allerdings ist die Vergleichbarkeit
zwischen dem bisherigen generationsbasierten Algorithmus und diesem Algorithmus nicht so gut
zu begru¨nden, wie im Fall der tatsa¨chlich implementierten Variante im Master-Slave-Modell.
Beim Zeitverha¨ltnis zwischen Kommunikationsdauer und Dauer der einzelnen Optimierung war
eine Analyse der verschiedenen von MPI verwendeten Kommunikationsmodelle und Modi zu
beru¨cksichtigen. Oberste Priorita¨t hatte die Pru¨fung auf das eventuelle Auftreten des sogenann-
ten Verhungern von Slaveprozessen (worker starvation). Dazu betrachte man einen beliebigen
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Zeitpunkt im Programmablauf, an dem der Master einem Slave ein Optimierungsproblem zu-
sendet. Da die Dauer der Lo¨sung einer Optimierungsaufgabe nicht vorhersagbar ist, kann eine
statische Lastverteilung keine befriedigende Lo¨sung sein. Daher war nach einer geeigneten Me-
thode der Implementierung einer dynamischen Lastverteilung zu suchen. Hierbei muß der Master
auf die Ru¨ckgabe der Daten von einem beliebigen Slaveprozeß warten. Beendet innerhalb dieser
Wartezeit der zuvor bediente Slave seine Aufgabe, kann es wiederum er sein, dessen Ergebnis der
Master im Austausch gegen eine neue Aufgabe entgegennimmt. Prinzipiell kann sich dies solange
wiederholen, bis alle Optimierungsaufgaben gelo¨st sind und erst dann die anderen Slaveprozesse
ihre Resultate abliefern ko¨nnen. Allerdings befand sich so die gesamte Last bei einem einzelnen
Prozeß, die anderen sind verhungert. Eine Gerechtigkeit in diesem Sinne, die eine gleichma¨ßi-
ge Lastverteilung bewirkt, wird von MPI nicht garantiert, la¨ßt sich aber durch die geeignete
Wahl des Modus der Punkt-zu-Punkt-Kommunikation erreichen. Nun hat es sich gezeigt, daß
die Dauer der Lo¨sung eines typischen einzelnen Optimierungsproblems mehrere Gro¨ßenordnun-
gen la¨nger dauert als die typische Kommunikationsdauer innerhalb der MPI-Umgebung. Deshalb
konnte schon durch den Einsatz der einfachsten blockierenden Sende- und Empfangsoperationen
die inha¨rente Ungerechtigkeit maskiert und eine dynamische Lastverteilung erreicht werden.
Die zur Punkt-zu-Punkt-Kommunikation angewandten Sende- und Empfangsfunktionen sind
vom sogenannten blockierenden Typ. MPI SEND und MPI RECV (vgl. Tab. 1.16, 1.17) erwar-
ten als erstes Argument einen Puffer und als zweites dessen Gro¨ße. Blockierend bedeutet, daß
mit der Ru¨ckkehr der Kontrolle zum aufrufenden Prozeß alle Ressourcen, die beno¨tigt wur-
den, wie z.B. der Puffer, fu¨r neue Operationen zur Verfu¨gung stehen. Demgegenu¨ber bedeutet
nichtblockierend, daß die Kommunikationsanweisung die Kontrolle zuru¨ckgibt, bevor die Res-
sourcen wieder benutzt werden ko¨nnen [29]. Ferner sind diese Kommunikationsanweisungen vom
Standardmodus. Daneben gibt es z.B. noch den synchronen und den gepufferten Modus.
MPI SEND (buf, count, datatype, dest, tag, comm, ierr)
Input Parameter
buf: Startadresse des Sendepuffers (choice)
count: Anzahl der Elemente im Sendepuffer (integer)
datatype: Datentyp des Sendepuffers (handle, MPI Datatype)
dest: rank des Zieles (integer)
tag: Nachricht (integer)
comm: Kommunikator (handle, MPI Comm)
ierr: Fehlercode (integer)
Tabelle 1.16: Syntax der MPI-Funktion zum blockierenden Senden.
Die ersten fu¨nf Argumente dieser Funktionen sollen hier noch etwas genauer beleuchtet werden.
Eine Nachricht in MPI besteht aus einer Hu¨lle und dem eigentlichen Inhalt. In den drei ersten
Argumenten erwarten die beiden Funktionen einen Puffer, dessen Gro¨ße sowie den enthaltenen
Datentyp. Dabei muß die volle Gro¨ße des Puffers nicht ausgescho¨pft werden. Mithin kann auch
eine leere Nachricht verschickt werden. Als viertes Argument ist der Empfa¨nger- bzw. Absender-
prozeß einzutragen, und schließlich ist das fu¨nfte Argument ein tag, eine Markierung in Gestalt
einer ganzen Zahl. Der Austausch von Daten zwischen verschiedenen Prozessen wird erst dann
mit Sinn erfu¨llt, wenn dem Empfa¨nger mitgeteilt wird, wie mit den Daten verfahren werden
soll. Mit den im vorliegenden Programm verwendeten Datenstrukturen besteht die Mo¨glichkeit,
auch komplexere Anweisungen in diese selbst einzubetten. Sind die versandten Daten jedoch
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MPI RECV (buf, count, datatype, source, tag, comm, status, ierr)
Input Parameter
count: Maximalanzahl der Elemente im Empfangspuffer (integer)
datatype: Datentyp der Elemente Empfangspuffers (handle)
source: rank of source (integer)
tag: Nachricht (integer)
comm: Kommunikator (handle)
Output Parameter
buf: Startadresse des Empfangspuffers (choice)
status: status object (Status)
ierr: Fehlercode (integer)
Tabelle 1.17: Syntax der MPI-Funktion zum blockierenden Empfangen.
Standardvariablen, z.B. ein Feld von double-precision-Variablen, kann nur der tag dazu dienen,
dem Zielprozeß mitzuteilen, was mit den Daten zu geschehen hat. Insbesondere kann eine leere
Nachricht dazu verwendet werden, nur einen tag zu u¨bermitteln (Listing 1.7).
Der Programmcode entkoppelt Master- und Slaveprozesse bis auf den Austausch der Cluster-
daten vollsta¨ndig. Dateioperationen sowie Eingabe von Parametern und Ausgabe von Status-
meldungen sind allein dem Masterprozeß vorbehalten, die Slaves sind gleichermaßen nach au-
ßen taubstumm. Am Beginn des Programms liest der Master eine Parameterdatei ein, die z.B.
die Anzahl der Moleku¨le pro Wassercluster, die Populationsgro¨ße, sowie weitere Parameter zur
Steuerung des GA entha¨lt. Durch den Aufruf von MPI BCAST (Tab. 1.18) wird jeder relevante
Wert den Slaves mitgeteilt, die also selbst nicht auf die besagte Datei zugreifen. Auch das Ein-
MPI BCAST (buf, count, datatype, root, comm, ierr)
Input Parameter
count: Anzahl der Elemente des Puffers (integer)
datatype: Datentyp des Puffers (handle, MPI Datatype)
root: rank des Broadcast root-Prozesses (integer)
comm: Kommunikator (handle, MPI Comm)
Input/Output Parameter
buf: Startadresse des Puffers (choice)
Output Parameter
ierr: Fehlercode (integer)
Tabelle 1.18: Syntax der MPI-Funktion zum Senden einer Nachricht von einem MPI-Prozeß zu
allen MPI-Prozessen der Gruppe comm.
lesen von Daten eines vorangegangenen Optimierungslaufes u¨bernimmt allein der Master. Im
weiteren Programmverlauf ha¨lt allein der Master alle Daten der Wassercluster und sendet ein-
zelne Datensa¨tze oder Paare – fu¨r das Crossover – an die Slaves und u¨bernimmt von diesen die
jeweiligen Ergebnisse zusammen mit den Statusinformationen. Die Statusinformationen sowie
Statistiken u¨ber die momentane Aufgabenverteilung auf die Slaveprozesse werden wiederum nur
vom Master in entsprechenden Dateien abgelegt. Selbstversta¨ndlich ist dann auch nur der Master
derjenige Prozeß, der die Zwischen- und Endresultate, d.h. die Koordinaten der Wassercluster,
in Dateien ablegt.
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Nachdem der Masterprozeß die Parameterdatei eingelesen hat, in der u.a. die Anzahl der Ite-
rationen/Generationen sowie die anzuwendenden Konvergenzschwellen und sonstige Parameter
enthalten sind, teilt er jeden dieser Werte mittels MPI BCAST an alle MPI-Prozesse mit. In
Listing 1.7 ist der unmittelbar folgende Codeabschnitt gezeigt, der ebenfalls zur Initialisierungs-
phase des Programms geho¨rt. Er steht exemplarisch fu¨r das gesamte Programm, denn jede
Parallelphase sowohl im generationsbasierten als auch im asynchronen Algorithmus ist nach
demselben Schema aufgebaut. Dies soll illustrieren, wie die Kommunikation zwischen den MPI-
Prozessen verla¨uft und auf welche Art und Weise die Systemlast anflutet, eine gleichma¨ßige
Lastverteilung erzeugt wird und die Last am Ende wieder abebbt.
In Abha¨ngigkeit davon, ob ein zuvor beendeter Optimierungslauf fortgesetzt oder ein neuer ge-
startet werden soll, beginnt der Masterprozeß auf das Vorhandensein wiedereinzulesender Geo-
metrien zu pru¨fen. Bei deren Anwesenheit wird nacheinander eine Geometrie eingelesen und
zur erneuten Energieberechnung (Zeile 19) an einen Slave gesandt. Dies wiederholt sich solange,
bis alle Slaves mit Arbeit versorgt sind. Falls ein Neustart geschehen soll, weist der Master alle
Slaves dazu an, neue Zufallsgeometrien zu erzeugen und lokal zu optimieren (Zeile 22). Im Falle
des asynchronen Algorithmus bilden typischerweise 80 Individuen die Population, doch beim ge-
nerationsbasierten Algorithmus hat man es mit 20 oder 30 Individuen zu tun. Sollte die Anzahl
der Slaveprozesse diese Zahl u¨bersteigen, wird eine entsprechende Nachricht an die u¨berza¨hligen
Slaveprozesse gesandt (Zeile 29), die jene anweist, ihre Warteschleife zu verlassen und bis zum
na¨chsten Aufruf von MPI BARRIER vorzuru¨cken (Zeile 128).
Zur Steuerung der Slaves werden tags eingesetzt, welche den Wert 0,1 oder 2 annehmen ko¨nnen
und so den Slave anweisen, die entsprechende Operation durchzufu¨hren. Alle Slaves befin-
den sich in einer Warteschleife mit einem initialen Aufruf von MPI RECV. Das Argument
”
MPI ANY TAG“ fungiert dabei als Joker, der Slave soll ja gerade anhand des tags seine
Aufgabe erkennen. Der tag 0 bewirkt ein umgehendes Verlassen der Warteschleife (Zeile 91).
Andernfalls erzeugt der Aufruf von MPI WTIME (Tab. 1.19) die initiale Zeitmarke, um die
Dauer der anschließenden Operationen zu messen. Ein tag 2 bewirkt die Berechnung der Ener-
MPI WTIME ()
double precision
Tabelle 1.19: Syntax der MPI-Funktion zur Bestimmung der Zeit seit einem bestimmten Zeit-
nullpunkt.
gie einer Geometrie aus einer vorherigen Optimierung (Zeile 98). Im Erfolgsfall (ifail==0) wird
nach einem Aufruf von MPI WTIME die Zeit fu¨r die Energieberechnung ermittelt, in die Daten-
struktur eingefu¨gt und das Resultat an den Masterprozeß gesandt (Zeile 103). Der tag 1 erwirkt
die Erzeugung und lokale Optimierung einer neuen Zufallsgeometrie (Zeilen 111-113). Auch hier
dient der Aufruf von MPI WTIME der Zeitmessung, und zusammen mit der in Laufzeit wird
das Resultat an den Master gesandt (Zeile 117). Das Anfluten der Systemlast geschieht also
nach einem statischen Verteilungsmuster.
Nun wartet der Master mit einem MPI RECV auf die Ru¨ckgabe von Resultaten. Dies geschieht
mit den beiden Jokervariablen MPI ANY SOURCE und MPI ANY TAG, also jeder Slaveprozeß
nach jeder Operation kann sein Ergebnis abliefern (Zeile 34). Es erfolgt in Zeile 37 die Ermitt-
lung des Absenders der Daten und sodann ein Kommentar (Zeile 39-45). Falls eine weitere alte
Geometrie existiert, liest sie der Master ein und sendet sie an den nun unta¨tigen Slave (Zeile 50,
51) bzw. sendet eine Anweisung zur Erzeugung einer weiteren Zufallsgeometrie (Zeile 54). Beides
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jeweils gefolgt von einer Statusmeldung u¨ber den momentanen Zustand des Programms. Dies
wiederholt sich solange, bis nur noch soviele Aufgaben verbleiben, wie Slaveprozesse vorhanden
sind. Jetzt sammelt der Masterprozeß nur noch Resultate ein, und die Systemlast ebbt ab. Mit
dem schon zuvor angewandten MPI RECV und den Jokerargumenten MPI ANY SOURCE und
MPI ANY TAG ho¨rt der Master auf jeden Slaveprozeß unabha¨ngig von dessen Aufgabe (Zeile
62). Das jeweilige Ergebnis wird entgegengenommen, der Absender ermittelt (Zeile 65), eine Sta-
tusmeldung u¨ber das Programm geschrieben (Zeile 66-72) und dem Slaveprozeß mitgeteilt, die
Warteschleife zu verlassen (Zeile 74). Der Master und die Slaveprozesse treffen sich schließlich am
nachgelagerten MPI BARRIER, wo alle Prozesse dann wider synchronisiert sind. Diese Initia-
lisierungsphase ist unabdingbar und identisch beim generationsbasierten und dem asynchronen
Algorithmus. Aber an diesem Beispiel ist schon zu erkennen, wo das Programm unvermeidlich
zu Wartezeiten fu¨hrt. Sobald der erste Slaveprozeß auf sein an den Master gesandtes Resultat
keine neue Aufgabe mehr zugewiesen bekommt, beginnt die Wartezeit. Im Vergleich zwischen
den beiden Algorithmen ist dies fu¨r den generationsbasierten Algorithmus geradezu deleta¨r. Jede
Generation untergliedert sich in eine Crossover- und eine Nachbearbeitungsphase. Beide werden
abgeschlossen mit einer Phase, in der die gesamte Systemlast zwar allma¨hlich abebbt, aber die
Wartezeit, wa¨hrend derer keine neuen produktiven Rechnungen unternommen werden ko¨nnen,
die gesamte Spanne des Abebbens umfaßt (vgl. Abb. 1.29). Dies ist beim asynchronen Algorith-
mus vollkommen an das Programmende verschoben, d.h. dieses Abebben geschieht wa¨hrend der
gesamten Laufzeit nur einmal.
Zuna¨chst werde der Masterprozeß betrachtet. Neben seiner Rolle wa¨hrend der Selektion und
des Nichings ist er verantwortlich fu¨r die Verteilung der Individuen auf die Slaves wa¨hrend bei-
der Parallelphasen des Programms. Sobald ein Slave ein Ergebnis zuru¨ckliefert, erteilt ihm der
Master eine neue Aufgabe, bis keine Aufgabe mehr u¨brig ist. Daraufhin wird der Slave ange-
wiesen, bis zum Beginn der na¨chsten Phase abzuwarten. Um dies zu realisieren, ruft der Master
die Funktion MPI RECV(...MPI ANY SOURCE...). Dies ist eine blockierende Kommunikation,
d.h. der diese Funktion aufrufende Prozeß kann nicht weiter im Programm voranschreiten, son-
dern muß warten, bis ein anderer Prozeß ein passendes MPI SEND(...) aufruft. Das Argument
”
MPI ANY SOURCE“ der Funktion MPI RECV agiert dabei als Joker und gestattet es, jedem
Prozeß (SOURCE) ein passendes MPI SEND(...) aufzurufen. Das la¨ßt vermuten, daß auf diese
Weise MPI eine dynamische Lastverteilung implementiert, jedoch tru¨gt der Schein an dieser
Stelle [32].
Der Masterprozeß liest zuna¨chst die Geometrien eines fortzusetzenden Optimierungslaufes ein
oder oder sendet Anfragen zur Erzeugung neuer Zufallsgeometrien. Somit ist die Gesamtzahl
der Aktionen die Summe aus alten und neuen Geometrien. Im Falle des asynchronen Algorith-
mus sind dies typischerweise 80. Da alle Aktionen in dieser Phase voneinander unabha¨ngig sind,
verteilt sich die Last idealerweise auf die entsprechende Anzahl von Slaveprozessen. Auf einem
gegebenen Computer sind allerdings die Ressourcen entweder durch seine Gesamtzahl an Pro-
zessoren oder durch eine vorgelagerte Queue eingeschra¨nkt. Mithin ist dafu¨r zu sorgen, daß nicht
beno¨tigte Slaveprozesse den aktuellen Programmblock verlassen und durch ein MPI BARRIER
bis auf weiteres aufgehalten werden. Im der Initialisierungsphase nachgelagerten parallelisierten
Programmblock ist die Anzahl der Aktionen als Summe der genetischen Operationen Crossover,
gerichtete Mutation und Orientierungsoptimierung gegeben, typischerweise mehrere 105.
Solange die Zeit fu¨r eine Berechnung zwischen zwei Kommunikationen sich zeitlich in der Gro¨ßen-
ordnung bewegt, ist MPI unfair. Das Jokerargument MPI ANY SOURCE sichert dem ersten
Prozeß, der MPI SEND(...) aufruft, auch als erster geho¨rt zu werden. Vielmehr geschieht dies in
66
einer festen Reihenfolge. So ko¨nnen Prozesse, die bezu¨glich dieser Ordnung niedriger angesiedelt
sind gegenu¨ber solchen, die ho¨her angeordnet sind, verhungern (worker starvation). Glu¨cklicher-
weise bewegt sich die Dauer fu¨r eine einzelne lokale Optimierung um mehrere Gro¨ßenordnungen
oberhalb der Dauer fu¨r eine einzelne MPI Kommunikation. Damit wird die MPI interne Un-
gerechtigkeit quasi maskiert. Die Laufzeistatistik zeigt eine gleichma¨ßige Verteilung der Last
auf die Slaveprozesse. Sonach la¨ßt sich in unserem Fall berechtigterweise von einem durch die
Verwendung von MPI RECV(...MPI ANY SOURCE...) induziertem Schema dynamischer Last-
verteilung sprechen.
1 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
2 c BEGIN MASTER PART
3 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
4 c meaning o f MPI tag s :
5 c 0 : q u i t
6 c 1 : generate a random geo
7 c 2 : proce s s an o ld geo
8
9 i f (myid . eq . 0 ) then
10
11 c minimum of geos and s l a v e proce s se s
12 n s l a v e e f f=min ( ns lave , ngeo )
13
14 do i =1, n s l a v e e f f
15 write ( f i l e n , ” ( a , ( i 3 . 3 ) ) ” ) ” r e s t a r t / i n i t i a l . ” , i
16 inquire ( exist=ex i s t s , f i l e=f i l e n )
17 i f ( e x i s t s . and . i r e s t a . ne . 0 ) then
18 ca l l i n g e o f l e x (mate1 , nmol , f i l e n , 47 )
19 ca l l MPI SEND(mate1 , 1 , mpi geo , i , 2 ,MPICOMMWORLD, i e r r )
20 write (67 , fmt67 ) ” . . . ”
21 else
22 ca l l MPI SEND(mate1 , 0 , mpi geo , i , 1 ,MPICOMMWORLD, i e r r )
23 write (67 , fmt67 ) ” . . . ”
24 end i f
25 end do
26
27 c l e av e s l a v e s . g t . ngeo i d l e
28 do i=n s l a v e e f f +1, n s l ave
29 ca l l MPI SEND(mate1 , 0 , mpi geo , i , 0 ,MPICOMMWORLD, i e r r )
30 end do
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31
32 c i t e r a t i v e l y r e c e i v e geos and send new ones u n t i l n s l ave are l e f t
33 do i =1,ngeo−n s l a v e e f f
34 ca l l MPI RECV( c l u s t e r ( i ) , 1 , mpi geo ,MPI ANY SOURCE,
35 & MPI ANY TAG, MPICOMMWORLD, i s t a tu s , i e r r )
36
37 j=i s t a t u s (MPI SOURCE)
38
39 i f ( i s t a t u s (MPI TAG) . eq . 1 ) then
40 write (67 , fmt67 ) ” . . . ”
41 else i f ( i s t a t u s (MPI TAG) . eq . 2 ) then
42 write (67 , fmt67 ) ” . . . ”
43 else
44 write (67 , fmt67 ) ” . . . ”
45 end i f
46
47 write ( f i l e n , ” ( a , ( i 3 . 3 ) ) ” ) ” r e s t a r t / i n i t i a l . ” , n s l a v e e f f+i
48 inquire ( exist=ex i s t s , f i l e=f i l e n )
49 i f ( e x i s t s . and . i r e s t a . ne . 0 ) then
50 ca l l i n g e o f l e x (mate1 , nmol , f i l e n , 47 )
51 ca l l MPI SEND(mate1 , 1 , mpi geo , j , 2 ,MPICOMMWORLD, i e r r )
52 write (67 , fmt67 ) ” . . . ”
53 else
54 ca l l MPI SEND(mate1 , 0 , mpi geo , j , 1 ,MPICOMMWORLD, i e r r )
55 write (67 , fmt67 ) ” . . . ”
56 end i f
57
58 end do
59
60 c r e c e i v e the l a s t ns l ave geos
61 do i=ngeo−n s l a v e e f f +1,ngeo
62 ca l l MPI RECV( c l u s t e r ( i ) , 1 , mpi geo ,MPI ANY SOURCE,
63 & MPI ANY TAG, MPICOMMWORLD, i s t a tu s , i e r r )
64
65 j=i s t a t u s (MPI SOURCE)
66 i f ( i s t a t u s (MPI TAG) . eq . 1 ) then
67 write (67 , fmt67 ) ” . . . ”
68 else i f ( i s t a t u s (MPI TAG) . eq . 2 ) then
69 write (67 , fmt67 ) ” . . . ”
70 else
71 write (67 , fmt67 ) ” . . . ”
72 end i f
73 c t e l l s l a v e s to q u i t
74 ca l l MPI SEND(mate1 , 0 , mpi geo , j , 0 ,MPICOMMWORLD, i e r r )
75
76 end do
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78 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
79 c END MASTER PART
80 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
81 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
82 c BEGIN SLAVE PART
83 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
84 else
85 do
86
87 ca l l MPI RECV(mate1 , 1 , mpi geo , 0 ,MPI ANY TAG,
88 & MPICOMMWORLD, i s t a tu s , i e r r )
89
90 c e x i t i f no f u r t h e r ac t i on i s requ i red
91 i f ( i s t a t u s (MPI TAG) . eq . 0 ) e x i t
92
93 mpi star tt ime = MPIWTIME()
94
95 c c a l c u l a t e energy o f r e c e i v e d o ld geo
96 i f ( i s t a t u s (MPI TAG) . eq . 2 ) then
97
98 ca l l oc i (mate1 , 1 . 0 d0 , nmol , 0 , 0 , i f a i l )
99
100 i f ( i f a i l . eq . 0 ) then
101 mpi runtime = MPI WTIME() − mpi star tt ime
102 write (mate1%messages ( 1 ) , ” ( t2 , f10 . 3 ) ” ) mpi runtime
103 ca l l MPI SEND(mate1 , 1 , mpi geo , 0 , 2 ,MPICOMMWORLD, i e r r )
104 cy c l e
105 end i f
106 end i f
107
108 c c rea te random geo i f MPI TAG = 1 or i f i f a i l != 0 b e f o r e
109
110 do
111 ca l l rdgeo2 neu (mate1 , nmol )
112 ca l l movcom neu(mate1 , nmol )
113 ca l l oc i (mate1 , f t o l , nmol , 1 , 1 , i f a i l )
114 i f ( i f a i l . eq . 0 ) then
115 mpi runtime = MPI WTIME() − mpi star tt ime
116 write (mate1%messages ( 1 ) , ” ( t2 , f10 . 3 ) ” ) mpi runtime
117 ca l l MPI SEND(mate1 , 1 , mpi geo , 0 , 1 ,MPICOMMWORLD, i e r r )
118 e x i t
119 end i f
120 end do
121
122 end do
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123
124 end i f
125 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
126 c END SLAVE PART
127 c c c c c c c c c c c ccc cc ccc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc ccc cc ccc ccc
128 ca l l MPI BARRIER (MPICOMMWORLD, i e r r )
Listing 1.7: Kommunikation zwischen Master- und Slaveprozessen innerhalb des genetischen
Algorithmus.
Fazit
Mit der Wahl von MPI als Lo¨sung fu¨r das Parallelisierungsproblem konnte ein robuster Pro-
grammcode geschrieben werden, der die globale Geometrieoptimierung und in einer Abwand-
lung die globale Orientierungsoptimierung von Wasserclustern ausgefu¨hrt hat. Die Portabilita¨t
zwischen verschiedenen Rechnern war dabei gewa¨hrleistet, und Unterschiede bestanden ledig-
lich in der Compilierung des Quellcodes, da auf verschiedenen Rechnern auch unterschiedliche
Compiler zum Einsatz kamen. Als nachteilig hat sich einzig erwiesen, daß beim Versagen von
Hardware einzelne MPI-Prozesse untergehen, was fu¨r das Gesamtprogramm dann auch zu ei-
nem Abbruch fu¨hrt. Werden dann mehrere Optimierungsla¨ufe von einem Shellscript in einer
Schleife hintereinander gestartet, wobei die Ressourcenverteilung statisch, d.h. durch explizite
Angabe der Prozessoren erfolgt, scheitern auch die sich anschließenden Optimierungsla¨ufe an
der schadhaften Hardware.
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Kapitel 2
Globale Minima
2.1 TTM2-F Wassercluster
2.1.1 Die verwendeten Potentiale
Es existiert eine große Anzahl von Potentialen, die die intermolekulare Wechselwirkung von
Wassermoleku¨len modellieren. Dazu geho¨ren die Potentiale der TIP-Klasse [38] und die der
TTM-Klasse [44; 46; 47]. Die globale Geometrieoptimierung von Wasserclustern stellt einen
hohen Anspruch an die computertechnischen Ressourcen, dies insbesondere an deren Quantita¨t.
Aufgrund der weiter oben gezeigten, etwa quadratischen Skalierung des Optimierungsproblems
mit der Anzahl der Moleku¨le ist die Erweiterung der globalen Minima des TTM2-F-Potentials
auf den Gro¨ßenbereich bis n = 34 beschra¨nkt. Im Vergleich zu TIP4P-Wasserclustern ist zudem
im Bereich bis n = 30 von einer Zunahme der Dauer der einzelnen lokalen Optimierungen um
den Faktor 20 auszugehen [24]. Somit erhebt diese Arbeit in dem Gro¨ßenbereich ab n = 35 nicht
den Anspruch, globale Minimalstrukturen gefunden zu haben. Allerdings liefern die Resultate,
die bis zu Clustergro¨ßen von n = 108 Moleku¨len reichen, obere Schranken fu¨r die Energie der
globalen Minima der entsprechenden Gro¨ßen.
Innerhalb des gesamten Optimierungsprozesses wird z.B. die globale Orientierungsoptimierung
auf der Basis des TIP4P-Potentials durchgefu¨hrt. Gewo¨hnlich bleiben Minimalstrukturen des
TIP4P-Potentials auch stabil bei der Optimierung mit dem TTM2-F-Potential. Da auf eine glo-
bale Orientierungsoptimierung eine weitere lokale Optimierung unter Verwendung des TTM2-F-
Potentials folgt, bedeutet diese Vorgehensweise eine legitime Zeitersparnis im Sinne des ge-
samten Optimierungsprozesses. Zusammen mit ihren Parametrisierungen sollen nun die beiden
Potentiale besprochen werden.
Das TIP4P-Potential
Das TIP4P-Modell (TIP4P=Transferable Intermolecular Potential-4 Point) [38] beschreibt das
Wassermoleku¨l als starr mit einer OH-Bindungsla¨nge von 0, 9572 A˚ und einem HOH-Bindungs-
winkel von 104,52°. Als viertes Zentrum neben den Kernorten der Wasserstoffatome und dem
Sauerstoffatom befindet sich la¨ngs der Winkelhalbierenden des HOH-Bindungswinkels das mas-
selose M-Zentrum in einer Entfernung von 0, 15 A˚ vom Sauerstoffatom (vgl. Reimers et al. [39]).
Die vier Zentren sind mit Partialladungen besetzt, q(O) = 0, q(H) = 0, 52 und im M-Zentrum
q(M) = −1, 04.
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vnm =
∑
i∈m
∑
j∈n
qiqj
rij
+
Aij
r12OO
−
Cij
r6OO
mit den Parametern A = 1982972 kJ A˚
12
/mol und C = 44, 269 kJ A˚
6
/mol
(2.1)
Eine Reihe empirischer Potentiale wie z.B. TIP3P, TIP4P, TIP5P verwenden feststehende Par-
tialladungen und modellieren Vielteilchen-induzierte Polarisation in der kondensierten Phase in
Gestalt einer Mean-Field-Na¨herung. Sie gestatten eine gute Beschreibung von homogenem Was-
ser im Bulk. Verschiedene mit dem Wasser verbundene Pha¨nomene gehen auf Verzerrungen der
Wassermoleku¨le zuru¨ck. Als Beispiel seien hier die im Infraroten spektroskopisch beobachtbaren
Streckschwingungsspektren erwa¨hnt. Außerdem bewirken starke elektrische Felder von Ionen
Verzerrungen der Wassermoleku¨le der sie umgebenden Hydrathu¨lle.
Verschiedene Ansa¨tze sind daher unternommen worden, Polarisierbarkeit in die Modellpotentia-
le zu integrieren. Dazu geho¨ren unter anderem Arbeiten von Stillinger et al. [41] sowie Bernardo
et al. [40]. Erstere bestimmten die Gestalt und Energie von Minimalstrukturen des Wasserdi-
mers und -trimers sowie kleiner Hydrate H+(H2O)n, n = 1, . . . , 5 und OH
−(H2O)n, n = 1, . . . , 4
unter Anwendung des von ihnen entwickelten Potentials. Letztere haben sich ebenfalls mit dem
Di- und Trimer des Wassers befaßt und zusa¨tzlich aus MD-Simulationen OO-, OH- und HH-
Verteilungsfunktionen gewonnen. Der Vergleich der Strukturdaten mit denen aus dem Expe-
riment la¨ßt eine gute U¨bereinstimmung erkennen. Schließlich ist das Charge-on-spring-Modell
(COS/G2, COS/G3) zu erwa¨hnen, das Yu et al. in [42] vorstellen. Es ist neueren Datums und
kann sinnvoll als Modell im Bereich von Biopolymeren als klassisches, starres und polarisier-
bares Wassermodell angewandt werden. Die Polarisierbarkeit im TTM2-F-Modell ist neben der
Flexibilita¨t der Monomere in bezug auf die OH-Bindungsla¨nge und den HOH-Bindungswinkel
ein Grund fu¨r seine Anwendung im Rahmen der vorliegenden Arbeit.
Das TTM2-F-Potential
Die Wassercluster in dieser Arbeit gru¨nden sich alle auf Optimierungsla¨ufe mit dem TTM2-F-
Potential unter Verwendung einer lokalen Optimierungsroutine nach [43]. Alle globalen Ori-
entierungsoptimierungen innerhalb der Optimierungsla¨ufe verwendeten das TIP4P-Potential.
Wassermonomere des TTM2-F-Potentials unterscheiden sich von denen des TIP4P-Potentials in
mehreren Eigenschaften. Dabei bedeutet das Akronym TTM2-F: Thole type model II, flexible,
nonlinear DMS (Dipole Moment Surface) [44].
Mit der Erkenntnis, daß sich intermolekulare Wechselwirkungen nicht durch wechselwirkende
Punktdipole modellieren lassen, da die molekulare Polarisierbarkeit innerhalb der u¨blichen Di-
stanzen Divergenzen aufweist, wurden bereits in [45] verschmierte Dipole eingefu¨hrt, um die-
ses Problem auszuschalten. Burnham et al. entwickelten darauf basierend das TTM-Potential
(TTM: Thole Type Model) fu¨r das Wasser [46]. Wie im TIP4P-Modell betra¨gt dort die OH-
Bindungsla¨nge 0, 9572 A˚ und der HOH-Bindungswinkel 104,52°. Als viertes Zentrum neben
den Kernorten der Wasserstoffatome und dem Sauerstoffatom befindet sich la¨ngs der Winkel-
halbierenden des HOH-Bindungswinkels das M-Zentrum (vgl. [39]) in einer Entfernung von
0, 25 A˚ vom Sauerstoffatom. Drei der vier Zentren sind mit Partialladungen besetzt, q (O) = 0,
q (H) = +0, 574 e und im M-Zentrum q (M) = −1, 148 e. Das Potential ist unter Verwendung von
Ab-Initio-Daten des Wasserdimers parametrisiert und wurde zur Untersuchung der Eigenschaf-
ten von Wasserclustern im Gro¨ßenbereich von n = 2 bis n = 21 einschließlich eines Vergleiches
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TTM [47] TTM2-R [44] TTM2-F [44]
A [A˚12 kcal/mol] −8, 1 · 105 −1, 1954 · 106 −1, 3296 · 106
B [A˚10 kcal/mol] 2, 8 · 105 3, 3642 · 105 3, 6326 · 105
C [A˚6 kcal/mol] 2, 1 · 103 −2, 0418 · 103 −2, 1471 · 103
Tabelle 2.1: Parameter fu¨r den Lennard-Jones artigen OO-Wechselwirkungsterm. (Der in [44]
aufgefu¨hrte Parameter B fu¨r TTM2-R unterscheidet sich von dem in [47] im Vorzeichen).
mit den TIP4P-Clustern aus [11] sowie MD-Simulationen von hexagonalem Eis Ih angewandt.
Zwischen den Sauerstoffatomen verschiedener Wassermoleku¨le vermittelt ein Lennard-Jones ar-
tiger Term (Gl. 2.2) eine Wechselwirkung mit spha¨rischer Symmetrie.
UPaar =
N−1∑
i=1
N∑
j>i
[
A
r12OO
+
B
r10OO
+
C
r6OO
]
(2.2)
Die Werte der Parameter A, B und C finden sich in Tab. 2.1.
Eine spa¨tere Neuparametrisierung des Zweiko¨rperanteils des Potentials [47] konnte die absoluten
Bindungsenergien von Wasserclustern mit n = 2 bis n = 6 mit einer Genauigkeit von weniger
als 1% im Vergleich mit MP2/CBS-Rechnungen reproduzieren.
Dieses TTM2-R mit R fu¨r engl. rigid=starr entspricht dem origina¨ren TTM-Modell [46]. Es
parametrisiert das Wassermoleku¨l als starr mit einem OH-Abstand von 0,9572 A˚ sowie einem
HOH-Bindungswinkel von 104,52°. Als Vierzentrenmodell entha¨lt es neben den Kernorten das
M-Zentrum, 0,25 A˚ entfernt vom Sauerstoffatom entlang der Winkelhalbierenden des Moleku¨ls
in Richtung zu den beiden Wasserstoffatomen. Somit wird eine bessere Anpassung der Dipol-
und Quadrupolmomente des Monomers gewa¨hrleistet. Partialladungen der Gro¨ße +0, 574 e und
−1, 148 e sind lokalisiert an den Kernorten der Wasserstoffatome sowie am M-Zentrum; induzier-
te atomare Dipole und Massen sind an den Kernorten der Wasserstoffatome und des Sauerstof-
fatoms gelegen. Die vom TTM-Potential abweichenden Parameterwerte finden sich in Tab. 2.1.
Schließlich stellt das TTM2-F-Modell eine Erweiterung des erwa¨hnten TTM2-R-Modells dar,
welches das Wassermonomer als flexibel modelliert [44]. Dabei wird die intramolekulare Po-
tentialenergiehyperfla¨che um eine nichtlineare Dipolmomentfla¨che basierend auf der Arbeit von
Partridge und Schwenke erga¨nzt [48].
Gleichgewichtsgeometrie des Wassermonomers ist gegeben durch:
θHOH = 104, 508°, r
0
HO = 0, 95784 A˚
rM = rO +
γ
2
(rH1O + rH2O) mit rH1O = rH1 − rO
Ferner wird die Dipolmomentfla¨che DMS beschrieben durch:
V emp = c5ZV 5Z(r1, r2, θ) + c
core∆V core(r1, r2, θ) + c
basis∆V basis(r1, r2, θ) + ∆V
rest(r1, r2, θ)
mit
V 5Z(r1, r2, θ) = V
a(r1) + V
a(r2) + V
b(rHH) + V
c(r1, r2, θ)
(2.3)
mit den OH-Bindungsla¨ngen r1, r2, rHH dem HH-Abstand und dem HOH-Bindungswinkel θ
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V a(r) =D [exp[−2a(r − r0)]− 2 exp[−a(r − r0)]]
V b(r) =A exp(−br)
V c = c000 + exp[−β[(r1 − re)
2 + (r2 − re)
2]]
×
∑
ijk
cijk[(r1 − re/re]
i[(r2 − re/re]
j
× [cos(θ)− cos(θe)]
k
(2.4)
Die Parameter D,a, r0, A, b und cijk entstammen einem ungleich gewichteten least squares fit,
β = 2a−20 mit dem Bohrschen Radius a0. V
core, V basis und V rest sind ebenfalls von der Gestalt
wie auch V c. Die cijk fu¨r diese Funktionen wurden ebenfalls aus verschiedenen Fits gewonnen.
Schließlich sind noch die folgenden Parameterwerte enthalten: c5Z = 0, 999678, ccore = 1, 635,
cbasis = −0, 159.
Die Verwendung des TTM2 F-Potentials in der vorliegenden Arbeit gru¨ndet sich hauptsa¨chlich
auf die geringen Abweichungen zu Energien fu¨r Wassercluster, die auf Ab-Initio-Rechnungen
beruhen. Burnham et al. kommen im Gro¨ßenbereich zwischen n = 2 und n = 6 im Vergleich zu
Rechnungen auf MP2/CBS-Niveau zu einer mittleren Abweichung von 0,05 kcal/mol pro Was-
serstoffbru¨ckenbindung [44]. Eine ju¨ngere Arbeit von Fanourgakis et al. dehnt diesen Gro¨ßenbe-
reich bis auf n = 20 aus. Vier Familien von Minima des 20mers unter Verwendung von TIP4P-,
ASP-W4-, TTM2-R-, AMOEBA- und TTM2-F-Potential wurden mit MP2/CBS-Rechnungen
verglichen [49]. Die vier Familien betreffen die dodekaedrischen Ka¨fige, Stapel aus vier Kuben
bzw. drei Pentaprismen und die globale Minimalstruktur aus drei Pentaprismen (Abb. 2.7), die
hier als kantenverknu¨pft im Gegensatz zum fla¨chenverknu¨pften Stapel bezeichnet wird. Der ab-
solute Fehler |∆E(TTM2-F) − ∆EMP2/CBS| bela¨uft sich auf 2,1 kcal/mol fu¨r das Dodekaeder,
1,7 kcal/mol fu¨r den Kubenstapel, 1,0 kcal/mol fu¨r den Pentaprismenstapel und 1,6 kcal/mol
fu¨r die dem globalen Minimum entsprechende Anordnung aus Pentaprismen. Dies entspricht re-
lativen Fehlern von weniger als 1% fu¨r das TTM2-F-Potential im Gegensatz zu 3% bis 5% mit
den anderen Potentialen. Neben seinen im Vergleich mit Ab-Initio-Rechnungen sehr guten Re-
sultaten bringt das TTM2-F-Potential schließlich im Gegensatz zum TIP4P-Potential nicht nur
bei n = 19 einen clathratartigen Ka¨fig als globales Minimum hervor, sondern auch bei n = 17
und n = 21 [24].
Beim Einschluß von Methan in Gashydraten ist gerade ein dodekaedrischer Wasserka¨fig aus 20
Moleku¨len der kleinste, der zur Bildung einer solchen Einschlußverbindung fa¨hig ist. Hier ist das
globale TTM2-F-Minimum mit n = 21 ebenfalls ein Dodekaeder, der Cluster als ganzes mithin
als ein Selbstclathrat – ein Einschluß von Wasser in Wasser – zu interpretieren.
2.1.2 Vorbemerkungen
Klassifikation der Wassermoleku¨le nach ihrer Donator/Akzeptor-Konfiguration
Entsprechend der Anzahl der Donator- und Akzeptorbindungen eines Wassermoleku¨ls kann es in
eine bestimmte Typklasse eingeordnet werden. Je nach der Anzahl der Bindungen sind prinzipiell
folgende Situationen mo¨glich: D, A, DA, DD, AA, DAA, DDA, DDAA. Tatsa¨chlich kann ein
Wassermoleku¨l nur an vier Wasserstoffbru¨ckenbindungen beteiligt sein. Somit sind an dieser
Stelle alle Mo¨glichkeiten aufgeza¨hlt. XMakemol [50] zur Visualisierung der Clusterstrukturen
verwendet ein Abstandskriterium zur Ermittlung von Wasserstoffbru¨cken. Wie weiter unten zu
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1 
8 
2 
20 
16 
3 
14 
19 
13 
21 
12 
15 
10 11 
Atom 13 16 19 22
1 2,8532 - 2,7245 2,8622
4 - 2,8532 2,8621 2,7245
7 2,7247 2,8621 - 2,8531
10 2,8622 2,7245 2,8531 -
Tabelle 2.2: Kantenla¨ngen zwischen den Sauerstoffatomen des globalen Minimums des Oktamers
in A˚.
sehen sein wird, kommt es daher zu fu¨nffach koordinierten Wassermoleku¨len als Bestandteil der
Wassercluster. Welche Wasserstoffbru¨cken realiter vorhanden sind, la¨ßt sich auf diese Weise nicht
bestimmen. Unter den globalen Minimalstrukturen, die im Anschluß diskutiert werden, treten die
Situationen eines einfachen Donators (D-Moleku¨l), eines einfachen Akzeptors (A-Moleku¨l) sowie
die eines doppelten Akzeptors (AA-Moleku¨l) oder eines doppelten Donators (DD-Moleku¨l) nicht
auf. Die DA- und die DAA-Moleku¨le weisen eine OH-Bindung auf, deren Wasserstoffatom nicht
an einer Wasserstoffbru¨cke beteiligt ist. Man findet diese Wasserstoffatome als in das Vakuum
weisend vor. Im folgenden werden solche Konstellationen als freie OH-Bindungen bezeichnet.
Symmetriebegriff
Wassercluster pra¨sentieren sich in Abha¨ngigkeit von ihrer Gro¨ße mit verschiedener Symmetrie.
Das kann von bloßen Anha¨ufungen ohne erkennbare Regelma¨ßigkeit bis zu Anordnungen aus
Kuben und Pentaprismen reichen. Nicht zuletzt existieren auch clathratartige Ka¨fige. Da es
sich bei Wassermoleku¨len nicht um Gebilde mit spha¨rischer Symmetrie handelt, ist die Sym-
metrie der Wassercluster sowohl durch das Sauerstoffgeru¨st als auch die Orientierung der Was-
sermoleku¨le bestimmt. Um die verschiedenen Strukturisomere einer Gro¨ße n untereinander zu
vergleichen und eine gro¨ßenu¨bergreifende Systematik erkennen zu ko¨nnen, ist der Ru¨ckzug auf
die Sauerstoffgeru¨ste der Wassercluster der beste Weg. Unter Inkaufnahme von Verzerrungen
der Idealstruktur und nicht zuletzt wegen der in anderen Arbeiten verwendeten Nomenkla-
tur erscheint dies gerechtfertigt, und bei der Beurteilung der Symmetrie der Wassercluster soll
deshalb in dieser Arbeit nicht nach den strengen Kriterien verschiedener Symmetriegruppen
vorgegangen werden. Der verwendete Symmetriebegriff soll noch einmal anhand des Oktamers
quantifiziert werden (vgl. Tab. 2.2). Als Seitenla¨ngen seines Sauerstoffgeru¨sts findet man die fol-
genden Werte: Basierend auf den Kantenla¨ngen entspricht das Oktamer einem Quader. Zwi-
schen den Kanten lassen sich Winkel messen, in deren Scheitel sich das Sauerstoffatom 1 befin-
det: (13,1,19) = 84,24°, (22,1,19) = 83,69° und (22,1,13) = 81,80°. Diesem Atom la¨ngs der
Raumdiagonalen gegenu¨ber befindet sich das Sauerstoffatom 16. Mit ihm im Scheitel gelangt
man zu folgenden Winkeln: (7,16,10) = 95,79°, (4,16,7) = 95,11° und (4,16,10) = 98,22°.
Somit kann es sich auch nicht um ein Parallelepiped handeln. Aufgrund der vorangenannten
Begru¨ndungen ist mithin die Klassifikation des Oktamers als wenn auch verzerrter Kubus ange-
messen.
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Innerhalb einer Spanne von n = 2 − n = 34 ist aufgrund der schon bisher bekannten Ergebnis-
se [51] nicht davon auszugehen, regelrecht kristalline Anordnungen vorzufinden. Vielmehr wird
sich anschaulich auf das Sauerstoffgeru¨st der Cluster bezogen. Im Vorgriff auf die weiter unten
gezeigten globalen Minima seien die Abbildungen 2.3 und 2.7 erwa¨hnt. Neben dem kubischen
Oktamer sind das Hepta- und das Nonamer sicher als Anordnungen geringerer Symmetrie ein-
zustufen. Im 20mer findet sich wiederum eine Anordnung mit großer Regelma¨ßigkeit. Ebenfalls
geht das 21mers im Gegensatz zum 19mer als regelma¨ßiger aus diesem Vergleich hervor, seine
Oberfla¨che besteht ausschließlich aus Fu¨nferringen. Eine Einordnung als wenn auch verzerrtes
Dodekaeder ist daher gerechtfertigt.
2.1.3 Clathrate
Im Verlauf der Vorstellung der globalen Minimalstrukturen werden ab n = 17 Strukturen auftre-
ten, die Ka¨fige mit einem oder mehreren innenliegenden Moleku¨len sind. Aufgrund ihrer Struktur
lassen sie sich als Clathrate auffassen.
Clathrathydrate sind eine Klasse von Einschlußverbindungen, die aus einer dreidimensionalen
Anordnung von Wassermoleku¨len gebildet wird, deren Topologie dem des Buckminsterfullerens
entspricht [52]. Ihre Oberfla¨che besteht aus Fu¨nfer- und Sechserringen, die dreifach u¨ber Ecken
verknu¨pft sind, so daß ein konvexes Polyeder entsteht. Viererringe treten in natu¨rlichen Cla-
thraten ebenfalls auf. Sind 12 pentagonale und nhex hexagonale Elemente enthalten, hat das
resultierende Polyeder 2nhex + 20 Ecken [53]. Leere Clathrathydratstrukturen werden als insta-
bil angesehen [52]. Drei Typen natu¨rlicher Gashydrate sind bekannt: Zwei kubische Strukturen
I und II [54; 55], von denen der Typ I aus zwei pentagonalen Dodekaedern (H2O)20 und sechs
Tetrakaidekaedern (H2O)24 (12 Fu¨nfer- und 2 Sechserringe) besteht. Typ II wird gebildet aus
acht Hexakaidekaeder (H2O)28 und 16 pentagonalen Dodekaedern. Entsprechend der Anzahl
an Ringstrukturen einer Gro¨ße werden diese Polyeder notiert als: (512), (51262) und (51264).
Schließlich existieren noch Gashydrate des hexagonalen Typs [56], die aus sechs Polyedern be-
stehen: Ein (51268), drei (435663) sowie zwei (512) Polyeder. Davon ist die erste die gro¨ßte – ein
ikosaedrischer Cluster (H2O)36. Da in den Polyedern des hexagonalen Typs neben den Fu¨nfer-
und Sechserringen auch Viererringe enthalten sind, ist die Klassifizierung der globalen Minima
des 17- und des 19mers als Clathratstruktur begru¨ndbar.
Die Rechnungen mit CO2 als Gastmoleku¨l in Ka¨figstrukturen aus 20, 24 und 28 Wassermoleku¨len
haben gezeigt, daß sich in den beiden gro¨ßeren Ka¨figen das CO2-Moleku¨l als stabilisierend im
Sinne einer Verminderung der Energie im Vergleich zum leeren Ka¨fig auswirkt [57]. Dabei steht
das CO2-Moleku¨l durch zwei Wasserstoffbru¨ckenbindungen mit dem Ka¨fig in Verbindung. Ferner
kann durch hydrophobe Gastmoleku¨le wie z.B. CH4 eine Stabilisierung erreicht werden [53].
Als Folge dieser Beobachtungen liegt es nahe, den inneren Moleku¨len der reinen Wassercluster
ebenfalls diese stabilisierende Wirkung zuzuerkennen, jedoch um den Preis der Verzerrung der
Gesamtstruktur. Damit ist auch noch zu begru¨nden, wodurch der Gro¨ßenbereich bestimmt wird,
in dem clathratartige Ka¨fige mit einem, zwei und mehreren inneren Moleku¨len zu erwarten sind:
Solange nicht genu¨gend Moleku¨le vorhanden sind, um ein weiteres Wassermoleku¨l einzuschließen,
erfolgt das Wachstum der Strukturen durch Ausstu¨lpungen und a¨ußere Anbauten.
Weiterhin gibt es theoretische Untersuchungen zu Tetrakaidekaeder-Ka¨figen 512 62 der Cluster
(H2O)n, n = 24, 25, 26 [58]. Ausgehend von Tetrakaidekaeder-Strukturen mit verschiedener Ori-
entierung der enthaltenen Wassermoleku¨le wurden Optimierungen (INDO) durchgefu¨hrt.
Interessanterweise fu¨hren diese Rechnungen auch auf Konfigurationen mit einem Wassermoleku¨l
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innerhalb des Polyeders bei (H2O)25 bzw. zwei Wassermoleku¨len innerhalb des Polyeders bei
(H2O)26 als energetisch niedrigster Anordnung. Das 24mer bleibt als leerer Ka¨fig am stabilsten,
wenngleich auch eine bemerkenswerte Anordnung eines zentrierten Dodekaeders mit drei als reine
Akzeptormoleku¨le an der a¨ußeren Hu¨lle gelegenen Moleku¨len als weitere Struktur aufgefu¨hrt
wird. Ka¨fige mit mindestens einem inneren Moleku¨l sind mithin in diesem Gro¨ßenbereich nicht
unbekannt, doch scheint es fraglich, ob sie als nur schwach verzerrte Polyeder vorliegen, die
inneren Moleku¨le also die Gestalt nicht wesentlich vera¨ndern. Die globalen TTM2-F-Minima in
der vorliegenden Arbeit werden diese Sichtweise relativieren.
2.1.4 Globale TTM2-F Minima – eine U¨bersicht
Nach dieser Einfu¨hrung und den Begriffserkla¨rungen werden in diesem Abschnitt die globalen
Minima von n = 2 bis n = 34 einzeln vorgestellt und beschrieben. Strukturelle Auffa¨lligkeiten,
die verschiedenen Clustern gemeinsam sind oder sie voneinander unterscheiden, werden dabei
nur zusammengetragen, um in weiteren Abschnitten genauer untersucht zu werden. Am Ende
wird das in einem Vorschlag fu¨r ein Bildungsgesetz innerhalb des untersuchten Gro¨ßenbereiches
seinen Abschluß finden.
Das Di- und Trimer
n = 2: n = 3:
Ring
−20, 999 kJ/mol −66, 533 kJ/mol
Abbildung 2.1: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 2, 3.
Unter verschiedenen Mo¨glichkeiten der Anordnung zweier Wassermoleku¨le ist die, in der ein
Wasserstoffatom eines der beiden Moleku¨le zum Sauerstoffatom des anderen weist, die ener-
getisch gu¨nstigste. Das Trimer ist ein homodromer ebener Ring. Homodromie (Gleichwendig-
keit) ist eine Eigenschaft, die in Ringstrukturen auftreten kann. In einem n-Ring, dessen Ecken
von Wassermoleku¨len gebildet werden, ko¨nnen diese derart orientiert sein, daß genau eine OH-
Bindung jedes Moleku¨ls entlang einer Ringkante verla¨uft. Sind nun bezu¨glich eines Umlaufsinns
alle OH-Bindungen gleichartig orientiert, so spricht man von einem homodromen n-Ring.
Das Tetra-, Penta- und Hexamer
Das globale Minimum des Tetramers ist ein homodromer Viererring, dessen vier Kanten dieselbe
La¨nge von 2, 7654 A˚ aufweisen. Er ist jedoch kein Quadrat, denn er ist nicht eben, sondern la¨ngs
77
n = 4: n = 5: n = 6:
Ring Ring Ka¨fig
−115, 251 kJ/mol −153, 529 kJ/mol −194, 379 kJ/mol
Abbildung 2.2: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 4− 6.
der beiden Diagonalen gegensinnig geknickt.
Faßt man den Ring als durch die homodromen Wasserstoffbru¨cken orientiert auf, lassen die
freien OH-Bindungen ein zusa¨tzliches Muster erkennen: Dem Umlaufsinn folgend, weisen die
freien OH-Bindungen alternierend in eine Richtung ober- und unterhalb der Ringebene. Dabei
ist eine gewisse Laxheit bei der Verwendung des Begriffes Ringebene ins Kalku¨l zu ziehen, denn
de facto sind die vier Wassermoleku¨le nicht in einer Ebene angeordnet.
Auch das globale Minimum des Pentamers ist eine homodrome Ringstruktur. Wegen der un-
geraden Anzahl an Moleku¨len muß die alternierende Abfolge der Orientierung der freien OH-
Bindungen ober- und unterhalb der Ringebene unterbrochen sein. Es gibt eine Kante des Fu¨nfer-
ringes, an deren Enden sich Wassermoleku¨le befinden, deren freie OH-Bindungen dieselbe Ori-
entierung bezu¨glich der Tangentialebene an die Ringfla¨che aufweisen. Betrachtet man nun den
Ring von der Seite, liegen diese beiden Moleku¨le gemeinsam mit ihren Nachbarn in einer Ebe-
ne, und nur das der zuvor beschriebenen Kante gegenu¨bergelegene Wassermoleku¨l befindet sich
deutlich außerhalb dieser Ebene, und zwar auf derselben Seite wie die freien OH-Bindungen
der Moleku¨le jener Kante. Die von der Projektion des Fu¨nferringes ausgehende Annahme einer
fu¨nfza¨hlig symmetrischen Struktur ist demnach mindestens als gesto¨rt einzustufen.
Die Oberfla¨che des Hexamers wird von vier la¨ngs der Diagonalen geknickten Viererringe gebildet.
Von den Sechs Moleku¨len liegen jeweils zwei als DA-, DAA- und DDA-Moleku¨l vor. Zwei der
oberfla¨chlichen Viererringe sind homodrom.
Das Hepta-, Okta- und Nonamer
Gleich drei verschiedene Ringstrukturen sind im globalen Minimum des Heptamers zu finden:
ein Dreier-, zwei Vierer- und ein Fu¨nferring. Lediglich ein Viererring und der Fu¨nferring sind
homodrom.
Durch das globale Minimum des Oktamers ist mit einem Kubus eine sehr symmetrische Struktur
gegeben. Eine eingehende Inspektion der sechs Fla¨chen la¨ßt subtile Unterschiede hervortreten.
Jeweils vier Moleku¨le liegen in DDA- und DAA-Konfiguration vor und zwar derart, daß Mo-
leku¨le in benachbarten Ecken stets vom anderen Typ sind. Die sechs Fla¨chen des Kubus lassen
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n = 7: n = 8: n = 9:
−241, 642 kJ/mol −306, 441 kJ/mol −348, 533 kJ/mol
Abbildung 2.3: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 7− 9.
sich weiterhin in zwei Kategorien unterteilen. Zwei einander gegenu¨berliegende Fla¨chen sind als
homodrome Viererringe ausgebildet, deren Orientierung identisch ist. In den verbleibenden vier
Fla¨chen befinden sich stets zwei DDA-Moleku¨le in Ecken, die la¨ngs der Fla¨chendiagonalen ein-
ander gegenu¨berliegen. Vermo¨ge ihrer ra¨umlichen Orientierung verlaufen beide OH-Bindungen
des einen DDA-Moleku¨ls la¨ngs benachbarter Kanten einer Fla¨che, wa¨hrend das andere DDA-
Moleku¨l keine Bindung in dieser Form beisteuert.
Als Bestandteil der Oberfla¨che des globalen Minimums des Nonamers lassen sich vier Vierer-
und zwei Fu¨nferringe ausmachen, unter der Annahme, daß die beiden Fu¨nferringe zwei gemein-
same Kanten besitzen. An dieser Stelle ist zu bemerken, daß der Klassifikation des henkelartig
kantenu¨berbru¨ckenden Moleku¨ls als Bestandteil zweier Ringstrukturen eine gewisse Willku¨r an-
haftet. Allerdings ist bei einer solchen dualen Erscheinungsform keine von beiden die urspru¨ng-
lichere, und die beiden Bilder schließen einander nicht aus. Beide Viererringe, die den Boden
des Ko¨rbchens bilden, besitzen eine gemeinsame Kante, und beide sind homodrom. Ebenfalls
homodrom sind beide Fu¨nferringe.
Das Deka-, Undeka- und Dodekamer
Mit dem globalen Minimum des Dekamers liegt wieder eine Kombination elementarer Bausteine
zu einem symmetrischen Gebilde vor. Es handelt sich hier um ein Pentaprisma gebildet als Sta-
pel zweier Fu¨nferringe. Beide Ringe sind homodrom und gleichartig orientiert, wogegen keiner
der Viererringe eine solche Homodromie aufweist. Wie beim solita¨ren Fu¨nferring des Pentamers
ist die Symmetrie vermo¨ge der Orientierung der Moleku¨le gesto¨rt; ein Fu¨nferring hat zwei freie
OH-Bindungen, der andere derer drei. Unter den fu¨nf Wasserstoffbru¨cken, die die beiden Ringe
miteinander verbinden sind zwei benachbarte mit paralleler Orientierung. Unter Beru¨cksichti-
gung dieser Details sollen bezu¨glich der Nomenklatur die nachgenannten Vereinbarungen gelten.
Unter den Deckfla¨chen des Pentaprismas seien die beiden Fu¨nferringe verstanden. Der Man-
tel wird von fu¨nf Viererringen gebildet. Jener Viererring, dessen die Deckfla¨chen verbindenden
Kanten die gleichartig orientierten Wasserstoffbru¨cken enthalten, sei die Basisfla¨che des Prismas.
Als Folge davon werde die dieser Fla¨che gegenu¨berliegende Kante die Dachkante des Prismas
genannt.
Im globalen Minimum des Undekamers ist eine weitere stark verzerrte Struktur zu erkennen.
n = 10: n = 11: n = 12:
−395, 626 kJ/mol −438, 125 kJ/mol −502, 380 kJ/mol
Abbildung 2.4: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 10− 12
Seine Oberfla¨che wird von fu¨nf Viererringen und zwei Fu¨nferringen gebildet, und weder Kubus
noch Pentaprisma sind als Substruktur auszumachen. Unter Vorgriff auf das Dodekamer pra¨sen-
tiert sich das Undekamer als Chima¨re aus dem na¨chstkleineren und dem na¨chstgro¨ßeren Cluster.
Einem Fu¨nferring wie im Dekamer stehen zwei kantenverknu¨pfte Viererringe wie im Dodekamer
gegenu¨ber. Dieser Fu¨nferring und auch der zweite Fu¨nferring dieses Clusters sind homodrom.
Ebenso homodrom sind drei Viererringe.
Hohe Symmetrie ist wieder in Gestalt des globalen Minimums des Dodekamers realisiert. Der
Kubus des Oktamers ist um einen weiteren erga¨nzt, d.h. drei Viererringe sind hintereinander
angeordnet. Die Verknu¨pfung der beiden Kuben ist durch einen gemeinsamen homodromen Vie-
rerring realisiert. Das Prinzip zweier gegenu¨berliegender homodromer Viererringe des Oktamers
findet hier seine Fortsetzung, denn in La¨ngsrichtung sind die drei Viererringe ausnahmslos ho-
modrom, jedoch alterniert deren Orientierung. In Anlehnung an das zum Dekamer gesagte, ist
es mo¨glich, eine a¨hnliche Nomenklatur an dieser Stelle einzufu¨hren, wenn man das Dodekamer
auch als ein Prisma kategorisiert. Demnach sollen die beiden, die Struktur in La¨ngsrichtung
begrenzenden Ringe, die Deckfla¨chen sein. Der Mantel des Prismas wird dann von acht Vierer-
ringen gebildet. Ru¨ckblickend ordnet sich auch das Oktamer dieser Sichtweise unter, wenn seine
beiden homodromen Viererringe als Deckfla¨chen angesehen werden und die anderen Viererringe
den Mantel bilden. Parallel zu den La¨ngskanten der Struktur verlaufen OH-Bindungen jeweils
in derselben Richtung, doch ist diese bei benachbarten La¨ngskanten entgegengesetzt. Auf diese
Weise werden vier der acht Viererringe des Mantels der Struktur homodrom.
Das 13-, 14- und 15mer
Durch Einfu¨gen eines kantenu¨berbru¨ckenden Moleku¨ls in eine Kante einer Endfla¨che des Dode-
kamers la¨ßt sich das globale Minimum des 13mers konstruieren. Zu seinen Oberfla¨chenstrukturen
geho¨ren acht Vierer- und zwei Fu¨nferringe, von denen letztere zwei gemeinsame Kanten besitzen.
Ausgehend von der viereckigen Endfla¨che sind zwei homodrome Vierer- und ein solcher Fu¨nfer-
ring mit alternierender Orientierung hintereinander angeordnet. Wie auch im Dodekamer ist die
Orientierung der OH-Bindungen entlang benachbarter La¨ngskanten antiparallel. Damit ergeben
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n = 13: n = 14: n = 15:
−545, 733 kJ/mol −597, 596 kJ/mol −644, 254 kJ/mol
Abbildung 2.5: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 13− 15
sich als Teil der Mantelfla¨che weitere drei homodrome Vierer- und ein solcher Fu¨nferring.
Im 14mer sind Kubus und Pentaprisma miteinander fla¨chenverknu¨pft; es ist die kleinste Struktur,
in der diese beiden Bausteine gemeinsam auftreten. Beide Bausteine verlieren in ihrer Kombina-
tion bezu¨glich der Orientierung der OH-Bindungen die urspru¨nglichen Eigenschaften bezu¨glich
Homodromie. Die Verknu¨pfung beider Teile u¨bernimmt ein homodromer Viererring, und der
ihm im Kubus gegenu¨berliegende ist mit entgegengesetzter Orientierung gleichfalls homodrom.
Im Gegensatz zum isolierten Kubus sind nun noch zwei weitere Seiten von homodromen Vie-
rerringen gebildet, und zwar so, daß umlaufend jeweils zwei benachbarte Ringe entgegengesetzt
orientiert sind. Das beteiligte Pentaprisma betreffend, fa¨llt im Vergleich mit seiner isolierten
Version unmittelbar die gegensinnige Orientierung der beiden auch hier homodromen Fu¨nfer-
ringe auf. Zusa¨tzlich zum mit dem Kubus gemeinsamen Viererring gibt es noch einen weiteren
als Teil der Mantelfla¨che des Prismas, der nun homodrom ist; die Dachkante des Prismas stellt
eine seiner Kanten dar.
Das globale Minimum des 15mers setzt die mit dem Dekamer begonnene Stapelanordnung von
Fu¨nferringen, nun als Stapel zweier fla¨chenverknu¨pfter Pentaprismen fort. Im Detail sind hier
drei homodrome Fu¨nferringe mit alternierender Orientierung zusammengefaßt. Es existieren
zwei benachbarte La¨ngskanten mit paralleler Orientierung der OH-Bindungen entlang dieser
Kanten. Sie beranden die Basisfla¨che des Stapels. Die der Basisfla¨che gegenu¨berliegende La¨ngs-
kante hat dieselbe Orientierung der OH-Bindung aufzuweisen wie die beiden zuvor erwa¨hnten
Kanten. Entsprechend der Nomenklatur, die schon beim Dekamer verabredet worden war, ist
diese die Dachkante des Pentaprismenstapels. Beide verbleibenden Kanten weisen mit ihren OH-
Bindungen eine entgegengesetzte Orientierung auf. Keiner der Viererringe in der Basisfla¨che ist
homodrom. Als Teil der verbleibenden vier Mantelfla¨chen ist die Ha¨lfte der Viererringe ho-
modrom, d.h. auf jedes Pentaprisma im Stapel entfallen zwei solcher Ringe.
Das 16-, 17- und 18mer
Eine letzte Fortsetzung der stapelartigen Clusterstrukturen ist im globalen Minimum des 16mers
gegeben. Drei Kuben sind vermittels Fla¨chenverknu¨pfung hintereinander angeordnet. In La¨ngs-
richtung folgen damit vier homodrome Viererringe aufeinander, deren Orientierung dabei alter-
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n = 16: n = 17: n = 18:
fla¨chenverknu¨pfte Kuben zentrierter Ka¨fig fla¨chenverknu¨pftes Pentaprisma
und Kuben
−699, 515 kJ/mol −746, 735 kJ/mol −797, 393 kJ/mol
Abbildung 2.6: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 16− 18
niert. Entlang der vier La¨ngskanten des Stapels sind die OH-Bindungen derart orientiert, daß
diese in benachbarten Kanten antiparallel verla¨uft. Als Folge erha¨lt jeder der drei beteiligten
Kuben zwei weitere einander gegenu¨berliegende homodrome Viererringe; der gesamte Mantel
des Stapels entha¨lt mithin jeweils sechs homodrome und nichthomodrome Viererringe.
Es mag nicht verwundern, daß eine vo¨llig neue Klasse von Minimalstrukturen erstmalig mit
einer ungeraden Anzahl von Moleku¨len auftritt. Weder eine Anordnung aus Kuben und/oder
Pentaprismen, noch eine Fortsetzung des Prinzips durch Kantenu¨berbru¨ckung aus eine beste-
hende Struktur zu erweitern (n = 8→ n = 9), (n = 12→ n = 13) ist hier das globale Minimum.
Es existiert zwar tatsa¨chlich ein lokales Minimum mit einer solchen Struktur (Abb. 2.20), doch
ist sie mit −743, 005 kJ/mol deutlich verschieden vom globalen Minimum. Vielmehr ist das glo-
bale Minimum mit n = 17 eine clathratartige Ka¨figstruktur mit einem eingeschlossenen Moleku¨l
und ordnet sich diesem Prinzip nicht unter (blau eingefa¨rbt in Abb. 2.6) . Da sich primzahli-
ge Cluster nicht ausschließlich aus Kuben oder Pentaprismen aufbauen lassen und bei dieser
Gro¨ße genu¨gend Moleku¨le vorhanden sind, um einen Ka¨fig zu formen, ist hier der Trend zur
Bevorzugung dieser Bausteine gebrochen. Andererseits kann der Ka¨fig im Inneren ein vierfach
koordiniertes Moleku¨l beherbergen, das an diesem Ort weniger stark verzerrt ist als an der Ober-
fla¨che. Neben vier Viererringen und vier Fu¨nferringen treten im 17mer zwei Sechserringe auf,
die gemeinsam einen clathratartigen Ka¨fig bilden, in dessen Zentrum sich ein einzelnes Wasser-
moleku¨l befindet. Jenes ist Donator fu¨r zwei Wasserstoffbru¨cken zu Sauerstoffatomen in einem
der beiden Sechserringe und Akzeptor fu¨r zwei Wasserstoffbru¨cken von Wasserstoffatomen aus
dem anderen Sechserring. Weder die Vierer- noch die Sechserringe sind homodrom, jedoch sind
es alle vier Fu¨nferringe.
Die Kombination von Kuben und Pentaprismen fand im 14mer das kleinste Beispiel und wird
nun durch das globale Minimum des 18mers weitergefu¨hrt, indem ein zweiter Kubus durch
Kantenverknu¨pfung mit dem Pentaprisma verbunden ist. War beim 14mer eine der Außenkanten
der Basisfla¨che des Pentaprismas mit dem Kubus gemeinsam, erfolgt der Anbau des zweiten
Kubus an der u¨berna¨chsten Seitenfla¨che des Prismas, so daß das Prisma und der zweite Kubus die
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Dachkante miteinander teilen. Beide Fu¨nferringe des Prismas sind homodrom und gegensinnig
orientiert. Faßt man die Struktur als gewinkelten Stapel auf, so sind dessen Endfla¨chen durch
homodrome Viererringe gegeben. Von einem Ende zum anderen existieren dann gemeinsam mit
den Viererringen, die das Prisma mit den Kuben gemeinsam hat, vier homodrome Viererringe,
deren Orientierung alterniert. Jeder Kubus hat noch zwei weitere einander gegenu¨berliegende
homodrome Viererringe aufzuweisen. In Anlehnung an die anderen stapelartigen Strukturen
lassen sich hier auch vier La¨ngskanten identifizieren, wobei benachbarte Kanten vermo¨ge der
entlang ihnen gerichteten OH-Bindungen als ganzes antiparallel orientiert sind.
Das 19-, 20- und 21mer
n = 19: n = 20: n = 21:
zentrierter Ka¨fig fla¨chenverknu¨pfte Pentaprismen zentriertes Dodekaeder
−849, 930 kJ/mol −905, 177 kJ/mol −952, 266 kJ/mol
Abbildung 2.7: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 19− 21
Die na¨chste Primzahl setzt den neuen Trend, Ka¨figstrukturen bei ungeradem N , Prismenstapel
bei geradem n, fort. Das globale Minimum mit n = 19 ist erneut ein clathratartiger Ka¨fig, dessen
Oberfla¨che von zwei Vierer, acht Fu¨nfer- und einem Sechserring gebildet wird. Das zentrale Was-
sermoleku¨l ist Donator fu¨r zwei Wasserstoffbru¨cken, die zu den Sauerstoffatomen innerhalb des
Sechserringes diametral gegenu¨berliegender Wassermoleku¨le reichen, es ist Akzeptor fu¨r Was-
serstoffbru¨cken, die von den Wasserstoffatomen ausgehen, deren Moleku¨le die gemeinsame Ecke
jeweils dreier Fu¨nferringe bildet. Die beiden Viererringe sind nicht homodrom, der Sechserring
und nur ein Fu¨nferring sind es.
Das 20mer ist aus drei Pentaprismen aufgebaut. Waren schon im 15mer drei Pentaprismen
enthalten, lagen sie dort fla¨chenverknu¨pft vor; nun sind sie fla¨chenverknu¨pft, jeweils zwei Penta-
prismen besitzen einen gemeinsamen Viererring, alle drei Pentaprismen haben eine gemeinsame
Kante. Es bleiben die beiden Fu¨nferringe nur eines Pentaprismas als homodrom mit gegenla¨ufi-
ger Orientierung erhalten. Die am weitesten außen liegenden drei Viererringe sind gleichfalls ho-
modrom, daneben noch zwei Viererringe, die jeweils zwei Pentaprismen gemeinsam haben. Alle
OH-Bindungen entlang der Außenkanten der Deck- und Bodenfla¨che des Clusters sind gleichar-
tig orientiert, wobei der Umlaufsinn der einen Fla¨che dem der anderen Fla¨che entgegengesetzt
ist.
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Nach dem globalen Minimum des 17- und 19mers ist dasjenige des 21mers der dritte clathrat-
artige Ka¨fig. Ein zentrales Wassermoleku¨l ist hier umgeben von 20 weiteren, die sich als ver-
zerrtes Dodekaeder um jenes herum gruppieren. Es entspricht damit dem kleinsten Ka¨fig, der
Teil natu¨rlicher Clathrate ist. Statt eines zentralen Wassermoleku¨ls sind auch andere Moleku¨le
(vgl. 2.1.3) oder Alkalikationen [23; 59] geeignet, den Ka¨fig zu fu¨llen. Schließlich kommt der
Begriff der Magischen Zahlen in Verbindung mit 21 Moleku¨len immer wieder ins Spiel (2.1.5,
2.1.6).
Das 22-, 23- und 24mer
n = 22: n = 23: n = 24:
fla¨chenverknu¨pfte Kuben und zentrierter Ka¨fig fla¨chenverknu¨pfte Pentaprismen
Pentaprismen (leerer Ka¨fig) mit Pentaprisma und Kuben
−1000, 223 kJ/mol −1057, 636 kJ/mol −1107, 050 kJ/mol
Abbildung 2.8: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 22− 24
Mit jeweils zwei Kuben und zwei Pentaprismen, die in einer fla¨chenverknu¨pften Anordnung vor-
liegen, ist das globale Minimum des 22mers die zweitgro¨ßte Struktur aus Kuben und Pentapris-
men. Aufgrund der Anordnung der vier beteiligten Substrukturen wa¨re eine zentrale gemeinsame
Kante zu erwarten, da dann jedoch zwei fu¨nffach koordinierte Sauerstoffatome vorhanden wa¨ren,
fehlt diese Bindung. Daher ist die Einstufung des 22mers als leerer Ka¨fig naheliegend, doch der
geringe Abstand zwischen Deck- und Bodenfla¨che la¨ßt zu wenig Raum, um weitere Moleku¨le
im Innern anzuordnen. In den vier Fu¨nferringen der beiden beteiligten Pentaprismen bleibt
die Homodromie erhalten, doch sind die Ringe innerhalb eines Prismas gegenla¨ufig orientiert.
Weitere homodrome Ringe sind als Teile des Mantels der Struktur vorhanden, es sind dies die
vier Viererringe der beiden beteiligten Kuben, sowie die beiden am weitesten außen liegenden
Viererringe als Teil der Pentaprismen.
Der Trend zu clathratartigen Strukturen mit einem zentralen Wassermoleku¨l setzt sich mit zu-
nehmendem n fort, ist aber nicht daran geknu¨pft, daß die Anzahl der Moleku¨le prim ist. Im
globalen Minimum von n = 21 ist ein Dodekaeder realisiert. Dessen Oberfla¨che entha¨lt aus-
schließlich Fu¨nferringe. Mit n = 17, 19 und n = 21 ist eine weitere Klasse von Strukturen
abgeschlossen; weitere reine Ka¨fige treten nicht mehr auf. Vielmehr wird der Ka¨fig bei n = 23
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geformt durch Erweiterung des 19er-Ka¨figs vermittels Fla¨chenu¨berkappung eines 6er Ringes
mit einem 4er Ring, was zur Ausbildung einer lokalen Ausstu¨lpung a¨hnlich einem Pentaprisma
fu¨hrt. Das Pentaprisma ist nicht ungesto¨rt, denn eine Wasserstoffbru¨cke (diejenige in Richtung
des Zentrums des Ka¨figs) ist aufgebrochen. Somit ist die Bezeichnung als Erweiterung des Ka¨figs
treffender denn eine Klassifikation als a¨ußerer Anbau an den Ka¨fig. Das 23mer ist der kleinste
Vertreter einer Klasse von Strukturen, die eine Kombination aus Ka¨figen, Kuben und Penta-
prismen ist.
Drei Pentaprismen und ein Kubus bilden fla¨chenverknu¨pft das globale Minimum des 24mers.
Wie beim 20mer sind die drei Pentaprismen miteinander verbunden, von denen in einem die
beiden Deckfla¨chen durch gegensinnig orientierte homodrome Fu¨nferringe gebildet werden; al-
le anderen Fu¨nferringe sind nicht homodrom. Der Kubus ist u¨ber den nach außen gerichteten
homodromen Viererring dieses Pentaprismas mit der Rumpfstruktur verbunden. Analog der Si-
tuation im 20mer sind aber zwei der drei Viererringe, die jeweils gemeinsam zwei Pentaprismen
angeho¨ren, homodrom. Tatsa¨chlich ist das globale Minimum des 24mers eine unmittelbare Er-
weiterung des 20mers um einen Kubus oder mit anderen Worten, das 20mer ist ein selbsta¨ndiger
Baustein fu¨r gro¨ßere Strukturen. La¨ßt man den Kubus fort, so sind auch die Kanten der Deck-
und Bodenfla¨chen der dem 20mer entsprechenden Rumpfstruktur wieder orientiert, und zwar
gegenla¨ufig. Nimmt man den Kubus wieder hinzu, so wird die Orientierung der Außenkanten der
Gesamtstruktur in den Ecken des Kubus unterbrochen. An dieser Stelle dra¨ngt sich die Frage
auf, inwieweit Homodromie bei der globalen Minima eine Rolle spielt.
Die Anzahl der mo¨glichen verschiedenen Wasserstoffbru¨ckennetzwerke zu einer gegebenen Struk-
tur ist groß (vgl. Dodekamer in Gestalt zweier fla¨chenverknu¨pfter Kuben in [60]). Eine Konfigu-
ration mit einer gro¨ßeren Anzahl homodromer Ringe entspricht fraglos einer ho¨heren Ordnung
als eine solche mit weniger homodromen Ringen. Ob stets eine niedrigere Energie gleichbedeu-
tend mit einem ho¨heren Maß an Homodromie ist, la¨ßt sich an dieser Stelle fu¨r das 20- oder 24mer
nicht beantworten, denn bei der großen Anzahl von Clustern, die im Rahmen dieser Arbeit pro-
duziert wurden, war es nicht mo¨glich, alle Cluster nacheinander in Augenschein zu nehmen, und
auch eine automatische Unterscheidung der Strukturen, deren Sauerstoffgeru¨st dem des globalen
Minimums entspricht, von davon abweichenden Strukturisomeren war nicht realisierbar, obwohl
die dabei zu lo¨senden Schwierigkeiten verbal leicht zu formulieren sind. Eine zu vergleichende Re-
ferenzstruktur ist einerseits auf bestimmte Weise im Raum orientiert und ihre Moleku¨le in einer
bestimmten Reihenfolge aufgelistet. Um die A¨hnlichkeit zu einer beliebigen Vergleichsstruktur
zu bestimmen, ist diese durch geeignete Operationen mit der Referenzstruktur zur Deckung zu
bringen. Selbst wenn die Vergleichsstruktur eine lediglich anders als die Referenzstruktur im
Raum orientierte Kopie ist, ist dieses Problem nichttrivial. Weiter unten in 2.1.7 wird dieses
Problem wieder eine zentrale Rolle spielen.
Die globalen Minima vom 25mer bis zum 30mer
Zwischen n = 25 und n = 29 sind alle globalen Minima clathratartige Ka¨fige mit einem inneren
Wassermoleku¨l aber verschiedenen a¨ußeren Erweiterungen des Ka¨figs. Dabei sind sich die Gro¨ßen
n = 25, 27 und n = 29 wieder sehr a¨hnlich. Allen gemeinsam ist ein Ka¨fig aus 20 Moleku¨len,
der ein einzelnes Moleku¨l entha¨lt. Dieser ist jedoch kein Dodekaeder wie beim 21mer, sondern
besteht aus vier Vierer-, Fu¨nfer- und Sechserringen. Beim 25mer ist ein Sechserring mit einem
Viererring u¨berkappt, so daß eine Ausstu¨lpung in Gestalt eines Pentaprismas vorliegt. Durch
U¨berkappung des gegenu¨berliegenden Sechserringes mit einem Dimer erha¨lt man zusa¨tzlich eine
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n = 25: n = 26: n = 27:
zentrierter Ka¨fig zentrierter Ka¨fig zentrierter Ka¨fig mit
mit Pentaprisma mit Pentaprisma Pentaprisma und Kubus
−1160, 237 kJ/mol −1211, 157 kJ/mol −1262, 045 kJ/mol
Abbildung 2.9: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 25− 27
kubische Ausstu¨lpung und gelangt zum 27mer. Wird der Sechserring stattdessen ebenfalls mit
einem Viererring u¨berkappt, hat die Struktur zwei pentaprismatische Ausstu¨lpungen; dies ist
die Gestalt des globalen Minimums mit n = 29. Die globalen Minima mit n = 26 und n = 28
weichen von diesem Schema ab. Im Falle des 26mers besteht der Ka¨fig aus 21 Moleku¨len und
dem einzelnen inneren. Ein Sechserring ist wieder mit einem Viererring u¨berkappt, woraus eine
Ausstu¨lpung in pentaprismatischer Form resultiert. Bemerkenswert ist ein Wassermoleku¨l, das
die gemeinsame Ecke dreier Vierer- und eines Sechserringes bildet und gleichzeitig ein Donator
zum zentralen Wassermoleku¨l ist, denn in ihm liegt ein fu¨nffach koordiniertes Wassermoleku¨l
vor. Mit dem 28mer ist die bis zu dieser Gro¨ße einzige globale Minimalstruktur realisiert, de-
ren Ka¨fig regelrechte a¨ußere Anbauten aufweist. Der Ka¨fig selbst besteht aus 18 Moleku¨len
und einem einzelnen inneren Moleku¨l, er wird aus drei Viererringen, sechs Fu¨nferringen und
zwei Sechserringen gebildet und unterscheidet sich mithin vom 19mer. Angefu¨gt daran sind
zwei Pentaprismen, eines fla¨chenverknu¨pft mit einem Fu¨nferring des Ka¨figs, das andere fla¨chen-
verknu¨pft mit einem Viererring des Ka¨figs. Beide Pentaprismen sind zudem miteinander noch
fla¨chenverknu¨pft. Es existiert auch hier ein Wassermoleku¨l, das fu¨nffach koordiniert ist. Außer
beim 26- und dem 28mer sind keine fu¨nffach koordinierten Wassermoleku¨le als Bestandteil der
globalen Minimalstrukturen zu finden. Eine entsprechende Diskussion des Pha¨nomens fu¨nffach
koordinierter Wassermoleku¨le findet in (2.1.7) statt.
Faßt man die Ka¨fige als erste Hydrathu¨lle des zentralen Wassermoleku¨ls auf, scheint die An-
ordnung der Ausstu¨lpungen und Anbauten den sukzessiven Aufbau einer zweiten Hydrathu¨lle
mit wachsender Clustergro¨ße anzudeuten. Das globale Minimum des 30mers bricht mit der zu-
vor beobachteten Regelma¨ßigkeit, es weist kein inneres Moleku¨l auf. Stattdessen ist an seiner
Oberfla¨che eine große Delle gelegen, deren Rand von acht Moleku¨len gebildet wird. Am Grun-
de dieser Delle befinden sich zwei Wassermoleku¨le. Eine A¨hnlichkeit zu den Ka¨figanteilen, die
nach Fortnahme der kubischen und pentaprismatischen Ausstu¨lpungen und Anbauten im Be-
reich zwischen n = 23 und n = 29 vorzufinden sind, ist hier nicht von der Hand zu weisen. Der
86
n = 28: n = 29: n = 30:
zentrierter Ka¨fig zentrierter Ka¨fig Kubus mit
mit 2 Pentaprismen mit 2 Pentaprismen geordneter Struktur
−1312, 468 kJ/mol −1371, 087 kJ/mol −1421, 564 kJ/mol
Abbildung 2.10: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 28− 30
Delle gegenu¨berliegend befindet sich eine kubische Ausstu¨lpung, die gleichsam den Ka¨figanteil
einseitig verschließt. Ohne diesen Kubus ist der verbleibende Rest eine geordnete, d.h. in dem
hier verwendeten laxen Sinne, eine symmetrische Struktur.
Das 31- und 32mer
Das 31mer ist dem 30mer a¨hnlich, und die große Mulde ist geschlossen, so daß die zuvor am Bo-
den der Delle gelegenen Moleku¨le im Clusterinneren liegen; eine Wasserstoffbru¨cke zwischen den
internen Moleku¨len besteht nicht. Somit kann das 31mer als Ka¨fig mit zwei inneren Moleku¨len
sowie einer kubischen Ausstu¨lpung angesehen werden. Hier tritt eine weitere Klasse von Struktu-
ren auf, die bis zum gro¨ßten zu besprechenden Cluster nicht mehr verlassen wird. U¨ber die oben
gemachte Aussage bezu¨glich des Aufbaus einer ersten Hydrathu¨lle ist nun noch einmal kritisch
nachzudenken. Alle Anzeichen sprechen hier eher dafu¨r, daß mit wachsender Clustergro¨ße nicht
sukzessive Hydrathu¨llen nach außen aufgebaut werden, sondern nur eine Hydrathu¨lle vorhanden
ist, die sich weiter aufbla¨ht, um mehr als einem Moleku¨l Raum zu gewa¨hren. Strenggenommen
kann dies einen quasi inversen Aufbau von Hydrathu¨llen bedeuten: Die sich aufbla¨hende Hy-
drathu¨lle schafft in ihrem Inneren irgendwann soviel Platz, daß die innenliegenden Moleku¨le
sich selbst wieder in einer mehr oder weniger spha¨rischen Anordnung befinden, die ihrerseits
ein einzelnes Moleku¨l beherbergt usw. Mit dem 32mer folgt ein weiterer Ka¨fig, der zwei inne-
re Moleku¨len beherbergt, die u¨berdies untereinander durch eine Wasserstoffbru¨cke miteinander
verbunden sind. Der Trend zu zwei internen Moleku¨len setzt sich fort.
Das 33- und 34mer
Das 33- und 34mer sind erneut Ka¨figstrukturen mit zwei inneren Moleku¨len. Beide weisen keine
Ausstu¨lpungen oder a¨ußere Anbauten auf. Im 33mer sind die inneren Moleku¨le miteinander
durch eine Wasserstoffbru¨cke verbunden, im 34mer nicht. Mit wachsender Gro¨ße in Richtung
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n = 31: n = 32:
Ka¨fig mit 2 inneren Moleku¨len Ka¨fig mit 2
verschmolzen mit Kubus inneren Moleku¨len
−1476, 406 kJ/mol −1529, 526 kJ/mol
Abbildung 2.11: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 31− 32
auf den Kontinuumszustand mit n → ∞ ist damit zu rechnen, immer mehr innere Moleku¨le
anzutreffen, die auch untereinander durchWasserstoffbru¨cken verbunden sind. Bei n = 31 scheint
der U¨bergang zu zwei inneren Moleku¨len vollzogen zu werden. Im Gegensatz zu dem U¨bergang
von Null zu einem inneren Moleku¨l geschieht dies nicht u¨ber einen gewissen Gro¨ßenbereich
ausgedehnt, d.h. verschmiert, sondern abrupt. Sobald die kritische Grenze von 31 Moleku¨len
u¨berschritten ist, weisen alle gro¨ßeren globalen Minima bis zu n = 34 zwei innere Moleku¨le auf.
Da der Rechenaufwand bei der Optimierung mit mehr als der zweiten Potenz der Clustergro¨ße
wa¨chst (Abb. 1.27 und 1.28, S. 50), soll auf eine explizite Vorstellung und Diskussion noch gro¨ße-
rer TTM2-F-Wassercluster verzichtet werden. Bis zu welcher Gro¨ße n sich ein Resultat noch als
Vorschlag fu¨r das globale Minimum anfu¨hren la¨ßt, soll sich am Verlauf der Ausgleichskurven in
Abb. 2.15 orientieren, weshalb ein Abbruch bei n = 34 sinnvoll erscheint.
Fazit
Innerhalb der ersten dreieinhalb Dekaden treten mit wachsender Clustergro¨ße zwei bemerkens-
werte Strukturu¨berga¨nge auf. Zuerst ist es der an einen gerade-ungerade Wechsel gebundene
U¨bergang der Strukturen zwischen solchen, deren Moleku¨le alle an der Oberfla¨che des Clusters
liegen, zu denen mit mindestens einem internen, d.h. mit Clathratstruktur. Er erfolgt nicht ab-
rupt, sondern ist u¨ber den Bereich n = 17, . . . , 25 ausgedehnt oder verschmiert. Ferner fa¨llt auf,
daß den globalen Minima zwischen n = 22 und n = 29 eine deutlich ho¨here Symmetrie und
systematische Ordnung innewohnt als in [24; 51] vermutet worden ist. Gegenu¨ber [51] sind die
globalen Minima mit n = 27, 28 und n = 33 noch einmal verbessert. Das 30mer in der vor-
liegenden Gestalt gibt wegen der Beschaffenheit seiner oberfla¨chlichen Ringstrukturen Anlaß,
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n = 33: n = 34:
Ka¨fig mit 2 Ka¨fig mit 2
inneren Moleku¨len inneren Moleku¨len
−1575, 676 kJ/mol −1629, 658 kJ/mol
Abbildung 2.12: Globale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 33− 34
an seinem Charakter als globales Minimum zu zweifeln. Trotzdem ist es von bemerkenswert
regelma¨ßiger Struktur. Oberhalb von n = 30 bedeuten die Resultate einen weiteren Struk-
turu¨bergang zu Clathraten mit zwei internen Moleku¨len. Dieser dehnt sich allerdings u¨ber einen
deutlich kleineren Gro¨ßenbereich auf als der zuvor beschriebene. Dem Ru¨ckgang von einem in-
neren Moleku¨l bei n = 29 auf Null mit n = 30 folgt direkt der Anstieg auf zwei innen liegende
Moleku¨le ohne A¨nderung bis n = 34. Ob dieser Strukturu¨bergang hier bereits abgeschlossen
ist, la¨ßt sich allerdings erst dann beantworten, wenn einerseits in Hinblick auf die kubisch mit
der Clustergro¨ße skalierende zu investierende Rechenzeit die globalen Minima ab n = 30 weiter
untermauert und jenseits von n = 34 verla¨ßlichere Kandidaten fu¨r globale Minima vorliegen.
Jenseits von 34 Moleku¨len sind im Rahmen dieser Arbeit auch noch Optimierungsla¨ufe fu¨r deut-
lich gro¨ßere Cluster durchgefu¨hrt worden. Mit den Resultaten lassen sich obere Schranken fu¨r
die Energie des globalen TTM2-F-Minimums bis hin zu 105 Moleku¨len angeben. Insgesamt sind
mehr als 198000 Cluster aus diesen La¨ufen protokolliert. An geeigneter Stelle wird auf diese
Resultate zuru¨ckgegriffen.
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2.1.5 Allgemeine Klassifikationskriterien
Die detaillierte Beschreibung der globalen TTM2-F-Minimalstrukturen hat gezeigt, daß sich
durchaus eine gewisse Systematik oder auch ein Bildungsgesetz hinter den mit wachsender An-
zahl von Moleku¨len aufeinander folgenden Wasserclustern verbirgt. Zu kla¨ren bleibt noch, ob
Quantita¨ten, die die einzelnen globalen Minima als Ganzes charakterisieren, als Mittel geeignet
sind, um weitere Aussagen zu gewinnen. Gegebenenfalls sind auch Aussagen daru¨ber mo¨glich, wie
sich die einzelnen Strukturklassen (aus Kuben und/oder Pentaprismen bestehend, Ka¨figstruk-
turen) voneinander abgrenzen. Geeignete Gro¨ßen hierzu sind z.B. geometrischer Natur, wie die
Clusteroberfla¨che und das Clustervolumen. Daneben ist auch noch die Energie, bezogen auf
die jeweilige Clustergro¨ße, oder bezogen auf die Energie der zu einem Cluster gegebener Gro¨ße
beiderseits benachbarten Gro¨ßen (Stabilita¨tsfunktion) geeignet.
Wassercluster sind zwar dreidimensionale Gebilder, jedoch wachsen die globalen Minima fu¨r
n ≤ 16 quasi eindimensional, die folgenden geradzahligen bis n = 24 als quasi zweidimensionale
Strukturen. Alle Ka¨figstrukturen ko¨nnen als dreidimensional aufgefaßt werden, ihre Form ist in
erster Na¨herung spha¨risch oder die eines Ellipsoids (vgl. n = 29). Ein Volumen, das gleichma¨ßig
von Partikeln erfu¨llt ist, wa¨chst mit der dritten Potenz seiner charakteristischen Abmessungen,
das ist die Kantenla¨nge eines Kubus oder der Radius einer Spha¨re. Soll die Dichte konstant
bleiben, muß die Partikelanzahl proportional zur dritten Potenz der charakteristischen Abmes-
sung wachsen. Dies gilt sicher sowohl fu¨r einen Festko¨rper als auch fu¨r ein Fluid. Um die Frage
zu beantworten, ab welcher Gro¨ße ein Cluster die Eigenschaften des Kontinuums erreicht, wird
die fragliche Eigenschaft als Funktion der inversen Kubikwurzel der Clustergro¨ße n aufgetragen.
Mit Hilfe einer Ausgleichsgeraden la¨ßt sich auf den Kontinuumswert extrapolieren.
Kleinere Cluster sind mit Sicherheit zu klein, um die zuvor beschriebenen Bedingungen zu
erfu¨llen, denn sie weisen im Verha¨ltnis mehr Oberfla¨chenmoleku¨le auf, die gro¨ßeren sind sicher
nicht globale Minima, sondern eher relativ hoch gelegene lokale Minima der Potentialenergiehy-
perfla¨che. Auf welche Weise dies bei der Bestimmung der Ausgleichsgeraden zu beru¨cksichtigen
ist, soll im folgenden ermittelt werden. Als Referenz, die eine bessere Extrapolation zum Kon-
tinuumszustand hin erlaubt, sollen spha¨rische Ausschnitte aus zwei Modifikationen von Eis,
na¨mlich kubischem (Ic) und hexagonalen Eis (Ih) dienen. In beiden Modifikationen herrscht
sogenannte Protonenunordnung, d.h. die Moleku¨le sind nicht gleichartig, sondern zufa¨llig ori-
entiert. Es handelt sich dabei um Ausschnitte, die einer globalen Orientierungsoptimierung mit
anschließender lokaler Optimierung unterworfen worden sind (vgl. 5.2.2, S. 236).
Oberfla¨che und Volumen von Moleku¨len
Von Interesse sind die Oberfla¨che und das Volumen der Cluster in Hinblick auf die Frage, wie
die Raumerfu¨llung, die einerseits von der Packungsdichte der Moleku¨le und andererseits von de-
ren Orientierung abha¨ngt, mit der Clustergro¨ße variiert. Das Volumen und die Oberfla¨che eines
Moleku¨ls spielen eine entscheidende Rolle, z.B. bei Proteinen im Zusammenhang mit Struktur,
Funktion sowie Wechselwirkung. Beginnend mit den globalen Minimalstrukturen in Gestalt cla-
thratartiger Ka¨fige und in der Fortsetzung bei den lokalen Minima mit einer Anzahl von n = 35
Moleku¨len und daru¨ber la¨ßt sich daru¨ber spekulieren, ob ihr Verha¨ltnis von Oberfla¨che zu Vo-
lumen einem Minimalprinzip genu¨gt. Als Hauptschwierigkeit erweist sich die Definition dieser
beiden Gro¨ßen, na¨mlich Oberfla¨che und Volumen eines Moleku¨ls. Im Zusammenhang mit Was-
serclustern besteht das Problem u.a. in der Bewertung des Hohlraumes von Clathratstrukturen
und eventueller Einstu¨lpungen der Oberfla¨che großer Cluster. Eine Definition von Oberfla¨che
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und Volumen der Cluster ist nicht eindeutig. Die konvexe Hu¨lle eines Clusters als den von ihm
erfu¨llten Raumbereich anzunehmen, ist eine Mo¨glichkeit, doch ist sie zu grob, denn konkave
Bereiche der Clusteroberfla¨che sowie innere Oberfla¨chen hohler Strukturen und Leerra¨ume zwi-
schen den Moleku¨len werden dabei fa¨lschlicherweise mitberu¨cksichtigt.
In der Vergangenheit sind dazu mehrere verschiedene Ansa¨tze unternommen worden, die zuga¨ng-
liche Moleku¨loberfla¨che zu beschreiben. Die zuga¨ngliche Oberfla¨che (solvent accessible sur-
face) eines Atoms ist derjenige Teil der Oberfla¨che einer Spha¨re des Radius r, an dem das
Zentrum eines Lo¨sungsmittelmoleku¨ls in Kontakt mit diesem Atom platziert werden kann, ohne
ein anderes Atom des Moleku¨ls zu durchdringen Der Radius r ist gegeben durch die Summe
des Van-der-Waals-Radius des Atoms und dem Radius des Lo¨sungsmittelmoleku¨ls. Dabei ist
von einer Probespha¨re als Repra¨sentant eines Lo¨sungsmittels ausgegangen worden, das mit den
Atomen des Moleku¨ls, die als Spha¨ren mit entsprechendem Van-der-Waals-Radius angenommen
werden, in Kontakt gebracht wird [61].
Die molekulare Oberfla¨che (molecular surface) weicht in ihrer Definition davon ab [62]. Sie
setzt sich aus den Teilen der Van-der-Waals-Oberfla¨che zusammen, die tatsa¨chlich in Kontakt
mit der Probespha¨re kommen ko¨nnen sowie der reentrant surface (ablaufinvariante Oberfla¨che),
die aus denjenigen Fla¨chenstu¨cken besteht, die die Probespha¨re dem Moleku¨l zuwendet, wenn
sie gleichzeitig in Kontakt mit mehreren Atomen des Moleku¨ls ist. Die Kontaktoberfla¨che ist das
Minimalvolumen eines Moleku¨ls ist das Volumen, das von der Van-der-Waals-Oberfla¨che einge-
schlossen wird. Hier wird ebenfalls von einer Probespha¨re als Repra¨sentant des Lo¨sungsmittels
ausgegangen, das quasi u¨ber die Moleku¨loberfla¨che gerollt wird.
Beschreibungen der Berechnung der zuvor definierten molekularen Oberfla¨che und des moleku-
laren Volumens finden sich z.B. in [63; 64]. Dabei scheinen die Begriffe solvent accessible surface
und molecular surface nicht einheitlich verwendet zu werden, in [63] wird der Begriff molecular
surface als der allgemeinere Ausdruck verwendet.
Die Modellierung der Probespha¨ren bedarf hier einer Voru¨berlegung. Da hier die Wasserclu-
ster als vom Vakuum umgeben angenommen werden, liegt kein Lo¨sungsmittel vor. Selbst wenn
man die Probespha¨ren als Wassermoleku¨le auffaßte, wu¨rde die Berechnung ungenauer, denn die
Lo¨sungsmittelmoleku¨le sind dann deutlich gro¨ber modelliert als die Moleku¨le im Cluster. Die fol-
genden Betrachtungen sollen daher nur die Van-der-Waals-Oberfla¨che bzw. das Van-der-Waals-
Volumen der Wassercluster erfassen. In diesem Sinne ist dann der Radius der Probespha¨re Null.
Zur Berechnung von Oberfla¨che und Volumen der Wassercluster wurde das Programm ARVO
[65; 66] verwendet. Mit ARVO ist ein Programm in FORTRAN realisiert, das das Volumen
und die Oberfla¨che u¨berlappender Spha¨ren analytisch exakt berechnet. Dabei darf das Volumen
der Durchschnitte nicht mehrfach beru¨cksichtigt werden, und auch der Anteil der Oberfla¨che
einer Spha¨re, der innerhalb einer anderen Spha¨re liegt, tra¨gt nicht zur Oberfla¨che der gesamten
Anordnung bei. Die Gleichung, die den allgemeinen Fall dreier Spha¨ren beschreibt, gibt einen
Eindruck u¨ber die Anzahl der zu beru¨cksichtigenden Einzelrelationen:
V (S1 ∩ S2 ∩ S3) = V (S1 ∪ S2 ∪ S3)
− [V (S1 ∪ S2) + V (S2 ∪ S3) + V (S1 ∪ S3)]
+ [V (S1) + V (S2) + V (S3)]
Eine analoge Gleichung gilt fu¨r die Oberfla¨chen A, wobei einfach V durch A zu ersetzen ist. Ist
ein aus n Atomen bestehendes Moleku¨l M durch n Spha¨ren S1 . . . Sn, so ist M =
⋃n
i=1 Si. Dann
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gilt:
V (M) =
y
V (M)
dx dy dz =
x
O(M)
z dx dy =
n∑
i=1
x
Oi(M)
z dx dy
wobei V (M) das Volumen des Moleku¨ls bezeichnet. O(M) ist die Oberfla¨che von M und die
Oi(M) sind die Anteile der Oberfla¨chen Si, welche sich außerhalb aller benachbarter Spha¨ren
befinden. Das Volumen wird als Oberfla¨chenintegrale zweiter Art erfaßt. Mit Hilfe stereogra-
phischer Projektion lassen sich die Oberfla¨chenintegrale in eine Summe aus Doppelintegralen
u¨berfu¨hren, die wiederum auf Kurvenintegrale zuru¨ckgefu¨hrt werden.
Die Oberfla¨che des Moleku¨ls A(M) ergibt sich gema¨ß:
A(M) =
x
O(M)
|dσ| =
n∑
i=1
x
Oi(M)
|dσ| =
n∑
i=1
Ai
ARVO beru¨cksichtigt nicht ausdru¨cklich Kavita¨ten in Moleku¨len [65]. Was fu¨r große Moleku¨le
wie z.B. Proteine von Belang ist, spielt fu¨r die Wassercluster hier keine Rolle. Nicht so etwas
wie die solvent-accessible surface ist von Interesse als vielmehr der Anteil der Raumerfu¨llung der
Wassermoleku¨le eines Clusters. Bei der Berechnung von Volumen und Oberfla¨che der Wasserclu-
ster sind die Wasserstoff- und Sauerstoffatome als Spha¨ren mit dem jeweiligen Van-der-Waals-
Radius angenommen worden. Mithin ist das Resultat der Rechnungen im Sinne der vorangenann-
ten Definitionen die Van-der-Waals-Oberfla¨che und das Van-der-Waals-Volumen des jeweiligen
Clusters.
Volumen pro Moleku¨l bei TTM2-F-Wasserclustern
Unter Verwendung der Van-der-Waals-Radien des Wasserstoffs (1, 0 A˚), des Sauerstoffs (1, 4 A˚)
und dem OH-Gleichgewichtsabstand (TTM) von 0, 9572 A˚ ist das Eigenvolumen eines Wasser-
moleku¨ls durch drei Spha¨ren beschrieben, die sich teilweise durchdringen. Das Gesamtvolumen
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Abbildung 2.13: Volumen pro Moleku¨l in A˚3 als Funktion der Clustergro¨ße n. Links: globale
Minima, rechts: Ausschnitte aus Eis Ic
eines Clusters ergibt sich ist gema¨ß V =
⋃3n
i=1 Vi. Der Quotient aus Clustergro¨ße und Gesamt-
volumen kann als Maß fu¨r die Packungsdichte herangezogen werden. In Abb. 2.13 links ist das
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Eigenvolumen pro Moleku¨l als Funktion der Clustergro¨ße fu¨r die globalen Minima aufgetragen.
Die Extrapolation zum Kontinuumsfall hin ergibt im Falle der Beru¨cksichtigung von x ∈ [1, 40]
eine Ausgleichsgerade gema¨ß f(x) := 1, 25657 · x + 12, 8671 somit als asymptotischen Wert
fu¨r das Eigenvolumen 12, 87 A˚
3
pro Moleku¨l. Bei einer Einschra¨nkung auf das Gro¨ßenintervall
x ∈ [14, 37] resultiert eine Gerade der Form f(x) := 0, 968044 · x + 12, 967 entsprechend einem
Extrapolationswert von 12, 97 A˚
3
pro Moleku¨l. Dabei liegt das Eigenvolumen pro Moleku¨l zwi-
schen 14, 14 A˚
3
pro Moleku¨l fu¨r n = 1 und 13, 27 A˚
3
fu¨r n = 35, was einer relativen Differenz
von 7% entspricht. Im extrapolierten Kontinuumsfall betra¨gt der relative Unterschied zum Mo-
nomer 9%. Wie zu erwarten weichen die Werte fu¨r kleine n deutlich von dem linearen Trend
ab, denn alle Moleku¨le sind Teil der Clusteroberfla¨che, und zu einem gegebenen Moleku¨l gibt
es nur in einem beschra¨nkten Richtungsbereich Nachbarmoleku¨le, sodaß das Teilvolumen, das
innerhalb der Durchschnitte der Spha¨ren verschiedener Moleku¨le gelegen ist, im Vergleich zu
gro¨ßeren Clustern geringer ausfa¨llt.
Zum Vergleich nach Abb. 2.13 rechts ist das Eigenvolumen pro Moleku¨l als Funktion der Gro¨ße
global orientierungsoptimierter spha¨rischer Ausschnitte aus Eis Ic zu sehen. Die Ausgleichsge-
rade umfaßt den gesamten Gro¨ßenbereich 4 ≤ n ≤ 150 und genu¨gt der Gleichung f(x) :=
1, 16824 · x + 12, 9582 mit einem Wert von 12, 96 A˚
3
pro Moleku¨l. Eine auf dieselbe Weise ge-
wonnene Ausgleichsgerade fu¨r global orientierungsoptimierte spha¨rische Ausschnitte aus Eis Ih
entspricht der Funktionsgleichung f(x) := 1, 12418 · x+12, 9714 und 12, 97 A˚
3
pro Moleku¨l. Die
Differenz der fu¨r den Kontinuumszustand extrapolierten Werte der beiden Eismodifikationen ist
mit 0, 01 A˚
3
pro Moleku¨l nur marginal. Auf 12, 97 A˚
3
pro Moleku¨l gelangt auch die Extrapola-
tion der Clusterresultate mit dem eingeschra¨nkten Gro¨ßenintervall, wobei die Werte fu¨r kleine
Cluster deutlich von der Ausgleichsgeraden abweichen. Ohne diese Einschra¨nkung paßt die ent-
sprechende Ausgleichsgerade bei den kleinen Clustern, doch die Extrapolation n → ∞ liefert
ein schlechteres Resultat. Mithin ist davon auszugehen, daß die Resultate fu¨r kleine Cluster mit
n < 14 aber auch diejenigen großer Cluster, die mit hoher Wahrscheinlichkeit lediglich lokale
Minima darstellen, die Extrapolation maßgeblich beeinflussen. In den aus den beiden Eismo-
difikationen stammenden Extrapolationswerten ist die relative U¨bergewichtung kleiner Cluster
dadurch kompensiert, daß das Fitintervall wesentlich u¨ber einen Wert von n = 40 ausgedehnt
ist.
Verha¨ltnis von Clustervolumen zu -oberfla¨che bei TTM2-F-Wasserclustern
ARVO berechnet simultan zum Volumen auch die resultierende Gesamtoberfla¨che. Sie ist gege-
ben gema¨ß O =
⋃3n
i=1Oi. Der Auftragung gema¨ß Abb. 2.14 wird das Verha¨ltnis von Clustero-
berfla¨che zu Clustervolumen mit wachsender Clustergro¨ße geringer. Links ergibt eine Extrapo-
lation zum Kontinuumsfall bei Beru¨cksichtigung von x ∈ [1, 40] eine Ausgleichsgerade gema¨ß
f(x) := 0, 558579 ·x+1, 51253, also als Wert fu¨r den Kontinuumszustand 1, 51 A˚
−1
pro Moleku¨l.
Wird der Fitbereich eingeschra¨nkt auf x ∈ [14, 37], so folgt die Ausgleichsgerade der Funktion
f(x) := 0, 317141·x+1, 59666, entsprechen einem asymptotischen Kontinuumswert von 1, 60 A˚
−1
pro Moleku¨l. Der Wert fu¨r das Verha¨ltnis von Clusteroberfla¨che zu -volumen pro Moleku¨l liegt
hier zwischen 2, 09 A˚
−1
bei n = 1 und 1, 70 A˚
−1
bei n = 35, was einer relativen Differenz von 23%
entspricht, wa¨hrend der relative Unterschied zum Monomer bezogen auf den Extrapolationswert
31% betra¨gt.
Nach Abb. 2.13 rechts ist das Verha¨ltnis von Clusteroberfla¨che zu -volumen als Funktion der
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Abbildung 2.14: Verha¨ltnis von Clusteroberfla¨che zu -volumen in A˚−1 als Funktion der Cluster-
gro¨ße n. Links: globale Minima, rechts: Ausschnitte aus Eis Ic
Gro¨ße global orientierungsoptimierter spha¨rischer Ausschnitte aus Eis Ic zu sehen. Die Aus-
gleichsgerade umfaßt den gesamten Gro¨ßenbereich 4 ≤ n ≤ 150 und genu¨gt der Gleichung
f(x) := 0, 38866 · x + 1, 60244, also 1, 60 A˚
−1
pro Moleku¨l. Entsprechend kann wieder mit
den Ausschnitten aus Eis Ih verfahren werden. Dann gelangt man zu einem linearen Fit nach
f(x) := 0, 399264 ·x+1, 59866, ebenfalls 1, 60 A˚
−1
pro Moleku¨l. Zwischen den zum Kontinuums-
fall extrapolierten Werten der beiden Eismodifikationen besteht kein Unterschied, außerdem ist
er identisch mit dem extrapolierten Wert der Cluster bei eingeschra¨nktem Gro¨ßenintervall. Eine
deutliche Abweichung ist jedoch zum Extrapolationswert der Cluster bei Beru¨cksichtigung aller
Werte 1 ≤ n ≤ 40 fu¨r die Ausgleichsgerade zu verzeichnen. Wie auch zuvor beim Eigenvolu-
men kommt hier der Einfluß der kleinen Cluster und der großen lokalen Minimalstrukturen zum
Tragen.
Zusammenfassend ist zu bemerken, daß die Wassercluster mit wachsender Gro¨ße immer kompak-
ter werden, wie sich am sinkenden Wert des Volumens pro Moleku¨l ablesen la¨ßt. In a¨hnlichem
Maße muß auch die Oberfla¨che pro Moleku¨l geringer werden, sodaß es zu einer Abnahme des
Verha¨ltnisses von Clusteroberfla¨che zu Clustervolumen pro Moleku¨l von etwa 31% zwischen dem
Monomer und dem Kontinuumszustand kommt. Quantitativ sind diese Gro¨ßen noch von den
zugrundegelegten Van-der-Waals-Radien abha¨ngig. Qualitativ ist mit Sicherheit davon auszu-
gehen, daß die untersuchten Gro¨ßen mit wachsender Clustergro¨ße abnehmen. Schließlich stellt
sich ein Gleichgewicht zwischen der Raumerfu¨llung eines gegeben Volumens durch die Moleku¨le
und der Durchdringung der einzelnen Atome im Bild des Kalottenmodells ein.
Energie pro Moleku¨l
Die Energie pro Moleku¨l muß sich in Hinblick auf den Wert im Kontinuum mit wachsender
Clustergro¨ße einem festen Wert na¨hern. Tatsa¨chlich liefern beide Darstellungen in Abb. 2.15
eine sinkende Energie pro Moleku¨l mit zunehmender Clustergro¨ße und na¨hern sich asympto-
tisch einem Grenzwert, der dem des Kontinuums entspricht. Hier soll bewußt nicht auf einen
Vergleich mit den beiden zuvor verwendeten Eismodifikationen zuru¨ckgegriffen werden. Dies
soll vielmehr spa¨ter unter einem anderen Aspekt erfolgen. Stattdessen soll hier genauer unter-
sucht werden, wie sich verschiedene Fitvarianten auf den Extrapolationswert auswirken. Mit
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Abbildung 2.15: Energie pro Moleku¨l in kJ/mol als Funktion der Clustergro¨ße n.
Hilfe der linearen Na¨herung entsprechend der Auftragung der Energie pro Moleku¨l als Funkti-
on der inversen Kubikwurzel der Clustergro¨ße n gema¨ß Abb. 2.15 links ergibt die Fitfunktion
f(x) := 68, 8718 · x− 70, 0362 unter der Beru¨cksichtigung des gesamten Intervalls x ∈ [1, 40] in
der Extrapolation eine Energie von −70, 03 kJ/mol. Innerhalb des Fitintervalls ist die Qualita¨t
der Na¨herung sehr gut. Mit der Funktion f(x) := 49, 2816 · x− 63, 1755 erha¨lt man bei der Ex-
trapolation auf das Kontinuum einen Wert von −63, 18 kJ/mol , wobei der Fit auf x ∈ [14, 37]
eingeschra¨nkt ist. Unterhalb von n = 14 weichen die Werte von der so bestimmten Ausgleichs-
geraden deutlich ab. Zum Vergleich sollen Werte fu¨r die Eismodifikationen Ih und Ic unter Ver-
wendung des TIP4P-Potentials dienen. In [67] werden dazu −56, 3 kJ/mol bzw. −56, 5 kJ/mol
genannt. Sie basieren auf NPT-Molekulardynamik-Simulationen bei 5K. Zumindest eine U¨ber-
einstimmung in derselben Gro¨ßenordnung ist damit feststellbar.
Unternimmt man keine lineare Na¨herung, sondern eine nichtlineare, so ist das Resultat von den
Startwerten der zu optimierenden Parameter abha¨ngig; es handelt sich dabei ebenfalls um die
Bestimmung eines globalen Minimums. In Abb. 2.15 rechts sind drei verschiedene, nichtlineare
Na¨herungen gema¨ß f(x) := a · (x− b)−1/3 + c zu sehen (in kJ/mol):
f(x) := 38, 434 · (x− 3, 7292)−1/3 − 60, 2489
f(x) := 27, 9047 · (x− 4, 12623)−1/3 − 56, 2702
f(x) := 52, 2436 · (x− 1, 06682)−1/3 − 64, 3945
Die erste ist beschra¨nkt auf das Intervall x ∈ [14, 37] und na¨hert sich asymptotisch einem Wert
von −60, 25 kJ/mol, was dem zuvor erwa¨hnten Referenzwert deutlich na¨her kommt. Allerdings
u¨berscha¨tzt dieser Fit die Energie pro Moleku¨l fu¨r alle n jenseits von 25, und unterhalb von n = 5
ist er keine vernu¨nftige Na¨herung mehr. Der zweite Fit umfaßt das Intervall x ∈ [4, 40] und stellt
eine deutlich bessere Na¨herung fu¨r das gesamte Gro¨ßenintervall 5 ≤ n ≤ 40 dar. Er na¨hert sich
asymptotisch dem Wert −56, 27 kJ/mol. Damit liegt er na¨her als die linearen Na¨herungen bei
der vorangenannten Referenz. Schließlich umfaßt der dritte Fit das gesamte Gro¨ßenintervall
x ∈ [1, 40]. Er liefert die augenscheinlich beste Na¨herung einschließlich der kleinen Cluster, seine
waagerechte Asymptote befindet sich bei −64, 40 kJ/mol.
Anscheinend gibt es hier zwei schlecht miteinander zu vereinbarende Aussagen, die mit einem
Fit beantwortet werden ko¨nnen. Zum einen ist eine Ausgleichskurve zu finden, die mo¨glichst
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fu¨r den gesamten zugrundegelegten Gro¨ßenbereich einen guten Fit darstellt, zum anderen eine
Ausgleichskurve, die auch unter gewissen Zugesta¨ndnissen an die Gu¨ltigkeit des Fits innerhalb
des zugrundeliegenden Gro¨ßenbereiches eine engere Anna¨herung an den Wert des Kontinuums-
zustandes gewa¨hrleistet. Die Ausgleichskurven, die den gesamten Gro¨ßenbereich beru¨cksichtigen
und innerhalb dieses Bereiches fu¨r alle Werte einen guten Fit darstellen, unterscha¨tzen den Kon-
tinuumswert deutlich. Es ist davon auszugehen, daß die Auswahl des Gro¨ßenintervalls fu¨r die
Ausgleichskurve stark die Extrapolation beeinflußt. In einer sehr konservativen Sichtweise der
Daten sind alle Resultate fu¨r n ≥ 30 lediglich als lokale Minima einzustufen. Damit stellen
aber diese Energien immerhin noch eine obere Schranke fu¨r die jeweilige Gro¨ße n dar. Gleich-
falls sind die Quotienten aus Energie und Clustergro¨ße obere Schranken. Andererseits weichen
entsprechend Abb. 2.15 links die Werte fu¨r kleine Cluster mit n < 14 deutlich von einem linea-
ren Trend ab. Kleine Cluster weisen eine im Verha¨ltnis zum Volumen gro¨ßere Oberfla¨che auf,
womit sich diese Abweichung begru¨nden la¨ßt. Um dennoch eine Ausgleichskurve zu erzeugen,
die allen Clustergro¨ßen gerecht wird, kann z.B. eine unterschiedliche Gewichtung der einzelnen
Gro¨ßen n erfolgen. Allerdings ist gerade die entsprechende Gewichtungsfunktion unbekannt und
so kann a priori nicht beantwortet werden, welche Variante die bessere Lo¨sung darstellt. Schließ-
lich kann aber auch das Gro¨ßenintervall selbst eingeschra¨nkt werden, um zu einem anderen Fit
zu gelangen.
Dies ist im vorliegenden Fall durch einen nichtlinearen Fit eingeschra¨nkt auf den Gro¨ßenbereich
4 ≤ n ≤ 40 gelungen. Idealerweise wird ein Fit beiden Bedingungen gerecht. Im Hinblick darauf
fehlen Werte fu¨r globale Minima jenseits von n = 40, die das relative U¨bergewicht der kleinen
Cluster kompensieren bzw. Werte fu¨r Clustergro¨ßen, denen eindeutig schon Kontinuumseigen-
schaften zukommen, wie z.B. das Vorhandensein von eisartigen Bereichen. Anderenfalls ha¨ngt
die Qualita¨t eines Fits immer von der Fragestellung ab. Hier kann jedoch mindestens konstatiert
werden, daß sich die Energie pro Moleku¨l einem endlichen Wert anna¨hert, der sich nicht nur in
derselben Gro¨ßenordnung wie der Referenzwert befindet, sondern bei einer Einschra¨nkung des
Fitintervalls diesen auch gut reproduziert. Mit den dort eingehenden Clustergro¨ßen bis n = 40
ist der Bereich des Kontinuums allerdings bei weitem noch nicht erreicht.
Stabilita¨tsfunktion – Magische Zahlen
Stabilita¨t von Clustern ist ein durchaus mehrdeutiger Begriff. Bezogen auf die Abfolge der glo-
balen Minima ist dies verbunden mit dem U¨bergang zwischen Clustern verschiedener Anzahl
von Moleku¨len. Durch Verdampfen einzelner Moleku¨le kann der U¨bergang einer Clustergro¨ße
zur na¨chstkleineren beschrieben werden. Andererseits gibt es auch eine Stabilita¨t einer Clu-
sterstruktur fester Gro¨ße n gegenu¨ber Isomerisation, d.h. der A¨nderung des Sauerstoffgeru¨stes.
Hier soll zuna¨chst die Stabilita¨t in ihrer Gro¨ße benachbarter globaler Minima betrachtet wer-
den. Eingedenk der in dieser Arbeit verwendeten Optimierungsstrategie kann fu¨r die bei sol-
chen U¨berga¨ngen stattfindenden Prozesse im Hinblick auf den Reaktionsweg keine Aussage ge-
wonnen werden. Als Maß fu¨r diese Stabilita¨t wird die Stabilita¨tsfunktion En−1 + En+1 − 2En
(Abb. 2.16), die die Energie einer Clustergro¨ße n mit der der ihr benachbarten Gro¨ßen n − 1
und n + 1 vergleicht [68]. Die A¨nderung einer Anzahl von Clustern Nn einer Gro¨ße n wird
hervorgerufen durch die Verdampfung eines Moleku¨ls von Clustern der Gro¨ße n und n + 1:
96
∆Nn ∼ Nn+1Wn+1→n −NnWn→n−1, wobei fu¨r die Verdampfungswahrscheinlichkeiten gilt:
Wn+1→n ∼ e
−(En+E1−En+1)/kT und
Wn−1→n ∼ e
−(En−1+E1−En)/kT
Bezeichnet T die Temperatur des Clusters folgt mit E1 = 0 daraus:
∆Nn ∼ Nn+1e
−(En−En+1)/kT
(
1−
Nn
Nn+1
e−(En−1−2En+En+1)/kT
)
(2.5)
Das Argument der Exponentialfunktion im eingeklammerten Term entha¨lt gerade die Stabilita¨ts-
funktion. Ist sie positiv, wird ∆Nn kleiner, d.h. die Anzahl der Cluster der Gro¨ße n wird die
der benachbarten Gro¨ßen u¨berwiegen. Dieser Ansatz ist zwar in Verbindung mit Lennard-Jones-
Clustern gemacht worden, doch geht an keiner Stelle eine Eigenschaft dieses Potentials ein, sodaß
einer Anwendung auf neutrale Wassercluster nichts widerspricht. Anschaulich ist ein Maximum
bei einer gewissen Gro¨ße n zu interpretieren als energetischer Vorteil der entsprechenden Clu-
sterstruktur gegenu¨ber der linearen Interpolation zwischen den Clustern benachbarter Gro¨ße.
Solcher Clustergro¨ße, die mit einem Maximum der Stabilita¨tsfunktion einhergeht, wird u¨bli-
cherweise der Status einer Magischen Zahl zuerkannt. Mit Ausnahme der beiden deutlichen
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Abbildung 2.16: Stabilita¨tsfunktion: En−1 + En+1 − 2En in kJ/mol als Funktion der Cluster-
gro¨ße n.
Spitzen bei n = 8 und n = 12 sind bei anderen Clustergro¨ßen keine vergleichbar deutlichen
Maxima zu sehen. Allerdings ist bei n = 21 ein U¨bergang von geradzahligen zu ungeradzahligen
Gro¨ßen zu verzeichnen. Zwischen n = 7 und n = 21 sind die geradzahligen Cluster nach dieser
Darstellung stets als stabiler denn ihre ungeradzahligen Nachbarn einzustufen. Im Bereich von
n = 21 bis n = 31 kehrt sich diese Eigenschaft um, hier sind die ungeradzahligen Cluster stabiler
als ihre geradzahligen Nachbarn. Im Hinblick auf die in den entsprechenden Gro¨ßenbereichen
vorliegenden Strukturen schneiden die ungeradzahligen Clustergro¨ßen n = 7, 11, 13 mit ihren
kantenu¨berbru¨ckenden Moleku¨len unterdurchschnittlich schlecht ab. Desgleichen ist die Stabi-
lita¨t der reinen clathratartigen Ka¨figstrukturen n = 17, 19 auffallend gering im Vergleich zu den
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beiden jeweils benachbarten, geradzahligen globalen Minimalstrukturen. Die Stabilita¨tsfunktion
hat bei n = 21 etwa den Wert Null, was das globale Minimum des 21mers als weniger auffa¨llig
erscheinen la¨ßt, als es seine geometrische Gestalt vermuten la¨ßt. Zwischen n = 21 und n = 25
sind umgekehrt die geordneten Strukturen aus Kuben und Pentaprismen weniger stabil als die zu
ihnen benachbarten ungeradzahligen Strukturen. Der Verlauf der Stabilita¨tsfunktion zwischen
n = 25 und n = 29 ergibt eine ho¨here Stabilita¨t fu¨r diese beiden Randwerte als deren jeweilige
Nachbarn. Die Cluster der Gro¨ßen n = 26 und n = 27 zeichnen sich dadurch aus, daß die Sta-
bilita¨tsfunktion hier praktisch verschwindet. Eine Interpretation des Funktionsverlaufes jenseits
von n = 29 soll unterbleiben, denn ob der Strukturu¨bergang zu zwei inneren Moleku¨len mit
n = 34 abgeschlossen ist, ist nicht zu entscheiden, und die noch gro¨ßeren Cluster sind eher als
tiefliegende lokale Minima einzustufen. Zusammenfassend sind lediglich zwei signifikante Maxi-
ma der Stabilita¨tsfunktion, jenes bei n = 8 und das andere bei n = 12 augenscheinlich. Ersterem
liegt ein einfacher Kubus, letzterem eine Struktur aus zwei fla¨chenverknu¨pften Kuben zugrunde.
Hieraus eine allgemeingu¨ltige Aussage u¨ber den Zusammenhang zwischen den Maxima der Sta-
bilita¨tsfunktion und der geometrischen Gestalt des globalen Minimums einer Gro¨ße n ableiten zu
wollen ist schlechterdings unmo¨glich. Es bleibt offen, ob nicht bei gro¨ßeren n signifikante Maxima
zu finden sind. Weiter unten wird noch einmal das Pha¨nomen Magischer Zahlen im Zusammen-
hang massenspektroskopischer Untersuchungen von Wasserclustern aus U¨berschalldu¨senstrahlen
diskutiert (2.1.6, S. 99).
Moleku¨ltypen und Clustergro¨ße
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Abbildung 2.17: Relative Ha¨ufigkeit der Moleku¨le bezu¨glich ihrer Donator/Akzeptorkonfigura-
tion als Funktion der Clustergro¨ße
Bei der Beschreibung der einzelnen globalen Minimalstrukturen wurde schon deutlich, daß kan-
tenu¨berbru¨ckende Moleku¨le kein Strukturmerkmal darstellen, das jenseits von n = 13 wie-
derkehrt. DA-Moleku¨le mit ihren nur zwei Wasserstoffbru¨cken werden also vermieden, wenn
es mo¨glich ist. Anhand der relativen Ha¨ufigkeitsverteilung der nach ihrer Donator-/Akzeptor-
konfiguration aufgeschlu¨sselten Moleku¨le (Abb. 2.17) ist dies in einer U¨bersicht noch einmal
zusammengefaßt. Die Ringstrukturen zwischen n = 3 und n = 5 bestehen ausnahmslos aus
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DA-Moleku¨len. Im Hexamer befinden sich DA-, DAA- und DDA-Moleku¨le jeweils zu gleichen
Teilen. Zwischen n = 7 und n = 14 weisen nur die ungeradzahligen globalen Minimalstrukturen
DA-Moleku¨le auf. In der Regel sind im gezeigten Gro¨ßenintervall die DAA- und DDA-Moleku¨le
in gleicher Anzahl enthalten. Vier Ausnahmen sind mit n = 17, 21, 26 und 28 gegeben. In den
beiden letztgenannten Clustern treten fu¨nffach koordinierte Moleku¨le vom DDDAA-Typ auf.
Es fa¨llt noch das relative U¨bergewicht der DDAA-Moleku¨le auf, wo die entsprechende Mini-
malstruktur aus Kuben und/oder Pentaprismen besteht (n = 16, 18, 20, 22, 24) sowie bei den
Strukturen mit n = 25, 27, 28, 29, die clathratartige Ka¨fige enthalten.
2.1.6 Experimentelle Methoden – Magische Zahlen
In einer Reihe von Arbeiten werden Wassercluster im Hinblick auf Gro¨ße und Struktur un-
tersucht. Dabei lassen sich diese in zwei Gruppen unterteilen. Experimentelle und theoreti-
sche Untersuchungen geladener Cluster, sei es in Gestalt von H+(H2O)n oder in Gestalt von
Alkalikationen-Mikrosolvatationsclustern. In diesem Zusammenhang treten in den experimen-
tellen Untersuchungen wiederkehrend Cluster bestimmter Gro¨ßen mit besonders hoher Anzahl
im Vergleich zu benachbarten Gro¨ßen auf. Sie werden als besonders stabil interpretiert und daher
die Anzahl der in ihnen enthaltenen Moleku¨le als Magische Zahlen bezeichnet. Andere Arbeiten
enthalten Resultate (z.B. Infrarotspektren) neutraler Wassercluster sogar bis hin zu solchen, die
sich auf gro¨ßenselektive Darstellung der Cluster stu¨tzen. Zu bewerten sind hier diese Verfahren
in bezug auf Relevanz fu¨r die in dieser Arbeit vorgelegten Wassercluster und der experimentellen
Zuga¨nglichkeit dieser Cluster.
Geladene Cluster
Mit der Mo¨glichkeit der Erzeugung von Wasserclustern stellt sich unmittelbar die Frage nach
deren Gro¨ße und Gestalt. Zur Gro¨ßenselektion ist in vielen Fa¨llen ein Massenspektrometer ver-
wendet worden. Zum Nachweis ist es jedoch dabei erforderlich, die Cluster zu ionisieren oder
Wassermoleku¨le sich an (H3O)
+ anlagern zu lassen und so Wassercluster zu erzeugen. Aus
Auffa¨lligkeiten in der so gemessenen Ha¨ufigkeitsverteilung der verschiedenen Clustergro¨ßen wur-
den Ru¨ckschlu¨sse auf deren Gestalt unternommen [69–75]. Der Begriff der Magischen Zahl fu¨r
jene Clustergro¨ßen, die besonders ha¨ufig auftreten, ist an dieser Stelle eingefu¨hrt worden. Searcy
et al. [69] berichten u¨ber das Entstehen von Wasserclustern an (H3O)
+-Ionen in einer Umge-
bung aus feuchtem Argon bzw. feuchtem Helium fu¨r H+(H2O)n bis zu n = 28. Der Aufbau des
Experimentes ist dreistufig. An die Clusterquelle schließt sich eine Kammer an, in der die Clu-
ster zusammen mit einem Tra¨gergas als U¨berschalldu¨senstrahl eintreten. Die dabei auftretende
adiabatische Ku¨hlung bewirkt eine U¨bersa¨ttigung des Wasserdampfes im Du¨senstrahl, dabei
ko¨nnen die Wassercluster weitere Moleku¨le anlagern und wachsen. Schließlich erfolgt die De-
tektion in einem Quadrupolmassenspektrometer. Vor dem Durchgang durch die U¨berschalldu¨se
sorgt eine Koronaentladung fu¨r die Ionisierung der Cluster. Positive Ionen, die bei Entladungen
in feuchter Luft oder Argon entstehen, erzeugen schnell H+(H2O)n mit verschiedenem n in einer
Reihe von molekularen Reaktionen, a¨hnliches gilt auch fu¨r Helium. Die Wachstumsrate ist dabei
proportional zum Quadrat des Druckes und verla¨uft gema¨ß der folgenden Reaktion
H2O+H
+(H2O)n +M = H
+(H2O)n+1 +M
wobei M z.B. Helium bezeichnet.
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Wegen eines auffallenden Intensita¨tsmaximums in der Clusterverteilung bei n = 21 entsprechend
H+(H2O)21 wird unter der Annahme einer dodekaedrischen Anordnung, die ein einzelnes Was-
sermoleku¨l umschließt, die besondere Stabilita¨t dieser Clustergro¨ße betont. Eine entsprechende
Beobachtung eines Intensita¨tsmaximum in der Clusterverteilung wird auch von Lin in [70] be-
richtet. Die Experimente von Searcy et al. [69] sowie Lin [70] unterscheiden sich prinzipiell in
der Reihenfolge von Ionisation und Clusterwachstum. Erstere erzeugen Cluster um H+(H2O)-
Ionen herum, wa¨hrend letztere die Cluster nach ihrer Entstehung ionisieren. Speziell bedeutet
dies im Aufbau des Experimentes keine Ionisation vor dem Durchtritt durch die U¨berschalldu¨se.
Insofern geht das letztere Experiment zwar von neutralen Clustern aus, detektiert aber gelade-
ne. Eine Aussage u¨ber die Stabilita¨t einer bestimmten Gro¨ße neutraler Cluster im Vergleich zu
anderen Gro¨ßen ist allerdings nur dann legitim, wenn die Ionisation keinen wesentlichen Einfluß
auf das Clusterwachstum oder den Clusterzerfall nimmt, d.h. die Zeit zwischen Ionisation und
Detektion muß hinreichend kurz sein.
Zwar sind die Verteilungen der Cluster in den beiden Experimenten auf verschiedene Ursachen
zuru¨ckzufu¨hren: Die Daten von Searcy et al. sind charakteristisch fu¨r eine Gleichgewichtsver-
teilung der Clustergro¨ßen, die von einer Clusterbildung an einem Ion ausgeht. Jene von Lin
gehen zuru¨ck auf eine Gleichgewichtsverteilung der Clustergro¨ßen entsprechend einer homoge-
nen Keimbildung, d.h. global fa¨llt sie ab wie eine Exponentialfunktion mit wachsender Cluster-
gro¨ße. Dennoch befindet sich ein auffa¨lliges Maximum in beiden Fa¨llen mit n = 21 an derselben
Stelle. Die Clustergro¨ße n = 21 ist interpretierbar als eingefrorener U¨bergangszustand, der be-
sonders stabil sowohl gegenu¨ber Wachstums als auch Zerfallsprozessen ist. Ursa¨chlich fu¨r den
Clusterzerfall ko¨nnen intermolekulare Vibrationen sein, d.h. Streck- und Biegeschwingungen der
OH-Bindungen und damit der Wasserstoffbru¨cken. Eine konstruktive Interferenz der Normalm-
oden kann das Aufbrechen der Wasserstoffbru¨ckenbindungen bewirken, wodurch Moleku¨le den
Verband verlassen ko¨nnen [71; 72]. Cluster mit mehr als 21 Moleku¨len ko¨nnten leicht zerfallen,
wenn sie Wassermonomere enthalten, die nur u¨ber eine Wasserstoffbru¨ckenbindung mit dem
Cluster in Verbindung stehen. Damit besteht das Ha¨ufigkeitsmaximum bei n = 21 aus den Clu-
stern, die in der u¨bersa¨ttigten Region gebildet wurden und jenen, die als Zerfallsprodukte aus
gro¨ßeren Clustern hervorgegangen sind [71]. Dieser Schluß ist selbst ohne Kenntnis der Struktur
von Wasserclustern mit mehr als 20 Moleku¨len von sehr weitreichender Konsequenz. Zum einen
basiert er auf der Annahme der dodekaedrischen Clathratstruktur des 21mers und andererseits
darauf, daß gro¨ßere Cluster wegen ihrer Struktur zu schnellerem Zerfall neigen.
Da die Abweichungen in der Gro¨ßenverteilung von H+(H2O)n-Ionen sowohl in Experimenten mit
Clusterbildung an Ionen als auch solchen mit neutralen Clustern in denselben Gro¨ßen beobachtet
werden, spricht der Vergleich der Experimente von Lin und Searcy et al. fu¨r schnelle ionische
Formationsprozesse bei der Bildung des besonders stabilen 21mers in beiden Experimenten.
Holland und Castlemann [73] weisen dazu explizit darauf hin, daß selbst mit verbleibender
Energie aus einer Elektronenstoßionisation wie im Experiment von Lin schwer nachzuvollziehen
ist, wie die Formation einer solchen Ka¨figstruktur allein durch Umordnungsvorga¨nge innerhalb
von Mikrosekunden ablaufen kann.
Hermann et al. beschreiben in [74] die Bildung von (H2O)n mit n ≤ 40. Das Experiment
vereint wiederum U¨berschalldu¨senstrahlexpansion neutraler Cluster mit daran anschließender
Elektronenstoßionisation vor dem Eintritt in das Massenspektrometer. Wegen mo¨glicher Clu-
sterfragmentation und Unterschieden im Ionisationswirkungsquerschnitt wird explizit betont,
daß es nicht unbedingt mo¨glich ist, die Konzentration der neutralen Cluster aus der Konzen-
tration der geladenen abzuleiten. Die Strukturen, die nach der Ionisation als H+(H2O)n mit
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n = 21, 26, 28, 30 vorliegen, weisen mitunter signifikante Maxima in der Ha¨ufigkeitsverteilung
auf, d.h. die Ha¨ufigkeit benachbarter Cluster, die sich um ein Moleku¨l vom jeweils betrachte-
ten unterscheiden, ist geringer. Dabei ha¨ngt die Clustergro¨ßenverteilung von einer Reihe von
Parametern ab: Expansionscharakteristik der Quelle, Anlagerungs- und Zerfallskinetik sowie
Ionisations- und Dissoziationsprozessen im Detektor. Wachstum und Zerfall der Wassercluster
sind verbunden mit ihrer Temperatur.
Die Resultate sprechen dafu¨r, daß kleine Cluster im Du¨senstrahl wachsen, bis sie vibronisch heiß
werden. Ein Eintrag von Energie erfolgt bei jeder Anlagerung von Wassermoleku¨len an einen
vorhandenen Cluster oder auch durch innere Umlagerung, d.h. Isomerisation. Aufgrund von
Dreiko¨rpersto¨ßen mit dem Tra¨gergas (z.B. He, Ar) erfolgt eine Ku¨hlung. Falls weitere Ku¨hlungs-
kollisionen unterbleiben, zerfallen die Cluster wieder unimolekular. Stabil sind die Cluster dann,
wenn ihre Lebensdauer gro¨ßer ist als die Zeit zwischen zwei Sto¨ßen [75]. Die Clustergro¨ßen
n = 21, 26, 28, 30 stellen sich als weitestgehend unabha¨ngig von den Expansionsbedingungen
dar. Sie werden als Clathratstrukturen interpretiert. Unter Betonung der Verzerrung der Cla-
thratstrukturen liegt das 21mer als Dodekaeder mit einem inneren neutralen Moleku¨l vor, und
das Exzeßproton befindet sich an der Ka¨figoberfla¨che. Das 26mer entspricht einem Tetrakaide-
kaeder, d.h. einem 51262 Ka¨fig mit zwei innenliegenden Wassermoleku¨len. Die Mo¨glichkeit, im
51262 Ka¨fig ein oder zwei Moleku¨le unterbringen zu ko¨nnen, ist als Argument angefu¨hrt worden,
daß das Maximum in der Ha¨ufigkeitsverteilung an dieser Stelle deutlich schwa¨cher ausgepra¨gt
ist als die anderen. Anschließend ist das 28mer ein 51263-Ka¨fig und das 30mer ein 51269-Ka¨fig,
beide mit jeweils zwei inneren Moleku¨len [74; 75]. Die Anzahl der oberfla¨chlichen Facetten be-
tra¨gt 15 fu¨r das 28mer und 21 fu¨r das 30mer, entspricht damit nicht den Ka¨figen, die neben dem
fu¨nfeckigen Dodekaeder und dem Tetrakaidekaeder in den natu¨rlichen Clathraten [52] auftreten.
In einer theoretischen Arbeit von Holland und Castleman [73] werden die Clathratstrukturen
der Typen 20+1, 24+2, 26+2 und 28+2, wobei die erste Zahl die Anzahl der Moleku¨le des Ka¨figs
und die zweite die Anzahl der inneren Moleku¨le beschreibt, in ihrer Gestalt als bald spha¨risch
bald abgeplattet beschrieben. Wa¨hrend das erst- und das letztgenannte Clathrat eine spha¨rische
Struktur haben, ist dasjenige entsprechend 24+2 leicht und das gema¨ß 26+2 deutlich abgeplattet.
Ferner ergaben Computersimulationen zum H+(H2O)21-Clathrat keine Bevorzugung eines der 20
Moleku¨le, die den Ka¨fig bilden, durch das Exzeßproton. Das innere Moleku¨l war als ungebunden
innerhalb des Ka¨figs angenommen worden.
Schließlich wird von Schulz et al. im Zusammenhang mit Alkalikationen-Mikrohydrationsclustern
das Pha¨nomen Magischer Zahlen wieder aufgegriffen [59]. Als gemeinsames Merkmal Magischer
Clustergro¨ßen ist dort das zahlenma¨ßige Gleichgewicht zwischen DDA- und DAA-Moleku¨len bei
gerader Anzahl von Wassermoleku¨len beobachtet worden, bei gleichzeitiger Abwesenheit von
Moleku¨len mit weniger als drei Wasserstoffbru¨ckenbindungen. Fu¨r Cs+ als Zentralion stimmt dies
mit der experimentellen Beobachtung Magischer Zahlen bei n = 18, 20, 22, 24 in [76] u¨berein. Der
Fall mit Na+ als Zentralion genu¨gt zwar bei n = 14 dem Gleichgewicht der Moleku¨ltypen, jedoch
sind keine Magischen Zahlen fu¨r dieses Zentralion bekannt, und dies ist die einzige Ausnahme.
Betrachtet man exemplarisch die in diesen beiden Arbeiten pra¨sentierten Dodekaederstrukturen
fu¨r Cs+(H2O)20, fa¨llt die starke Verzerrung des Ka¨figs in [59] gegenu¨ber [76] auf. Bei endlicher
Temperatur sind sowohl der Ka¨fig als auch das Zentralion in thermischer Bewegung, sodaß die
hochsymmetrische Dodekaederstruktur mit dem Ion in dessen Zentrum eine stark idealisierte
Modellvorstellung ist.
Zusammenfassend lassen sich bei geladenen Clustern (sei es mit H3O
+ Beteiligung oder Alkalika-
tionen) viele Cluster als mit Magischen Zahlen in Verbindung stehend konstatieren. Was speziell
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das 21mer betrifft, kann aus der Stabilita¨tsfunktion (vgl. 2.16, S. 97) keine besondere Stabilita¨t
dieser Gro¨ße abgeleitet werden. Nimmt man aus den Arbeiten u¨ber protonierte Wassercluster je-
ne heraus, die auf die Erzeugung neutraler Cluster mit anschließender Ionisierung setzen, bleiben
noch Einwa¨nde ob der Aussagekraft der Ha¨ufigkeitsverteilung der neutralen Cluster im Hinblick
auf den Einfluß der Ionisation auf die Clustergro¨ße. Daru¨berhinaus fu¨hren die zugrundeliegenden
Experimente zwar zu einer massenspektroskopischen Gro¨ßenselektion, doch existieren innerhalb
einer Clustergro¨ße bei endlicher Temperatur eine ganze Reihe von Struktur- und Orientierungs-
isomeren. Im Falle des 21mers sind eine Reihe tiefliegender lokaler TTM2-F-Minima ebenfalls
Mitglieder der Strukturfamilie, die vom Sauerstoffgeru¨st des globalen Minimums ausgeht; die
Prognose des dodekaedrischen Clathrates kann aus diesem Grunde zutreffen. Welche Rolle im
Experiment die Strukturisomere spielen, die keine Clathratgestalt besitzen, la¨ßt sich an dieser
Stelle nicht beantworten. Interessant wa¨re in diesem Zusammenhang herauszufinden, ob sich
durch geeignete Wahl der experimentellen Parameter zwar keine Gro¨ßenselektion, dann aber
wenigstens die Erzeugung der globalen Minimalstrukturen forcieren lassen ko¨nnte, sodaß der
Einfluß von Strukturisomerie beim Zerfall der Cluster ausgeschaltet wa¨re.
Der Vergleich zwischen den Strukturen protonierter und neutraler Cluster derselben Gro¨ße ist
eher schlecht geeignet, strukturelle Aussagen der einen Gruppe auf die andere zu u¨bertragen.
Deutlich wird dies im direkten Vergleich der globalen Minimalstrukturen, die von Wales und
Hodges zwischen n = 2 und 21 sowohl unprotoniert (TIP4P-Potential) als auch protoniert
(KJ(H3O
+)-Potential) vorliegen [11; 77]. Die qualitativen Unterschiede sind erheblich.
Neutrale Cluster
In bezug auf die vorliegende Arbeit sind Untersuchungen neutraler Wassercluster sicherlich eher
geeignet, die TTM2-F-Minimalstrukturen mit experimentellen Resultaten zu vergleichen. Aller-
dings geben die Vergleiche zwischen den Minimalstrukturen einer festen Clustergro¨ße und deren
berechnete Infrarotspektren Anlaß zu der Vermutung, daß selbst ein gro¨ßenselektives experi-
mentelles Verfahren noch nicht hinreicht. Die Identifikation von Strukturen allein anhand ihrer
gemessenen Infrarotspektren hat zu beru¨cksichtigen, daß bei endlicher Temperatur sowohl Ori-
entierungsisomere einer Strukturfamilie als auch Strukturisomere vorhanden sind. Das Spektrum
dieser Probe ist dann eine Superposition der einzelnen Spektren.
Im Hinblick auf gro¨ßenselektive Untersuchungen neutraler Wassercluster berichten Buch et al.
von FTIR-Untersuchungen an Eispartikeln mit Durchmessern zwischen 1 und 5nm entsprechend
∼ 20− 2000 Moleku¨len [78]. Dabei entstanden die Cluster in einem U¨berschalldu¨senstrahl. Die
Entstehung der Cluster wird durch zwei Faktoren beeinflußt. Zuna¨chst eine hohe Keimbildungs-
rate aufgrund starker U¨bersa¨ttigung des Wasserdampfes im Tra¨gergas. Dies wird durch eine
mo¨glichst hohe Kollisionsku¨hlungsrate erreicht. Eine geringe Wasserdampfdichte begrenzt das
Wachstum der Keime. Als Resultat liegen die Cluster in einer log-Normalverteilung vor. Die
mittlere Clustergro¨ße wird beeinflußt durch verschiedene Parameter: kleine Cluster entstehen
bevorzugt bei niedrigeren Zelltemperaturen (schnellere Keimbildung, geringeres Tendenz zur
Ostwald-Reifung), Verminderung des Wasseranteils im gasfo¨rmigen Gemisches, das durch die
U¨berschalldu¨se in die Meßzelle stro¨mt, geringen Druck in der Zelle sowie die Verwendung von
He als Tra¨gergas. Eine Bestimmung der mittleren Clustergro¨ße erfolgt indirekt aus den gemesse-
nen und dem Vergleich mit berechneten Spektren: Die OH-Streckschwingungsspektren enthalten
zwei Frequenzba¨nder, von denen eines den freien OH-Bindungen und das andere den an einer
Wasserstoffbru¨cke beteiligten OH-Bindungen hervorgerufen wird. Das Verha¨ltnis der integrier-
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ten Intensita¨ten der beiden Frequenzba¨nder nimmt mit der Clustergro¨ße ab. Hier wird es zur
Abscha¨tzung der Clustergro¨ße verwendet. Adsorbiertes N2, das in Spuren im Probengas ent-
halten ist, beeinflußt die Intensita¨t im Frequenzband der freien OH-Bindungen und muß auch
beru¨cksichtigt werden. Auch wenn die pra¨sentierten Spektren mittleren Clustergro¨ßen zugeord-
net werden konnten, bleibt noch eine endliche Breite der Verteilung, so daß das beschriebene
Verfahren zwar eine Eingrenzung auf wenige Spezies sicherstellt, aber keine scharfe Selektion
einer einzelnen gestattet.
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Abbildung 2.18: Experimentvarianten zur Messung gro¨ßenselektiver Infrarotspektren neutraler
Wassercluster mittels Verarmungsspektroskopie nach Buck und Huisken [79].
Eine tatsa¨chlich gro¨ßenselektive Untersuchungsmethode beschreiben Buck et al. in [79]. Das Prin-
zip basiert auf gekreuzten Molekularstrahlen und Verarmungsspektroskopie. Ein Strahl entha¨lt
dabei die Wassercluster, der andere trifft senkrecht darauf und besteht z.B. aus He-Atomen.
Elastische Sto¨ße der He-Atome mit den Wasserclustern bewirken die laterale Ablenkung der
letzteren. Da die Geschwindigkeiten der Wassercluster vor dem Stoß in etwa identisch sind, ist
die laterale Geschwindigkeit und damit die Ablenkung um so kleiner, je gro¨ßer die Clustermasse
ist.
Die schematische Darstellung des Experimentes in Abb. 2.18 zeigt zwei mo¨gliche Varianten,
die sich in der Anordnung des Lasers (gekennzeichnet als hν) unterscheiden und darin, ob die
Cluster- und die Heliumquelle bei ortsfestem Detektor um das Streuzentrum gedreht werden
ko¨nnen (Abb. 2.18 links) oder der Detektor um das Streuzentrum drehbar gelagert ist, wa¨hrend
die beiden Strahlquellen feststehen (Abb. 2.18 rechts). Neutrale Wassercluster sind mit diesen
Anordnungen im Gro¨ßenbereich von n = 2 − 10 gro¨ßenselektiv untersucht worden, indem In-
frarotspektren im Frequenzbereich der OH-Streckschwingungen aufgenommen worden sind. In
beiden Anordnungen interagieren die Cluster mit dem Laserstrahl, was zu deren Dissoziation
fu¨hrt. Im Aufbau links interagieren gro¨ßenselektierte gestreute Cluster mit der Laserstrahlung.
Die Wahl des passenden Ablenkungswinkels fu¨r eine Gro¨ße n bewirkt Interaktion mit den Clu-
stern der Gro¨ßen k ≤ n. Sofern das Massenspektrometer auf eine Masse gro¨ßer als n−1 gestimmt
ist, wird die Verarmung der Spezies der Gro¨ße n gemessen. Durch Messen des Verarmungsspek-
trums fu¨r jede Laserfrequenz kann ein gro¨ßenselektiertes Clusterspektrum erhalten werden. In
dieser Anordnung ko¨nnen die Cluster intern angeregt (heiß) sein. Etwas anders verha¨lt es sich
mit der Anordnung rechts. Dort interagiert der Laserstrahl ausschließlich mit intern nicht ange-
regten (kalten) Clustern, aber mit allen Gro¨ßenspezies. Die Vertreter einer Gro¨ße n dissoziieren
dabei, und diese Verarmung findet sich auch im gestreuten Clusterstrahl wieder. Ist das Massen-
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spektrometer unter dem entsprechendem Winkel zum nicht abgelenkten Strahl angeordnet, und
auf die passende Masse justiert, kann ein gro¨ßenselektives Spektrum kalter Cluster gewonnen
werden.
Mit dieser Methode konnten gro¨ßenselektive Spektren fu¨r Wassercluster mit n = 2 − 10 ge-
messen werden. Zusa¨tzlich wird in [79] auch ein Spektrum fu¨r den Gro¨ßenbereich n = 10 − 20
pra¨sentiert. Im Allgemeinen kann die Identifikation der Cluster nur durch gro¨ßenselektive Me-
thoden erfolgen. Diese Aufgabe ist allerdings nicht einfach, denn die Clustererzeugung in einer
U¨berschalldu¨senstrahlexpansion produziert u¨blicherweise eine Verteilung von Clustern verschie-
dener Gro¨ßen. Mit Hilfe einer gro¨ßenabha¨ngigen Detektionsmethode ist das Problem prinzipiell
lo¨sbar, doch die am ha¨ufigsten verwendete Methode der Ionisation und anschließenden Selektion
in einem Massenspektrometer wird durch Fragmentation wa¨hrend des Ionisierungsprozesses er-
schwert. In jedem Fall charakterisiert ein einfaches Massenspektrum nicht die Gro¨ßenverteilung
der neutralen Cluster [79].
Unter der Menge an Verfahren scheint sich hier der Ko¨nigsweg zur Messung von Infrarotspek-
tren aufzutun, die mindestens gro¨ßenselektiv sind. Die Einschra¨nkung auf die Identifikation des
globalen Minimums einer Gro¨ßenspezies ist dabei wahrscheinlich eher mit der Variante, die die
kalten Cluster mißt, erreichbar.
2.1.7 Bildungsgesetz
Vierer- und Fu¨nferringe werden auch bei gro¨ßeren Clustern gegenu¨ber Dreier- oder Sechserrin-
gen bevorzugt. Das prismatische Hexamer besteht aus drei Viererringen und zwei Dreierringen,
wa¨hrend die Ka¨figstruktur als von vier jeweils la¨ngs einer Diagonalen geknickten Viererringe
gebildet aufgefaßt werden kann. Zwar ist schon das globale Minimum des Tetramers nicht eben,
somit de facto dreidimensional, aber erst ab n = 6 sind alle gro¨ßeren globalen Minima im Sinne
einer Polyederstruktur dreidimensional.
Mit den vorliegenden Strukturen kann im Bereich von n = 6−13 die Minimalstruktur der unge-
radzahligen Clustergro¨ßen n = 2m+1,m = 3, 4, 5, 6 stets aus der vorangehenden geradzahligen
Gro¨ße n = 2m konstruiert werden, indem in die geradzahlige Struktur ein kantenu¨berbru¨ckendes
Wassermoleku¨l eingefu¨gt wird. Sind auch kleinere Umordnungen zugelassen, la¨ßt sich diese Bil-
dungsregel ausdehnen auf den U¨bergang von jeder ungeradzahligen Struktur mit n = 2m+1 zur
na¨chstgro¨ßeren geradzahligen Struktur mit n = 2m + 2 bis n = 16. Entsprechend gelangt man
von einer geradzahligen Struktur mit n = 2m zur na¨chsten mit n = 2m+2 durch Einsetzen eines
Wasserdimers, was den U¨bergang von n = 12 nach n = 14 einschließt. Diese Abfolge umfaßt
auch noch den Schritt von n = 16 nach n = 18, wird aber bei n = 15 unterbrochen, da sich die
fla¨chenverknu¨pften Pentaprismen nicht aus der Minimalstruktur fu¨r n = 14 durch Einfu¨gen ei-
nes kantenu¨berbru¨ckenden Wassermoleku¨ls erzeugen lassen. Die in (Abb. 2.19) gezeigte Struktur
als lediglich lokales Minimum des 15mers liegt mit −640, 793 kJ/mol etwa 3,461 kJ/mol (0,5%)
oberhalb der Energie des globalen Minimums.
Eine genauere Betrachtung offenbart, daß diese Regel nicht den U¨bergang vom einfachen Pen-
taprisma fu¨r n = 10 zu den zwei fla¨chenverknu¨pften Kuben fu¨r n = 12 beschreibt und somit
auch nicht den U¨bergang von n = 14 nach n = 16. Um diesen Mißstand auszugleichen, kann
die Bildungsregel etwas modifiziert werden. Stapelartige Strukturen wie das Dodekamer lassen
sich einerseits als Kubenstapel, andererseits auch als Stapel homodromer Viererringe interpre-
tieren. Betrachtete man den mittleren oder a¨quatorialen Viererring und bricht in diesem zwei
gegenu¨berliegende Wasserstoffbru¨cken auf, gelangt man zu einem Stapel aus Sechserringen. Die-
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Abbildung 2.19: Lokale TTM2-F Minimalstruktur fu¨r (H2O)15 mit kantenu¨berbru¨ckendem Mo-
leku¨l, −640, 793 kJ/mol.
ser jedoch geht aus dem Dekamer durch Einfu¨gen eines Dimers hervor. Wie kunstvoll diese Regel
auch angepaßt werden mag, reicht sie nicht hin, um jenseits von n = 16 die Strukturu¨berga¨nge
zu beschreiben, selbst drei Gro¨ßen n = 20, 22 und n = 24 lassen sich nicht integrieren, was aber
die Gu¨ltigkeit im beschriebenen Bereich nicht schma¨lert.
Das Bildungsgesetz weniger strikt zu fassen, als es zuvor versucht wurde, la¨ßt auch die bei
gro¨ßeren n auftretenden Clusterstrukturen beschreibbar werden. Als wiederkehrende Bausteine
lassen sich unzweideutig Kuben als auch Pentaprismen ausmachen. Dies steht im Einklang mit
der Bevorzugung von Vierer- und Fu¨nferringen. Auch ganze Baugruppen aus Kuben und Penta-
prismen sind als Substrukturen gro¨ßerer Cluster auszumachen. So zerfa¨llt das 22mer prinzipiell
in zwei 14mere, und das 24mer besteht aus dem 20mer und einem fla¨chenverknu¨pften Kubus.
Eine allgemeinere Sichtweise erreicht man durch Ru¨ckzug auf die Beobachtung, daß fu¨r kleine
Cluster 4er und 5er Ringe die bevorzugte Substruktur darstellen, sobald die Gesamtzahl der Mo-
leku¨le ihren Aufbau gestattet. Ungeradzahlige Cluster mit n < 17 lassen sich nicht aus kanten-
oder fla¨chenverknu¨pften Kuben und/oder Pentaprismen aufbauen; mithin ist deren verzerrte
Struktur ein zwingendes Erfordernis, und die oben beschriebene Kantenu¨berbru¨ckungsregel ist
in diesen Fa¨llen gu¨ltig. Bis zur Minimalstruktur mit n = 24 genu¨gen die geradzahligen Mini-
malstrukturen offenbar einem Minimalprinzip: Beginnend mit n = 8 wird jede dieser Strukturen
realisiert durch die jeweils geringstmo¨gliche Anzahl von Kuben und/oder Pentaprismen.
Das 17mer weicht von der Regel ab
Die kleinste Struktur, die sich nicht durch die oben beschrieben Regel oder auch mit Hilfe ei-
ner modifizierten Version beschreiben la¨ßt, ist das clathratartige globale Minimum des 17mers
mit einem internen Moleku¨l (Abb. 2.6) in Abwesenheit von sowohl Kuben als auch Pentapris-
men. Auch hier findet sich ein lokales Minimum in Gestalt eines 16mers mit einem zusa¨tzlichen
kantenu¨berbru¨ckenden Moleku¨l (Abb. 2.20) und einer Energie von −743, 005 kJ/mol, was einer
Differenz von 3,738 kJ/mol (0,5%) zum globalen Minimum entspricht.
An dieser Stelle wird die U¨berlegenheit des TTM2-F-Potentials gegenu¨ber dem TIP4P-Potential
deutlich. In [24] konnte unter Verwendung des TIP4P-Potentials eine qualitativ andere Struktur
mit zwei deutlich voneinander abgrenzbaren Kuben ohne internes Moleku¨l als globales Minimum
und einer Energie von −723, 808 kJ/mol besta¨tigt werden [11]. Der Vergleich mit dem globalen
TTM2-F-Minimum ergibt ein umgekehrtes Verha¨ltnis; die Ka¨figstruktur ist mit dem TIP4P-
Potential ein lokales Minimum von −721, 743 kJ/mol, wogegen dem globalen Minimum unter
Verwendung des TTM2-F-Potentials von −746, 734 kJ/mol eine Energie von −742, 062 kJ/mol
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Abbildung 2.20: Lokale TTM2-F Minimalstruktur fu¨r (H2O)17 mit kantenu¨berbru¨ckendem Mo-
leku¨l, −743, 005 kJ/mol.
der Struktur mit den zwei Kuben gegenu¨bersteht. MP2-Rechnungen [80] konnten zeigen, daß
an dieser Stelle das deutlich aufwendigere und rechenzeitintensivere TTM2-F-Potential das kor-
rekte Ergebnis liefert. Zwar kann damit die qualitative Unzula¨nglichkeit des TIP4P-Potentials
gezeigt werden, doch sind beide Strukturen Minima im Sinne ihrer Potentialfunktion, und der
energetische Abstand betra¨gt in beiden Fa¨llen nur einige kJ/mol. Dieser geringe Abstand kann
als Indiz dafu¨r angesehen werden, daß ein internes Moleku¨l keine Notwendigkeit fu¨r n = 17
darstellt, sondern vielmehr das Ergebnis des Gleichgewichtes zwischen gegensa¨tzlichen Eigen-
schaften ist, wie der Bevorzugung von Kuben und Pentaprismen einerseits und der Stabilita¨t
eines internen vierfach koordinierten Moleku¨ls, dessen Bindungen sicherlich weniger stark ver-
zerrt sind als wenn es Teil der Oberfla¨che wa¨re. Andererseits ist zu konstatieren, daß unter den
globalen Minima dasjenige mit n = 13 das gro¨ßte ist, in dem ein kantenu¨berbru¨ckendes Moleku¨l
enthalten ist. Unter den lokalen Minima konnte noch eines mit n = 16 identifiziert werden, das
die Gestalt eines clathratartigen Ka¨figs besitzt. Bei n = 17 treffen mithin mehrere Bedingun-
gen aufeinander: erstens sind genu¨gend Moleku¨le vorhanden, um einen clathratartigen Ka¨fig zu
formen. Zweitens ist ein kantenu¨berbru¨ckendes Moleku¨l energetisch ungu¨nstig, denn es bildet
nur zwei Wasserstoffbru¨cken aus. Drittens ist eine aus 17 Moleku¨len bestehende Anordnung
ausschließlich aus Kuben und/oder Pentaprismen nicht mo¨glich.
Zwar ist die Ausbildung einer Ka¨figstruktur nicht die zwingende Konsequenz, sondern ein mo¨gli-
cher Ausweg, um die beiden ungu¨nstigen Eigenschaften gleichzeitig zu vermeiden, aber im Ver-
gleich der Energien ist dies die gu¨nstigste Anordnung, die u¨berdies keinen Kompromiß zwischen
verschiedenen Eigenschaften mehr herstellt, sondern gleich einen vo¨llig neuartigen Weg geht.
Wie weiter unten gezeigt wird, ist der energetische Abstand zwischen zwei Strukturen dersel-
ben Gro¨ße n kein entscheidendes Kriterium, das einen Schluß auf qualitative Unterschiede in
der Struktur erlaubt. Folglich ist es auch unmo¨glich, vorauszusagen, daß die Ka¨figstruktur mit
n = 17 das globale Minimum darstellt.
Ka¨fige als wiederkehrende Bausteine
Das Auftreten clathratartiger Ka¨fige auch bei weiteren Clustergro¨ßen muß abermals zu einer Er-
weiterung des Bildungsgesetzes fu¨hren. Unter den clathratartigen Ka¨figen sind die mit n = 17, 19
und n = 21 die einzigen, die reine Ka¨fige ohne Ausstu¨lpungen oder Anbauten sind. Wa¨hrend das
21mer mit seiner Dodekaederstruktur isoliert ist, zeigen sich das 17- und das 19mer als verwandt
(Abb. 2.21): Bis auf das Netzwerk der Wasserstoffbru¨cken zwischen dem zentralen Wassermo-
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leku¨l (blau) und Moleku¨len, die den Sechserring mit den beiden benachbarten Viererringen bilden
(gelb), unterscheiden sich die Strukturen nur in den rot eingefa¨rbten Moleku¨len. Alle anderen
Abbildung 2.21: n = 17 und n = 19 als verwandte Clathratstrukturen, zentrales Moleku¨l in
blau.
globalen Minima, die nicht vom bis hierher beschriebenen Bildungsgesetz erfaßt werden, sind cla-
thratartige Ka¨fige mit kubischen und/oder pentaprismatischen Ausstu¨lpungen und Anbauten.
Dabei treten keine Ka¨figanteile als Substrukturen mit 17 Moleku¨len auf. Es handelt sich sonach
um eine Erweiterung des Bildungsgesetzes durch weitere Bausteine zusa¨tzlich zu den Kuben
und Pentaprismen. Anders verha¨lt es sich mit dem 19mer; als Bestandteil des 23- und 28mers
Abbildung 2.22: Strukturen mit clathratartigem Ka¨fig/Ka¨figanateil. Von links nach rechts: 19er-
Ka¨fig, 23er-Ka¨figanteil, 28er-Ka¨figanteil (gelb: Sauerstoffatome in Viererringen).
ist zweifelsfrei eine Ka¨figstruktur zu identifizieren, die zusammen mit ihrem zentralen Wasser-
moleku¨l aus 19 Moleku¨len besteht (Abb. 2.22). Gleichfalls sind vom 25-, 27- und 29mer Ka¨fige
abtrennbar, die zusammen mit ihrem internen Moleku¨l aus 21 Moleku¨len bestehen (Abb. 2.23
rechts). Wegen der beiden Sechserringe als Teil ihrer Oberfla¨che stimmen sie nicht mit dem
globalen Minimum mit n = 21 u¨berein oder lassen ein na¨here Verwandtschaft begru¨nden, sind
untereinander jedoch a¨hnlich. Werden nach dem Entfernen der Ausstu¨lpungen und Anbauten
die oberfla¨chlichen Ringstrukturen geza¨hlt, ergibt sich eine Verteilung auf Vierer- Fu¨nfer- und
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Abbildung 2.23: Strukturen mit clathratartigem Ka¨figanteil. Von links nach rechts 26er-Ka¨fi-
ganteil, 27er-Ka¨figanteil (gelb: Sauerstoffatome in Viererringen).
Clustergro¨ße n Viererringe Fu¨nferringe Sechserringe
19 2 8 1
23 2 8 1
28 2 6 2
25 4 4 4
26 5 3 4
27 4 4 4
29 4 4 4
Tabelle 2.3: Clustergro¨ße und zugeho¨rige Anzahl verschiedener oberfla¨chlicher Ringstrukturen
der Ka¨figanteil.
Sechserringe gema¨ß Tab. 2.3. Die Ausstu¨lpungen der globalen Minima mit n = 25, 27, 29 lassen
sich sehr gut vom Ka¨fig abgrenzen, wa¨hrend bei n = 26 der pentaprismatischen Ausstu¨lpung ge-
genu¨ber nur ein einzelnes Moleku¨l integriert ist. Letztendlich ist nicht mehr erkennbar, welches
Moleku¨l das hinzugekommene ist (Abb. 2.23 links). Somit soll die Ka¨figstruktur des globalen
Minimums mit n = 26 nicht mit den anderen, die einen 21er-Ka¨fig enthalten, verglichen werden.
Bei den dann verbleibenden Ka¨figanteil zeigt sich unter denen mit 19 Moleku¨len, daß die Vertei-
lung der Ringgro¨ßen durchaus von der Gro¨ße der urspru¨nglichen Clusterstruktur abha¨ngen kann
(Abweichung bei n = 28). Außerdem kann man schon mit bloßem Auge Unterschiede zwischen
den Ka¨figanteil von n = 19, 23 bzw. 25, 27, 29 erkennen. Zwar sind in jeder Gruppe die aus
den Vierer- Fu¨nfer- und Sechserringen gebildeten Muster dieselben, doch bewirken abweichende
Wasserstoffbru¨ckennetzwerke verschiedene Verzerrungen jenes Musters (Abb. 2.22, 2.23). Das
schra¨nkt bei einem Vergleich der Gesamtenergie der Ka¨figanteil zwischen denen mit einer Gro¨ße
der Gesamtstruktur von 19,23 und 28 Moleku¨len sowie 25,27 und 29 Moleku¨len nicht ein. Dabei
zeigt sich (Tab. 2.4 links), daß das 19er Ka¨figanteil energetisch umso schlechter dasteht, je mehr
Moleku¨le die urspru¨ngliche Struktur entha¨lt. Eine Abweichung davon gibt es beim 21er Ka¨fig
(Tab. 2.4 rechts), denn der Ka¨figanteil des 29mers ist energetisch gu¨nstiger als derjenige, welcher
Teil des 27mers ist. Der Ka¨fig des 27mers wird durch seine Ausstu¨lpungen sta¨rker deformiert
als der des 29mers, was an der kubischen Ausstu¨lpung des erstgenannten liegt.
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n kJ/mol
19 −849, 900
23 −835, 428
28 −830, 323
n kJ/mol
25 −936, 859
27 −887, 902
29 −898, 643
Tabelle 2.4: Clustergro¨ße und zugeho¨rige Energie der Ka¨figanteil: Links 19er Ka¨fige, rechts 21er-
Ka¨fige.
Eine quantitative Aussage u¨ber den Grad der Verzerrung la¨ßt sich mit den RMSD-Werten er-
reichen. RMSD bedeutet root mean square deviation, also Wurzel der mittleren quadratischen
Abweichung. Auf diesen Wert wird z.B. beim Vergleich zwischen Proteinen zuru¨ckgegriffen. Dem
Vergleich zweier Strukturen liegt zugrunde, wie gut sich die Referenzstruktur einer Teststruktur
superponieren la¨ßt. Im Anschluß an die Superposition werden die Differenzen der kartesichen
Koordinaten der Atome in der Reihenfolge ihres Auftretens berechnet, quadriert und aus diesen
Werten dann das arithmetische Mittel, der RMSD-Wert, berechnet. Je kleiner dieser Wert ist,
desto besser ist die U¨bereinstimmung. Dabei ist allerdings eine fundamentale Schwierigkeit zu
beachten. Programme, wie das hier verwendete TINKER [81], fu¨hren eine Superposition zweier
Strukturen durch, indem die Datensa¨tze in der gegebenen Reihenfolge der atomaren Koordinaten
verglichen werden. Die hier zu vergleichenden Datensa¨tze unterliegen aber keiner Einschra¨nkung
bezu¨glich der Reihenfolge der molekularen Koordinaten. Mithin wa¨ren 19! bzw. 21! Vergleiche
anzustellen, was selbst bei einer Dauer von ∼ 1µs pro Vergleich undurchfu¨hrbar ist. Außerdem
wird durch die Mittelung eine kollektive A¨hnlichkeit zwischen zwei Strukturen beschrieben. Hier
ist jedoch der Vergleich lokaler A¨hnlichkeit gefragt. Aus dem Dilemma gibt es folgenden Ausweg:
Zuna¨chst fa¨llt die Mittelung u¨ber alle quadratischen Abweichungen fort. Daraus ergibt sich der
Vergleich auf ausschließlich lokale Abweichungen, indem eine A¨hnlichkeit begru¨ndet wird, solan-
ge ein Atom der Vergleichsstruktur eine gewisse quadratische Abweichung, einen Schwellenwert,
nicht u¨berschreitet. Dann bleibt noch das Problem der großen Anzahl von Permutationen der
Moleku¨le in den Griff zu bekommen, so daß die bestmo¨gliche Superposition der Referenz- und
der Teststruktur bewertet werden ko¨nnen. Hier ist die folgende Vorgehensweise die beste, um
bei einer Clustergro¨ße n nicht alle n! Permutationen testen und vergleichen zu mu¨ssen. Wird der
Vergleich auf Strukturen eingeschra¨nkt, deren Wasserstoffbru¨ckennetzwerk identisch ist, reicht
eine einfache Inspektion, um die Reihenfolge der atomaren Koordinaten zweier Strukturen zuvor
manuell aneinander anzupassen. Hier diente das Verknu¨pfungsmuster der oberfla¨chlichen Ringe
des jeweiligen Ka¨figanteils als Vegleichskriterium, und das zentrale Wassermoleku¨l wurde bei
der Berechnung des RMSD-Wertes zusa¨tzlich mitberu¨cksichtigt.
Ferner fand der Vergleich ausschließlich der Sauerstoffgeru¨ste statt. Als auf diese Weise vergleich-
bar sind das 19mer und der Ka¨fig des 23mers einzustufen, wogegen der Ka¨fig des 28mers ein
abweichendes Verknu¨pfungsmuster aufweist und der RMSD-Wert kein sinnvolles Vergleichskrite-
rium darstellen kann, denn die manuelle Anpassung der Reihenfolge der atomaren Koordinaten
unterliegt hier der Willku¨r. In diesem Sinne gu¨nstiger ist die Situation beim 25-, 27- und 29mer,
deren Ringverknu¨fungsmuster identisch ist.
Der Vergleich des 19mers mit dem Ka¨figanteil des 23mers ergibt einen RMSD-Wert von 0, 70 A˚,
was etwa 26% des mittleren OO-Abstandes von 2, 7 A˚ entspricht. Fu¨r die Klasse von 21er-
Ka¨figen ergeben sich RMSD-Werte von 0, 47 A˚ fu¨r das Paar 25/27, 0, 37 A˚ fu¨r 25/29 sowie
0, 24 A˚ fu¨r den Vergleich zwischen den Ka¨figanteilen des 27- und des 29mers. Selbst der kleinste
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RMSD-Wert fur die zuletzt genannte Paarung bedeutet noch eine mittlere Abweichung von 9%
von der mittleren OO-Bindungsla¨nge von 2, 7 A˚. Es ist somit festzustellen, daß 19er- und 21er-
Ka¨fige mit internem Moleku¨l ein o¨fter wiederkehrendes Merkmal der globalen Minimalstrukturen
darstellen, doch dies nur um den Preis einer hinreichenden Variabilita¨t, die ein A¨quilibrieren der
durch Ausstu¨lpungen verursachten Verzerrungen gestattet. Den Ka¨fig einer bestimmten Große
gibt es nicht.
Ka¨fig oder nicht – Fu¨nffachkoordination als entscheidender Faktor
Zur Beantwortung der Frage, weshalb sich jenseits von n = 17 die globalen Minimalstrukturen
bald als Kombination aus Kuben und/oder Pentaprismen, bald als clathratartige Ka¨fige ohne
oder mit Ausstu¨lpungen darstellen, gibt der gerade-ungerade Wechsel zwischen n = 17 und
n = 25 einen Hinweis, der jedoch auf die falsche Spur fu¨hrt. Er verleitet dazu zu glauben, daß
die bloße Eigenschaft aus einer geraden oder ungeraden Anzahl von Wassermoleku¨len zu bestehen
allein den Ausschlag u¨ber das Auftreten oder Ausbleiben einer Ka¨figstruktur darstellt. Sollte
dies zutreffen, mu¨ßten auch das globale Minimum des 26- und des 28mers, da aus einer geraden
Anzahl von Moleku¨len bestehend, aus Kuben und/oder Pentaprismen aufgebaut sein. Umgekehrt
lassen sich ungeradzahlige Strukturen mit n ≥ 19 auch aus Kuben und/oder Pentaprismen
zusammensetzen, selbst dann, wenn die Anzahl der Wassermoleku¨le prim ist.
Als Schlu¨ssel zum Versta¨ndnis ist die Vermeidung fu¨nffach koordinierter Wassermoleku¨le anzu-
sehen: Ein Wassermoleku¨l kann maximal zwei Wasserstoffbru¨cken als Donator und zwei weitere
als Akzeptor vermo¨ge der beiden einsamen Elektronenpaare des Sauerstoffatoms ausbilden. Da-
mit ist die Mo¨glichkeit der Anordnung einer Anzahl von Wassermoleku¨len eingeschra¨nkt auf alle
diejenigen, in denen jedes Moleku¨l an ho¨chstens vier Wasserstoffbru¨ckenbindungen beteiligt ist.
Alle anderen stehen im Widerspruch zu den Ice-Rules [82].
Die globalen Minima von n = 10, 12, 15 und n = 16 demonstrieren, wie durch Fla¨chenver-
knu¨pfung stapelartige Strukturen aus Kuben und Pentaprismen geformt werden. Gro¨ßere solcher
Stapel aus Kuben oder Pentaprismen sind jedoch keine globalen Minimalstrukturen. Daher sind
Kubenstapel, Stapel aus pentagonalen und hexagonalen Prismen fu¨r das Kapitel u¨ber Infra-
rotspektren 3.2 konstruiert und optimiert worden. Der Vergleich der Energie dieser Strukturen
mit der der tatsa¨chlichen globalen Minima klassifiziert diese Stapel ohne Ausnahme als lokale
Minima (Abb. 2.24). Innerhalb dieser quasi eindimensionalen Strukturen befindet sich jeweils
eine Wasserstoffbru¨ckenbindung entlang jeder Kante, und jedes Moleku¨l ist ho¨chstens vierfach
koordiniert. Mit dem 20-, 22- und 24mer sind quasi zweidimensionale Strukturen durch fla¨chen-
verknu¨pfte Kuben und/oder Pentaprismen realisiert.
Bei quasi dreidimensionalen Anordnungen aus Kuben und/oder Pentaprismen wird es mit zuneh-
mender Gro¨ße schwieriger, fu¨nffach koordinierte Wassermoleku¨le zu vermeiden und den Ice-Rules
zu genu¨gen.
Dazu sollen die drei gro¨ßten globalen Minimalstrukturen betrachtet werden, die aus Kuben
und/oder Pentaprismen aufgebaut und durchweg geradzahlig sind. Im 20mer, das nur aus Pen-
taprismen besteht, ko¨nnen die Sauerstoffatome als Knoten des Wasserstoffbru¨ckennetzwerkes
dieser Regel zwanglos gehorchen.
Da nur drei Pentaprismen beteiligt sind, befinden sich in der Boden- und Deckfla¨che jeweils drei
Wasserstoffbru¨cken zum zentralen Moleku¨l der jeweiligen Fla¨che. In einem regula¨ren Fu¨nfeck
betra¨gt der Scheitelwinkel zwischen benachbarten Kanten 108°. Sind drei regula¨re Fu¨nfecke so
angeordnet, daß sie einen gemeinsamen Eckpunkt, einen Knoten, bleibt eine Lu¨cke von 26°.
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Abbildung 2.24: Energie pro Moleku¨l als Funktion der Clustergro¨ße fu¨r globale TTM2-F-Minima
und Stapel aus Kuben, Pentaprismen und Hexaprismen.
Das 20mer belegt, daß dieser Fehlbetrag in Form von Verzerrungen auf die Fu¨nferringe verteilt
werden kann. Als Folge davon kann keine weitere Kante in derselben Ebene mehr zu diesem
Knoten reichen. Senkrecht zu dieser Ebene ist das jedoch mo¨glich, weshalb die beiden zentralen
Moleku¨le eine sie untereinander verbindende Wasserstoffbru¨cke ausbilden ko¨nnen.
Entha¨lt eine Struktur sowohl Kuben als auch Pentaprismen, wie im 24mer, ist die Situation die-
selbe, denn es handelt sich um eine Erweiterung des 20mer an einer unkritischen Verknu¨pfungs-
fla¨che.
Anders ist die Situation im 22mer, wo die vier Polyeder derart angeordnet sind, daß sie zwei
gemeinsame Knoten aufweisen. In der Deck- und Bodenfla¨che treffen jeweils vier Kanten in den
Knoten zusammen, die durch die beiden zentralen Moleku¨le dieser Fla¨chen gegeben sind. Umge-
kehrt zu den drei Fu¨nfecken beim 20mer ist hier keine Lu¨cke zu schließen, sondern ein U¨berschuß
von 36°auf die vier Polygone zu verteilen. Da dies mit den entsprechenden Verzerrungen mo¨glich
ist, bleibt in der Ebene der Kanten keine Lu¨cke fu¨r eine weitere Kante zu dem zentralen Knoten.
Nur senkrecht zu dieser Ebene wa¨re eine weitere Kante mo¨glich. Eine weitere Wasserstoffbru¨cke,
die die beiden Zentren miteinander verbindet, wa¨re die fu¨nfte Kante, die in jedem dieser Kno-
ten endet. In Anordnungen aus Kuben und/oder Pentaprismen wird diese Fu¨nffachkoordination
aber vermieden.
Ohne die zentrale Wasserstoffbru¨cke ist der OO-Abstand zwischen beiden Moleku¨len mit 3, 965 A˚
deutlich gro¨ßer als der zwischen den anderen in Deck- und Bodenfla¨che einander gegenu¨berlie-
genden Sauerstoffatome, der zwischen 2, 712 A˚ und 2, 885 A˚ liegt. Unter diesem Aspekt ließe
sich das 22mer auch als leerer Ka¨fig interpretieren, doch ist der Platz in seinem Inneren nicht
ausreichend, um ein weiteres Moleku¨l aufzunehmen, und deshalb ist diese Klassifikation nicht
sinnvoll.
Fu¨r die geradzahligen Clustergro¨ßen n = 26 und n = 28 wa¨re ebenfalls ein Aufbau aus Kuben
und/oder Pentaprismen mo¨glich. Denkbar wa¨re ein Ausbau des 22mers um einen Kubus oder
ein Pentaprisma oder der Umbau des 24mers durch Ersetzen des Kubus durch ein Pentaprisma
sowie das Anfu¨gen eines weiteren Kubus z.B. an einen der beiden freien Viererringe des Grund-
geru¨stes aus den drei Pentaprismen. Dies wu¨rde das 20mer in weiteren Strukturen als Baustein
auftreten lassen. Die Energien der in Abb. 2.25 gezeigten mo¨glichen Strukturen liegen allerdings
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n=26: n=28:
−1194, 918 kJ/mol −1308, 407 kJ/mol
Abbildung 2.25: Lokale TTM2-F Minimalstrukturen fu¨r (H2O)n, n = 26, 28 basierend auf dem
20mer.
deutlich oberhalb derer der globalen Minima derselben Gro¨ße n. Eine besondere Konzentration
auf Optimierungsla¨ufe dieser beiden Clustergro¨ßen hat unter den mehr als 86500 protokollierten
Strukturen fu¨r n = 26 sowie mehr als 37000 Strukturen fu¨r n = 28 keine ausschließlich aus
entsprechenden Bausteinen ergeben, die besser wa¨re als die vorliegenden globalen Minima mit
Ka¨figstruktur und jeweils einem fu¨nffach koordinierten Wassermoleku¨l als Bestandteil derselben.
Die globalen Minima zusammen mit sehr tief liegenden lokalen Minima der Gro¨ßen n = 26
und n = 28 sind in den Abbildungen 2.26 und 2.27 zu sehen. Das 26- und 28mer belegen, daß
Fu¨nffachkoordination doch in Betracht zu ziehen ist, wenn ein tiefes lokales bzw. sogar das glo-
bale Minimum vorliegt. Die fu¨nf Wasserstoffbru¨cken sind basierend auf der Entfernung zwischen
den Moleku¨len eingezeichnet, und spiegeln daher nicht die wirkliche Bindungssituation wider.
Gro¨ßenunabha¨ngig sind die gezeigten Minima alle clathratartige Ka¨fige. Die zugeho¨rigen Ener-
giespektren zeigen jeweils einen Ausschnitt mit dem globalen Minimum und sehr tief liegenden
lokalen Minima, wobei alle vorliegenden Datensa¨tze der jeweiligen Clustergro¨ße n beru¨cksichtigt
worden sind. Ob sich zwischen den dargestellten Minimalstrukturen noch andere mit abweichen-
dem Sauerstoffgeru¨st befinden kann nicht eindeutig beantwortet werden (vgl. 4.1.6, S.190).
Wenn die globalen Minima tatsa¨chlich lediglich aus Kuben und/oder Pentaprismen aufgebaut
sind, sind sie auf der Potentialenergiehyperfla¨che besonders schwer zuga¨nglich, oder aber die
globalen Minima fu¨r n = 26 und n = 28 sind schlechterdings nicht aus diesen Bausteinen aufge-
baut und haben stattdessen die Gestalt clathratartiger Ka¨fige mit Ausstu¨lpungen. Begru¨ndbar
wa¨re das Auftreten von clathratartigen Ka¨figen als Substruktur in den globalen Minima n = 26
und n = 28 mit dem daraus folgenden Ausgleich der Erho¨hung der Energie durch die fu¨nffach
koordinierten Wassermoleku¨le.
Zu diskutieren bleibt das Verhalten der ungeradzahligen Strukturen. Was weiter oben u¨ber den
Fall n = 17 im Hinblick auf kantenu¨berbru¨ckende Moleku¨le gesagt worden ist, kann an dieser
Stelle ausgedehnt werden: statt eines Aufbaus aus Kuben und/oder Pentaprismen (z.B. stapel-
artig) zusammen mit einem kantenu¨berbru¨ckenden DA-Moleku¨l oberhalb von n = 13 bieten
reine Ka¨fige oder solche mit pentaprismatischen Ausstu¨lpungen bei n = 23 und n = 29 den
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−1211, 096 kJ/mol
lokales Minimum lokales Minimum
−1210, 137 kJ/mol −1209, 634 kJ/mol
Abbildung 2.26: Energiespektrum und lokale Minima ggf. mit fu¨nffach koordiniertem Wasser-
moleku¨l (gelb) innerhalb von Clustern der Gro¨ße n = 26.
Ausweg zu einer Konfiguration niedriger Gesamtenergie, Ka¨fige vermeiden DA-Moleku¨le. Es
verbleiben noch die Fa¨lle n = 21, 25 und n = 27 zu betrachten. Hier sind prinzipiell Anordnun-
gen aus Kuben und/oder Pentaprismen ohne DA-Moleku¨le mo¨glich. Anhand mehrerer lokaler
Minimalstrukturen dieser Gro¨ßen kann das illustriert werden.
Die Abbildung2.28 zeigt verschiedene Wasserstoffbru¨ckennetzwerke mit identischem Sauerstoff-
geru¨st einer lokalen Minimalstruktur des 21mers. Es handelt sich dabei um eine Struktur aus
zwei Pentaprismen und zwei Kuben. Erstere sind miteinander fla¨chenverknu¨pft, die beiden Ku-
ben miteinander auch. Beide Substrukturen sind miteinander ebenfalls fla¨chenverknu¨pft, so daß
sechs Moleku¨le eine A¨quatorialebene definieren (in der Abbildung gelbe Sauerstoffatome). Ei-
ne solche Anordnung der Moleku¨le verleitet zu der Annahme, daß ein mo¨glichst symmetrisches
Wasserstoffbru¨ckennetzwerk auch energetisch tief liegt (Abb. 2.28 Mitte). Das ist jedoch nicht
der Fall, denn die Konstellation gema¨ß (Abb. 2.28 links) liegt um 7,576 kJ/mol tiefer. Beide
enthalten ho¨chstens vierfach koordinierte Wassermoleku¨le, und wegen der nicht vorhandenen
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Abbildung 2.27: Energiespektrum und lokale Minima mit fu¨nffach koordiniertem Wassermoleku¨l
(gelb) innerhalb von Clustern der Gro¨ße n = 28.
siebten Bindung in der A¨quatorialebene ist dies a¨hnlich dem 22mer als ein leerer Ka¨fig auffaß-
bar. Eine Manipulation einer der beiden beschriebenen Strukturen dahingehend, daß durch eine
Vera¨nderung des Wasserstoffbru¨ckennetzwerkes diese siebente Bindung hinzugefu¨gt wird, hat
zweierlei Effekte. Zum einen bleibt nach einer lokalen Optimierung der gesamten Struktur diese
Bindung bestehen; es ist mithin tatsa¨chlich ein lokales Minimum. Andererseits ist die Energie-
bilanz vergleichbar schlecht. Man findet eine Gesamtenergie, die um 9,546 kJ/mol oberhalb der
Konfiguration ohne die zentrale Bindung liegt. Bei einer Clustergro¨ße von n = 25 Moleku¨len
vermeidet eine stapelartige Anordnung aus vier Pentaprismen mehr als vierfach koordinierte
Moleku¨le. Allerdings stellt diese Konfiguration nur ein lokales Minimum dar. Schließlich ist fu¨r
ein Cluster aus n = 27 Moleku¨len geometrisch eine reine Anordnung aus Kuben mo¨glich, indem
diese entsprechend einem Schema 2x2x2 zu einem großen Kubus fla¨chenverknu¨pft angeordnet
werden. Dies erga¨be ebenfalls eine clathratartige Anordnung mit einem einzelnen Moleku¨l im
Zentrum, jedoch nur um den Preis von fu¨nffach koordinierten Moleku¨len in den Fla¨chenzentren
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n = 21: n = 21: n = 21:
−949, 004 kJ/mol −941, 428 kJ/mol −931, 882 kJ/mol
Abbildung 2.28: Lokale TTM2-F Minimalstrukturen fu¨r (H2O)21. Verschiedene Wasserstoff-
bru¨ckennetzwerke bei gleichem Sauerstoffgeru¨st.
des großen Kubus sowie dem zentralen Moleku¨l als sechsfach koordiniertem.
Es gibt also Konstellationen aus Kuben und Pentaprismen beim 21mer und eine stapelartige
Anordnung aus Pentaprismen beim 25mer, die ho¨chstens vierfach koordinierte Wassermoleku¨le
aufweisen, sowie eine sehr kompakte Anordnung aus acht Kuben fu¨r das 27mer, die diese For-
derung aber nicht erfu¨llt. In diesen drei Fa¨llen scheint eine Clathratstruktur stets am besten
geeignet zu sein, die Verzerrungen, die durch die ebene Oberfla¨che der aus Kuben und/oder
Pentaprismen bestehenden Alternativen hervorgerufen werden, sowie die mehr als vierfache Ko-
ordination einzelner Wassermoleku¨le zu vermeiden und letztlich eine geringere Gesamtenergie
zu bewirken.
Diese Ausfu¨hrungen lassen folgenden Schluß zu: Grundsa¨tzlich besteht der Trend dazu, mehr
als vierfach koordinierte Wassermoleku¨le als Bestandteil der globalen Minimalstrukturen zu
vermeiden. Dies ist bei geradzahligen Clustergro¨ßen durch das Aneinanderfu¨gen von Kuben
und/oder Pentaprismen zu erreichen, wie es z.B. bei n = 16, 22 und n = 24 zu sehen ist.
Fu¨nffach koordinierte Wassermoleku¨le treten hier nicht auf. Daß dies auch bei diesen Gro¨ßen auf
clathratartige Strukturen fu¨hren kann und in welcher energetischen Relation diese zum jeweiligen
globalen Minimum derselben Gro¨ße gelegen sind, wird weiter unten thematisiert (vgl. 4.5, S. 189).
Sowohl bei den ungeradzahligen als auch bei den geradzahligen Clustern mit n = 26 und n = 28
sind Kombinationen aus Kuben und/oder Pentaprismen mo¨glich. Eine Vermeidung von fu¨nffach
koordinierten Wassermoleku¨len ist prinzipiell mo¨glich, wie es das Beispiel fu¨r n = 21 gezeigt
hat.
An den globalen Minima ist die Tendenz zu einer gewissen Kompaktheit abzulesen, stapelartige
Strukturen sind jenseits von n = 16 nur noch lokale Minima. Mithin wird es mit zunehmender
Gro¨ße schwieriger, sowohl Kompaktheit als auch das Vermeiden von mehr als vierfach koordi-
nierten Moleku¨len durch eine Kombination von Kuben und/oder Pentaprismen allein zu errei-
chen. Zieht man andererseits in Betracht, daß Kuben und Pentaprismen eine Verzerrung der
Wassermoleku¨le bewirken, kann davon ausgegangen werden, daß abha¨ngig von der jeweiligen
Clustergro¨ße bald eine Kombination aus Kuben und/oder Pentaprismen, bald ein clathratarti-
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ger Ka¨fig die energetisch bessere Lo¨sung darstellt. Mit dem Erreichen von n = 26 ist dann die
Ka¨figstruktur energetisch gu¨nstiger, auch wenn ein fu¨nffach koordiniertes Wassermoleku¨l ent-
halten ist. Fraglich bleibt dabei, wie realiter die Bindungssituation eines fu¨nffach koordinierten
Moleku¨ls aussieht, ob das Konstrukt einer delokalisierten Wasserstoffbru¨cken denkbar wa¨re. Die
Ice-Rules ko¨nnten so zumindest unter den extremen Bedingungen kleiner Anzahlen von Mo-
leku¨len verletzt werden ko¨nnen. Wie schon im Zusammenhang mit n = 17 festgestellt, handelt
es sich um ein Zusammenwirken von mehr als zwei Faktoren.
Ringgro¨ße an der Clusteroberfla¨che
Bei der unvoreingenommenen Betrachtung der Wassercluster, seien es globale Minimalstruktu-
ren oder nicht, erkennt man intuitiv unterschiedliche Formen des jeweiligen Sauerstoffgeru¨stes,
die von Kuben und Pentaprismen u¨ber verschiedene Ka¨figvarianten bis hin zu unregelma¨ßig
geformten bisweilen, an Kartoffeln erinnernde Formen reichen. Zwischen welchen Moleku¨len die
imagina¨re Oberfla¨che aufgespannt ist, ist dabei jedoch keinem objektiven Kriterium unterwor-
fen. Mit wachsender Anzahl von Moleku¨len tritt in der Gestalt des 17mers ein clathratartiger
Ka¨fig mit einem einzelnen internen Moleku¨l auf und schafft eine neue Klasse von Strukturen.
Es kommt dabei einerseits das innenliegende Moleku¨l als neues Strukturmerkmal hinzu, und
andererseits treten Ringe als Teil der Oberfla¨che auf, die mehr Moleku¨le enthalten, als dies bei
den globalen Minima der Fall ist, die aus weniger Moleku¨le bestehen. Daher ist es notwendig,
die Eigenschaften der Clusteroberfla¨che zu pra¨zisieren, um das Innere vom A¨ußeren scheiden zu
ko¨nnen.
Ausgehen soll dies von der Definition des Konvexita¨tsbegriffes: Eine Menge von Punkten ist
konvex, wenn mit jedem Paar von Punkten dieser Menge auch die Verbindungsstrecke zwischen
diesen Punkten Element dieser Menge ist. Hiermit ko¨nnen die Wassercluster nun nach konvex
und nicht konvex unterschieden werden. Die Seiten des globalen Minimums des Oktamers sind
ebene Viererringe und mit den durch die sechs Seiten gegebenen Oberfla¨chen der Cluster als
konvex einzustufen. Im Gegensatz dazu steht das globale Minimum des 18mers mit seiner ge-
winkelten Struktur. Alle Ringstrukturen sind eben und hier Teil der Oberfla¨che, abgesehen von
den beiden Viererringen, die die Kuben mit dem Pentaprisma verbinden. Infolge der Kru¨mmung
des 18mers gibt es zwei Mal zwei Sauerstoffatome, die als Teil der inneren Kru¨mmung des Clu-
sters zum Pentaprisma und jeweils einem Kubus geho¨ren. Folglich ist das 18mer nicht konvex,
es entha¨lt einen Bereich der Oberfla¨che, der mit der gegenteiligen Eigenschaft konkav bezeichnet
werden soll. Allerdings ist dieser Bereich relativ groß. Im 17 mer sind neben Vierer- und Fu¨nfer-
ringen auch Sechserringe als Teil der Oberfla¨che anzutreffen, doch la¨ßt sich ein Sechserring mit
unterhalb der Ringebene gelegenem Moleku¨l auch als eine Mulde, d.h. ein konkaver Bereich,
auffassen, an deren Grund sich dieses Moleku¨l befindet. Ob nun dieser Bereich als konkav oder
konvex einzustufen ist, entscheidet sich u¨ber die maximale Ringgro¨ße an der Clusteroberfla¨che.
Daher sollen die oberfla¨chlichen Ringstrukturen eingehender betrachtet werden, um diese Frage
zu beantworten.
Bereits zwischen n = 1 und n = 16 ist das Bild nicht einheitlich. Allen Clustern dieser Gro¨ße ist
gemeinsam, daß alle Moleku¨le Teil der Oberfla¨che sind, was auch fu¨r die Gro¨ßen n = 18, 20, 22, 24
gilt. In den Clustern der Gro¨ßen n = 3, 4, 5, 6, 7, 9, 11 und n = 13 gibt es mindestens ein DA-
Moleku¨l. Die ringfo¨rmigen mit n = 3, 4 und n = 5 bestehen ausschließlich aus Moleku¨len dieses
Typs, wa¨hrend die anderen jeweils ein solches Moleku¨l an einer kantenu¨berbru¨ckenden Positi-
on aufweisen oder, wie im Falle des Hexamers, zwei fla¨chenu¨berkappende Moleku¨le enthalten.
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Damit treten in dieser Klasse von Clustern Vierer- und Fu¨nferringe sowohl in ebener als auch
in nichtebener Konfiguration als Teil der Oberfla¨che auf, wobei die nichtebenen Ringe mit dem
Vorhandensein von DA-Moleku¨len einhergehen. Das Tri-, Tetra- und das Pentamer weisen zwar
zwei Oberfla¨chen auf, doch umschließt diese kein Volumen. In den Clustern mit n = 6, 7, 9, 11
und n = 13 bilden die fla¨chenu¨berkappenden bzw. kantenu¨berbru¨ckenden Moleku¨le jeweils die
gemeinsame Ecke zweier Ringe, mithin gibt es Bereiche der Oberfla¨che, die kein Volumen um-
schließen.
Umgekehrt sind nur die stapelartigen globalen Minima mit n = 8, 10, 12, 15, 16 konvex, und es
gibt keinen Teil der Oberfla¨che, der kein Volumen umschließt. Konvexita¨t der gesamten Cluster-
struktur schra¨nkt die Gruppe der Cluster, deren Moleku¨le leicht als zur Oberfla¨che geho¨rend
identifizierbar sind, mehr ein als no¨tig. Zwar sind die globalen Minima mit n = 14, 18, 20, 22, 24
nicht konvex, doch werden sie von ebenen Vierer- und Fu¨nferringen begrenzt, so daß auch hier
keine Begrenzungsfla¨che auch nur teilweise Oberfla¨che ohne eingeschlossenes Volumen darstellt.
Als Ka¨fige sind sie nicht einzustufen, den die in ihnen liegenden Hohlra¨ume sind zu klein, um
mindestens ein Wassermoleku¨l zu enthalten.
In einem Netzwerk aus Vierer- und Fu¨nferringen ist die Maschenweite des Wasserstoffbru¨cken-
netzwerkes genu¨gend klein, um ein einzelnes Wassermoleku¨l als dies- oder jenseits des Netzwerkes
gelegen anzusehen. Das 21mer weist an seiner Oberfla¨che ausschließlich Fu¨nferringe auf, und da-
her ist eine Interpretation des einzelnen Moleku¨ls als innerhalb eines Ka¨figs gelegen zula¨ssig. Bis
zu dieser Stelle wa¨re das 21mer die einzige clathratartige Struktur zwischen n = 1 und n = 29.
Abbildung 2.29: Sechserringe als Teil der Clusteroberfla¨che. Links: Ausschnitt aus dem globalen
Minimum mit n = 17, rechts: Ausschnitt aus dem globalen Minimum mit n = 31.
In Abb. 2.29 sind Ausschnitte aus den Oberfla¨chen des 17- und des 31mers zu sehen. Dabei fa¨llt
auf, daß die Sechserringe keine regula¨ren Polygone sind, sondern vermittels Wasserstoffbru¨cken
vom bzw. zum darunterliegenden Wassermoleku¨l verzerrt sind. Im Falle des 17mers sind jeweils
zwei u¨berna¨chste Ecken des Sechserringes u¨ber das Moleku¨l unterhalb der Ringebene mitein-
ander verknu¨pft, das 31mer bietet ein Beispiel fu¨r die Verknu¨pfung jeweils gegenu¨berliegender
Ecken des Sechserringes durch das Moleku¨l unterhalb der Ringebene. Einerseits sind diese Struk-
turen aufzufassen als Mulden bestehend aus jeweils einem Sechserring als Rand und einem ein-
zelnen am Grund der Mulde befindlichen Moleku¨l (blau) oder als eckenverknu¨pfte Fu¨nferringe
mit dem markierten Sauerstoffatom als gemeinsamer Ecke. Diese Fu¨nferringe sind jedoch nicht
eben.
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Ohne das Vorliegen von DA-Moleku¨len sollen solche Konstellationen als ebene Sechserringe an-
gesehen werden, denn eine Inspektion der globalen Minima mit n = 19, 23, 25, 26, 27, 28, 29 zeigt
keine gro¨ßeren Ringstrukturen. Nichtebene Ringe als Teil der Oberfla¨che sollen nur dann vorlie-
gen, wenn dieses wegen des Vorhandenseins eines DA-Moleku¨ls notwendig ist. Darunterliegende
Moleku¨le sind dem Inneren des Clusters zuzuordnen. Alle gro¨ßeren oberfla¨chlichen Ringstruk-
turen n > 6 sind mithin als konkave Bereiche oder Mulden in der Clusteroberfla¨che anzusehen,
die Moleku¨le am Grunde dieser Mulden sind Teil der Clusteroberfla¨che.
Nach Feststellung dieses fu¨r die globalen Minima gu¨ltigen Merkmals la¨ßt sich dieses Kriterium
anwenden, um Minima anhand ihrer oberfla¨chlichen Ringstrukturen als lediglich lokal einzustu-
fen. Notwendig ist es auch, um im Anschluß ein allgemeines Bildungsgesetz fu¨r die Clusterstruk-
tur bei sich a¨ndernder Clustergro¨ße formulieren zu ko¨nnen.
Resultierendes Bildungsgesetz
Fu¨r die globalen Minima der TTM2-F-Wassercluster ist zusammenfassend im Bereich zwischen
n = 1 und n = 29 folgendes festzustellen. Mit zunehmender Gro¨ße der Cluster treten stufenweise
neue Strukturklassen auf. Abgesehen vom trivialen Fall des Monomers sind sie wiederum wieder-
kehrende Bausteine gro¨ßerer Strukturen. Es finden sich jenseits des Dimers zuna¨chst homodrome
Ringe fu¨r n = 3, 4 und n = 5. Vierer- und Fu¨nferringe bilden bevorzugt die Bausteine der gro¨ße-
ren Strukturen. Ein Dreierring tritt nur als Teil des globalen Minimums des Heptamers auf. Ab
n = 17 finden sich zusa¨tzlich Sechserringe als Teil der Clusteroberfla¨che. Bis n = 16 finden sich
stapelartige Strukturen aus diesen Ringen, die dann ab n = 12 auch als Kubenstapel und ab
n = 15 auch als Pentaprismenstapel auffaßbar sind. Die jeweils na¨chstgro¨ßere ungeradzahlige
Struktur geht aus einer geradzahligen durch Einfu¨gen eines kantenu¨berbru¨ckenden DA-Moleku¨ls
hervor, und von dieser ungeradzahligen Struktur zur na¨chstgro¨ßeren geradzahligen gelangt man
durch Einfu¨gen eines weiteren kantenu¨berbru¨ckenden Moleku¨ls benachbart zu dem zuvor ein-
gefu¨gten. Geradzahlige Strukturen benachbarter Gro¨ße lassen sich mittels Einfu¨gen/Fortnahme
eines Dimers ineinander u¨berfu¨hren. Nur das 15mer wird durch dieses Schema nicht erfaßt.
Zwischen n = 17 und n = 25 schließt sich ein u¨ber diesen Gro¨ßenbereich verschmierter U¨ber-
gang von Strukturen aus Kuben und/oder Pentaprismen hin zu clathratartigen Ka¨figen mit
einem einzelnen internen Moleku¨l an. Er findet nach einem strengen gerade/ungerade Wechsel
statt (vgl. [51]). Dies stellt eine Ausweitung dieses zuvor durch Hartke beschriebenen U¨ber-
gangsbereiches von n = 17 bis n = 21 dar [24]. Alle geradzahligen globalen Minima in diesem
Gro¨ßenintervall bestehen aus Kuben und/oder Pentaprismen.
Der Ka¨fig des 17mers ist eng, entha¨lt zwei oberfla¨chliche Sechserringe und zwei Viererringe. Im
Innern des 19mers ist mehr Platz, und dessen Oberfla¨che entha¨lt nur noch einen Sechserring
und zwei Viererringe, die mit gegenu¨berliegenden Kanten des Sechserringes verknu¨pft sind.
Schließlich besitzt das 21mer an seiner Oberfla¨che weder Sechser- noch Viererringe. Seine Gestalt
ist die eines Dodekaeders mit einem zentralen Wassermoleku¨l, woraus jedoch eine Verzerrung von
der perfekten Form resultiert. In dieser Reihenfolge nimmt die Anzahl oberfla¨chlicher Sechserring
von 2 um jeweils einen bis auf 0 ab. Folglich wa¨re eine Fortsetzung des Trends in dem Sinne
mo¨glich, daß zwar die Zahl der Sechserringe nicht weiter abnehmen kann, aber Ka¨figstrukturen
bei ungerader Anzahl von Moleku¨len mit wachsender Clustergro¨ße immer weniger durch das
zentrale Moleku¨l verzerrt werden, wenn der Ka¨fig selbst gro¨ßer wu¨rde.
Daß dieser U¨bergang bei einer primzahligen Clustergro¨ße beginnt, ist als Zusammenspiel ver-
schiedener Faktoren zu interpretieren, der die Dominanz einer symmetrischen Anordnung aus
118
Kuben und Pentaprismen aufgibt, da einerseits keine energetisch ungu¨nstige DA-Moleku¨le auf-
treten und andererseits die Verzerrungen der Geometrie der beteiligten Wassermoleku¨le mini-
miert werden.
Ein weiterer hinzukommender Faktor fu¨r das Auftreten der clathratartigen Ka¨fige bei Gro¨ßen
ab n = 25 ist in der Existenz bzw. Vermeidung fu¨nffach koordinierter Wassermoleku¨le zu sehen.
Kein globale Minimalstruktur, die nur aus Kuben und/oder Pentaprismen aufgebaut ist, weist
ein fu¨nffach koordiniertes Wassermoleku¨l auf. Mit zunehmender Gro¨ße werden Anordnungen
aus diesen Bausteinen, die eine Fu¨nffachkoordination vermeiden, aus geometrischen Gru¨nden
zunehmend schwieriger zu realisieren und sind lediglich lokale Minima. Somit finden sich hier
ausschließlich Ka¨figstrukturen. Im Falle des 26- und 28mers wird eine energetisch ungu¨nstige
Situation, wie sie durch ein fu¨nffach koordiniertes Wassermoleku¨l gegeben ist, durch das Vor-
handensein eines clathratartigen Ka¨figs u¨berkompensiert.
Allerdings wa¨chst nicht etwa die Gro¨ße des Ka¨figs mit zunehmendem n. Vielmehr treten 19er-
und 21er-Ka¨fige mit einem zentralen Moleku¨l auf, die durch Ausstu¨lpungen erweitert sind. Hier-
in scheint es eine Analogie zu den Clathraten zu geben, bei denen dem zentralen Moleku¨l eine
wichtige Rolle bei der Stabilisierung zukommt. Ein hydrophobes Gastmoleku¨l wirkt wie eine ein-
gefu¨gte Blase stabilisierend auf die hohle Wirtsstruktur. In natu¨rlichen Gashydraten u¨bernimmt
ein Methanmoleku¨l diese Funktion in den (H2O)n-Ka¨figen mit n = 20, 24, 28 und n = 36 [53].
Bezogen auf die reinen Wassercluster ist davon auszugehen, daß ein Ka¨fig nur dann hinreichend
gut stabilisiert wird, wenn das innere Moleku¨l den Hohlraum hinreichend gut ausfu¨llt. Berech-
nungen haben gezeigt, daß im Falle des 21mers eine Substitution des zentralen H2O-Moleku¨ls
durch H2S die Verzerrung des dodekaedrischen Ka¨figs verringert [83]. Das H2S-Moleku¨l kann
dabei isoliert sein oder u¨ber zwei Wasserstoffbru¨cken mit der Ka¨fighu¨lle in Verbindung stehen,
wobei letztere Konfiguration energetisch leicht bevorzugt ist (∼ 1, 2 kcal/mol).
Das 21mer mit seiner Dodekaederstruktur erlangt nicht den Status eines wiederkehrenden Bau-
steines in gro¨ßeren Clustern, wie der Kubus und das Pentaprisma. Aus ihm gehen weder durch
Einfu¨gen kantenu¨berbru¨ckender Moleku¨le noch durch Ausstu¨lpungen oder Anbauten gro¨ßere
Strukturen hervor. Vielmehr tritt zwar in den globalen Minima mit n = 25, 27 und n = 29
ein Ka¨figanteil auf, der aus 21 Moleku¨len besteht, von denen sich eines im Ka¨fig befindet
(Abb. 2.23 rechts), doch unterscheiden sich diese Ka¨figanteile in ihrer Gestalt deutlich von der
dodekaedrischen Struktur des 21mers.
Bei gro¨ßeren Clustern (n = 25 . . . 29) sind ausschließlich gefu¨llte Ka¨figstrukturen zu finden, und
das zuvor beschriebene Wachstum durch Ausstu¨lpung setzt sich fort. Es ist nur beim 27mer
eine kubische Ausstu¨lpung vorhanden, sonst handelt es sich stets um pentaprismatische. Die
bei n = 23, 25, 26, 27 und n = 29 vorliegenden pentaprismatischen Ausstu¨lpungen und auch die
kubische bei n = 27 sind keine ungesto¨rten Pentaprismen, denn eine ihrer Wasserstoffbru¨cken
(diejenige in Richtung zum Zentrum des Ka¨figs) ist aufgebrochen, weshalb man eher von einer
Erweiterung des Ka¨figs denn von einem a¨ußeren Anbau an den Ka¨fig sprechen muß. Erga¨nzend
ist die zweite pentaprismatische Struktur am 28mer mit dem Ka¨fig fla¨chenverknu¨pft, mithin als
Anbau einzustufen. Mit einem 19er-Ka¨fig als Grundgeru¨st ist im 23- und 28mer keine syste-
matische Abfolge zu bemerken; dies ist jedoch bei n = 25, 26, 27 und n = 29 der Fall: Entha¨lt
das globale Minimum von n = 25 eine pentaprismatische Ausstu¨lpung, so wird sukzessive an
der gegenu¨berliegenden Seite ein Moleku¨l nach dem anderen integriert, so daß beim 27mer eine
kubische Ausstu¨lpung und schließlich beim 29mer eine pentaprismatische Ausstu¨lpung entsteht
und das Sauerstoffgeru¨st eine erho¨hte Symmetrie aufweist.
Jenseits von n = 29 erfolgt ein U¨bergang zu clathratartigen Strukturen mit zwei inneren Mo-
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leku¨len, jedoch gibt es dort keinen systematischen Zuwachs durch wechselnde Ausstu¨lpungen.
Im Vergleich zu [24] ist dieser U¨bergang zu gro¨ßeren Clustern verschoben. Wenn das Vorhan-
densein von maximal Sechserringen als Strukturmerkmal der Clusteroberfla¨che als hier gu¨ltig
angenommen wird, muß das 30mer in seiner globalen Minimalstruktur anders aussehen als es
hier angenommen wird.
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Kapitel 3
Infrarotspektren
3.1 Vorbemerkungen
Die Zahl der Arbeiten, die sich experimentell oder auf theoretischer Ebene mit dem Zusammen-
hang zwischen der Struktur und den Infrarotspektren der OH-Bindungen bescha¨ftigen ist groß.
Einerseits decken sie den Bereich von Eisnanokristallen andererseits den kleiner und mittelgroßer
Cluster bis n = 21 Moleku¨len ab. Im Vordergrund stehen dabei die Zuordnung verschiedener
Schichten in Eiskristallen zu verschiedenen Frequenzba¨ndern bis hin zur Zuordnung einzelner
OH-Bindungen zu speziellen Maxima im Spektrum von Clustern.
Buck et al. vergleichen die Infrarotstreckschwingungsspektren mehrerer Minimalstrukturen des
Okta-, Nona- und Dekamers bzgl. des EMP-Potentials [85]. Dazu sind Ab-Initio-Rechnungen
mit den Minimalstrukturen als Input auf Hartree-Fock- und MP2- (double zeta Dunning Ba-
sissatz mit Polarisationsfunktionen) Level durchgefu¨hrt worden. Fu¨r die dreifach koordinierten
Wassermoleku¨le, aus denen sich zumindest die Strukturen zusammensetzen, deren Sauerstoff-
geru¨st qualitativ dem der TTM2-F-Minima entspricht, besteht ein Zusammenhang zwischen den
Entfernungen einander benachbarter Sauerstoffatome und der Donator-/Akzeptorkonfiguration
der zugeho¨rigen Moleku¨le: Die OO-Entfernung ist gro¨ßer, wenn die verbindende Wasserstoff-
bru¨cke von einem DDA-Moleku¨l ausgeht, als wenn sie von einem DAA-Moleku¨l stammt. Die
Streckschwingungsfrequenz der OH-Bindung bei gro¨ßerer OO-Distanz ist ho¨her.
Falls Einflu¨sse, wie sie durch die ra¨umliche Anordnung weiter entfernter Wassermoleku¨le um
eine betreffende OH-Bindung herum gegeben sind, keine zu große Rolle spielen, sollte es mo¨glich
sein einen Fit fu¨r den Zusammenhang zwischen OO-Abstand und Streckschwingungsfrequenz
zu berechnen. Auf diese Weise ist dann eine direkte Zuordnung zwischen Maxima im Infrarot-
spektrum und der OO-Abstandsverteilungsfunktion herstellbar. Dadurch ist ein erster Schritt
in Richtung zur Strukturdeterminierung aus dem Spektrum getan.
Unter Einbeziehung der intermolekularen Nullpunktsbewegung sind die Spektren tiefliegender
Isomere des Heptamers untersucht worden [86]. Die Beru¨cksichtigung der Nullpunktsbewegung
wirkt sich entscheidend aus, zumal die entsprechenden Strukturen als hochgradig verzerrt ein-
zustufen sind. Entsprechend ergeben sich A¨nderungen in der Wellenzahl von −40 bis 200 cm−1
allein durch Beru¨cksichtigung der Nullpunktsbewegung. Die Frequenzen von OH-Bindungen von
DAA-Moleku¨len sind mitunter auffallend hoch oder niedrig. Ersteres wird der Nachbarschaft zu
freien OH-Bindungen anderer DAA-Moleku¨le und der Verzerrung des Dreierrings (vgl. 2.3, S. 79)
zugeschrieben, wa¨hrend letzteres auf benachbarte DDA- und DA-Moleku¨le zuru¨ckzufu¨hren ist.
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Ist es gelungen, unter Beru¨cksichtigung einer Menge von Einflußfaktoren systematische Zusam-
menha¨nge zwischen Spektren und Clusterstrukturen herzustellen, kann offenbar durch Beru¨ck-
sichtigung eines weiteren Effektes dieses Modell wieder mindestens gesto¨rt werden. Das schra¨nkt
zwar die Erfolgsaussichten auf die zuvor beschriebene Mo¨glichkeit der Zuordnung von spektra-
len Maxima zu OO-Absta¨nden ein. Zusa¨tzlich ko¨nnte der Erfolg vom Grad der Symmetrie einer
Clusterstruktur abha¨ngen, so daß diese Zuordnung z.B. bei geradzahligen Clustern bzw. Anord-
nungen aus Kuben und/oder Pentaprismen besser funktioniert.
Im Bereich mittelgroßer Cluster sind die Arbeiten [87], [88], [80] zu erwa¨hnen, wobei sich die
ersten beiden mit dem 20mer in seiner 512 Ka¨figgestalt bzw. mit gleich vier Familien von Struk-
turisomeren auseinandersetzen.
Anick berichtet von 800 OH-Streckschwingungsmoden in den Spektren 20 verschiedener do-
dekaedrischer 512 Ka¨fige, von denen 752 einer dominanten OH-Bindung zugeordnet werden
konnten [87]. Die Cluster waren auf dem Level von B3LYP/6-311++G** optimiert. Mehrere
Schlußfolgerungen betreffen das Verha¨ltnis von berechnetem Infrarotspektrum zu strukturellen
Merkmalen. 94% aller Schwingungsmoden ko¨nnen einer einzelnen OH-Bindung mittels eines
entsprechenden Kriteriums zugeordnet werden. Die Intensita¨ten variieren zwischen 0,69 und
4160 km/mol, mithin um vier Gro¨ßenordnungen. Ferner findet eine Zuordnung zwischen be-
stimmten OH-Bindungstypen und Bandbereichen der Infrarotspektren statt. Ausgehend von den
verschiedenen Moleku¨ltypen entsprechend der Klassifikation nach der Donator-/Akzeptorkonfi-
guration wird festgestellt, daß in der Dodekaederstruktur alle Wassermoleku¨le dreifach koordi-
niert und entweder vom DAA- oder DDA-Typ sind. Die DAA-Moleku¨le seien mit F bezeichnet,
denn sie weisen eine freie OH-Bindung auf, DDA-Moleku¨le besitzen ein einsames Elektronenpaar
(lone pair) und seien mit L bezeichnet. Somit geho¨rt jede OH-Bindung einer von fu¨nf Klassen
an, die die OH-Bindung nach der Donator-/Akzeptorkonfiguration ihrer Nachbarbindungen ein-
teilen: freie OH-Bindung, FF, FL, LF oder LL. U¨berdies unterscheiden sich die so eingeteilten
OH-Bindungen in ihrer La¨nge, wobei FF und LL a¨hnlich sind. Schließlich ko¨nnen zusammen
mit weiteren Merkmalen in energetisch tiefliegenden dodekaedrischen Clustern insgesamt acht
Subtypen von Wasserstoffbru¨ckenbindungen korrespondierend zu acht Frequenzba¨ndern iden-
tifiziert werden. Leider la¨ßt sich aus den Ergebnissen nicht ableiten, ob diese Klassifikation
der OH-Bindungen allgemein eine erfolgversprechende Vorgehensweise bei Zuordnung zwischen
Spektrum und Struktur darstellt. Auch wenn dies nicht auszuschließen ist, wird weiter unten
von der Klassifikation der Wassermoleku¨le nach ihrer Donator-/Akzeptorkonfiguration gemacht
werden.
In einer anschließenden Studie [88] werden Infrarotspektren fu¨r die zuvor untersuchten vier Fa-
milien von Minima des 20mers pra¨sentiert und diskutiert. Dabei werden Wasserstoffbru¨cken als
stark und schwach kategorisiert, um die Lage der Maxima im Infrarotspektrum zu verstehen.
Das globale Minimum des Dimers (2.1, S. 77) besteht aus einem Donator- und einem Akzeptor-
moleku¨l. Die Protonen sind derart angeordnet, daß die freie OH-Bindung des Donatormoleku¨ls
von den beiden Protonen des Akzeptormoleku¨ls weg weist; dies spiegelt eine starke Wasserstoff-
bru¨ckenbindung wider. Rotiert das Donatormoleku¨l um 180°um die Wasserstoffbru¨cke, befindet
sich diese Bindung auf einer Seite der durch die Protonen definierten Ebene, was als schwa-
che Wasserstoffbru¨ckenbindung bezeichnet wird. Eine Einteilung der Moden in signifikante und
nicht signifikante Moden wird durch Einfu¨hrung eines Schwellenwertes fu¨r die Intensita¨t vor-
genommen, und die diesbezu¨glichen Diagramme mit den durch Pfeile markierten Moden legen
den Schluß nahe, daß nur wenige OH-Bindungen an einer Mode beteiligt sind. Wie sich die In-
tensita¨ten jedoch auf einzelne OH-Bindungen verteilen, wird nicht na¨her betrachtet. Zusammen
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mit der Erkenntnis, daß in Eisnanokristallen durchaus kollektive Moden mit OH-Bindungen
in gro¨ßeren ra¨umlichen Bereichen auftreten [89], bleibt einstweilen offen, in welchem Umfang
die Delokalisierung einzelner Moden bei Clustern bis etwa 30 Wassermoleku¨le auftritt. Zu den
Schwierigkeiten, die bei der Verwendung eines Schwellenwertes fu¨r die Signifikanz der Moden
und dem Auftreten von Delokalisierungseffekten wird weiter unten in 3.4.1 Stellung bezogen.
Den Spektren der Wassercluster von n = 17 − 21 widmet sich die Arbeit von Lagutschenkov
et al. [80]. Das Hauptaugenmerk liegt dabei auf den Moden, die am weitesten im Roten des
Spektrums liegen. Diese lassen sich auf Streckschwingungen der OH-Bindungen von Moleku¨len
zuru¨ckfu¨hren, die u¨ber im Sinne von [88] starke Wasserstoffbru¨ckenbindungen Donatoren zu
benachbarten Moleku¨len sind und deren andere OH-Bindung frei ist. In der U¨bersicht der cla-
thratartigen Ka¨figstrukturen bei n = 17, 19 und 21 und den entsprechend zugeordneten Moden
zeigt sich eine Lokalisation der Moden bei OH-Bindungen an der Ka¨figoberfla¨che mit maximal
zwei beteiligten Bindungen. Wenn auch diese Zuordnung ein bestimmtes Strukturmerkmal der
Ka¨fige betrifft, erscheint die Identifikation der Beteiligung der vier zentralen Wasserstoffbru¨cken,
die das innere Moleku¨l mit der Hu¨lle des Ka¨figs verbinden, an entsprechenden Moden der geeig-
nete Schritt zu sein, um einen Zusammenhang zwischen Struktur und Spektrum herzustellen.
Die auf der Ebene von MP2/aug-cc-pVDZ berechneten harmonischen Frequenzen der symmetri-
schen bzw. antisymmetrischen Streckschwingung des Wassermonomers in der Gasphase liegen bei
ν˜ = 3871 cm−1 und ν˜ = 3938 cm−1 [88]. Im Vergleich dazu sind die Frequenzen der Streckschwin-
gungen von OH-Gruppen, die in eine Wasserstoffbru¨ckenbindung verwickelt sind, im Vergleich
dazu stark rotverschoben. Mit dem in der vorliegenden Arbeit verwendeten Modell sind dies
Frequenzen im Bereich zwischen ν˜ = 2927, 91 cm−1 und ν˜ = 3709, 64 cm−1. Wegen der Empfind-
lichkeit bezu¨glich der Gestalt des Wasserstoffbru¨ckennetzwerkes ist zu erwarten, verschiedene
Wassercluster voneinander unterscheiden zu ko¨nnen, selbst wenn sie Isomere einer festen Gro¨ße
sind. Daraus ergibt sich als Ziel, eine eindeutige Zuordnung zwischen Clusterstruktur und Infra-
rotspektrum zu erreichen. Dem steht jedoch eine Reihe von Hu¨rden im Wege. Zum einen ist sie
abha¨ngig von der Art des Modells, wie es am Beispiel der Beru¨cksichtigung der Nullpunktsbe-
wegung zu sehen war. Zum anderen ist schon die Formulierung genu¨gend feiner geometrischer
Kriterien, die die Umgebung der OH-Bindungen charakterisieren, weder einfach noch eindeutig.
Genau dies, die Umgebung einer OH-Bindung, beeinflußt die Lage des Intensita¨tsmaximums
ihrer Streckschwingung. Zu den so relevanten geometrischen Parametern geho¨ren sicher die OH-
Bindungsla¨nge, verknu¨pft damit der OO-Abstand benachbarter Moleku¨le, aber nicht weniger
weitere Gegebenheiten, wie sie durch die Donator-/Akzeptorkonfiguration der Wassermoleku¨le
eines Clusters bzw. daraus abgeleitete Merkmale (vgl. [87]) gegeben sind. Bei der Beru¨cksichti-
gung benachbarter Moleku¨le ist es weiterhin mo¨glich, daß der Einfluß von mehr als den na¨chsten
Nachbarn wichtig ist.
Daß sich die Symmetrie einer Struktur auf die Gestalt ihres Infrarotspektrums auswirkt, ist zu
vermuten, wenn man die Spektren der symmetrischen globalen Minimalstrukturen wie die des
8-, 12- und 16mers, die im globalen Minimum als Kubus bzw. stapelartige Anordnung mehrerer
Kuben gegeben sind, betrachtet. Sie weisen nur eine geringe Anzahl signifikanter Maxima auf.
Entsprechendes gilt auch fu¨r das 10- und das 15mer, deren globales Minimum als Pentaprisma
respektive Stapel aus zwei fla¨chenverknu¨pften Pentaprismen besteht.
Dabei ist hier unter Symmetrie nicht allein diejenige des Sauerstoffgeru¨stes eines Clusters zu
verstehen. Zusa¨tzlich ist die Orientierung der Moleku¨le zu beru¨cksichtigen, die sich z.B in ho-
modromen Ringstrukturen niederschla¨gt. Orientierungsisomere mit identischem Sauerstoffgeru¨st
sind durchaus in der Lage, unterschiedliche Spektren hervorzurufen.
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Damit ist der Weg fu¨r dieses Kapitel abgesteckt: Beginnend mit mo¨glichst symmetrischen stapel-
artigen Strukturen aus Kuben, pentagonalen und hexagonalen Prismen sollen Zusammenha¨nge
zwischen Spektren und Strukturen aufgedeckt werden. Gewinkelte Strukturen als solche mit
weniger Symmetrie folgen dann, um schließlich in den Bereich ab n = 20 Moleku¨len vorzustoßen
und eine Erweiterung des Gro¨ßenintervalls im Vergleich zu den anderen Arbeiten zu erreichen.
Erschwerend zur Wahl eines Schwellenwertes wirkt sich auch die Delokalisierung von Moden
aus. Spektroskopische und theoretische Untersuchungen an Eisnanokristallen belegen, daß es
durch intra- und intermolekulare vibronische Kopplung infolge der Wasserstoffbru¨ckenbindun-
gen und U¨bergangsdipolkra¨fte durchaus zu kollektiven Moden kommt, die u¨ber makroskopische
Dimensionen ausgedehnt sind. Dazu konnten Wojcik et al. anhand der Spektren von Gemischen
aus H2O und D2O Eis zeigen, daß selbst Protonen- und Positionsunordnung in amorphem Eis
diesen Effekt nicht ausschaltet. Durch unterschiedliche Mischungsverha¨ltnisse der Isotopome-
re H2O/D2O wurde dazu die Gro¨ße der Doma¨nen eines Isotopomers eingebettet in des jeweils
andere vera¨ndert [89].
Die Infrarotspektren von Eisoberfla¨chen in [90] lassen die Identifikation von Moden verschiede-
ner Kategorien von Oberfla¨chenmoleku¨len zu: dreifach koordinierte Moleku¨le mit dangling D,
dreifach koordinierte Moleku¨le mit dangling O und relaxierte vierfach koordinierte Moleku¨le.
Dazu wurden die Spektren von HDO in H2O und die von D2O verglichen. Als Maß fu¨r die
Delokalisierung ist die Anzahl an Bindungen anzunehmen, die signifikant zu einem angeregten
Zustand beitragen. Sind auf diese Weise verschiedenartige Bereich in Eisnanokristallen vonein-
ander unterscheidbar, erweist sich die Kopplung von Moden im Falle von Clustern eher als
zusa¨tzliche Schwierigkeit: Die Frage ist, was die fu¨r eine gegebene Clusterstruktur charakteristi-
schen Merkmale sind. Idealerweise sind einige signifikante Maxima im Spektrum mit speziellen
geometrischen Gegebenheiten der beteiligten OH-Bindungen korreliert. Oder kollektive Moden
umfassen eine gro¨ßere Gruppe von OH-Bindungen, die wiederum eine einzigartige geometrische
Umgebung repra¨sentieren. Was bei den Eisnanokristallen die Identifikation einzelner Kategorien
von Moleku¨len ermo¨glicht, wird sich im folgenden speziell bei der Identifikation clathratartiger
Ka¨fige als ungeeignetes Mittel erweisen
3.2 Simulation der Infrarotspektren
Die Gesamtanzahl an Datensa¨tzen aus allen Optimierungen aller Clustergro¨ßen allein im Bereich
1 ≤ n ≤ 29 betra¨gt ∼ 4, 3 · 106. Eine Durchmusterung der Daten war teilweise automatisiert
mo¨glich, indem fu¨r jede Gro¨ße n zuna¨chst alle Datensa¨tze nach ihrer Energie aufsteigend sor-
tiert wurden. Unter Vorgabe einer festen Energiedifferenz konnte der jeweils erste Vertreter einer
Energieklasse aussortiert werden. Im Anschluß erfolgte dann die eigentliche Durchmusterung
der Auswahl manuell, indem die ersten 20 ausgewa¨hlten Strukturen einer Gro¨ße mit Hilfe von
XMakemol [50] visualisiert wurden. Somit besteht durchaus die Mo¨glichkeit, daß interessante
Clusterstrukturen, wie z.B. stapelartige, in der Menge der Datensa¨tze enthalten aber entwe-
der aufgrund des Auswahlkriteriums oder der anschließenden Beschra¨nkung auf die jeweils 20
energetisch am tiefsten gelegenen Cluster unentdeckt geblieben sind.
Neben den eben aufgefu¨hrten stapelartigen Formationen aus Kuben und Pentaprismen war bei
einer Durchmusterung lediglich ein Hexaprisma bei n = 12 aufzufinden. Da mithin eine syste-
matische Folge von stapelartigen Strukturen aus Kuben, Pentaprismen und Hexaprismen aus
den Optimierungen mit dem GA nicht vorliegt, wurden entsprechende Strukturen konstruiert.
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Sie durchliefen alle zuna¨chst eine globale Orientierungsoptimierung gefolgt von einer einzelnen
lokalen Optimierung unter Verwendung des TTM2-F-Potentials mit kleiner Konvergenzschwelle
(10−8) entsprechend dem Wert, der auch im Verlauf der Optimierungsrechnungen verwendet
worden ist. Zusammen mit den Strukturen aus den Rechnungen mit dem GA liegt eine Kollekti-
on von stapelartigen Strukturen aus Kuben von 8 bis 36 Wassermoleku¨len entsprechend 1 bis 8
Kuben, stapelartigen Strukturen aus Pentaprismen von 10 bis 35 Wassermoleku¨len entsprechend
1 bis 6 Pentaprismen, stapelartigen Strukturen aus 12 bis 36 Wassermoleku¨len entsprechend 1
bis 5 Hexaprismen sowie gewinkelten Strukturen mit 18, 22, 26 und 30 Moleku¨len vor.
Die stapelartigen Strukturen weisen alle Sauerstoffgeru¨ste mit hoher Symmetrie auf. Wenn dies
die Ursache fu¨r Infrarotspektren mit wenigen signifikanten Maxima ist, erho¨ht die Untersuchung
dieser Strukturen die Wahrscheinlichkeit, auf Korrelationen zwischen den Spektren und den Clu-
sterstrukturen zu stoßen. Entsprechend soll die Untersuchung der gewinkelten Strukturen dazu
dienen, den Einfluß der geometrischen Gegebenheiten in aus Kuben und/oder Pentaprismen zu-
sammengesetzten Minimalstrukturen z.B. im 20-, 22- und 24mer anhand des Infrarotspektrums
ablesen zu ko¨nnen. Nach dieser Vorarbeit ko¨nnen dann am Schluß die globalen Minima mit
clathratartigen Ka¨figen auf den Zusammenhang zwischen spektralen Maxima und strukturellen
Merkmalen untersucht werden.
3.2.1 Theoretisches Modell der Infrarotspektren
Zur Berechnung der OH-Streckschwingungsspektren wurde ein Local-Mode-Modell verwendet,
wobei von einer Anzahl gekoppelter lokaler Morse-Oszillatoren mit dem OH-Abstand als Koordi-
nate ausgegangen wird [91; 92]. Jeder lokalen Mode liegt ein Morse-Potential vMorse(r) zugrunde.
Daraus resultiert ein Hamiltonoperator der Gestalt:
h(r) = −
1
2
∂2
∂r2
+ vMorse(r) (3.1)
Wegen des nichtlinearen Zusammenhanges der OH-Streckschwingungsfrequenz mit der Kompo-
nente des elektrischen Feldes parallel zur Bindung wird jede OH-Mode mit einer vibrierenden
Partialladung am Ort des Wasserstoffkerns innerhalb eines statischen Feldes modelliert. Diese
Feldabha¨ngigkeit ist nicht explizit modelliert sondern empirisch bestimmt worden. Resultat ist
ein anharmonisches Spektrum, daß in seiner Genauigkeit einer harmonischen Na¨herung u¨berle-
gen ist. Ist die nichtlineare Funktion ν¯(E‖) fu¨r die lokale Streckschwingungsfrequenz gegeben,
lassen sich die ungekoppelten OH-Streckschwingungsfrequenzen in einem Cluster berechnen, in-
dem das elektrische Feld am Ort jeder OH-Bindung unter Beru¨cksichtigung der Partialladungen
und der von allen anderen Moleku¨len induzierten Dipole ausgewertet werden. Fu¨r jede unge-
koppelte Frequenz ν¯(E‖) sind das Morse-Potential vMorse(r) sowie die Eigenfunktionen |ψi〉 zu
berechnen. Daraus gewinnt man einen Hamiltonoperator fu¨r das gekoppelte Modell:
H =
∑
k
h(rk) + Pintra + Vintra + Vinter (3.2)
Darin treten drei Terme auf, von denen der intramolekulare kinetische Kopplungs-Term Pintra =∑
pˆ1pˆ2 cos(HOH)/m0 aus der Transformation zu internen Koordinaten resultiert und die Im-
pulskopplung zwischen zwei OH-Bindungen, die an demselben Sauerstoffatom der Masse m0
ansetzen, beschreibt. Die intramolekulare Potentialkopplung Vintra ist approximiert durch einen
linearen Term V12 = kintraδr1δr2, wobei δr die Abweichung der Bindung vom Gleichgewichtsab-
stand beschreibt.
125
Die intermolekulare Potentialkopplung Vinter wird durch eine oszillierende Dipol-Dipol-Wechsel-
wirkung kddδr1δr2 beschrieben, wobei gilt: kdd = µ
′ 2[(e1e2)−3(e1er)(e2er)]/r3 mit der konstanten
Ableitung µ′ des Dipolmomentes der OH-Bindung, den Einheitsvektoren e1, e2 entlang der OH-
Bindungen sowie dem Einheitsvektor er la¨ngs der Verbindung der beiden OH-Bindungen im
Gleichgewicht.
Die Ableitung des Dipolmomentes ha¨ngt ab von der Frequenz ν¯ und gestattet die Anpassung an
Werte sowohl fu¨r den Gaszustand als auch fu¨r Eis [93]. Das OH-Spektrum erha¨lt man aus den Ei-
genwerten einer Variationsrechnung mit einem minimalen Basissatz aus Morse-Eigenfunktionen
(Exzitonenbasis):
|Ψi〉 = |ψ1(i)〉
∏
j 6=i
|ψ0(j)〉 (3.3)
Entsprechend der Produktform des Kopplungsterms ko¨nnen die korrespondierenden Matrixele-
mente analytisch berechnet werden [94].
Die Infrarot-Absorptionsintensia¨t wird berechnet aus der U¨bergangswahrscheinlichkeit mit der
Ableitung des Dipolmomentes µ′ unabha¨ngig vom Relativabstand r. Das berechnete Spektrum
wird stark beeinflußt von der Feldabha¨ngigkeit der ungekoppelten Frequenzen ν¯(E‖) und eben-
falls von den intramolekularen Kopplungstermen, schwa¨cher jedoch vom intermolekularen Kopp-
lungspotential. Fu¨r OH-Bindungen im Wasser stammt die Frequenzabha¨ngigkeit ν¯(E‖) aus [93].
Die Funktion ist derart konstruiert, daß sie zwischen den Bindungsfrequenzen gasfo¨rmigen Was-
sers und den experimentell bestimmten Frequenzen des Wasserstoffbru¨cken gebundenen OH in
zyklischen Wasserclustern (H2O)n, n = 1, . . . , 5 interpoliert.
In der numerischen Ausgabe der Spektren liegen die Beitra¨ge der Intensita¨ten einzelner OH-
Bindungen zu einer Mode im Intervall [0, 1]. Bei der Durchsicht der Spektren hat sich ein
Schwellenwert von 0,3 als sinnvoll erwiesen, oberhalb dessen eine OH-Bindung als zu einer Mode
zugeho¨rig betrachtet wird. Somit beschra¨nkt sich die Markierung der an einer Mode beteiligten
OH-Bindungen auf solche, die mit wesentlichen Beitra¨gen vertreten sind. Der gewa¨hlte Schwel-
lenwert erscheint dabei als bester Kompromiß, um auch aus einer gro¨ßeren Anzahl zu einer Mode
beitragender OH-Bindungen diejenigen herausfinden zu ko¨nnen, die sich in einer ausgezeichne-
ten geometrischen Umgebung befinden (z.B. Ecken einer Struktur oder interne Moleku¨le von
Ka¨figen). Zu den aus dieser Vorgehensweise resultierenden Schwierigkeiten ist weiter unten in
3.4.1 Stellung zu nehmen.
Weiterhin ist zu bemerken, daß anhand der rein numerischen Ausgabe mehr Maxima aufzulo¨sen
sind, als es eine graphische Darstellung mit endlicher Linienbreite vermag. Betra¨gt der Abstand
zweier Intensita¨tsmaxima deutlich weniger als zwei Wellenzahlen, werden diese im folgenden
als eng benachbart bezeichnet und sind graphisch praktisch nicht auflo¨sbar. Dies soll durch die
Angabe auch von mehr als zwei Dezimalstellen unterstrichen werden. Ohne daß auf diese Weise
eine Pra¨zision vorgespiegelt werden soll, die das Experiment wohl kaum zu leisten vermag,
ist in den entsprechenden Situationen auf soviele Nachkommastellen gerundet, wie zu einer
Unterscheidung an der letzten Stelle notwendig. Im Experiment ist von Linienbreiten im Bereich
zwischen 10− 25cm−1 auszugehen [93]. Die Breite der Lorentzprofile fu¨r die Rechnungen betrug
2 Wellenzahlen.
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3.3 Beziehungen zwischen Maxima der Infrarotspektren und
den beteiligten OH-Bindungen
3.3.1 Kubenstapel
n DAA DDAA DDAA
homodrome La¨ngskanten
4er Ringe
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
8 2971,91...3001,62 − −
12 2993,68...3011,91 3197,37...3331,51 3481,34...3487,10
16 2995,25...3013,77 3221,69...3366,24 3457,12...3506,61
20 2984,53...3012,39 3173,44...3353,71 3450,33...3512,50
24 2984,72...3012,68 3173,26...3335,40 3444,04...3514,30
28 2984,84...3000,96 3173,77...3317,82 3440,73...3515,53
32 2985,09...3001,96 3172,60...3366,07 3438,72...3515,83
n DDAsym DDAasym DAA
freie
OH-Bindungen
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
8 3512,32...3518,03 3541,18...3565,88 3708,34...3709,38
12 3527,41...3529,32 3565,97...3569,49 3705,99...3706,70
16 3531,07...3532,71 3569,73...3571,03 3705,07...3705,72
20 3525,90...3532,98 3561,80...3571,30 3704,31...3705,19
24 3526,40...3533,73 3562,42...3571,89 3704,09...3704,94
28 3526,70...3527,43 3562,85...3565,95 3703.96...3704,60
32 3526,86...3528,62 3563,03...3567,95 3703,89...3704,59
Tabelle 3.1: Zuordnung von Maxima des Infrarotspektrums zu Moleku¨len bestimmter Donator-/
Akzeptorkonfiguration in Kubenstapeln.
Die Infrarotstreckschwingungsspektren der Kubenstapel weisen durchweg sechs voneinander ab-
grenzbarer Gruppen von Maxima auf, die sich nicht u¨berlappen (Tab. 3.1). Es lassen sich die
Spektralbereiche fu¨r die OH-Bindungen der Wassermoleku¨le eingeteilt nach ihrer Donator-/Ak-
zeptorkonfiguration und ihrer groben Lage innerhalb der Clusterstruktur identifizieren. In den
Endfla¨chen der Stapel befinden sich in jeweils gegenu¨berliegenden Ecken DAA-Moleku¨le, de-
ren eine OH-Bindung la¨ngs einer Kante der Endfla¨che liegt, und deren andere OH-Bindung
frei in das Vakuum weist. Die erstgenannten OH-Bindungen bewirken Maxima am roten Ende
des Spektrums zwischen ν˜ = 2971, 91 cm−1 und ν˜ = 3013, 77 cm−1. Letztere lassen ihre Signa-
tur stets zwischen ν˜ = 3703, 89 cm−1 bis ν˜ = 3709, 38 cm−1 erkennen. Dazwischen, in Rich-
tung zum blauen Ende des Spektrums, schließt sich eine Region zwischen ν˜ = 3172, 60 cm−1
bis ν˜ = 3366, 24 cm−1 an, in die die Maxima der Streckschwingungen der OH-Bindungen der
DDAA-Moleku¨le entlang der Kanten der homodromen Viererringen, die in La¨ngsrichtung der
Stapel hintereinander angeordnet sind, fallen. Hier und im zu ho¨heren Wellenzahlen anschlie-
ßenden Spektralbereich gibt es keine Intensita¨tsmaxima im Falle des einfachen Kubus, denn er
weist die zugrundeliegenden Klassen von Moleku¨len nicht auf. Zwischen ν˜ = 3438, 72 cm−1 bis
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ν˜ = 3515, 83 cm−1 sind die Maxima der Streckschwingungen der OH-Bindungen der DDAA-
Moleku¨le la¨ngs der Außenkanten der Stapel gelegen. Es verbleiben noch die DDA-Moleku¨le. Bei
ihnen kann noch zwischen zwei Spektralbereichen unterschieden werden; von ν˜ = 3512, 32 cm−1
bis ν˜ = 3533, 73 cm−1 ein Bereich und zwischen ν˜ = 3541, 18 cm−1 und 3571, 89 cm−1 ein
zweiter. Wa¨hrend in der erstgenannten Region mit den symmetrischen Streckschwingungen kor-
respondierende Maxima enthalten sind, finden sich in der zweiten ausschließlich solche, die den
antisymmetrischen Streckschwingungen geschuldet sind. Die Trennung zwischen den symmetri-
schen und antisymmetrischen Streckschwingungsmoden des kubischen Oktamers wie sie in [93]
mit etwa ν˜ = 3550 cm−1 angegeben wird, trifft hier gerade fu¨r das Oktamer nur in etwa zu,
bleibt aber auch bei gro¨ßeren stapelartigen Anordnungen von Kuben erhalten. Zu vermuten ist,
daß das in [93] verwendete EMP-Potential beim Oktamer vom TTM2-F-Resultat abweichende
Bindungsla¨ngen und -winkel liefert. Bei gro¨ßeren Kubenstapeln ko¨nnte diese Diskrepanz kleiner
werden.
Im Vergleich der Spektren aller Kubenstapel untereinander fa¨llt auf, daß mit Ausnahme des
einzelnen Kubus die sechs zuvor beschriebenen Spektralbereiche auch gro¨ßenu¨bergreifend keine
U¨berschneidungen aufweisen. Der Bereich der DDA-Maxima mit den enthaltenen symmetrischen
Streckschwingungen des Kubus reicht in den der OH-Bindungen der DDAA-Moleku¨le la¨ngs
der Außenkanten aller Stapel ab einschließlich 20 Moleku¨le. Mit wachsender Gro¨ße der Stapel
verschiebt sich das Gewicht der verschiedenen Donator-/Akzeptorkonfigurationen der Moleku¨le
in der Struktur. Die Anzahl der Endfla¨chen und mit ihr die der Ecken bleibt konstant, wa¨hrend
sich die Zahl der homodromen Viererringe und der sie untereinander verbindenden Außenkanten
zunimmt. Alle gezeigten Strukturen lassen sich nicht nur als Kubenstapel, sondern auch sogar als
aus homodromen Viererringen gebildete Stapel auffassen. Diese elementare Sichtweise erlaubt
es, zusa¨tzlich nach der Orientierung der Ringe zu unterscheiden, um dies als weitere Quelle zur
Erkla¨rung der Gestalt der Spektren zu verwenden.
Die Lage der Maxima der OH-Bindungen der DAA-Moleku¨le sowohl am roten als auch am blauen
Ende der Spektren erweist sich als u¨beraus stabil gegenu¨ber A¨nderungen der Gro¨ße des Kuben-
stapels, und beide Maximagruppen bleiben deutlich von den anderen trennbar, wenngleich die
Intensita¨ten um 3000 Wellenzahlen mit zunehmender Gro¨ße des Stapels geringer werden und
die Maxima im zentralen Bereich der Spektren die Fu¨hrungsrolle u¨bernehmen. Zu bemerken
ist der Einfluß der Orientierungen zwischen den Viererringen der Endfla¨chen und den jeweils
benachbarten Ringen. Sind die Orientierungen identisch, weisen die Spektren nur ein Maximum
am roten Rand des Spektrums auf, gibt es wie im Falle von 20 und 24 Moleku¨len eine Endfla¨che
mit gegensinnig orientiertem Nachbarn, so werden zwei Maxima sichtbar. Ebenso nimmt die
Intensita¨t der Maxima der OH-Bindungen der DDA-Moleku¨le mit zunehmender Gro¨ße des Ku-
benstapels ab, und bei 20 sowie 24 Moleku¨len lassen sich zwei benachbarte Maxima ausmachen,
was als Folge der Orientierung der benachbarten Ringe gedeutet werden kann. In der Mitte der
Spektren finden sich ab n = 12 die Maxima der OH-Bindungen der DDAA-Moleku¨le. Interes-
santerweise treten mit zunehmender Anzahl von in den Stapeln enthaltenen Moleku¨len zwar
insgesamt mehr Maxima auf, jedoch bleibt die Anzahl solcher von signifikanter Gro¨ße gering
und im Falle der OH-Bindungen la¨ngs der Außenkanten auf nur ein Maximum beschra¨nkt. Aber
auch die OH-Bindungen in den mittleren homodromen Viererringen bewirken nicht mehr als
zwei herausragende Maxima. Fu¨r n = 12 und n = 28 existiert auch hier lediglich eines. Welche
OH-Bindungen im Detail zu den verschiedenen Maxima beitragen, ob es bestimmte Gruppie-
rungen, die an einer Mode beteiligt sind, gibt und inwiefern die Orientierung homodromer Ringe
einen Einfluß ausu¨bt, soll eine anschließende detaillierte Untersuchung der signifikanten Maxima
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beantworten.
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Abbildung 3.1: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubus.
Die Fla¨chen des Kubus sind nicht alle gleichartig. Zwei gegenu¨berliegende Fla¨chen sind als ho-
modrome Viererringe mit identischer Orientierung ausgebildet. Im Gegensatz werden die anderen
Fla¨chen von Viererringen gebildet, in deren einer Ecke jeweils ein DDA-Moleku¨l sitzt, dessen
beide Wasserstoffatome Teil derselben Fla¨che sind.
Am roten Rand des Spektrums (Abb. 3.1) finden sich fu¨r n = 8 zwei eng benachbarte Maxi-
ma bei ν˜ = 3001, 59 cm−1 (1) und ν˜ = 3001, 62 cm−1 (1a). Sie stammen von den parallelen
Eigenschwingungen der OH-Bindungen der DAA-Moleku¨le gegenu¨berliegender Seiten der bei-
den von den homodromen Viererringen gebildeten Fla¨chen des Kubus. Ein zweites Paar eng
benachbarter Maxima bei ν˜ = 3553, 94 cm−1 (2) und ν˜ = 3553, 96 cm−1 (2a) wird verursacht
durch die antisymmetrischen Streckschwingungen der vier DDA-Moleku¨le. Es besteht noch fol-
gender Zusammenhang: Die beiden DDA-Moleku¨le mit dem Maximum bei ν˜ = 3553, 94 cm−1
sind dieselben, die auch das Maximum bei ν˜ = 3001, 59 cm−1 bewirken, d.h. innerhalb der
engbenachbarten Maxima stets das mit kleinerer Wellenzahl.
Beim Kubus sind die OH-Bindungen durchweg Teil zweier benachbarter Viererringe. Die fu¨r die
Maxima (1/1a) ursa¨chlichen OH-Bindungen sind jeweils Teil eines homodromen Viererringes,
wa¨hrend der zweite Viererring, dessen Bestandteil jede dieser OH-Bindungen ist, nichthomodrom
ist, d.h. alle vier OH-Bindungen befinden sich in sehr a¨hnlicher Umgebung. Verantwortlich fu¨r
die Aufspaltung kann damit nur die Abweichung des Kubus von der perfekten Geometrie sein.
Allerdings sind die Abweichungen sehr klein und befinden sich in der Gro¨ßenordnung von 10−4 A˚
(vgl. 2.2 S. 75), weshalb auch die Aufspaltung mit ∆ν˜ = 0, 03 cm−1 extrem gering ausfa¨llt. Analog
ist die Situation der Maxima (2) und (2a): Von den vier OH-Bindungen, die zu jedem Maximum
beitragen, verlaufen je zwei entlang gegenu¨berliegende Seiten eines homodromen Viererringes,
wobei der jeweils zweite Viererring, dessen Teil sie sind, nichthomodrom ist. Die anderen OH-
Bindungen, die zu diesen Maxima beitragen sind jeweils Bestandteil zweier nichthomodromer
Viererringe. Die Aufspaltung zwischen den Intensita¨tsmaxima beruht hier auch auf den Abwei-
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chungen vom perfekten Kubus, weshalb es sich lediglich um ∆ν˜ = 0, 02 cm−1 handelt.
Auch bei den den gro¨ßeren Kubenstapeln und den anderen in diesem Kapitel besprochenen
Strukturen ko¨nnen derart kleine Abweichungen auftreten, was sich dann ebenfalls in einer extrem
geringen Aufspaltung ausdru¨ckt. Anderenfalls ist davon auszugehen, daß deutlichere Abweichun-
gen von der Symmetrie eine sta¨rkere Aufspaltung von Intensita¨tsmaxima bewirken ko¨nnen. Im
konkreten Fall wird dann ersichtlich, welcher Symmetriebruch welche Aufspaltung bewirkt.
Entscheidend fu¨r die Lage von Intensita¨tsmaxima und deren Aufspaltung ist die Umgebung
der beteiligten OH-Bindungen. Dies meint die Konstellation besagter OH-Bindungen und der
sie umgebenden OH-Bindungen. In erster Na¨herung kann angenommen werden, daß ho¨chstens
noch u¨berna¨chste Nachbarbindungen (z.B. im Viererring la¨ngs der Fla¨chendiagonalen gegenu¨ber-
liegend) entscheidend beitragen. Das beinhaltet einerseits die Donator-/Akzeptorkonfiguration
des Moleku¨ls, zu dem die OH-Bindung geho¨rt sowie die Donator-/Akzeptorkonfiguration des
Moleku¨ls, zu dem u¨ber diese OH-Bindung eine Wasserstoffbru¨cke besteht und auch die Ho-
modromiesituation der Ringe, entlang deren gemeinsamer Kanten die OH-Bindung verla¨uft.
Offen bleibt einstweilen, wie die Aufspaltung von diesen Rahmenbedingungen abha¨ngt. Das
Beispiel des Kubus zeigt jedoch, daß selbst kleinste Abweichungen der Distanz zweier durch
eine Wasserstoffbru¨cke verbundenen Sauerstoffatome eine wenn auch sehr kleine Aufspaltung
begru¨nden.
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Abbildung 3.2: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubenstapels aus 12 Moleku¨len.
Die na¨chstgro¨ßere Struktur besteht aus 12 Moleku¨len angeordnet in zwei fla¨chenverknu¨pften
Kuben. Dabei erfolgt die Verknu¨pfung u¨ber eine Fla¨che, die von einem homodromen Vierer-
ring gebildet wird. Mit wachsender Anzahl von Kuben bleibt dieses Prinzip bestehen. Unter
diesem Aspekt ist die Auffassung eines Kubenstapels als Stapel von homodromen Viererringen
legitimiert. Die Orientierung der OH-Bindungen in den homodromen Viererringen alterniert in
La¨ngsrichtung des Stapels.
Am roten Rand des Spektrums (Abb. 3.2) befinden sich wieder zwei eng benachbarte Maxima
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bei ν˜ = 3011, 89 cm−1 (1) und ν˜ = 3011, 91 cm−1 (1a). Deren Verursacher sind die phasen-
gleichen Streckschwingungen der OH-Bindungen der DAA-Moleku¨le gegenu¨berliegender Seiten
der beiden von den homodromen Viererringen gebildeten Endfla¨chen des Kubenstapels. Bei
ν˜ = 3276, 00 cm−1 (2) und ν˜ = 3276, 09 cm−1 (2a) schließen sich weitere zwei eng benachbarte
Maxima an. Die Streckschwingungen der OH-Bindungen des beiden Kuben gemeinsamen Vie-
rerringes sind hier involviert. Jeweils die Bindungen gegenu¨berliegender Seiten des Viererringes
schwingen phasengleich. Ein einzelnes Maximum bei ν˜ = 3483, 44 cm−1 (3) ist begru¨ndet durch
gleichphasige Streckschwingungen der OH-Bindungen la¨ngs der Kanten der Mantelfla¨che des Ku-
benstapels. Schließlich ist bei ν˜ = 3567, 46 cm−1 (4) und ν˜ = 3567, 51 cm−1 (4a) ein Maximum
gelegen, das auf die antisymmetrischen Streckschwingungen der OH-Bindungen der vier DDA-
Moleku¨le der Struktur zuru¨ckzufu¨hren ist. Erneut gilt auch hier, daß diejenigen Moleku¨le, die
zum Maximum bei kleinerer Wellenzahl geho¨ren identisch sind, deren anderen OH-Bindungen
an dem Maximum bei ν˜ = 3011, 89 cm−1 beteiligt sind.
Die OH-Bindungen sind je nach Lage Teil zweier oder dreier Viererringe. Dabei gibt es so-
wohl homodrome Viererringe als auch solche, in denen die OH-Bindungen ein nichthomodromes
Muster bilden. Folglich kann sich die Nachbarschaft von einer OH-Bindungen auch aus diesem
Grunde unterscheiden.
Ein wiederkehrendes Strukturmerkmal der Kubenstapel stellen die beiden Endfla¨chen dar. Ih-
re Anzahl bleibt mit wachsender Anzahl von Kuben trivialerweise konstant, lediglich ihr Ab-
stand voneinander a¨ndert sich. Die beiden Maximagruppen, die einerseits den OH-Bindungen
der DAA-Moleku¨le in den Endfla¨chen sowie den antisymmetrischen Streckschwingungen der
OH-Bindungen der DDA-Moleku¨le in den Ecken der Endfla¨chen entspringen, bleiben bei der
Verla¨ngerung des Stapels auf 2 Kuben im Spektrum existent. Neben ihnen treten zwei weitere
Intensita¨tsmaxima auf, die direkt mit der Existenz der Viererringen zusammenha¨ngen, die sich
in La¨ngsrichtung des Stapels zwischen den Endfla¨chen befinden. Diese Maxima sind ab n = 12
ebenfalls fester Bestandteil der Spektren. Als einziges Maximum ist das, welches auf die Oszil-
lationen der OH-Bindungen entlang der La¨ngskanten des Stapels zuru¨ckgeht (3) ein einzelnes,
die drei anderen sind eng benachbarte Maximumpaare.
Der Stapel aus zwei Kuben pra¨sentiert sich a¨hnlich wie der Kubus: Die OH-Bindungen des Ma-
ximumpaars (1/1a) verlaufen jeweils entlang gegenu¨berliegender Seiten der homodromen Vie-
rerringe in den Endfla¨chen und geho¨ren jeweils einem weiteren homodromen Viererring an. Die
Aufspaltung des Maximums ist mit ∆ν˜ = 0, 02 cm−1 sehr klein. Beim Paar (2/2a) bilden die OH-
Bindungen, die gemeinsam zu einem Maximum geho¨ren, gegenu¨berliegende Seiten des mittleren
homodromen Viererringes. Dann ist jede OH-Bindung noch Teil sowohl eines homodromen wie
eines nichthomodromen Viererringes der Mantelfla¨che des Stapels. Zwar ist die Aufspaltung die-
ses Maximums mit ∆ν˜ = 0, 09 cm−1 ebenfalls nur gering, doch kommt neben kleiner Differenzen
in den OO-Absta¨nden hinzu, daß die Phasenlage der beteiligten Oszillatoren sich von (2) zu (2a)
unterscheidet. Schließlich ist auch die Umgebung der OH-Bindungen des Maximumpaares (4/4a)
sehr a¨hnlich: Die OH-Bindungen, die paarweise gegenu¨berliegende Seiten der homodromen Vie-
rerringe in den Endfla¨chen bilden, sind auch noch Teil von nichthomodromen Viererringen. Es
verbleiben noch die korrespondierenden OH-Bindungen dieser antisymmetrischen Streckschwin-
gungsmoden, die ebenfalls jede zu einem homodromen und einem nichthomodromen Viererring
geho¨ren. Fu¨r die Aufspaltung dieses Intensita¨tsmaximums von ∆ν˜ = 0, 05 cm−1 ist weder eine
unterschiedliche Phasenlage noch eine abweichende Homodromiesituation erkennbar.
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Abbildung 3.3: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubenstapels aus 16 Moleku¨len.
Es folgt mit 16 Moleku¨len eine Struktur aus drei hintereinander durch Fla¨chenverknu¨pfung ver-
bundenen Kuben. Auch hier alterniert die Orientierung der OH-Bindungen in den homodromen
Viererringen von einem Ende der Struktur zum anderen.
Ein einzelnes Maximum (Abb. 3.3) bei ν˜ = 3013, 77 cm−1 (1) resultiert aus den phasengleichen
Streckschwingungen der OH-Bindungen der DAA-Moleku¨le gegenu¨berliegender Seiten der bei-
den von den homodromen Viererringen gebildeten Endfla¨chen des Kubenstapels. Das na¨chste
Maximum tritt bei ν˜ = 3285, 20 cm−1 (2) auf. Es resultiert aus den phasengleichen Streckschwin-
gungen der OH-Bindungen der DDAA-Moleku¨le der beiden mittleren Viererringe. Beteiligt sind
die OH-Bindungen der gegenu¨berliegenden Seiten eines Viererringes und die korrespondierenden
OH-Bindungen des anderen Viererrings. Bei ν˜ = 3343, 47 cm−1 (2a) befindet sich ein weiteres
Maximum. Hier sind die OH-Bindungen la¨ngs der anderen vier Kanten der mittleren Viererrin-
ge beteiligt; die Streckschwingungen erfolgen gleichphasig. Phasengleiche Streckschwingungen
la¨ngs der Außenkanten des Kubenstapels erzeugen ein Maximum bei ν˜ = 3461, 16 cm−1 (3).
Schließlich befinden sich im Bereich zwischen ν˜ = 3531, 07 cm−1 und ν˜ = 3571, 03 cm−1 mehre-
re Maxima, an denen Streckschwingungen der OH-Bindungen der vier DDA-Moleku¨le aus den
Endfla¨chen des Kubenstapels beteiligt sind. Sowohl symmetrische als auch antisymmetrische
Streckschwingungen treten dabei auf. Deutlich sind zwei eng beieinanderliegende Maxima bei
ν˜ = 3570, 31 cm−1 (4) und ν˜ = 3570, 41 cm−1 (4a). Ersteres resultiert aus den antisymme-
trischen Streckschwingungen. Das zweite Maximum wird verursacht durch die gleichphasigen
Streckschwingungen der OH-Bindungen der DDA-Moleku¨le ausschließlich la¨ngs gegenu¨berlie-
gender Kanten der Endfla¨chen der Struktur.
Der U¨bergang zum Stapel aus drei Kuben a¨ndert am globalen Aussehen des Spektrums nichts, je-
doch kommt es zu einer deutlichen Aufspaltung zwischen den Maxima (2) und (2a). Dies la¨ßt sich
an der Umgebung der jeweils an einer der beiden Moden beteiligten OH-Bindungen festmachen.
Alle an (2/2a) beteiligten OH-Bindungen sind zuna¨chst Teil der beiden mittleren homodromen
Viererringe des Stapels. Dann geho¨rt jede OH-Bindung des Maximums (2) noch zu jeweils einem
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homodromen Viererring der Mantelfla¨che und einem nichthomodromen Viererring, der ebenfalls
Teil der Mantelfla¨che des Stapels ist. Bei den OH-Bindungen des Maximums (2a) ist diese Situati-
on genau umgekehrt, der mittlere Ring der Mantelfla¨che, zu dem jede geho¨rt ist nichthomodrom,
und der weitere, entlang dessen Kante sie verlaufen, ist nichthomodrom. Die zu beobachtende
Aufspaltung von ∆ν˜ = 58, 27 cm−1 ist die Folge dieser unterschiedlichen Umgebungen. Als Ge-
genbeispiel ist das Maximum (4/4a) anzufu¨hren. Die Phasenlage der OH-Bindungen, die entlang
gegenu¨berliegender Außenkanten in den homodromen endsta¨ndigen Viererringen verlaufen un-
terscheiden sich voneinander, doch ist die Aufspaltung mit ∆ν˜ = 0, 10 cm−1 nur gering. Mithin
ko¨nnen auch unterschiedliche Konstellationen zu fast demselben Ergebnis fu¨hren.
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Abbildung 3.4: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubenstapels aus 20 Moleku¨len.
Die Erweiterung um einen Kubus fu¨hrt zu einem Kubenstapel aus 20 Moleku¨len. Die homodro-
men Viererringe sind hier nicht alternierend orientiert. Vielmehr sind vier identisch orientiert,
und der fu¨nfte an einem Ende der Struktur hat eine gegenla¨ufige Orientierung. Alle zuvor be-
schriebenen Spektren sind solche, deren zugrundeliegende Clusterstruktur das jeweilige globale
Minimum markiert. Da die globalen Minima jenseits von n = 16 keine Kubenstapel sind, kann
es sich bei Kubenstapeln mit 20 und mehr Moleku¨len nur um lokale Minima handeln. Ob mit
den gefundenen Strukturen zumindest auf der Ebene der Orientierung der Moleku¨le globale Mi-
nima vorliegen, ist nicht zu entscheiden. Die kleineren Strukturen legen fu¨r die homodromen
Viererringe innerhalb des Stapels alternierende Orientierungen nahe. Das Bild bei den gro¨ßeren
Stapeln ist uneinheitlich und reicht von durchga¨ngig gleicher Orientierung beim 28er Stapel u¨ber
einen einzelnen gegensinnig orientierten Viererring beim 20er Stapel zu 6 aufeinanderfolgenden
identisch orientierten Viererringen gefolgt von zwei dazu gegensinnig orientierten Viererringen
beim 32er Stapel.
Am roten Ende des Spektrums (Abb. 3.4) finden sich zwei Maxima bei ν˜ = 3000, 68 cm−1 (1)
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und ν˜ = 3012, 39 cm−1 (1a). Sie stammen von den phasengleichen Streckschwingungen der OH-
Bindungen der DAA-Moleku¨le gegenu¨berliegender Seiten der beiden von den homodromen Vie-
rerringen gebildeten Endfla¨chen des Kubenstapels. Das Maximum bei gro¨ßerer Wellenzahl ist
den OH-Bindungen der Endfla¨che zuzuordnen, deren benachbarter Viererring gegenla¨ufig ori-
entiert ist, wa¨hrend das Maximum bei kleinerer Wellenzahl den OH-Bindungen der Endfla¨che
entspringt, deren benachbarter Viererring dieselbe Orientierung aufweist. Bei ν˜ = 3296, 73 cm−1
(2) sowie ν˜ = 3311, 06 cm−1 (2a) befinden sich zwei Maxima, die von den gleichphasigen Streck-
schwingungen der OH-Bindungen gegenu¨berliegender Kanten der mittleren Viererringe verur-
sacht werden. Beteiligt sind jeweils nur zwei benachbarte Viererringe von den dreien. Schließlich
befindet sich ein weiteres Maximum bei ν˜ = 3450, 33 cm−1 (3). An seiner Entstehung sind
die OH-Bindungen entlang der La¨ngskanten des Kubenstapels beteiligt. Der Bereich zwischen
ν˜ = 3525, 90 cm−1 und ν˜ = 3571, 30 cm−1 entha¨lt Maxima deren, Ursache in den Streck-
schwingungen der OH-Bindungen der DDA-Moleku¨le an den Endfla¨chen des Stapels gegeben
ist. Bis einschließlich ν˜ = 3532, 98 cm−1 sind dies ausschließlich symmetrische, jenseits davon
ausschließlich antisymmetrische Streckschwingungen. An den Maxima bei 3561, 80 cm−1 (4) und
3570, 66 cm−1 (4a) sind jeweils die vier OH-Bindungen beider DDA-Moleku¨le einer Endfla¨che
beteiligt, und auch hier korrespondieren die Moleku¨le, des Maximums bei kleinerer Wellenzahl
mit denen bei ν˜ = 3000, 68 cm−1. Allerdings sind die Maxima deutlich auflo¨sbar im Gegensatz
zur eng benachbarten Situation bei n = 8, 12.
Eine andere Situation der Aufspaltung zwischen den Maxima findet sich beim Stapel aus 4
Kuben. Bis auf das solita¨re Maximum (3) sind die anderen jeweils Maximumpaare. Ferner ist
hier die Intensita¨t des Maximums (3) gro¨ßer als die der beiden Maxima (2/2a) wohl wegen der
Aufspaltung um ∆ν˜ = 14, 33 cm−1 der letzteren. Die den Maxima (2/2a) zugrundeliegenden OH-
Bindungen unterscheiden sich in ihrer Homodromiesituation, obwohl die mittleren Viererringe,
zu denen diese Bindungen geho¨ren, alle homodrom und auch gleichartig orientiert sind, findet
sich in den Viererringen der Mantelfla¨che ein Unterschied. Alle diese Viererringe, mit denen
die OH-Bindungen des Maximums (2) in Verbindung stehen, sind nichthomodrom, bei den
OH-Bindungen, die fu¨r das Maximum (2a) verantwortlich sind gibt es auch zwei homodrome
Viererringe. Bezu¨glich der Maxima (1/1a) und (4/4a) mit Aufspaltungen von ∆ν˜ = 11, 71 cm−1
und ∆ν˜ = 8, 86 cm−1 sei die Homodromiesituation der beiden Kuben am Ende des Stapels
betrachtet. Der Kubus, dessen OH-Bindungen die Maxima (1) und (4) bewirken, besitzt nur
zwei homodrome Viererringe, na¨mlich den, der die Endfla¨che des Stapels bildet und den, der
ihn mit dem na¨chsten Kubus verbindet. Anders ist die Situation am anderen Ende des Stapels,
wo jener Kubus noch zwei homodrome Viererringe aufweist, die zur Mantelfla¨che des Stapels
geho¨ren. Die OH-Bindungen befinden sich in der Tat in unterschiedlichen Umgebungen. Im
Vergleich zu den zuvor betrachteten Aufspaltung der Maxima kann die hier vorliegende als
moderat bezeichnet werden.
5 Kuben
Erneutes Anfu¨gen eines Kubus ergibt einen Kubenstapel mit 24 Moleku¨len. In der vorliegenden
Struktur sind alle homodromen Viererringe gleichartig orientiert bis auf denjenigen, der eine der
beiden Endfla¨chen bildet.
Zwei Maxima am roten Ende des Spektrums (Abb. 3.5) liegen benachbart. Zuna¨chst eines bei
ν˜ = 3000, 82 cm−1 (1), dessen verursachende OH-Bindungen von DAA-Moleku¨len gegenu¨berlie-
gende Kanten derjenigen Endfla¨che sind, deren Orientierung gleichsinnig zu dem benachbarten
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Abbildung 3.5: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubenstapels aus 24 Moleku¨len.
Viererring ist. Daneben befindet sich ein Maximum bei ν˜ = 3012, 68 cm−1 (1a). Ihm liegen die
OH-Bindungen von DAA-Moleku¨len la¨ngs der entsprechenden Kanten der anderen Endfla¨che
zugrunde. In beiden Fa¨llen sind die Schwingungen gleichphasig. Ein na¨chstes Paar von Maxi-
ma ist bei ν˜ = 3302, 73 cm−1 (2) und ν˜ = 3313, 90 cm−1 (2a) gelegen. In beiden Fa¨llen sind
ausschließlich OH-Bindungen beteiligt, die la¨ngs gegenu¨berliegender Kanten der homodromen
Viererringe in der Mitte des Kubenstapels gelegen sind; die Schwingungen erfolgen phasengleich.
Wa¨hrend zum Maximum bei ν˜ = 3302, 73 cm−1 gleich sechs OH-Bindungen in benachbarten Vie-
rerringen beitragen, sind es beim an zweiter Stelle genannten Maximum nur vier. Es existieren
zwar auch Beitra¨ge der entsprechenden OH-Bindungen des na¨chsten benachbarten Viererrin-
ges, doch liegen sie unterhalb der Schranke, oberhalb derer die Beitra¨ge beru¨cksichtigt werden.
Schließlich existiert ein weiteres Maximum bei ν˜ = 3444, 04 cm−1 (3). Hier gehen die Beitra¨ge
der OH-Bindungen la¨ngs der Außenkanten des Kubenstapels ein, wobei nicht alle beteiligt sind.
Maxima der antisymmetrischen Streckschwingungen der in den Ecken des Stapels gelegenen
DDA-Moleku¨le befinden sich bei ν˜ = 3562, 42 cm−1 (4) fu¨r diejenigen aus der Endfla¨che, deren
Orientierung den vier innenliegenden Viererringen entspricht und bei ν˜ = 3571, 11 cm−1 (4a) fu¨r
diejenigen, die der anderen Endfla¨che angeho¨ren.
Im Vergleich zu den Spektren der kleineren Kubenstapel sind die Vera¨nderungen nur marginal.
Einzig die Intensita¨t des Maximumpaares (1/1a) bleibt deutlich hinter der der anderen Maxima
zuru¨ck. Als Ursache ist anzunehmen, daß die Zahl der zu diesem Maximumpaar beitragenden
OH-Bindungen bei wachsender Stapelgro¨ße konstant bleibt, da sich die Zahl der Endfla¨chen
nicht a¨ndert. Die Homodromiesituation in den beiden Kuben am Ende des Stapels entspricht
der des kleineren Stapels aus 4 Kuben, was erneut fu¨r die moderate Aufspaltung zwischen den
Maxima (1/1a) von ∆ν˜ = 11, 86 cm−1 und zwischen (4/4a) von ∆ν˜ = 8, 69 cm−1 sorgt. Bei den
Maxima (2/2a) mit einer Aufspaltung von ∆ν˜ = 11, 17 cm−1 sind die OH-Bindungen paarwei-
se la¨ngs einander gegenu¨berliegender Seiten der homodromen in La¨ngsrichtung hintereinander
angeordneten Viererringe angeordnet. Die OH-Bindungen, die das Maximum (2) bewirken sind
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zusa¨tzlich ausnahmslos Teil nichthomodromer Viererringe. Anders ist dies bei den Bindungen,
auf deren Oszillationen das Maximum (2a) basiert, denn ein Paar geho¨rt zusa¨tzlich zu nichtho-
modromen und das andere zu homodromen Viererringen. Mithin unterscheiden sich auch hier
die Umgebungen der OH-Bindungen der beiden Gruppen voneinander und auch die Anzahl der
Oszillatoren ist verschieden. Das Resultat ist die moderate Aufspaltung der korrespondierenden
Intensita¨tsmaxima.
6 Kuben
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Abbildung 3.6: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubenstapels aus 28 Moleku¨len.
Der Kubenstapel aus 28 Moleku¨len setzt das bisherige Schema fort. Es finden sich zwei ex-
trem dicht beieinander liegende Maxima bei ν˜ = 3000, 95 cm−1 (1) und ν˜ = 3000, 96 cm−1 (1a)
(Abb. 3.6). Es handelt sich dabei um die gleichphasigen Streckschwingungen der OH-Bindungen
der DAA-Moleku¨le la¨ngs gegenu¨berliegender Seiten in den beiden Endfla¨chen. In der vorliegen-
den Struktur sind alle homodromen Viererringe gleichartig orientiert, d.h. die soeben bespro-
chenen Oszillatoren finden identische Umgebungen vor im Gegensatz zu den Kubenstapeln, in
denen ein zur Endfla¨che benachbarter Viererring entgegengesetzt orientiert ist. Mithin fallen hier
beide Maxima praktisch zusammen. Das na¨chste Maximumpaar bei ν˜ = 3306, 489 cm−1 (2) und
ν˜ = 3306, 493 cm−1 (2a) ist seinem Charakter nach ebenfalls ein eng benachbartes. Ihm liegen die
phasengleichen Streckschwingungen der OH-Bindungen gegenu¨berliegender Seiten der homodro-
men Viererringe in der Mitte des Stapels zugrunde. Es sind jeweils sechs Oszillatoren beteiligt,
die sich in drei benachbarten Viererringen befinden. Das Maximum bei ν˜ = 3440, 73 cm−1 (3)
rekrutiert seine Beitra¨ge aus den Streckschwingungen der OH-Bindungen la¨ngs der Außenkan-
ten des Kubenstapels. Ein weiteres eng benachbartes Maximumpaar desselben Ursprungs liegt
bei ν˜ = 3445, 931 cm−1 und ν˜ = 3445, 932 cm−1. Im Bereich zwischen ν˜ = 3526, 70 cm−1 und
ν˜ = 3565, 95 cm−1 liegen Maxima, die von symmetrischen und antisymmetrischen Streckschwin-
gungen der OH-Bindungen der DDA-Moleku¨le in den Ecken des Stapels herru¨hren. Die gro¨ßten
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sind dabei ein eng benachbartes Paar bei ν˜ = 3562, 848 cm−1 und ν˜ = 3562, 849 cm−1 sowie ein
einzelnes Maximum bei ν˜ = 3565, 85 cm−1 (4), die auf antisymmetrische Streckschwingungen
aller acht Oszillatoren dieser Klasse zuru¨ckgehen.
Das Spektrum des Stapels aus 6 Kuben zeigt nur vier signifikante Maxima, denn wa¨hrend die
Maximum (3) und (4) solita¨r sind, ist die Aufspaltung der Maxima (1/1a) mit ∆ν˜ = 0, 01 cm−1
sowie (2/2a) mit ∆ν˜ = 0, 004 cm−1 sehr gering. Das spiegelt sich in der Homodromiesituation
wieder: die beiden endsta¨ndigen Kuben weisen jeweils genau zwei homodrome Viererringe auf,
na¨mlich diejenigen, die die Endfla¨chen des Stapels ausmachen, sowie die Fla¨chen, u¨ber die sie mit
ihren Nachbarkuben verknu¨pft sind. U¨berdies ist die Orientierung aller homodromer Viererringe
in La¨ngsrichtung identisch, sodaß die im Vergleich zu Differenzen in den OO-Absta¨nden alle
gro¨beren Unterscheidungsmerkmale fortfallen, was auch die Gro¨ße mit der Aufspaltung konform
ist.
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Abbildung 3.7: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Kubenstapels aus 32 Moleku¨len.
Insgesamt 32 Moleku¨le entha¨lt der Stapel aus sieben Kuben. Von den acht vorhandenen ho-
modromen Viererringen sind von einem Ende des Stapels zum anderen sechs gleichartig orien-
tiert; es erfolgt ein Orientierungswechsel, und die verbleibenden beiden Ringe haben dieselbe
Orientierung.
Zwei eng benachbarte Maxima befinden sich bei ν˜ = 3001, 11 cm−1 (1) und ν˜ = 3001, 96 cm−1
(1a) (Abb. 3.7). Ihre Beitra¨ge erhalten sie von den jeweils gleichphasigen Streckschwingungen
der OH-Bindungen der DAA-Moleku¨le in den Endfla¨chen des Stapels. Bei ν˜ = 3316, 83 cm−1
(2) sowie ν˜ = 3438, 72 cm−1 (3) existieren zwei weitere prominente Maxima. Zu dem bei klei-
nerer Wellenzahl tragen OH-Bindungen von DDAA-Moleku¨len la¨ngs der vier Kanten eines der
homodromen Ringe bei, wogegen die Beitra¨ge des anderen Maximums von den Oszillationen der
OH-Bindungen von DDAA-Moleku¨len entlang der Außenkanten des Kubenstapels herstammen.
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Schließlich liegen bei ν˜ = 3563, 03 cm−1 (4) und ν˜ = 3564, 73 cm−1 (4a) noch zwei Maxima
dicht beieinander. Ihnen liegen die antisymmetrischen Streckschwingungen der OH-Bindungen
der DDA-Moleku¨le in den Endfla¨chen zugrunde. Jedes Maximum erha¨lt dabei ausschließlich
Beitra¨ge der Moleku¨le einer Endfla¨che. Auch hier sind am Maximum bei kleinerer Wellenzahl
dieselben Moleku¨le beteiligt, die auch fu¨r das Maximum bei ν˜ = 3001, 11 cm−1 verantwortlich
waren.
Qualitativ a¨ndert sich das Spektrum mit der Hinzunahme eines weiteren Kubus im Hinblick auf
die Intensita¨tsverteilung und die Aufspaltung der vier vorhandenen Maxima. Eine Aufspaltung
erfahren die Maxima (1/1a) von ∆ν˜ = 0, 85 cm−1 und (4/4a) mit ∆ν˜ = 1, 70 cm−1. Der geringe
Abstand (4/4a) la¨ßt das Maximum als ganzes alle anderen an Intensita¨t u¨bertreffen. Die Maxima
(2) und (3) sind Einzelmaxima. Wiederum sind die Umgebungen der OH-Bindungen, die den
Maxima (1/1a) und (4/4a) zugrundeliegen, bezu¨glich der Homodromiesituation gleich, und auch
die Anzahl der Oszillatoren ist gleich. Somit ist keine gro¨ßere Aufspaltung der Maxima als die
vorliegende zu erwarten.
3.3.2 Pentaprismenstapel
n DAA DDAA DDAA DDA DAA
homodrome La¨ngskanten freie
5er Ringe OH-Bindungen
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
10 2940,65...2988,05 − − 3490,25...3606,80 3704,29...3709,64
15 2945,87...3007,46 3134,78...3290,09 3459,71...3542,77 3494,25...3614,59 3700,64...3706,21
20 2943,65...3008,85 3115,01...3327,01 3441,90...3548,75 3476,79...3610,65 3698,47...3705,76
25 2943,81...3009,43 3108,24...3338,28 3433,49...3545,21 3497,43...3609,75 3697,41...3705,56
30 2940,10...3001,83 3103,35...3352,83 3429,61...3543,94 3491,52...3605,69 3696,89...3705,47
35 2943,79...3010,89 3103,90...3367,12 3425,18...3540,36 3497,51...3609,72 3696,44...3705,72
Tabelle 3.2: Zuordnung von Maxima des Infrarotspektrums zu Moleku¨len bestimmter Donator-/
Akzeptorkonfiguration in Pentaprismenstapeln.
In grober U¨bersicht lassen in den Spektren der Pentaprismenstapel fu¨nf Gruppen von Maxima
unterscheiden (Tab. 3.2). Eine U¨berschneidung der Spektralbereiche besteht zwischen den Ma-
xima der OH-Bindungen entlang der Kanten der Stapel der DDAA-Moleku¨le und denen, die
ihren Ursprung in den Streckschwingungen der OH-Bindungen der DDA-Moleku¨le in den Ecken
der Endfla¨chen haben. Dies ist bei allen Stapeln mit Ausnahme des einfachen Pentaprismas
der Fall, in dem keine Moleku¨le mit DDAA Konfiguration existieren. Alle anderen Spektral-
bereiche sind frei von U¨berschneidungen sowohl bei konstanter Clustergro¨ße als auch u¨ber die
unterschiedlichen Gro¨ßen hinweg. Innerhalb der DDA-Moleku¨le ist eine Unterteilung in Spek-
tralbereiche, in denen symmetrische bzw. antisymmetrische Streckschwingungen an Intensita¨ts-
maxima beteiligt sind, nicht sinnvoll, die entsprechenden Wellenzahlbereiche sind zu sehr ver-
mischt. Beginnend mit den Maxima, die aus den Streckschwingungen der OH-Gruppen der DDA-
Moleku¨le entlang der Kanten der fu¨nfeckigen Endfla¨chen liegen sie zwischen ν˜ = 2940, 10 cm−1
und ν˜ = 3010, 89 cm−1. Die jeweils freien zweiten OH-Bindungen dieser Moleku¨le hinterlassen ih-
re spektrale Signatur in Gestalt von Maxima zwischen ν˜ = 3696, 44 cm−1 und ν˜ = 3706, 21 cm−1.
Es schließt sich eine Gruppe von Maxima zwischen ν˜ = 3103, 35 cm−1 und ν˜ = 3367, 12 cm−1 an,
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die auf die OH-Bindungen la¨ngs der Kanten der homodromen Fu¨nferringe der DDAA-Moleku¨le
zuru¨ckzufu¨hren sind. Die OH-Bindungen der DDAA-Moleku¨le la¨ngs der Außenkanten des Penta-
prismenstapels sind verantwortlich fu¨r die Gruppen von Maxima zwischen ν˜ = 3425, 18 cm−1 bis
ν˜ = 3548, 75 cm−1. Der sich mit diesen Maxima u¨berschneidende Bereich mit den Maxima der
aus den Oszillationen der OH-Bindungen der DDA-Moleku¨le resultierenden Maxima erstreckt
sich von ν˜ = 3490, 25 cm−1 bis ν˜ = 3614, 59 cm−1. In der numerischen Ausgabe der Simulati-
onssoftware fallen noch je nach Gesamtgro¨ße der Stapel einzelne oder benachbarte Maxima auf,
die zu OH-Bindungen von DAA- und DDA Moleku¨len geho¨ren, wovon erstere bei ungewo¨hnlich
großen Wellenzahlen von ν˜ = 3350, 93 cm−1 bis ν˜ = 3354, 44 cm−1 und letztere bei relativ kleinen
Wellenzahlen von ν˜ = 3352, 83 cm−1 bis ν˜ = 3378, 42 cm−1 fu¨r die jeweiligen Repra¨sentanten
ihrer Spezies zu finden sind. Die OH-Bindungen dieser DDA- und DAA-Moleku¨le verlaufen je-
weils entlang der gemeinsamen Kanten der Basisfla¨che mit den Endfla¨chen. Nur im Falle des
30er Stapels gibt es auch Beitra¨ge einer OH-Bindung in der Basisfla¨che, die von einem DDAA-
Moleku¨l stammt (Tab. 3.3). Das Auftreten des Maximums fu¨r den Stapel aus 10 Moleku¨len wird
auch von Sadlej et al. als Ergebnis von berechneten Spektren beschrieben [93] und zwischen
ν˜ = 3300 cm−1 und ν˜ = 3400 cm−1 lokalisiert. Im Experiment konnte dieses Maximum jedoch
nicht verifiziert werden.
n DAA DDA DDAA
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
10 3358,26 3358,26 −
15 3354,03 3378,42 −
20 3354,44 3375,31 −
25 3353,29 3376,56 −
30 3352,83 3352,83 3352,83
35 3350,93 3376,01 −
Tabelle 3.3: Beitra¨ge von OH-Bindungen in der Basisfla¨che einzelner Moleku¨le.
Diese Maxima bleiben in ihrer Position weitgehend unbeeinflußt durch Vera¨nderungen der Gro¨ße
des Prismenstapels.
Als weitere Maximagruppen, auf deren Lage die Gro¨ße des Stapels keinen sichtbaren Einfluß
ausu¨bt, sind die am roten und blauen Rand des Spektrums gelegenen von den OH-Bindungen
der DAA-Moleku¨le herru¨hrenden einzustufen. Erstere manifestieren sich in zwei Maxima, solan-
ge die zu den Ringen in den Endfla¨chen benachbarten Fu¨nferringe gleichartig orientiert sind.
Sobald jedoch auch ein gegensinnig orientierter Nachbar vorhanden ist, lo¨st sich das bei gro¨ßerer
Wellenzahl gelegene Maximum in zwei benachbarte Maxima auf. Diese Aussage gilt von n = 10
bis n = 25. Bei n = 35 lo¨st sich auch das Maximum bei kleinerer Wellenzahl in zwei auf. Eine
Erkla¨rung fu¨r das Spektrum des 30er Stapels ist auf der Basis der Orientierung einander benach-
barter homodromer Ringe nicht gegeben; obwohl beide Fu¨nferringe in den Endfla¨chen jeweils
gleichartig orientierte Nachbarn haben, lo¨sen sich beide Maxima in jeweils eine Zweiergruppe auf.
Entsprechend des schon bei den Kubenstapeln beobachteten Effektes, daß die mit den Oszilla-
tionen der OH-Bindungen der DDAA-Moleku¨le sowohl in den Fu¨nferringen des Stapels als auch
entlang der Kanten des Stapels verbundenen Intensita¨tsmaxima mit wachsender Stapelgro¨ße an
Anzahl zunehmen, bleiben fu¨r die erstgenannte Untergruppe dieser OH-Bindungen durchga¨ngig
lediglich zwei Maxima von u¨berragender Gro¨ße. Zu der letztgenannten Gruppe findet man zwi-
schen n = 15 und n = 25 jeweils zwei Maxima signifikanter Gro¨ße und daru¨berhinaus bei n = 30
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und n = 35 nur noch eines. Entgegengesetzt zu den Spektren der Kubenstapel tritt bei denen der
Pentaprismenstapel eine Verschiebung von Grenzen der Spektralbereiche auf. Betroffen sind die
beiden mit den OH-Bindungen der DDAA-Moleku¨le verbundenen Bereiche. Mit zunehmendem
n verschiebt sich die obere Grenze des Spektralbereiches der in den Fu¨nferringen gelegenen Os-
zillatoren zu ho¨heren Wellenzahlen, die untere Grenze des Bereiches, der zu den OH-Bindungen
entlang der Kanten des Stapels geho¨rt, gleichzeitig zu kleineren Wellenzahlen. Auch hier soll ei-
ne genauere Untersuchung der Zuordnung zwischen Maxima und OH-Bindungen weitere Details
enthu¨llen.
1 Pentaprisma
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 2900  3100  3300  3500  3700
re
la
tiv
e 
In
te
ns
itä
t
ν~ [cm−1]
1
2/2a
3
4
1 Pentaprisma 2a
2
1
3
4
Abbildung 3.8: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
einzelnen Pentaprismas.
Als kleinster Vertreter der Klasse stapelartiger Pentaprismen ist das einzelne Pentaprisma an-
zusehen. Der vorliegende Vertreter dieser Klasse ist gleichzeitig das globale Minimum fu¨r den
Fall n = 10. Es wird gebildet von zwei parallelen homodromen Fu¨nferringen gleicher Orien-
tierung, und die Mantelfla¨che ist aus fu¨nf quadratischen Viererringen zusammengesetzt. Beide
Fu¨nferringe sind nicht gleichartig, der eine entha¨lt zwei DAA-Moleku¨le an u¨berna¨chst benach-
barter Position, der andere entha¨lt derer drei, von denen zwei na¨chste Nachbarn sind, weshalb die
Kanten der Mantelfla¨che entsprechend orientiert sind. Im weiteren Verlauf soll der Teil der Man-
telfla¨che, der von den beiden gleichsinnig orientierten Kanten begrenzt wird, als Basisfla¨che des
Prismenstapels und die ihr gegenu¨berliegende Kante als Dachkante desselben angesehen werden.
Alle zur Dachkante parallelen Kanten sollen La¨ngskanten heißen. Keiner der die Mantelfla¨che
bildenden Viererringe ist homodrom.
Das Infrarotspektrum (Abb. 3.8) hat ein Maximum am roten Ende bei ν˜ = 2952, 66 cm−1 (1),
dessen Beitra¨ge ru¨hren von den Streckschwingungen der OH-Bindungen der DAA-Moleku¨le her,
die entlang der Kanten der Endfla¨chen zu den La¨ngskanten fu¨hren. Weitere zwei Maxima befin-
den sich bei ν˜ = 2985, 47 cm−1 (2) und ν˜ = 2988, 05 cm−1 (2a), und werden von den Oszillationen
der OH-Bindungen der DAA-Moleku¨le la¨ngs der Kanten der Endfla¨chen bewirkt, die mit der
Dachkante verbunden sind. Hinter einem Maximum bei ν˜ = 3358, 26 cm−1 (3) verbergen sich
die Beitra¨ge der OH-Bindungen jeweils eines DDA- und eines DAA-Moleku¨ls la¨ngs solcher Kan-
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ten der Endfla¨chen, welche die gemeinsamen Kanten mit der Basisfla¨che sind. Beide Bindungen
oszillieren phasengleich. Schließlich existiert am blauen Rand des Spektrums ein Maximum bei
ν˜ = 3606, 80 cm−1 (4), welches auf eine OH-Bindung eines DDA-Moleku¨ls entlang einer La¨ngs-
kante der Basisfla¨che zuru¨ckgeht.
Das Spektrum des einzelnen Pentaprismas weist vier signifikante Intensita¨tsmaxima auf, die mit
OH-Bindungen in einer bestimmten Umgebung korrelieren. Aufgespalten sind lediglich die Ma-
xima (2/2a) mit einer ma¨ßigen Differenz von ∆ν˜ = 8, 58 cm−1. Entscheidend dafu¨r ist jedoch die
unterschiedliche Phasenlage bei den sonst gleichen beteiligten OH-Bindungen. Im Vergleich mit
dem Spektrum des Kubus finden sich sowohl Unterschiede als auch Gemeinsamkeiten. Struk-
turell unterscheiden sich die Umgebungen der OH-Bindungen, die zu den Maxima (1), (2/2a)
und (3) geho¨ren von allem, das es im Kubus gibt, denn diese OH-Bindungen verlaufen alle la¨ngs
Kanten, die einen Vierer- und ein Fu¨nferring gemeinsam haben. Von der Lage der Maxima (1)
und (2/2a) im Spektrum sind sie vergleichbar mit dem Maximum (1) des Kubus, denn alle da-
zu geho¨renden OH-Bindungen verlaufen la¨ngs der Kanten der Endfla¨chen. Da die Endfla¨chen
hier homodrome Fu¨nferringe sind, unterscheidet sich die Umgebung dieser OH-Bindungen von
der aller Bindungen im Kubus. OH-Bindungen des Maximums (3) ko¨nnen auch aufgefaßt wer-
den als entlang gegenu¨berliegender Kanten einer durch einen Viererring gebildeten Endfla¨che
verlaufend, wie es in den Kubenstapeln mo¨glich ist. Im Unterschied zu anderen solcher End-
fla¨chen ist der Viererring jedoch nicht homodrom. Man vergleiche dazu die OH-Bindungen in
a¨hnlicher Situation beim 20, 22 und 24mer (3.3.5), wo die mit ihnen verbundenen Intensita¨ts-
maxima eher dort zu finden sind, wo es die OH-Bindungen la¨ngs der gegenu¨berliegenden Kanten
in den Endfla¨chen der Kubenstapel vorgegeben haben. Die dem Maximum (4) zugrundeliegende
OH-Bindung ist durchaus vergleichbar mit einer, wie wie sie in Kubenstapeln aus 12 und mehr
Moleku¨len entlang der La¨ngskanten der Stapel auftritt, das zugeho¨rige Intensita¨tsmaximum bei
ν˜ = 3606, 80 cm−1 ist allerdings gegenu¨ber den entsprechenden Maxima in den Kubenstapeln
mit einer Differenz von mindestens ∆ν˜ = 35, 69 cm−1 blauverschoben (vgl. 5er Kubenstapel).
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Abbildung 3.9: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden des
Pentaprismenstapels aus 15 Moleku¨len.
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Auch der vorliegende Vertreter des na¨chstgro¨ßeren Pentaprismenstapels mit n = 15 stellt das
globale Minimum unter den Clustern dieser Gro¨ße dar. Seine drei homodromen Fu¨nferringe sind
von einer Endfla¨che zur anderen alternierend orientiert.
Ein Maximum am roten Rand des Spektrums (Abb. 3.9) bei ν˜ = 2949, 98 cm−1 (1) bezieht
seine Beitra¨ge aus den Streckschwingungen der OH-Bindungen der DAA-Moleku¨le la¨ngs der
Kanten der Endfla¨chen, die jeweils zu den La¨ngskanten reichen. Das na¨chste Maximum bei
ν˜ = 3007, 46 cm−1 (2) ist das Resultat der Oszillationen der OH-Bindungen der DAA-Moleku¨le
la¨ngs der Kanten der Endfla¨chen, die jeweils mit der Dachkante verbunden sind. Zwei benach-
barte Maxima bei ν˜ = 3204, 14 cm−1 (3) und ν˜ = 3211, 47 cm−1 (3a) sind das Resultat der
Streckschwingungen der OH-Bindungen der DDAA-Moleku¨le la¨ngs der Kanten des mittleren
Fu¨nferrings. Unter Beru¨cksichtigung von OH-Bindungen auch mit schwa¨cheren Beitra¨gen er-
gibt sich ein zangenfo¨rmiges Bild der Bewegung von jeweils vier Oszillatoren. Zwei Maxima bei
ν˜ = 3354, 03 cm−1 (4) und ν˜ = 3378, 42 cm−1 (4a) geho¨ren zu den beiden OH-Bindungen die die
gemeinsamen Kanten der Endfla¨chen mit der Basisfla¨che bilden. Die OH-Bindung mit demMaxi-
mum bei kleinerer Wellenzahl geho¨rt zu einem DAA-Moleku¨l, die andere zu einem DDA-Moleku¨l.
Beide Endfla¨chen haben jeweils einen zu ihnen gegensinnig orientierten Nachbarn, wogegen im
einzelnen Pentaprisma wegen der unmittelbaren Nachbarschaft der Endfla¨chen zueinander bei-
de Endfla¨chen einen gleichsinnig orientierten Nachbarn aufweisen und nur ein Maximum zu
finden ist, das mit ν˜ = 3358, 26 cm−1 dem beim 15mer mit kleinerer Wellenzahl entspricht. Ein
Maximum bei ν˜ = 3463, 37 cm−1 (5) wird erzeugt durch die Oszillationen der OH-Bindungen
der DDAA-Moleku¨le des mittleren Fu¨nferrings, wobei diejenigen Bindungen beteiligt sind, die
la¨ngs der beiden zur Dachkante benachbarten Kanten verlaufen. Beide Oszillatoren schwingen in
Phase. Schließlich entspringt ein Maximum bei ν˜ = 3542, 77 cm−1 (5a) den Streckschwingungen
der OH-Bindungen der DDAA-Moleku¨le des mittleren Fu¨nferrings la¨ngs der Außenkanten der
Basisfla¨che.
Das Anfu¨gen eines weiteren Pentaprismas la¨ßt wie beim 12er Kubenstapel einen zwischen den
beiden Endfla¨chen gelegenen Ring hinzukommen. Dieser bewirkt das Auftreten der Maxima
(3/3a) aufgrund der Oszillationen der OH-Bindungen entlang seiner Kanten, wobei es zu einer
Aufspaltung der Maxima von ∆ν˜ = 7, 33 cm−1 kommt. Dazu lassen sich verschiedene Homodro-
miesituationen der an beiden Maxima beteiligten OH-Bindungen ausmachen. Die beiden Maxima
(2/2a) im 12er Kubenstapel sind mit ν˜ = 3276, 00 cm−1 und ν˜ = 3276, 09 cm−1 gegenu¨ber (3/3a)
des Pentaprismenstapels deutlich blauverschoben. Das Maximum (3) des einzelnen Pentapris-
mas spaltet sich im Stapel aus zwei Pentaprismen in die Maxima (4/4a) mit einem Abstand
von ∆ν˜ = 24, 39 cm−1 auf. Außerdem kommt es zu einer Aufspaltung des Maximums (4) des
einfachen Pentaprismas in die Maxima (5/5a) von ∆ν˜ = 79, 40 cm−1. Die OH-Bindungen von
(5a) verlaufen dabei entlang der benachbarten La¨ngskanten der Basisfla¨che des Stapels. Im Ge-
gensatz dazu sind die OH-Bindungen, die fu¨r das Intensita¨tsmaximum (5) verantwortlich sind,
zwar auch entlang der La¨ngskanten des Stapels angeordnet, doch befindet sich die Dachkante
dazwischen, und sie sind nicht direkt benachbart. Ein Symmetriebruch wird schon allein durch
die ungerade Anzahl an La¨ngskanten verursacht, der sich einerseits im Vorhandensein der Ba-
sisfla¨che, die von zwei gleichartig orientierten La¨ngskanten begrenzt wird und zum anderen in
der Anzahl der DDA- und DAA-Moleku¨le in den endsta¨ndingen Fu¨nferringen bemerkbar macht.
Weist der eine dieser Ringe drei DDA- und 2 DAA-Moleku¨le auf, ist das Verha¨ltnis am anderen
Ende umgekehrt. Neben dem Maximum (2) bleibt auch das Maximum (1) dort, wo es schon beim
einzelnen Pentaprisma der Fall war. Mithin sind diese beiden Maxima als charakteristisch fu¨r
pentaprismatische Stapel anzusehen, falls in anderen Stapeln keine OH-Bindungen an anderer
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Stelle zu diesen Maxima beitragen.
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Abbildung 3.10: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Pentaprismenstapels aus 20 Moleku¨len.
Der vorliegende Stapel aus drei Pentaprismen mit insgesamt 20 Moleku¨len weist nur einen Wech-
sel in der Orientierung seiner vier homodromen Fu¨nferringe auf. Von einer Endfla¨che ausgehend
sind drei Fu¨nferringe gleichartig orientiert; nur die andere Endfla¨che zeichnet sich durch gegen-
sinnige Orientierung aus.
Mit einem Maximum bei ν˜ = 2944, 88 cm−1 (1) (Abb. 3.10) wird die Signatur der Schwin-
gungen der OH-Bindungen der DAA-Moleku¨le la¨ngs der Außenkanten der Endfla¨chen, die mit
den La¨ngskanten der Basisfla¨che verbunden sind, sichtbar. Zwei weitere Maxima gelegen bei
ν˜ = 2996, 02 cm−1 (2) und ν˜ = 3008, 85 cm−1 (2a) entstehen durch die Oszillationen der OH-
Bindungen der DAA-Moleku¨le la¨ngs der Außenkanten der Endfla¨chen, die mit der Dachkante
in Verbindung stehen. Das Maximum bei gro¨ßerer Wellenzahl hat seinen Ursprung dabei in der
Endfla¨che, deren benachbarter Fu¨nferring entgegengesetzt orientiert ist. An dieser Stelle sorgt
die unterschiedliche Orientierung des benachbarten Ringes fu¨r das Vorhandensein eines zweiten
Maximums. Zu den Intensita¨tsmaxima bei ν˜ = 3222, 08 cm−1 (3) und ν˜ = 3239, 02 cm−1 (3a)
tragen die OH-Bindungen der DDAA Moleku¨le la¨ngs der Kanten der beiden mittleren Fu¨nfer-
ringe bei. Bei ν˜ = 3354, 44 cm−1 (4) und ν˜ = 3375, 31 cm−1 (4a) befinden sich zwei Maxima,
die von den beiden OH-Bindungen die die gemeinsamen Kanten der Endfla¨chen mit der Basis-
fla¨che bilden, verursacht werden Dabei entstammt das Maximum bei kleinerer Wellenzahl der
OH-Bindung eines DAA-Moleku¨ls und das andere einer OH-Bindung eines DDA-Moleku¨ls. Im
15er Stapel ist der mittlere Ring, der zugleich Nachbar beider Endfla¨chen ist, entgegengesetzt
zu den Endfla¨chen orientiert. Hier ist die Orientierung der zu den Endfla¨chen benachbarten
Ringe einmal identisch und einmal entgegengesetzt. In beiden Fa¨llen gibt es zwei Maxima von
den zuvor beschriebenen OH-Bindungen. Zum Vergleich sind die beiden Endfla¨chen des einzel-
nen Pentaprismas gleichzeitig auch die Nachbarringe, als solche gleichartig orientiert, und es
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gibt von den entsprechenden OH-Bindungen dort lediglich ein Maximum. Zu folgern ist, daß
ein zweites Maximum bei gro¨ßerer Wellenzahl auftritt, wenn mindestens ein zu einer Endfla¨che
benachbarter Ring entgegengesetzt zur dieser Endfla¨che orientiert ist. Ein einzelnes Maximum
bei ν˜ = 3445, 15 cm−1 (5) bekommt seine Beitra¨ge von den OH-Bindungen der DDAA-Moleku¨le
der mittleren Fu¨nferringe. Dabei sind diejenigen Bindungen beteiligt, die la¨ngs der beiden zur
Dachkante benachbarten Kanten verlaufen. Das Maximum bei ν˜ = 3445, 15 cm−1 ist die Fol-
ge der gleichphasigen Oszillationen der OH-Bindungen von DDAA-Moleku¨len entlang der zur
Dachkante benachbarten La¨ngskanten des Stapels. Im Maximum bei ν˜ = 3518, 22 cm−1 (5a) sind
neben den Beitra¨gen der OH-Bindungen mehrerer DDAA-Moleku¨le entlang der La¨ngskanten der
Basisfla¨che auch Beitra¨ge der symmetrischen Streckschwingung eines DDA-Moleku¨ls in der Ecke
einer Endfla¨che enthalten.
Ein weiteres Pentaprisma vera¨ndert an der globalen Gestalt des Spektrums gegenu¨ber dem
vorhergehenden 15er Stapel nichts. Ein Detail ist die Aufspaltung des Maximums (2/2a) von
∆ν˜ = 12, 83 cm−1, doch unterscheiden sich die Homodromiesituationen der beiden zugrunde-
liegenden OH-Bindungen: Die zu (2) geho¨rende Bindung ist auch Teil eines nichthomodromen
Viererringes, jene die (2a) bewirkt, ist Teil eines homodromen Viererringes. Als Begru¨ndung
fu¨r die Aufspaltung von (3/3a) um ∆ν˜ = 16, 94 cm−1 ist die Anzahl der beteiligten Bindungen
und die Phasenlage der Oszillatoren zu beru¨cksichtigen. Die Aufspaltung der Maxima (4/4a)
mit ∆ν˜ = 20, 87 cm−1 kann basierend auf der Verteilung der DAA- und DDA-Moleku¨le in den
endsta¨ndigen Fu¨nferringen gesehen werden. Schließlich sind die zu (5/5a) beitragenden OH-
Bindungen zwar bis auf eine den La¨ngskanten zuzuordnen, aber unterschiedlich auf diese Ver-
teilt, wodurch eine Aufspaltung von ∆ν˜ = 73, 07 cm−1 zustande kommt. Außerdem kommen
noch weitere kleinere Intensita¨tsmaxima an verschieden Stellen des Spektrums hinzu.
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Abbildung 3.11: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Pentaprismenstapels aus 25 Moleku¨len.
Auch die na¨chstgro¨ßere Struktur aus vier stapelartig angeordneten Pentaprismen und somit
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25 Moleku¨len wechselt die Orientierung der fu¨nf homodromen Fu¨nferringe nur einmal. Eine
Endfla¨che und die darauffolgenden drei Fu¨nferringe besitzen dieselbe Orientierung, und nur die
andere Endfla¨che ist gegenla¨ufig orientiert.
Das am roten Rand des Spektrums (Abb. 3.11) gelegene Maximum bei ν˜ = 2944, 56 cm−1 (1)
bezieht seine Beitra¨ge aus den Streckschwingungen der OH-Bindungen der DAA-Moleku¨le la¨ngs
der Kanten der Endfla¨chen, die jeweils zu den La¨ngskanten der Basisfla¨che reichen. Von den
Oszillationen der OH-Bindungen der DAA-Moleku¨le la¨ngs der Außenkanten der Endfla¨chen, die
mit der Dachkante in Verbindung stehen, werden die Maxima bei ν˜ = 2999, 52 cm−1 (2) und
ν˜ = 3009, 43 cm−1 (2a) bewirkt. Das bei gro¨ßerer Wellenzahl entstammt wieder der Endfla¨che,
deren benachbarter Fu¨nferring gegensinnig orientiert ist. Zu den beiden gro¨ßten Maxima des
Spektrums bei ν˜ = 3238, 62 cm−1 (3) und ν˜ = 3248, 54 cm−1 (3a) der vorgelegten Struktur tra-
gen die OH-Bindungen der DDAA-Moleku¨le la¨ngs der Kanten zweier bzw. aller drei mittleren
Fu¨nferringe bei. Bei ν˜ = 3353, 29 cm−1 (4) und ν˜ = 3376, 56 cm−1 (4a) befinden sich zwei Ma-
xima, die von den beiden OH-Bindungen, die die gemeinsamen Kanten der Endfla¨chen mit der
Basisfla¨che bilden, verursacht werden. Dabei entstammt das Maximum bei kleinerer Wellenzahl
der OH-Bindung eines DAA-Moleku¨ls und das andere einer OH-Bindung eines DDA-Moleku¨ls.
Das schon fu¨r n = 20 fu¨r die Orientierung der zu den Endfla¨chen benachbarten Ringe gesagte
gilt auch hier. OH-Bindungen von DDAA-Moleku¨len entlang der Kanten parallel zur Dachkan-
te bewirken ein Maximum bei ν˜ = 3436, 58 cm−1 (5). Alle vier OH-Bindungen schwingen in
Phase. Entlang der Basisfla¨chenkanten sind die OH-Bindungen orientiert, deren zugeho¨riges In-
tensita¨tsmaximum bei ν˜ = 3505, 22 cm−1 (5a) zu finden ist, wobei drei OH-Bindungen Beitra¨ge
liefern.
Auch mit einem weiteren Pentaprisma im Stapel gibt es keine qualitative Vera¨nderung des Spek-
trums. Die Aufspaltung des Maximums (2/2a) von ∆ν˜ = 9, 91 cm−1 kann, wie im 20er Stapel
auf die unterschiedliche Homodromiesituation in den Viererringen, deren Teil die beiden OH-
Bindungen sind, zuru¨ckgefu¨hrt werden. Weiterhin sind die Maxima (3/3a), (4/4a) und (5/5a)
aufgespalten. Dabei sind die OH-Bindungen der Maxima (3/3a) mit einer Aufspaltung zwischen
den Maxima von ∆ν˜ = 9, 92 cm−1 bereits in ihrer Anzahl verschieden, und die Aufspaltung von
(4/4a) mit ∆ν˜ = 23, 27 cm−1 ist wieder als Folge der Verteilung der DDA- und DAA-Moleku¨le
in den endsta¨ndigen Fu¨nferringen anzusehen. Schließlich sind die zu (5/5a) beitragenden OH-
Bindungen auch in diesem Stapel auf die schon beschriebene Weise auf die La¨ngskanten verteilt,
was zu der Aufspaltung von ∆ν˜ = 68, 64 cm−1 fu¨hrt.
5 Pentaprismen
Fortgesetzt wird die Klasse von Pentaprismenstapeln durch denjenigen aus fu¨nf Pentaprismen
mit insgesamt 30 Moleku¨len. Im vorliegenden Vertreter a¨ndert sich die Orientierung der ho-
modromen Fu¨nferringe von einer Endfla¨che zur anderen einmal, jedoch geschieht dies in der
Mitte der Struktur, sodaß jeweils drei aufeinanderfolgende Fu¨nferringe gleichsinnig orientiert
sind.
Am roten Rand des Spektrums (Abb. 3.12) befinden im Gegensatz zu den kleineren Penta-
prismenstapeln zwei Maxima, die aus den Streckschwingungen der OH-Bindungen der DAA-
Moleku¨le la¨ngs der Kanten der Endfla¨chen, die jeweils zu den La¨ngskanten der Basisfla¨che rei-
chen, resultieren. Sie liegen bei ν˜ = 2940, 10 cm−1 (1) und ν˜ = 2944, 77 cm−1 (1a). Es schließen
sich zwei weitere Maxima bei ν˜ = 2996, 80 cm−1 (2) und ν˜ = 3001, 83 cm−1 (2a) an, deren Ur-
sprung in den OH-Bindungen der DAA-Moleku¨le la¨ngs der Außenkanten der Endfla¨chen, die
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Abbildung 3.12: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Pentaprismenstapels aus 30 Moleku¨len.
mit der Dachkante in Verbindung stehen, zu finden ist. Sowohl bei ν˜ = 3263, 53 cm−1 (3) als
auch bei ν˜ = 3276, 24 cm−1 (3a) tragen mehrere OH-Bindungen der DDAA-Moleku¨le la¨ngs der
Kanten zweier Fu¨nferringe zu diesen Maxima bei. Ein einzelnes Maximum bei ν˜ = 3352, 83 cm−1
(4) resultiert aus den Oszillationen der beiden OH-Bindungen, die die gemeinsamen Kanten der
Endfla¨chen mit der Basisfla¨che bilden sowie einer weiteren OH-Bindung, die la¨ngs einer Kante
eines mittleren Fu¨nferringes in der Basisfla¨che liegt. Die Endfla¨chen haben hier beide jeweils
einen Nachbarn gleicher Orientierung wie sie selbst. Diese Situation bestand auch beim ein-
zelnen Pentaprisma; dort und hier existiert lediglich ein Maximum. Mit einem Maximum bei
ν˜ = 3432, 41 cm−1 (5) hinterlassen die phasengleichen Streckschwingungen der OH-Bindungen
von DDAA la¨ngs der Kanten benachbart zur Dachkante ihre Signatur. Am blauen Ende des
Spektrums ist ein Maximum mit ν˜ = 3498, 12 cm−1 (6) vorhanden. Hier gehen ebenfalls die
Beitra¨ge der Oszillationen der OH-Bindungen von DDAA-Moleku¨len la¨ngs der Kanten parallel
zur Dachkante ein.
Verschiedene qualitative Vera¨nderungen treten im Spektrums beim Stapel aus 5 Pentaprismen
auf. Es erfolgt eine Aufspaltung des Maximums (1/1a) um ∆ν˜ = 4, 67 cm−1, obwohl die be-
troffenen OH-Bindungen in vergleichbaren Umgebungen befinden, beide verlaufen entlang ge-
meinsamer Kanten eines homodromen endsta¨ndigen Fu¨nferringes und eines nichthomodromen
Viererringes. Beide Fu¨nferringe unterschieden sich jedoch in der Anzahl von DDA- und DAA-
Moleku¨len. Die OH-Bindung, die das Maximum (1) bedingt, ist Teil eines Fu¨nferringes mit 3
DDA und zwei DAA-Moleku¨len, fu¨r die andere OH-Bindung, die das Maximum (1a) bewirkt,
ist das Verha¨ltnis umgekehrt. Bei allen kleineren Stapeln war dies auch schon der Fall, doch eine
Aufspaltung fand nicht statt. Eine Erkla¨rungsmo¨glichkeit ist der gro¨ßere Abstand der Endfla¨chen
mit großer werdendem Stapel. Die gleiche Erkla¨rung bietet sich auch fu¨r die sehr kleine Auf-
spaltung des Maximums (2/2a) um ∆ν˜ = 5, 03 cm−1 an, denn auch fu¨r diese Bindungen sind die
Viererringe, la¨ngs deren Kanten sie verlaufen, beide nichthomodrom und die Umgebungen der
Bindungen allein aufgrund dieses Kriteriums als sehr a¨hnlich einzustufen. Im Vergleich mit den
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kleineren Pentaprismenstapeln kommt es hier zu einem Wechsel der Orientierung der homodro-
men Fu¨nferringe in La¨ngsrichtung des Stapels. Es ko¨nnte somit durchaus sein, daß die Kopplung
zwischen den OH-Bindungen dadurch gesto¨rt ist. Die Anzahl der beteiligten OH-Bindungen an
den Maxima (3/3a) ist nicht identisch. Dies darf als Ursache der moderaten Aufspaltung von
∆ν˜ = 12, 71 cm−1 aufgefaßt werden. Außerdem gibt es nur ein Maximum (4) mit nun drei be-
teiligten Bindungen, und am blauen Rand bei ν˜ = 3498, 12 cm−1 ist das Maximum (6) mit der
ho¨chsten Intensita¨t solchen OH-Bindungen zuzuordnen, die sich im mittleren Bereich la¨ngs der
Kanten parallel zur Dachkante des Stapels befinden, was nicht mehr der Position entspricht, wie
sie bei den kleineren Stapeln bei den Maxima (5a) der Fall war.
6 Pentaprismen
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Abbildung 3.13: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Pentaprismenstapels aus 35 Moleku¨len.
Als gro¨ßtes Mitglied der Klasse von Pentaprismenstapeln liegt eine Struktur bestehend aus
sechs Pentaprismen mit zusammen 35 Moleku¨len vor. Diese weist einen dreimaligen Wechsel der
Orientierung der homodromen Fu¨nferringe auf, beginnend bei einer Endfla¨che folgen zuna¨chst
drei weitere Fu¨nferring derselben Orientierung. Dann wechselt die Orientierung von einem zum
na¨chsten Ring alternierend bis hin zur anderen Endfla¨che.
Wieder sind, wie schon beim Stapel mit 30 Moleku¨len, zwei jedoch nun eng benachbarte Maxi-
ma am roten Ende des Spektrums (Abb. 3.13) vorhanden, die, bei ν˜ = 2943, 79 cm−1 (1) und
ν˜ = 2944, 84 cm−1 (1a) gelegen, ihre Ursache in Oszillationen der OH-Bindungen der DAA-
Moleku¨le la¨ngs der Außenkanten der Endfla¨chen, die mit den La¨ngskanten der Basisfla¨che ver-
bunden sind, haben. Von den Oszillationen der OH-Bindungen der DAA- Moleku¨le la¨ngs der
Außenkanten der Endfla¨chen, die mit der Dachkante in Verbindung stehen werden die Maxi-
ma bei ν˜ = 3002, 41 cm−1 (2) und ν˜ = 3010, 89 cm−1 (2a) hervorgerufen. Die beiden gro¨ßten
Maxima bei 3285, 59 cm−1 (3) und ν˜ = 3292, 66 cm−1 (3a) sind den Streckschwingungen der
OH-Bindungen mehrerer DDAA-Moleku¨le la¨ngs der Außenkanten zweier Fu¨nferringe geschul-
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det. Zwei Maxima bei ν˜ = 3350, 93 cm−1 (4) und ν˜ = 3376, 01 cm−1 (4a) haben wieder ihren
Ursprung in den beiden OH-Bindungen, die die gemeinsamen Kanten der Endfla¨chen mit der
Basisfla¨che bilden. Das bei kleinerer Wellenzahl geht auf die OH-Bindung eines DAA-Moleku¨ls
zuru¨ck, das andere auf die eines DDA-Moleku¨ls. Wieder sind zwei Maxima vorhanden, die eine
Endfla¨che besitzt einen Nachbarn derselben Orientierung, die andere einen mit gegensinniger.
Endlich fallen noch zwei Maxima bei ν˜ = 3429, 85 cm−1 (5) und ν˜ = 3487, 73 cm−1 (6) auf.
Wa¨hrend ersteres sich auf die phasengleichen Oszillationen ausschließlich von OH-Bindungen
mehrerer DDAA-Moleku¨le la¨ngs einer zur Dachkante benachbarten Kante stu¨tzt, resultiert das
zweite aus den Streckschwingungen von OH-Bindungen von DDAA-Moleku¨len la¨ngs der Dach-
kante und einer ihr benachbarten Kante des Stapels.
Das Spektrum des gro¨ßten Pentaprismenstapels entspricht qualitativ dem des na¨chstkleineren
30er Stapels mit Ausnahme der Minima (4/4a). Tatsa¨chlich ist hier die Homodromiesituation
der den Maxima (1/1a) zugrundeliegenden OH-Bindungen verschieden, die OH-Bindung, die
fu¨r (1) verantwortlich ist, ist auch Teil eines homodromen Viererringes, wa¨hrend die andere
Bindung, die (1a) bewirkt, Teil eines nichthomodromen Viererringes ist. Allerdings ist die Auf-
spaltung mit ∆ν˜ = 1, 05 cm−1 sogar kleiner als im 30er Kubenstapel. Zu vermuten ist, daß auch
hier Kopplungen u¨ber gro¨ßere Distanzen von der Abfolge der Orientierung der homodromen
Fu¨nferringe in La¨ngsrichtung des Stapels beeinflußt werden. Die Aufspaltung zwischen (2) und
(2a) ist gro¨ßer als zuvor, denn die Umgebungen beider OH-Bindungen sind hier verschieden,
der Viererring entlang dessen Kante die OH-Bindung des Maximums (2) verla¨uft ist nichtho-
modrom, der der OH-Bindung des Maximums (2a) ist homodrom, und die Aufspaltung betra¨gt
∆ν˜ = 8, 48 cm−1. Bezu¨glich der Maxima (3/3a) ist festzustellen, daß an beiden jeweils drei
OH-Bindungen beteiligt sind, die sich in sehr a¨hnlicher Umgebung befinden. Ihre Verteilung
auf die beiden Fu¨nferringe unterscheidet sich jedoch voneinander, sodaß eine Aufspaltung von
∆ν˜ = 7, 07 cm−1 plausibel ist. Schließlich erfolgt in diesem Stapel wieder eine Aufspaltung in
die Maxima (4/4a) von hier ∆ν˜ = 25, 08 cm−1, die unterschiedliche Konstellation aus DDA- und
DAA-Moleku¨len in den endsta¨ndigen Fu¨nferringen scheint im Vergleich zur Ausnahme des 30er
Stapels wieder bemerkbar zu machen. Erhalten bleibt die Existenz der Maxima (5) und (6) bei
Abwesenheit eines Maximums (5a) mit derselben Begru¨ndung wie im 30er Stapel.
3.3.3 Hexaprismenstapel
Als dritte Klasse stapelartiger Strukturen mit regula¨rem Vieleck als Querschnitt sollen Stapel
aus hexagonalen Prismen untersucht werden. Wiewohl diese nicht als globale Minima auftre-
ten, sind Sechserringe doch wenigstens als Teil der Oberfla¨chen der Minimalstrukturen aus-
zumachen. Die Spektren der stapelartigen Strukturen aus hexagonalen Prismen ko¨nnen eben-
falls in fu¨nf Bereiche unterteilt werden (Tab. 3.4). Wie auch zuvor bei den pentaprismatischen
Stapeln u¨berschneiden sich die Spektralbereiche der OH-Bindungen der DDAA-Moleku¨le, die
entlang der Außenkanten der Stapel verlaufen, mit den Bereichen der OH-Bindungen der DDA-
Moleku¨le. Hierbei muß die Clusterstruktur mindestens 24 Moleku¨le enthalten. Bei n = 18 ist
dieser U¨berlapp nicht vorhanden, desgleichen bei n = 12, denn hier sind DDAA-Moleku¨le nicht
Teil der Struktur. Alle anderen drei Spektralbereiche u¨berschneiden sich weder bei konstantem
n noch gro¨ßenu¨bergreifend. Der Spektralbereich, der von den Maxima der DDA-Moleku¨le be-
dient wird, ist hier nicht weiter unterteilt. Erneut sind Gebiete, die exklusiv symmetrische oder
antisymmetrische Streckschwingungen enthalten, nicht voneinander abgrenzbar. Wiederum fin-
den sich die Intensita¨tsmaxima der zu den Oszillationen der OH-Bindungen der DAA-Moleku¨le
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n DAA DDAA DDAA DDA DDA
homodrome La¨ngskanten freie
6er Ringe OH-Bindungen
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
12 2977,18...3019,59 − − 3493,45...3559,10 3707,58...3708,82
18 2979,15...3003,35 3117,59...3287,04 3480,95...3485,82 3506,62...3562,88 3704,73...3705,45
24 2979,66...3014,95 3145,47...3330,20 3464,04...3517,70 3504,04...3567,71 3703,49...3704,38
30 2980,12...3015,73 3144,51...3345,30 3456,49...3525,06 3507,65...3570,47 3702,93...3703,82
36 2981,48...3016,13 3153,94...3376,44 3451,92...3527,34 3508,24...3570,99 3702,71...3703,53
Tabelle 3.4: Zuordnung von Maxima des Infrarotspektrums zu Moleku¨len bestimmter Donator-/
Akzeptorkonfiguration in Hexaprismenstapeln.
an den a¨ußeren Ra¨ndern der Spektren. Die Gruppe der Bindungen, die entlang der Kanten
der sechseckigen Endfla¨chen verlaufen, zeichnen verantwortlich fu¨r die Maxima im Bereich von
ν˜ = 2977, 18 cm−1 bis ν˜ = 3019, 59 cm−1, jene, die frei in das Vakuum weisen, verursachen Maxi-
ma zwischen ν˜ = 3702, 71 cm−1 und ν˜ = 3708, 82 cm−1. Mit Wellenzahlen von ν˜ = 3117, 59 cm−1
bis ν˜ = 3376, 44 cm−1 schließt sich eine Region an, in der die Maxima auf die Streckschwingun-
gen der OH-Bindungen der DDAA-Moleku¨le entlang der Kanten der homodromen Sechserringe
zuru¨ckgehen; die OH-Bindungen derselben Moleku¨lklasse, die entlang der Kanten des Stapels
verlaufen, sorgen fu¨r Intensita¨tsmaxima zwischen ν˜ = 3451, 96 cm−1 sowie ν˜ = 3527, 34 cm−1.
Zuletzt fu¨llen die Oszillationen der OH-Bindungen der DDA-Moleku¨le in den Ecken der End-
fla¨chen den Spektralbereich von ν˜ = 3493, 45 cm−1 bis ν˜ = 3570, 99 cm−1 mit Maxima.
Im Vergleich mit den Spektren der anderen Stapelstrukturen weisen diejenigen der hexagona-
len Prismen die geringste Zahl von Maxima auf. Sehr stabil gegenu¨ber der Vera¨nderung der
Anzahl der Moleku¨le des Stapels sind die Maxima beider Sorten von OH-Bindungen der DDA-
Moleku¨le. Fu¨r diejenigen im Bereich von ν˜ = 2977, 18 cm−1 bis ν˜ = 3019, 59 cm−1 ist eine
Abha¨ngigkeit von der Homodromiesituation der Endfla¨chen und ihrer na¨chsten Nachbarringe zu
konstatieren. Lediglich ein Maximum tritt auf, solange die Orientierung der Endfla¨che mit der
ihres na¨chsten Nachbarn u¨bereinstimmt, wie es fu¨r n = 12 und n = 18 zutrifft. Alle gro¨ßeren
Stapel habe Spektren mit zwei benachbarten Maxima entsprechend jeweils einer Endfla¨che mit
entgegengesetzt orientiertem Nachbarring. Beide den DDAA-Moleku¨len zuzuordnenden Spek-
tralbereiche enthalten erst ab n = 18 eine mit der Gro¨ße der Struktur wachsende Anzahl von
Maxima, jedoch ist stets in den beiden Teilbereichen nur ein Maximum von signifikanter Gro¨ße.
Innerhalb der Gruppe der OH-Bindungen der DDAA-Moleku¨le entlang der Kanten der Stapel
ko¨nnen sogar bei n = 18, 24, 30, 36 noch einschra¨nkend die Donatoren zu den Endfla¨chen als
verantwortlich fu¨r diese Maxima signifikanter Gro¨ße gemacht werden. Von den Maxima der OH-
Bindungen der DDAA-Moleku¨le entlang der La¨ngskanten der Stapel lassen sich die Donatoren
zu den Endfla¨chen stets am roten Rand jenes Spektralbereiches wiederfinden. Fu¨r n = 18 ist
die Sachlage eindeutig, denn alle diesbezu¨glichen OH-Bindungen sind Donatoren zu den End-
fla¨chen. Beim 24er und 30er Stapel befinden sich diese Maxima zwischen ν˜ = 3464, 04 cm−1
und ν˜ = 3473, 77 cm−1 sowie zwischen ν˜ = 3456, 49 cm−1 bis ν˜ = 3467, 40 cm−1, wobei in die-
sem Spektralbereich andere OH-Bindungen nur unterhalb des Schwellenwertes beitragen. Von
ν˜ = 3451, 92 cm−1 bis ν˜ = 3486, 60 cm−1 erstreckt sich der Spektralbereich fu¨r n = 36, aller-
dings finden sich hier innerhalb auch Beitra¨ge von anderen OH-Bindungen der DDAA-Moleku¨le
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entlang der Kanten des Stapels. Eine systematische Untersuchung der Strukturen im Anschluß
soll nun weitere Details enthu¨llen.
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Abbildung 3.14: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des einzelnen Hexaprismas.
Die kleinste Struktur, das hexagonale Prisma, besteht aus 12 Moleku¨len, angeordnet in zwei
planparallelen homodromen Sechserringen. Die Orientierung der homodromen Endfla¨chen ist
gegensinnig. Sechs quadratische Viererringe bilden den Mantel des Prismas, sodaß jeder Vierer-
ring zwei na¨chste und zwei u¨berna¨chste Nachbarn besitzt. Jeweils zwei Viererringe besitzen eine
gemeinsame Kante. Entlang dieser Kanten ist die Orientierung der Wasserstoffbru¨cken antipar-
allel. Die Struktur besteht aus sechs DAA- und sechs DDA-Moleku¨len.
Am roten Rand des Spektrums (Abb. 3.14) befinden sich bei ν˜ = 3019, 51 cm−1 (1) und ν˜ =
3019, 59 cm−1 (1a) zwei eng benachbarte Maxima. Es handelt sich um Oszillationen der OH-
Bindungen der DAA-Moleku¨le entlang der Kanten der Sechserringe. Es sind jeweils zwei mal
zwei OH-Bindungen beteiligt, die einerseits u¨berna¨chste Nachbarn in den Sechserringen sind und
andererseits gegenu¨berliegende Seiten zweier Viererringe der Mantelfla¨che bilden. Dabei erfolgen
die Oszillationen der OH-Bindungen in jedem Viererring gleichphasig. Bei ν˜ = 3494, 51 cm−1
(2) und ν˜ = 3494, 92 cm−1 (2a) befindet sich ein dicht beieinanderliegendes Maximumpaar,
dessen Ursprung mehrere OH-Bindungen der DDA-Moleku¨le la¨ngs der Ra¨nder der Sechserringe
sind. Mehrere OH-Bindungen der DDA-Moleku¨le la¨ngs der Kanten der Mantelfla¨che des Stapels
bewirken ein eng benachbartes Maximumpaar bei ν˜ = 3556, 72 cm−1 und ν˜ = 3556, 73 cm−1,
wobei ersteres auch Beitra¨ge zweier OH-Bindungen von DDA-Moleku¨len la¨ngs der Kanten beider
Sechserringe entha¨lt. Schließlich gibt es ein Maximum bei ν˜ = 3559, 10 cm−1 (3), zu dem alle
sechs OH-Bindungen der DDA-Moleku¨le la¨ngs der Kanten der Mantelfla¨che beitragen. Alle sechs
Oszillatoren schwingen gleichphasig, und ihre Beitra¨ge zur Intensita¨t sind identisch.
Der Abstand der beiden Sechserringe im Hexaprisma betra¨gt durchweg 2,8684A˚ (OO-Distanz).
Entlang der Sechserringe alterniert die Kantenla¨nge zwischen 2,8283A˚ und 2,7063A˚ wobei des
Muster bei beiden Ringen identisch ist. Im Vergleich zum Kubus gibt es hier keine in einem
Viererring gegenu¨berliegende Seitenpaare mit Differenzen im OO-Abstand. Im Spektrum treten
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lediglich drei signifikante Maxima auf. Das Maximum (1/1a) ist mit ∆ν˜ = 0, 08 cm−1 extrem
schwach aufgespalten. Die geometrischen Umgebungen der jeweils vier OH-Bindungen der beiden
Maxima sind sehr a¨hnlich, doch unterscheiden sich die Oszillatoren in der Phasenlage, denn zum
Maximum (1a) schwingen zwei OH-Bindungen la¨ngs gegenu¨berliegender Kanten eines homodro-
men Viererringes gegenphasig. Bei den Maxima (2/2a) ist die geometrische Situation a¨hnlich,
doch sind am Maximum (2a) vier und an (2) nur drei OH-Bindungen beteiligt. Schließlich geho¨rt
das Maximum (3) zu einer u¨ber sechs OH-Bindungen delokalisierten Mode.
2 Hexaprismen
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Abbildung 3.15: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Hexaprismenstapels aus 18 Moleku¨len.
Als na¨chstgro¨ßere Struktur dieser Klasse existiert ein Stapel aus zwei Hexaprismen mit ins-
gesamt 18 Moleku¨len. Der vorliegende Vertreter weist drei gleichsinnig orientierte homodrome
Sechserringe auf.
Im Spektrum (Abb. 3.15) befindet sich am roten Rand ein Paar eng benachbarter Maxima bei
ν˜ = 3003, 350 cm−1 (1) und ν˜ = 3003, 351 cm−1 (1a) Es handelt sich um Oszillationen von
OH-Bindungen der DAA-Moleku¨le entlang der Kanten der Sechserringe. Ein weiteres dicht bei-
einanderliegendes Maximumpaar ist bei ν˜ = 3179, 022 cm−1 (2) und ν˜ = 3179, 023 cm−1 (2a)
gelegen. Sein Ursprung findet sich in den OH-Bindungen der DDAA-Moleku¨le, die die Kanten
des mittleren homodromen Sechserringes bilden. In Richtung zum blauen Rand des Spektrums
folgt ein Maximum bei ν˜ = 3484, 27 cm−1 (3), dessen Ursprung bei den OH-Bindungen der
DDAA-Moleku¨le la¨ngs der Kanten des Stapels liegt, wobei ausschließlich die vom mittleren ho-
modromen Sechserring zu den Endfla¨chen weisenden Donatoren beteiligt sind. Ein drittes eng
benachbartes Maximumpaar bei ν˜ = 3509, 0087 cm−1 (4) und ν˜ = 3509, 0089 cm−1 (4a) wird ver-
ursacht durch die Oszillationen der OH-Bindungen der DDA-Moleku¨le in den beiden Endfla¨chen
des Stapels. Bei ν˜ = 3557, 04 cm−1 (5) findet sich noch ein Maximum, dessen Beitra¨ge von den
OH-Bindungen der DDA-Moleku¨le stammen, die parallel zu den Kanten der Mantelfla¨che des
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OO-Paar (19,34) (34,43) (43,28) (28,46) (46,31) (31,19)
Abstand [A˚] 2,7078 2,8474 2,7078 2,8474 2,7078 2,8474
OO-Paar (1,16) (16,7) (7,4) (4,10) (10,13) (13,1)
Abstand [A˚] 2,7695 2,7696 2,7695 2,7696 2,7695 2,7695
OO-Paar (25,52) (52,37) (37,22) (22,49) (49,40) (40,25)
Abstand [A˚] 2,8474 2,7078 2,8473 2,7078 2,8473 2,7078
Tabelle 3.5: Ausgewa¨hlte Kantenla¨ngen zwischen den Sauerstoffatomen des Stapels aus zwei
Hexaprismen.
Stapels verlaufen.
Im Spektrum des 12er Hexaprismenstapels kommen zwei weitere Maxima (2/2a) und (3) hinzu.
Da keiner der Viererringe der Mantelfla¨che homodrom ist, ist die Homodromiesituation der
OH-Bindungen la¨ngs der Kanten des mittleren Sechserringes gleich. Zu beiden Maxima (2/2a)
tragen je zwei mal zwei OH-Bindungen bei, wobei stets zwei OH-Bindungen entlang benachbarter
Kanten des mittleren Sechserringes verlaufen. Die sehr kleine Aufspaltung von ∆ν˜ = 0, 01 cm−1
findet ihre Begru¨ndung im Symmetriebruch des mittleren Sechserringes, dessen Seitenla¨ngen
(OO-Abstand) viermal 2,7695A˚ aber nur zweimal 2,7696A˚ betra¨gt (vgl. Tab. 3.5). Resultat ist
eine Aufspaltung, die der beim Kubus a¨hnelt. Ebenfalls sehr klein sind die Aufspaltungen der
Maxima (1/1a) mit ∆ν˜ = 0, 01 cm−1 und (4/4a) mit ∆ν˜ = 0, 0002 cm−1. Als einziger Grund
fu¨r die Aufspaltungen kommen die Abweichungen von der Symmetrie bei den OO-Absta¨nden in
den beiden endsta¨ndigen Sechserringen in Frage (vgl. Tab. 3.5).
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Abbildung 3.16: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Hexaprismenstapels aus 24 Moleku¨len.
Von einer Endfla¨che des aus 24 Moleku¨len bestehenden hexagonalen Prismenstapels beginnend
sind drei der vier homodromen Sechserringe gleichsinnig orientiert, nur der letzte Ring, der die
andere Endfla¨che darstellt, ist gegensinnig orientiert.
Das Spektrum (Abb. 3.16) des Prismenstapels weist ein eng benachbartes Maximumpaar bei
ν˜ = 3002, 10 cm−1 (1) und ν˜ = 3002, 11 cm−1 (1a) auf, dessen Beitra¨ge aus den Oszillatio-
nen der OH-Bindungen der DAA-Moleku¨len entlang der Kanten der Endfla¨che resultieren, die
mit den beiden mittleren Sechserringen dieselbe Orientierung aufweist. Im na¨chsten eng be-
nachbarten Maximumpaar bei ν˜ = 3014, 950 cm−1 (2) und ν˜ = 3014, 952 cm−1 (2a) werden
die Signaturen der OH-Bindungen der DAA-Moleku¨le entlang der Kanten der anderen End-
fla¨che sichtbar. Bei ν˜ = 3223, 96 cm−1 (3) und ν˜ = 3223, 97 cm−1 (3a) liegt ein weiteres Paar
dicht beieinanderliegender Maxima, dessen Ursache die Oszillationen der OH-Bindungen der
DDAA-Moleku¨le in den beiden mittleren homodromen Sechserringen sind. Neben den mar-
kierten Oszillatoren tragen jeweils noch viele weitere knapp unterhalb des Schwellenwertes zur
Intensita¨t bei. Weitere kleine Nebenmaxima, die von denselben OH-Bindungen herru¨hren sind
viel kleiner. Ein na¨chstes sich deutlich absetzendes Maximum befindet sich bei 3465, 34 cm−1
(4) und ist den OH-Bindungen der DDAA-Moleku¨le zuzuordnen, die als Donatoren zu den
DAA-Moleku¨len in den Endfla¨chen fungieren. Alle sechs oszillieren gleichphasig. Drei weitere
Maxima bei ν˜ = 3517, 70 cm−1, ν˜ = 3563, 82 cm−1 (5) und ν˜ = 3567, 71 cm−1 (5a) sind noch
von signifikanter Gro¨ße. Ersteres stammt von den OH-Bindungen der DDAA-Moleku¨le la¨ngs
der Außenkanten des Prismenstapels zwischen den beiden mittleren Sechserringen. Alle sechs
Oszillatoren schwingen gleichphasig, die Beitra¨ge zur Gesamtintensita¨t sind aber ungleich ver-
teilt. Das an zweiter Stelle genannte Maximum erha¨lt seine Beitra¨ge von den OH-Bindungen
der DDA-Moleku¨le la¨ngs der Außenkanten des Stapels nur einer Endfla¨che. Es ist jene End-
fla¨che, deren benachbarter Sechserring dieselbe Orientierung aufweist. Schließlich stammt das
letztgenannte Maximum von den Beitra¨gen der OH-Bindungen der DDA-Moleku¨le la¨ngs der
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Außenkanten des Stapels, die von der anderen Endfla¨che ausgehen, deren Orientierung zu der
des benachbarten Sechserringes entgegengesetzt ist.
Mit dem Stapel aus drei Hexaprismen beginnend, befinden sich am roten Rand der Spektren
die Maxima (1/1a) und (2/2a). Ihre Aufspaltung sowie die der Maxima (3/3a) ist nur gering
und betra¨gt maximal ∆ν˜ = 0, 02 cm−1 fu¨r (1/1a) im Stapel aus fu¨nf Hexaprismen. Nach dem
fu¨r den 12er Stapel gesagten u¨ber die kleinen Abweichungen bei den OO-Absta¨nden, sind die
hier vorgelegten Abweichungen wahrscheinlich auf diesen Effekt zuru¨ckzufu¨hren. Eine gro¨ßere
Aufspaltung ist zwischen den Maxima (5/5a) festzustellen. Da in allen Stapeln ab drei He-
xaprismen jeweils ein endsta¨ndiger Sechserring einen gleichartige orientierten und der andere
endsta¨ndige Sechserring einen entgegengesetzt orientierten Nachbarring hat, unterscheiden sich
die Homodromiesituationen fu¨r die beteiligten OH-Bindungen. Die OH-Bindungen der Maxima
(5) verlaufen alle entlang der gemeinsamen Kanten nichthomodromer Viererringe. Davon ab-
weichend verlaufen die OH-Bindungen der Maxima (5a) stets entlang der gemeinsamen Kante
eines homodromen und eines nichthomodromen Viererringes. Daraus resultieren Aufspaltungen
von ∆ν˜ = 3, 89 cm−1 (24er Stapel), ∆ν˜ = 4, 31 cm−1 (30er Stapel) und ∆ν˜ = 0, 99 cm−1 (36er
Stapel), die im Vergleich zu den Aufspaltungen der anderen Maxima um zwei Gro¨ßenordnungen
gro¨ßer sind. Schließlich scheint die unterschiedliche Homodromiesituation an den Enden der Sta-
pel noch eine weitere Aufspaltung zu bewirken. Die OH-Bindungen der Maxima (1/1a) verlaufen
alle entlang gemeinsamer Kanten des einen endsta¨ndigen Sechserringes und nichthomodromer
Viererringe. Im Gegensatz dazu verlaufen die zu den Maxima (2/2a) geho¨renden OH-Bindungen
entlang der gemeinsamen Kanten des anderen endsta¨ndigen Sechserringes und ausschließlich
homodromer Viererringe. Somit geho¨ren die Maxima (1/1a) und (2/2a) tatsa¨chlich zusammen.
Im 2er Stapel trat die Aufspaltung der dort als (1/1a) bezeichneten Maxima in zwei wegen der
identischen Homodromiesituation an den Stapelenden (alle Viererringe nichthomodrom) noch
nicht auf.
4 Hexaprismen
Die na¨chstgro¨ßere Struktur ist ein Stapel aus vier hexagonalen Prismen, der insgesamt 30 Mo-
leku¨le entha¨lt. Beginnend von einer Endfla¨che sind vier Sechserringe gleichartig orientiert, und
nur die andere Endfla¨che weist ein gegensinnige Orientierung auf.
Am roten Rand des Spektrums (Abb. 3.17) befindet sich ein eng beieinanderliegendes Maxi-
mumpaar bei ν˜ = 3002, 41 cm−1 (1) und ν˜ = 3002, 42 cm−1 (1a). Seine Beitra¨ge entstammen
den Oszillationen der OH-Bindungen der DAA-Moleku¨le la¨ngs der Kanten der Endfla¨che, de-
ren Orientierung gleichsinnig zu ihrem benachbarten Sechserring ist. Zu gro¨ßeren Wellenzahlen
bei ν˜ = 3015, 72 cm−1 (2) und 3015, 73 cm−1 (2a) schließt sich ein weiteres eng benachbartes
Maximumpaar an, dessen Beitra¨ge den Oszillationen der OH-Bindungen der DAA-Moleku¨le
la¨ngs der Kanten der Endfla¨che, deren Orientierung entgegengesetzt zu ihrem benachbarten
Sechserring ist. U¨berwiegend aus den Beitra¨gen der Streckschwingungen der OH-Bindungen der
DDAA-Moleku¨le, im mittleren Sechserring setzt sich das dicht beieinanderliegende Maximum-
paar bei ν˜ = 3244, 074 cm−1 (3) und ν˜ = 3244, 075 cm−1 (3a) zusammen; weitere Beitra¨ge
stammen von den entsprechenden OH-Bindungen in den benachbarten Sechserringen. Allein
die OH-Bindungen der DDAA-Moleku¨le, die Donatoren zu den DAA-Moleku¨len der Endfla¨chen
sind, tragen zum Maximum bei ν˜ = 3456, 50 cm−1 (4) bei. Bei ν˜ = 3500, 76 cm−1 ist ein Ma-
ximum gelegen, dessen Intensita¨t sich aus Beitra¨gen der OH-Bindungen der DDAA-Moleku¨le
des mittleren Sechserringes rekrutiert, die la¨ngs der Außenkanten des Stapels Donatoren zu
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Abbildung 3.17: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Hexaprismenstapels aus 30 Moleku¨len.
den benachbarten Sechserringen sind. Alle sechs Oszillatoren sind phasengleich. Das Maximum
bei ν˜ = 3510, 51 cm−1 erha¨lt Beitra¨ge von den sechs OH-Bindungen la¨ngs der Außenkanten
des Stapels, die die Donatoren zum mittleren Sechserring sind. Alle sechs Oszillatoren sind
phasengleich. Zwei Maxima bei ν˜ = 3566, 16 cm−1 (5) und ν˜ = 3570, 47 cm−1 (5a) sind den OH-
Bindungen la¨ngs der Außenkanten des Stapels der DDA-Moleku¨le der Endfla¨chen zuzuschreiben,
wobei ersteres Maximum zur Endfla¨che korrespondiert, die gleichsinnig zu ihrem benachbarten
Sechserring orientiert ist, wa¨hrend die Orientierung des benachbarten Sechserringes im anderen
Falle gegensinnig ist. Innerhalb beider Dreiergruppen von Oszillatoren erfolgen die Schwingungen
phasengleich.
5 Hexaprismen
Als gro¨ßter Vertreter der hexagonalen Prismenstapel ist ein solcher bestehend aus fu¨nf Prismen,
d.h. 36 Moleku¨len, zu untersuchen. Von einer zur anderen Endfla¨che wechselt die Orientierung
der homodromen Sechserringe dreimal, zwei gleichartig orientierte Sechserringe gefolgt von einem
entgegengesetzter Orientierung; sodann wechselt die Orientierung erneut, und die folgenden
beiden Sechserringe sind von identischer Orientierung, bis die Endfla¨che wieder durch einen
entgegengesetzt orientierten Sechserring gegeben ist.
Ein eng benachbartes Maximumpaar am roten Rand des Spektrums (Abb. 3.18) liegt bei ν˜ =
3003, 82 cm−1 (1) und ν˜ = 3003, 84 cm−1 (1a). Beteiligt sind die OH-Bindungen der DAA-
Moleku¨le la¨ngs der Kanten der Endfla¨che deren benachbarter Sechserring dieselbe Orientie-
rung aufweist wie sie selbst. Das na¨chste dicht beieinanderliegende Maximumpaar bei ν˜ =
3016, 12 cm−1 (2) und ν˜ = 3016, 13 cm−1 (2a) erha¨lt seine Beitra¨ge von den OH-Bindungen
la¨ngs der Kanten der Endfla¨che, deren benachbarter Sechserring entgegengesetzt zum benach-
barten Sechserring orientiert ist. Zu gro¨ßeren Wellenzahlen folgen vier jeweils eng benachbarte
Maxima. Ein Maximumpaar bei ν˜ = 3202, 39 cm−1 und ν˜ = 3202, 40 cm−1 ist das Resultat
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Abbildung 3.18: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des Hexaprismenstapels aus 36 Moleku¨len.
der Oszillationen der OH-Bindungen der DDAA-Moleku¨le im Sechserring, der entgegengesetzt
orientiert zu seiner benachbarten Endfla¨che ist. Das Maximumpaar bei ν˜ = 3232, 788 cm−1
und ν˜ = 3232, 794 cm−1 wird erzeugt durch die Oszillationen der OH-Bindungen im Sechser-
ring, der gleichartig orientiert zu seiner benachbarten Endfla¨che ist. Das Maximumpaar bei
ν˜ = 3261, 816 cm−1 und ν˜ = 3261, 820 cm−1 wird erzeugt durch die Oszillationen der OH-
Bindungen in einem mittleren Sechserring, dessen einer Nachbar gleichartig und der andere ge-
gensinnig orientiert ist. Das Maximumpaar bei ν˜ = 3300, 588 cm−1 (3) und ν˜ = 3300, 593 cm−1
(3a) wird erzeugt durch die Oszillationen der OH-Bindungen entlang der Kanten des Sechser-
ringes, der als einziger zwei gegensinnig orientierte Nachbarn hat. Das einzelne Maximum bei
ν˜ = 3452, 59 cm−1 (4) geht auf die Oszillationen der drei Donatoren zu der Endfla¨che zuru¨ck,
deren Nachbar dieselbe Orientierung wie sie besitzt; unter Beru¨cksichtigung auch kleinerer Bei-
tra¨ge als sie der Schwellenwert erlaubt, tragen auch die Donatoren zur anderen Endfla¨che bei.
Alle sechs OH-Bindungen oszillieren gleichphasig. In dem Paar eng benachbarter Maxima bei
ν˜ = 3570, 00 cm−1 (5) und ν˜ = 3570, 99 cm−1 (5a) kommen die Oszillationen der DDA Moleku¨le
la¨ngs der Außenkanten zum Ausdruck, bei kleinerer Wellenzahl sind es jene Bindungen, die zwi-
schen der Endfla¨che und ihrem Nachbarn bestehen, die beide gleichsinnig orientiert sind, und
bei gro¨ßerer Wellenzahl solche, die zwischen der anderen Endfla¨che und deren entgegengesetzt
orientierten Nachbarn bestehen.
3.3.4 gewinkelte Strukturen
Die Klasse der gewinkelten Strukturen soll als vereinfachtes Modell fu¨r Strukturen, die aus
fla¨chenverknu¨pften Kuben und Pentaprismen (globale Minima mit n = 20, 22, 24) aufgebaut
sind, dienen. Allen dafu¨r vorliegenden gewinkelten Strukturen gemeinsam ist ein einzelnes Pen-
taprisma, an das sich auf einer Seite ein kantenverknu¨pfter Kubus anfu¨gt. In der mit 18 Mo-
leku¨len kleinsten Formation dieser Klasse ist ein zweiter Kubus mit den Kanten der u¨berna¨chsten
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Seitenfla¨che des Pentaprismas verknu¨pft. Eine Erweiterung um jeweils vier Moleku¨le geschieht
schrittweise durch stapelartiges Anfu¨gen weiterer Kuben an lediglich einen der beiden Schenkel.
So entsteht ein gewinkeltes Cluster, und folgende Benennungen sollen im Anschluß Anwendung
finden: Als Endfla¨chen sollen die beiden Viererringe bezeichnet werden, die den Abschluß der
Kuben bilden. Ferner sei unter der inneren Kurvatur die Seite des Clusters verstanden, in deren
Richtung die Struktur geknickt ist. Schließlich soll diejenige Kante des Pentaprismas, die allein
zu ihm geho¨rt, die freie Kante des Pentaprismas heißen. Allen Mitgliedern dieser Strukturklasse
ist gemeinsam, daß die Viererringe, der Endfla¨chen sowie diejenigen Viererringe, die die Kuben
mit dem Pentaprisma oder die Kuben miteinander verknu¨pfen, durchweg homodrom sind. Nur
beim 18mer alterniert die Orientierung der Viererringe von einer Endfla¨che zur anderen. Das 22-
und 26mer weisen durchweg Viererringe derselben Orientierung auf, wa¨hrend im 30mer die Ori-
entierung der Viererringe innerhalb der Schenkel der gewinkelten Struktur dieselbe bleibt, aber
von einem Schenkel zum anderen wechselt. Anders ist die Situation bei den beiden Fu¨nferringen
des zentralen Pentaprismas. Im 18mer, das in der vorliegenden Gestalt das globale Minimum
darstellt, sind diese Fu¨nferringe beide homodrom und gegensinnig orientiert, eine Eigenschaft,
die nur noch vom 30mer geteilt wird. Die entsprechenden Ringe im 22- und 26mer sind nicht
homodrom.
n DAA DDAA DDAsym DDAasym DAAfrei
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
18 2969,48...3012,74 3108,29...3494,41 3486,62...3524,19 3562,42...3613,94 3704,99...3706,51
22 2972,27...2996,87 3075,31...3514,15 3476,00...3522,49 3555,89...3603,82 3703,71...3705,76
26 2972,70...2999,26 3066,83...3512,52 3473,98...3524,26 3556,81...3603,81 3703,46...3705,60
30 2976,60...3000,24 3085,50...3511,12 3515,21...3526,61 3556,21...3610,76 3703,83...3705,36
Tabelle 3.6: Zuordnung von Maxima des Infrarotspektrums zu Moleku¨len bestimmter Donator-/
Akzeptorkonfiguration in gewinkelten Strukturen.
Eine Einteilung der Spektren der gewinkelten Strukturen ist in fu¨nf Bereiche mo¨glich (Tab. 3.6).
Wieder lassen sich zwei Bereiche entsprechend den OH-Bindungen der DDA-Moleku¨le abgren-
zen, die zum einen die Maxima ihrer symmetrischen zum anderen ihrer antisymmetrischen
Streckschwingungen beinhalten. Eine U¨berschneidung gibt es zwischen den Spektralbereichen
die zu den OH-Bindungen der DDAA-Moleku¨le geho¨ren und denen, die die symmetrischen
Streckschwingungen der OH-Bindungen der DDA-Moleku¨le beherbergen mit Ausnahme des
Clusters mit n = 30. Diese U¨berschneidung ist sogar gro¨ßenu¨bergreifend. Im Bereich von
ν˜ = 2969, 48 cm−1 bis ν˜ = 3012, 74 cm−1 sind wieder die Maxima lokalisiert, die von den OH-
Bindungen der DAA-Moleku¨le in den beiden Endfla¨chen hervorgerufen werden. Das 30mer weist
als einziges sowohl eine Endfla¨che auf, die einen identisch orientierten benachbarten Vierer-
ring besitzt als auch eine Endfla¨che mit entgegengesetzt orientiertem Nachbarn. Im Spektrum
manifestiert sich dies in Gestalt zweier benachbarter Maxima. Intensita¨tsmaxima der frei in
das Vakuum gerichteten OH-Bindungen der DAA-Moleku¨le lassen sich der Region zwischen
ν˜ = 3703, 46 cm−1 und ν˜ = 3706, 51 cm−1 zuordnen. Zwischen diesen Spektralbereichen dehnt
sich von ν˜ = 3066, 83 cm1− bis ν˜ = 3514, 15 cm−1 jener Bereich aus, in dem die mit den Streck-
schwingungen der OH-Bindungen der DDAA-Moleku¨le verbundenen Maxima lokalisiert sind.
Entsprechend der zuvor erwa¨hnten Mo¨glichkeit, ihn weiter zu unterteilen, zerfa¨llt der Spektralbe-
reich korrespondierend zu den OH-Bindungen der DDA-Moleku¨le in einen von ν˜ = 3473, 98 cm−1
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bis ν˜ = 3522, 49 cm−1, in dem auch die symmetrischen Streckschwingungen enthalten sind, sowie
einen Bereich von ν˜ = 3555, 89 cm−1 bis ν˜ = 3603, 82 cm−1, in dem sich die Beitra¨ge antisym-
metrischer Streckschwingungen finden. Der letztgenannte Spektralbereich entha¨lt unabha¨ngig
von n stets ein einzelnes Maximum, das bei genauerer Betrachtung aus zwei eng benachbarten
Maxima aufgebaut ist und vera¨ndert seine Lage im Spektrum mit variierendem n nicht nennens-
wert. Ebenfalls ohne nennenswerte Vera¨nderung bleiben die Maxima, die an beiden Ra¨ndern der
Spektren auf die OH-Bindungen der DAA-Moleku¨le zuru¨ckgehen. Ohne genauere Untersuchung
zeigt sich der mittlere Spektralbereich bei allen n uneinheitlich, wenngleich stets aus der Masse
der Maxima herausragende Spitzen zu gewa¨rtigen sind. Bemerkenswert sind zwei kleinere Ma-
xima, die in allen Spektren zu gro¨ßeren Wellenzahlen als erste auf die von den OH-Bindungen
der DAA-Moleku¨le in den Endfla¨chen resultieren, folgen, sowie die am blauen Rande der Spek-
tren gelegenen unmittelbar vor denen, die auf die freien OH-Bindungen der DAA-Moleku¨le
zuru¨ckgehen. Erstere a¨ndern ihre Position im Spektrum sta¨rker als letztere mit sich a¨ndern-
dem n, na¨mlich zwischen ν˜ = 3108, 29 cm−1 und ν˜ = 3066, 83 cm−1 bzw. ν˜ = 3613, 94 cm−1
und ν˜ = 3603, 81 cm−1. Ihre Ursache haben diese Maxima in zwei OH-Bindungen, die als Do-
nator vom bzw. Akzeptor zum DDAA-Moleku¨l geho¨ren, das die Ecke einer vom Pentaprisma
und einem Kubus geteilten Fla¨che geho¨rt, respektive den Oszillationen der OH-Bindung des
DDAA-Moleku¨ls la¨ngs der freien Kante des Pentaprismas.
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Abbildung 3.19: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
der gewinkelten Struktur aus 22 Moleku¨len.
Am roten Rand des Spektrums (Abb. 3.19) bei ν˜ = 3008, 49 cm−1 (1) und ν˜ = 3012, 74 cm−1
(1a) befinden sich zwei Maxima, deren Ursprung in den Streckschwingungen der OH-Bindungen
der DAA-Moleku¨le in den Endfla¨chen der Struktur zu finden ist. Dabei tra¨gt zum Maximum bei
gro¨ßerer Wellenzahl nur die entsprechende OH-Bindung eines DDA-Moleku¨ls bei. Ein weiteres
Maximum bei ν˜ = 3108, 29 cm−1 (2) stammt von den OH-Bindungen zweier DDAA-Moleku¨le,
die einen Kubus mit dem Pentaprisma verknu¨pfen. DDAA-Moleku¨le, die das Pentaprisma mit
dem anderen Kubus verbinden, sorgen mit den Oszillationen ihrer OH-Bindungen fu¨r ein wei-
teres Maximum bei ν˜ = 3263, 88 cm−1 (3). Anschließend findet man bei ν˜ = 3281, 83 cm−1 (4)
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ein Maximum, welches auf die OH-Bindung des DAA-Moleku¨ls in der freien Kante des Pris-
mas zuru¨ckgeht. Bei ν˜ = 3438, 11 cm−1 (5) hinterlassen die phasengleichen Streckschwingungen
von OH-Bindungen mehrerer DDAA-Moleku¨le la¨ngs der der Kanten der inneren Kurvatur des
Clusters ihre Signatur. Beitra¨ge der antisymmetrischen Streckschwingungen der OH-Bindungen
der beiden DDA-Moleku¨le einer der beiden Endfla¨chen sorgen fu¨r benachbarte Maxima bei
ν˜ = 3562, 67 cm−1 (6) und ν˜ = 3564, 82 cm−1 (6a). Schließlich existiert noch am blauen Rand
des Spektrums bei ν˜ = 3613, 94 cm−1 (7) ein Maximum, dessen Herkunft bei der OH-Bindung
des DDA-Moleku¨ls la¨ngs der freien Kante des Pentaprismas liegt.
Die 1,1-Kubenstruktur ist dem Stapel aus 3 Kuben vergleichbar, wobei der mittlere Kubus durch
ein Pentaprisma ersetzt ist. Daher haben die Maxima (1/1a) sowie (6/6a), ihre Entsprechung
in den Spektren der Kubenstapel. Sie gehen alle auf die OH-Bindungen der Wassermoleku¨le in
den Viererringen der Endfla¨chen der Struktur zuru¨ck. Die kleine Aufspaltung des Maximums
(1/1a) von ∆ν˜ = 4, 25 cm−1 kann mit der Homodromiesituation begru¨ndet werden, in der sich
die jeweiligen OH-Bindungen befinden. Bei den OH-Bindungen des Maximums (1) sind neben
dem endsta¨ndigen Viererring auch die beiden benachbarten Viererringe entlang deren Kante
die Bindungen verlaufen, homodrom. Am Maximum (1a) ist lediglich eine OH-Bindung be-
teiligt, die entlang der gemeinsamen Kante des zweiten endsta¨ndigen Viererringes und eines
nichthomodromen Viererringes verla¨uft. Fu¨r die Maxima (6/6a) erscheint die Aufspaltung von
∆ν˜ = 2, 15 cm−1 dadurch begru¨ndbar, daß sich die OH-Bindung des Maximums (6) auf der
Seite der inneren Kurvatur und die des Maximums (6a) auf der Seite der a¨ußeren Kurvatur der
Struktur befindet. Das Maximum (7) ist in seiner Umgebung am ehesten dem des Maximums
zu (4) im einfachen Pentaprisma zu vergleichen, mit ν˜ = 3613, 94 cm−1 zu ν˜ = 3606, 80 cm−1
ist die Blauverschiebung nur gering. Alle anderen Maxima sind wegen der von allen stapelarti-
gen Strukturen abweichenden geometrischen Bedingungen (Fla¨chenverknu¨pfung zwischen Kuben
und Pentaprisma) als spezifisch fu¨r die Klasse der gewinkelten Strukturen anzusehen.
1,2 Kuben
Durch Anfu¨gen eines Kubus an einen Schenkel des vorangenannten Clusters mit n = 18 wird
die Struktur um vier Moleku¨le auf insgesamt 22 vergro¨ßert.
Das Spektrum (Abb. 3.20) des vorliegenden Vertreters hat zwei eng benachbarte Maxima bei
ν˜ = 2996, 71 cm−1 (1) und ν˜ = 2996, 87 cm−1 (1a), deren Ursprung die OH-Bindungen der
DAA-Moleku¨le in den Endfla¨chen sind. Weiter zu gro¨ßeren Wellenzahlen schließt sich bei ν˜ =
3075, 31 cm−1 (2) ein Maximum an, das von den OH-Bindungen zweier DDAA-Moleku¨le her-
ru¨hrt, die den la¨ngeren Schenkel der gewinkelten Struktur mit dem zentralen Pentaprisma ver-
binden. Das Maximum bei ν˜ = 3216, 13 cm−1 (3) bezieht seine Beitra¨ge von den OH-Bindungen
mehrerer DDAA-Moleku¨le im langen Schenkel der Struktur, die parallel zu den Kanten der
homodromen Viererringe verlaufen. Weiter in Richtung zum blauen Ende des Spektrums be-
finden sich drei benachbarte Maxima bei ν˜ = 3284, 69 cm−1 (4), ν˜ = 3288, 77 cm−1 und
ν˜ = 3294, 64 cm−1 (5). Letzteres resultiert aus OH-Bindungen von DDAA-Moleku¨len, die denen
gegenu¨berliegen, die das Maximum (2) hervorrufen. Zwei OH-Bindungen von DDAA-Moleku¨len
la¨ngs einer Kante der inneren Kurvatur bewirken mit ihren Oszillationen ein Maximum bei
ν˜ = 3405, 68 cm−1 (6). Bei ν˜ = 3559, 46 cm−1 (7) und ν˜ = 3561, 55 cm−1 (7a) liegen zwei Maxi-
ma, die von den OH-Bindungen der DDA-Moleku¨le in den Endfla¨chen der Struktur herru¨hren.
Und mit einem Maximum bei ν˜ = 3603, 82 cm−1 (8) ist die Signatur der OH-Bindung des DDA-
Molku¨ls la¨ngs der freien Kante des Prismas zu finden.
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Abbildung 3.20: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
der gewinkelten Struktur aus 22 Moleku¨len.
Mit dem Ausbau eines Schenkels auf die La¨nge von 2 Kuben bleibt das Spektrum durchaus
qualitativ dem der 1,1-Struktur a¨hnlich. Die Intensita¨tsmaxima (1/1a) und (7/7a), die denen
entsprechen, die auch in den Kubenstapeln auftreten, sind weiterhin vorhanden, und die Auf-
spaltungen von ∆ν˜ = 0, 16 cm−1 und ∆ν˜ = 2, 09 cm−1 fallen sehr klein aus. Zwar ist die Ho-
modromiesituation an beiden Endfla¨chen gleich, doch ist die Phasenlage der an (1) und (1a)
beteiligten OH-Bindungen verschieden. Die relative Lage innerhalb des jeweiligen Viererringes
sowie die unterschiedliche Anzahl der an den beiden Maxima beteiligten OH-Bindungen kann fu¨r
die Aufspaltung (7/7a) verantwortlich gemacht werden. Als weitere Konstante begegnet einem
hier das Maximum (8), das dem Maximum (7) in den 1,1-Kuben entspricht. Die OH-Bindungen
des Maximums (3) befinden sich in einem Viererring, der selbst zwei benachbarte Viererringe
aufweist, was der Konstellation der OH-Bindungen im mittleren Viererring des 12er Kuben-
stapels entspricht. Wa¨hrend hier das Maximum bei ν˜ = 3216, 13 cm−1 liegt, findet man es im
Kubenstapel bei ν˜ = 3276, 00 cm−1 und ν˜ = 3276, 09 cm−1. Bei einer Rotverschiebung von etwa
80 Wellenzahlen ist eine A¨hnlichkeit der beiden Konstellationen eher abzulehnen. Schließlich
ist bei den 1,2-Kuben noch eine weitere OH-Bindung beteiligt, die entlang einer gemeinsamen
Kante eines Vierer- und eines Fu¨nferringes verla¨uft. Beim Maximum (2) besteht durchaus eine
Verwandtschaft zwischen 1,1-Kuben und 1,2-Kuben. Bei der Betrachtung der beiden Viererringe,
die die freie Kante gemeinsam haben, fa¨llt auf, daß im Falle von 1,1-Kuben beide homodrom, im
Falle von 1,2-Kuben beide nichthomodrom sind. Bezu¨glich der Maxima (4), (5) und (6) ist davon
auszugehen, daß sie in Lage und Intensita¨t stark von der einzigartigen Konfiguration der Struk-
tur aus 1,2-Kuben beeinflußt werden aber als charakteristisch fu¨r die Klasse der gewinkelten
Strukturen einzustufen sind.
1,3 Kuben
Im Spektrum (Abb. 3.21) des vorliegenden Vertreters der Struktur mit 26 Moleku¨len befin-
den sich zwei dicht benachbarte Maxima bei ν˜ = 2997, 22 cm−1 (1) und ν˜ = 2999, 26 cm−1
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Abbildung 3.21: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
der gewinkelten Struktur aus 26 Moleku¨len.
(1a). Ihre Urheber finden sich in de OH-Bindungen der DAA-Moleku¨le in la¨ngs der Kanten
der Endfla¨chen. Bei gro¨ßerer Wellenzahl mit ν˜ = 3066, 83 cm−1 (2) ist ein einzelnes Maximum
gelegen, das auf die OH-Bindungen zweier DDAA-Moleku¨le zuru¨ckgeht, die das Pentaprisma
mit dem la¨ngeren Schenkel der Struktur verbinden. Eine weitere Gruppe von Maxima mit zwei
besonders großen bei ν˜ = 3254, 22 cm−1 (3) und ν˜ = 3296, 43 cm−1 (4) folgt in Richtung zum
blauen Ende des Spektrums. Dasjenige bei kleinerer Wellenzahl hat seinen Ursprung in den
OH-Bindungen der DDAA-Moleku¨le im la¨ngeren Schenkel der Struktur, die dort la¨ngs der Au-
ßenkanten der homodromen Viererringe liegen. Ebenfalls in diesen Viererringen befinden sich die
OH-Bindungen des Maximums bei ν˜ = 3296, 43 cm−1, jedoch sind dies die anderen Seitenpaare
dieser Ringe. OH-Bindungen der DDAA-Moleku¨le la¨ngs einer Kante der inneren Kurvatur der
Struktur haben ein Maximum bei ν˜ = 3397, 62 cm−1 (5) zur Folge. Dann gibt es noch zwischen
ν˜ = 3556, 81 cm−1 und ν˜ = 3564, 12 cm−1 eine Gruppe von Maxima. Deren beiden gro¨ßten
sind bei ν˜ = 3556, 81 cm−1 (6) und ν˜ = 3561, 45 cm−1 (6a) gelegen und stammen von den OH-
Bindungen der DDA-Moleku¨le in den Endfla¨chen der Struktur. Am blauen Ende des Spektrums
schließt sich dann ein einzelnes Maximum bei ν˜ = 3603, 81 cm−1 (7) an, bewirkt durch die
Oszillation der OH-Bindung des DDA-Moleku¨ls la¨ngs der freien Kante des Pentaprismas.
Der qualitative Unterschied des Spektrums der 1,3-Kuben zu dem der 1,2-Kuben ist nicht groß.
Es treten weiterhin die mit den Kubenstapeln gemeinsamen Maxima (1/1a) und (6/6a) auf mit
Aufspaltungen zwischen den Maxima, die fu¨r (1/1a) bei ∆ν˜ = 2, 04 cm−1 an der Homodromiesi-
tuation liegen. Fu¨r (6/6a) betra¨gt die Aufspaltung ∆ν˜ = 4, 64 cm−1, und es ist festzustellen, daß
an (6) zwei, an (6a) jedoch drei OH-Bindungen beteiligt sind. Außerdem bleiben die Maxima
zu (2) und (7) pra¨sent, die jeweils beteiligten OH-Bindungen sind bei den kleineren gewinkelten
Strukturen wiederzufinden (7) in der Struktur aus 1,2 Kuben als (8). Eine Analogie in der geo-
metrischen Umgebung der OH-Bindungen, die das Maximum (3) hervorrufen, kann beim 16er
Kubenstapel fu¨r die dortigen Maxima (2/2a) gefunden werden. Betra¨gt die Differenz hier zwi-
schen (3) und (4) ∆ν˜ = 42, 21 cm−1, liegt im Kubenstapel eine Differenz von ∆ν˜ = 58, 27 cm−1
vor. Eine Verwandtschaft zwischen diesen Maxima bei den verschiedenen Clusterstrukturen ist
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hier eher akzeptabel als zwischen 1,2-Kuben und dem 12er Kubenstapel.
1,4 Kuben
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Abbildung 3.22: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
der gewinkelten Struktur aus 30 Moleku¨len.
Als gro¨ßte Struktur dieser Klasse liegt das 30mer vor. In dessen Spektrum (Abb. 3.22) begin-
nen die Maxima am roten Ende mit zwei benachbarten Maxima bei ν˜ = 2993, 50 cm−1 (1)
und ν˜ = 3000, 24 cm−1 (1a), jeweils als Folge der Streckschwingungen der OH-Bindungen der
DAA-Moleku¨le in den Endfla¨chen. Das Maximum bei kleinerer Wellenzahl stammt aus der End-
fla¨che des kurzen Schenkels, das andere von der Endfla¨che des langen Schenkels; wobei die
zu den Endfla¨chen benachbarten Viererringe jeweils dieselbe Orientierung aufweisen. Im An-
schluß findet sich ein einzelnes Maximum bei ν˜ = 3085, 50 cm−1 (2), an dessen Entstehung
die OH-Bindungen zweier DDAA-Moleku¨le beteiligt sind, die das Pentaprisma mit dem langen
Schenkel verbinden. Als na¨chstes sind die beiden gro¨ßten Maxima des Spektrums zu erken-
nen, die bei ν˜ = 3279, 35 cm−1 (3) und innerhalb einer eng beieinanderstehenden Dreiergrup-
pe von Maxima bei ν˜ = 3304, 26 cm−1 (4), ν˜ = 3306, 98 cm−1 und ν˜ = 3310, 25 cm−1 lokali-
siert sind. Beide gro¨ßten Maxima beziehen ihre Beitra¨ge von den OH-Bindungen der DDAA-
Moleku¨le la¨ngs der Kanten der homodromen Viererringe im langen Schenkel, am Maximum
bei ν˜ = 3306, 98 cm−1 ist auch eine entsprechende Bindung im kurzen Schenkel beteiligt. Das
na¨chste Maximum bei ν˜ = 3395, 92 cm−1 (5) geht wieder auf das Konto von OH-Bindungen der
DDAA-Moleku¨le la¨ngs der Außenkanten der inneren Kurvatur des Clusters. Im Spektralbereich
zwischen ν˜ = 3556, 21 cm−1 und ν˜ = 3564, 68 cm−1 sind die den antisymmetrischen Streck-
schwingungen der DDA-Moleku¨le in den Endfla¨chen entsprechenden Maxima anzutreffen, deren
gro¨ßtes Maximum bei ν˜ = 3561, 82 cm−1 (6) gelegen ist. Letztes Maximum dieses Spektrums ist
das bei ν˜ = 3610, 68 cm−1 (7), das der OH-Bindung des DAA-Moleku¨ls in der freien Kante des
Pentaprismas zuzuordnen ist.
Schließlich bleibt auch bei 1,4-Kuben die Gestalt des Spektrums mit der der anderen gewinkelten
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Strukturen zwanglos vergleichbar. Wiederkehrend sind die Maxima (1/1a) mit einem Abstand
von ∆ν˜ = 6, 74 cm−1 und (6) denen aus den Kubenstapeln vergleichbar. Bei gleicher Homodro-
miesituation fu¨r die OH-Bindungen der Maxima (1/1a) ko¨nnte hier die Kopplung aufgrund der
großen Distanz zwischen den Endfla¨chen schwa¨cher sein und die Aufspaltung bedingen. Auch
die Maxima (2) und (7) sind als charakteristisch fu¨r die gewinkelten Strukturen bezu¨glich Lage
und relativer Intensita¨t anwesend. Bei den u¨brigen Maxima (3), (4) und (5) kann wieder davon
ausgegangen werden, daß sie zwar typisch fu¨r die gewinkelte Strukturen sind, aber bezu¨glich La-
ge im Spektrum und Intensita¨t auf die Einzigartigkeit der vorliegenden Struktur zuru¨ckzufu¨hren
sind.
3.3.5 Die gro¨ßten globalen Minimalstrukturen aus Kuben und Pentaprismen
n DAA DDAA DDAsym DDAasym DAAfrei
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
22 2959,23...2993,96 3250,34...3506,23 3492,63...3522,05 3544,23...3565,30 3703,95...3706,70
20 2977,40...3005,70 3070,12...3491,91 3491,91...3510,75 3553,81...3567,65 3705,32...3706,36
24 2976,40...2999,88 3072,06...3491,19 3491,19...3512,63 3554,89...3567,45 3704,56...3706,60
Tabelle 3.7: Zuordnung von Maxima des Infrarotspektrums zu Moleku¨len bestimmter Donator-
/Akzeptorkonfiguration in den globalen Minima mit n = 20, 22, 24, bei n=24 Beitrag eines
einzelnen DDA-Moleku¨ls bei ν˜ = 3448, 18 cm−1.
Die gewinkelten Strukturen haben bereits vor Augen gefu¨hrt, daß selbst eine u¨bersichtliche
Anordnung kantenverknu¨pfter Kuben und Pentaprismen in ihren Spektren zwar wiederkehren-
de signifikante Maxima aufzuweisen hat, aber eine Zuordnung in umgekehrter Richtung Spek-
trum → Clusterstruktur praktisch nicht mo¨glich ist. Mit den globalen Minima des 20-, 22- und
24mers liegen die gro¨ßten Minimalstrukturen vor, die ausschließlich aus Kuben und Pentapris-
men zusammengesetzt sind. Im Vergleich zu den Kubenstapeln und gewinkelten Strukturen
sind die Bausteine hier in zwei Raumrichtungen miteinander kanten- bzw. fla¨chenverknu¨pft.
Fu¨nf Spektralbereiche lassen sich hier voneinander abgrenzen (Tab. 3.7). Zuna¨chst zwei Berei-
che, die den OH-Bindungen der DAA-Moleku¨le zuzuordnen sind. Bei kleinen Wellenzahlen bis
ν˜ = 3005, 70 cm−1 sind dies jene Bindungen, die entlang von Ringkanten verlaufen; der Be-
reich von ν˜ = 3703, 95 cm−1 bis ν˜ = 3706, 70 cm−1 umfaßt wieder die freien OH-Bindungen der
DAA-Moleku¨le. Eingerahmt von diesen Spektralbereichen liegen drei weitere Regionen, in denen
von kleineren zu gro¨ßeren Wellenzahlen die Maxima angesiedelt sind, die zu den OH-Bindungen
der DDAA-Moleku¨le und denen der DDA-Moleku¨le geho¨ren. Der letztgenannte Spektralbereich
zerfa¨llt weiter in einen, der die Maxima der symmetrischen Streckschwingungen bei kleineren
und solche der antisymmetrischen Streckschwingungen bei gro¨ßeren Wellenzahlen entha¨lt. U¨ber-
schneidungen der Spektralbereiche gibt es bei allen drei Clustern, na¨mlich zwischen dem Bereich,
der auf die OH-Bindungen der DDAA-Moleku¨le zuru¨ckgeht und dem, der zu den OH-Bindungen
der DDA-Moleku¨le bei kleineren Wellenzahlen geho¨rt. Das 24mer ist ein um einen fla¨chenver-
knu¨pften Kubus erweitertes 20mer. Diese strukturelle A¨hnlichkeit schla¨gt sich auch in der globa-
len Gestalt ihrer Spektren nieder. Die Grenzen der einzelnen Spektralbereiche weichen um kaum
2 Wellenzahlen bzw. 6 Wellenzahlen bei den am weitesten im Roten gelegenen Spektralberei-
chen voneinander ab; eine in bezug auf die Gesamtbreite der einzelnen Spektren von u¨ber 1000
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Wellenzahlen oder ≃ 180 Wellenzahlen verschobener Wert in bezug auf die im Roten gelegene
Grenze des Spektralbereiches der DDAA-Moleku¨le beim 22mer vernachla¨ssigbar kleiner Wert.
Globales Minimum des 20mers
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Abbildung 3.23: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 20.
Das globale Minimum des Dodekamers verknu¨pft mit drei Pentaprismen Substrukturen hoher
Symmetrie. Wiewohl mit 20 Moleku¨len eine stapelartige Anordnung aus Pentaprismen geome-
trisch mo¨glich ist, liegt hier eine u¨ber die Viererringe fla¨chenverknu¨pfte Konfiguration vor. Die
allen drei Pentaprismen gemeinsame Kante sei hier als Dachkante und die gegenu¨berliegenden
Fla¨chen als Basisfla¨chen der Pentaprismen bezeichnet. La¨ngs der Mantelfla¨che der Struktur
gibt es dort, wo jeweils zwei Pentaprismen aneinanderstoßen, Einschnu¨rungen, die als Taillen
bezeichnet werden sollen.
Am roten Rand des Spektrums (Abb. 3.23) finden sich zwei benachbarte Maxima bei ν˜ =
3000, 90 cm−1 (1) und ν˜ = 3005, 70 cm−1 (1a). Es handelt sich dabei um die Signaturen der
OH-Bindungen der DAA-Moleku¨le la¨ngs der Kanten der drei Basisfla¨chen. Beide OH-Bindungen
jeder Basisfla¨che oszillieren jeweils phasengleich. Ein Maximum bei ν˜ = 3202, 29 cm−1 (2) be-
zieht seine Beitra¨ge von den OH-Bindungen innerhalb der beiden Deckfla¨chen der Struktur, die
die Enden der Dachkante mit den sechs Moleku¨len in den drei Taillen des Clusters verbinden.
Eine OH-Bindung hat allerdings einen Beitrag von weniger als dem Schwellenwert von 0,3. In der
Nachbarschaft bei ν˜ = 3231, 36 cm−1 ist ein Maximum (2a) lokalisiert, das seine Ursache in den
Oszillationen der OH-Bindung la¨ngs einer Taille sowie zweier OH-Bindungen, die zwei Taillen
mit der Dachkante verbinden, hat. Die drei OH-Bindungen in den Taillen der Struktur schwin-
gen phasengleich, was in einem Maximum bei ν˜ = 3242, 81 cm−1 (3) zum Ausdruck kommt.
Weiter in Richtung zum blauen Ende des Spektrums liegt ein Maximum bei ν˜ = 3456, 24 cm−1
(4). Ursa¨chlich sind die OH-Bindungen der DDAA-Moleku¨le in den Taillen der Struktur, die
la¨ngs der Außenkanten der beiden Deckfla¨chen verlaufen. Ausgenommen davon ist eine Bin-
dung, die nur einen geringeren Beitrag leistet. Die geometrische Situation der Außenkanten ist
a¨hnlich der entlang der inneren Kurvatur in den weiter oben betrachteten gewinkelten Struktu-
ren. Schließlich sind noch zwei Maxima bei ν˜ = 3556, 27 cm−1 (5) und ν˜ = 3567, 65 cm−1 (5a)
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zu bemerken, deren Verursacher verschiedene OH-Bindungen von DDA-Moleku¨len in den Ecken
der Basisfla¨chen sind.
Im Spektrum des 20mers treten 5 Intensita¨tsmaxima auf, von denen drei aufgespalten sind,
na¨mlich (1/1a), (2/2a) und (5/5a). Davon sind (1/1a) sowie (5/5a) vergleichbar mit den Ma-
xima, die von den OH-Bindungen der Moleku¨le in den endsta¨ndigen homodromen Viererringen
der Kubenstapel hervorgerufen werden. Die drei nach außen weisenden Viererringe des 20mers
sind homodrom, die jeweils dazu benachbarten Viererringe sind es nicht. Betreffend die Maxima
(1/1a) verlaufen die ursa¨chlichen OH-Bindungen entlang gemeinsamer Kanten der nach außen
gerichteten Viererringe und der Fu¨nferringe. Der Unterschied ist in der Homodromiesituation
der Fu¨nferringe zu sehen. Die OH-Bindungen des Maximums (1) geho¨ren zu nichthomodromen
Fu¨nferringen, wogegen die OH-Bindungen zu 1a zu homodromen Fu¨nferringen geho¨ren. Damit
ist die Ursache fu¨r die Aufspaltung von (1/1a) mit ∆ν˜ = 4, 80 cm−1 gegeben. Bei der Ursache fu¨r
die Aufspaltung der Maxima (5/5a) mit ∆ν˜ = 11, 38 cm−1 ist von der Lage und Anzahl der betei-
ligten OH-Bindungen auszugehen. ZumMaximum (5) tra¨gt eine OH-Bindung la¨ngs des Umfangs
der Bodenfla¨che der Gesamtstruktur bei, und beim Maximum (5a) verlaufen die OH-Bindungen
zwar wie auch bei zwei Bindungen von (5) der Fall, entlang von Kanten, die die Boden- und
Deckfla¨che miteinander verbinden, doch geho¨ren sie bei (5a) nicht demselben Viererring an. Alle
anderen Maxima du¨rfen als charakteristisch fu¨r die Struktur des 20mers angesehen werden. Zu
den Maxima (3) und (4) existiert in den stapelartigen Strukturen aber auch in den gewinkel-
ten Strukturen kein passendes Analogon, welches OH-Bindungen in vergleichbarer Umgebung
aufweist. Endlich geho¨ren zwar die den Maxima (2/2a) zugrundeliegenden OH-Bindungen zu
denselben Viererringen, doch unterscheiden sich beide in der Beteiligung der OH-Bindungen.
Dann kommt die Zugeho¨rigkeit zu einem bestimmten der drei Vierer- und Fu¨nferringe zum Tra-
gen, die individuell homodrom und nichthomodrom sind. Die Ursache fu¨r die Aufspaltung des
Maximums liegt auf der Hand und betra¨gt ∆ν˜ = 29, 07 cm−1.
Globales Minimum des 22mers
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Abbildung 3.24: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 22.
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Im 22mer sind je zwei Kuben und Pentaprismen miteinander fla¨chenverknu¨pft. Eine gemein-
same Kante wie beim Dodekamer ist nicht vorhanden, denn die Anwesenheit dieser zentralen
Wasserstoffbru¨cke macht zwei fu¨nffach koordinierte Wassermoleku¨le erforderlich. Aus Konti-
nuita¨tsgru¨nden seien die dieser abwesenden Bindung gegenu¨berliegenden Fla¨chen der beiden
Pentaprismen als deren Basisfla¨chen bezeichnet.
Am roten Rand des Spektrums (Abb. 3.24) sind drei Maxima zu erkennen, die sich bei ν˜ =
2962, 64 cm−1 (1), ν˜ = 2985, 16 cm−1 (2) sowie ν˜ = 2993, 96 cm−1 (2a) befinden. Das am weite-
sten in Richtung Rot gelegene Maximum ist die Folge der phasengleichen Streckschwingungen
der OH-Bindungen der DAA-Moleku¨le la¨ngs der außenliegenden Kanten der beiden Kuben.
Die beiden anderen Maxima sind das Resultat der Oszillationen der OH-Bindungen der DAA-
Moleku¨le la¨ngs der Kanten der Basisfla¨chen beider Pentaprismen. Weiter zu gro¨ßeren Wellen-
zahlen lassen sich zwei Maxima finden, zu denen die OH-Bindungen der DDAA-Moleku¨le im
zentralen Areal des Clusters beitragen. Es sind dies, bei ν˜ = 3292, 43 cm−1 (3) eines, zu dem
die OH-Bindungen la¨ngs der gemeinsamen Kanten eines Pentaprismas mit beiden Kuben, sowie
die OH-Bindungen der beiden zentralen Moleku¨le der Deckfla¨chen beitragen. Als na¨chstes fin-
det sich ein Maximum, das, basierend auf den OH-Bindungen la¨ngs der gemeinsamen Kanten
des anderen Pentaprismas mit den beiden Kuben bei ν˜ = 3326, 26 cm−1 (3a) erscheint. Endlich
hinterlassen die OH-Bindungen la¨ngs der mit den Deckfla¨chen gemeinsamen Außenkanten der
Kuben ein Intensita¨tsmaximum bei ν˜ = 3459, 55 cm−1 (4), und die phasengleichen Streckschwin-
gungen der OH-Bindungen der DDA-Moleku¨le in der Basisfla¨che eines der beiden Pentaprismen
ein weiteres Maximum bei ν˜ = 3565, 30 cm−1 (5).
In seiner Kombination aus Kuben und Pentaprismen ist das 22mer im Vergleich mit dem 20-
und dem 24mer einzigartig. Intensita¨tsmaxima mit Wiedererkennungswert sind (2/2a) und (5).
Sie sind bereits in den Spektren der Kubenstapel vorhanden. Die Ursache fu¨r die Aufspaltung
von (2/2a) mit ∆ν˜ = 8, 80 cm−1 ist nicht in der na¨heren Umgebung der jeweils beteiligten
OH-Bindungen zu finden. Zumindest die Homodromiesituation ist dieselbe. Allerdings sind die
Kantenla¨ngen (OO-Abstand) der beiden Viererringe, entlang derer Kanten die beteiligten OH-
Bindungen verlaufen, nicht identisch. Die Kantenla¨nge la¨ngs der OH-Bindungen des Maximums
(2) betra¨gt 2,7121A˚ und die des anderen Seitenpaares dieses Viererringes 2,8851A˚. Nachmessen
am anderen Ende des Clusters ergibt eine Kantenla¨nge von 2,7070A˚ la¨ngs der OH Bindungen,
die das Maximum (2a) bewirken und senkrecht dazu findet man 2,8793A˚. Unter Ru¨ckbesin-
nung auf den Kubus wird der subtile Unterschied zwischen OO-Distanzen einen entscheidenden
Einfluß auf die Aufspaltung von Intensita¨tsmaxima ausu¨ben, schließlich bewirkt er auch ver-
schiedene geometrische Umgebungen der OH-Bindungen. Besonders ist das Maximum zu (1)
mit seiner Lage am roten Rand des Spektrums. Derart rotverschobene Intensita¨tsmaxima sind
nur noch in den pentaprismatischen Stapeln und bei verschiedenen Ka¨figen zu finden. Die in die
Maxima (3/3a) involvierten OH-Bindungen verlaufen alle entlang der Kanten der beiden Kuben,
die Teil dieses Clusters sind. Da sich die beiden Gruppen von OH-Bindungen sowohl in ihrer
zahlenma¨ßigen Sta¨rke als auch der geometrischen Umgebung unterscheiden, entsteht aber auch
kein Widerspruch, wenn (3/3a) nicht als aufgespalten sondern als unabha¨ngige Einzelmaxima
aufgefaßt werden.
Globales Minimum des 24mers
Das globale Minimum des 24mers ist seiner Gestalt nach als Erweiterung des Dodekamers um
einen Kubus aufzufassen. Bezu¨glich der Nomenklatur von Dachkante und Basisfla¨chen sollen im
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Abbildung 3.25: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 24.
folgenden dieselben Verabredungen wie zuvor beim Dodekamer gelten.
Im Spektrum (Abb. 3.25) sind bei ν˜ = 2999, 35 cm−1 (1) und ν˜ = 2999, 88 cm−1 (1a) zwei eng
benachbarte Maxima gelegen, von denen das erstere seinen Ursprung in den OH-Bindungen der
DAA-Moleku¨le la¨ngs der Kanten der beiden freien Basisfla¨chen der Pentaprismen hat. Letzteres
entstammt den Oszillationen der OH-Bindungen der DDA-Moleku¨le der a¨ußersten Fla¨che des
Kubus. Die Streckschwingungen der OH-Bindungspaare jeder der drei Fla¨chen sind phasengleich.
Ein na¨chstes Maximum bei ν˜ = 3194, 50 cm−1 (2) erha¨lt Beitra¨ge mehrerer OH-Bindungen
von DDAA-Moleku¨len in den Deckfla¨chen der Struktur, die von den schon beim Dodekamer
beschriebenen Taillen zur Dachkante der drei Pentaprismen verlaufen. Zusammen mit einer OH-
Bindung der zuvor beschriebenen Art bewirken zwei Bindungen des homodromen Viererringes,
der den Kubus mit einem der Pentaprismen verbindet das Maximum bei ν˜ = 3286, 88 cm−1
(3); die beiden letztgenannten OH-Bindungen oszillieren phasengleich. Zwei weitere Maxima bei
ν˜ = 3437, 27 cm−1 (4) und ν˜ = 3556, 48 cm−1 (5) gehen zuru¨ck auf OH-Bindungen von DDAA-
Moleku¨len la¨ngs der Außenkanten der Deckfla¨chen im ersten Fall und im zweiten Fall auf drei
OH-Bindungen von DDAA-Moleku¨len, von denen zwei zu demselben Moleku¨l geho¨ren und somit
einen antisymmetrischen Streckschwingungsmodus beschreiben.
Die Strukturelle Verwandtschaft zwischen dem 20- und dem 24mer la¨ßt erwarten Intensita¨ts-
maxima zu finden, die gemeinsamen geometrischen Merkmalen der Cluster entspringen. Zuerst
fallen jedoch die Maxima (1/1a) sowie (5) auf, die wieder in die Kategorie der schon bei den
Kubenstapeln vorhandenen fallen. Verantwortlich sind erneut die OH-Bindungen von Moleku¨len
der nach außen weisenden homodromen Viererringe. Die zu diesen Viererringen benachbarten
Ringe mit gemeinsamer Kante entlang derer die OH-Bindungen verlaufen unterscheiden sich,
denn es sind bei den OH-Bindungen des Maximums (1) durchweg nichthomodrome Fu¨nferringe
und bei den OH-Bindungen des Maximums (1a) homodrome Viererringe. Ungeachtet dessen ist
die Aufspaltung mit ∆ν˜ = 0, 53 cm−1 nur gering. Unter den Maxima (2),(3),(4) ist (2) mit den
(2/2a) im 20mer verwandt, die drei zentralen Viererringe sind beiden Clusterstrukturen gemein
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ν˜ = 3194, 50 cm−1 beim 24mer stehen ν˜ = 3202, 29 cm−1 und ν˜ = 3231, 36 cm−1 beim 20mer
gegenu¨ber. Dabei ist die U¨bereinstimmung mit dem Maximum des 20mers bei kleinerer Wellen-
zahl ist sehr gut. Ein Analogon zum Maximum (3) kann beim 20mer wegen der Abwesenheit
eines Kubus nicht erwartet werden, und bei den gewinkelten Strukturen findet sich auch nichts
Vergleichbares. Im Gegensatz dazu steht das Maximum zu (4). Dort ist es vergleichbar mit
dem Maximum (6) bei 1,2-Kuben und dem Maximum (5) in allen anderen gewinkelten Struk-
turen. Mit ν˜ = 3437, 27 cm−1 ist der Abstand zum entsprechenden Maximum der 1,1-Kuben
bei ν˜ = 3438, 11 cm−1 mit ∆ν˜ = 0, 84 cm−1 extrem gering. Am gro¨ßten fa¨llt die Differenz zum
korrespondierenden Maximum der 1,4-Kuben bei ν˜ = 3395, 92 cm−1 mit ∆ν˜ = 41, 35 cm−1 aus.
3.3.6 Strukturen mit Ka¨figen
n DAA DDAA DDAsym DDAasym DAAfrei
ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1] ν˜ [cm−1]
17 2946,29...3027,87 3176,33...3553,15 3438,61...3496,82 3510,44...3556,97 3705,57...3706,98
19 2932,26...3140,99 2997,50...3509,54 3292,38...3509,54 3536,70...3599,42 3705,07...3709,40
23 2942,62...3154,73 2951,70...3515,75 3408,85...3515,75 3565,69...3590,62 3702,90...3708,87
28 2940,73...3031,46 3116,68...3537,31 3427,53...3520,94 3499,24...3585,39 3701,20...3705,84
21 2927,91...3022,52 3083,08...3494,30 3251,17...3508,98 3512,77...3589,75 3701,62...3707,80
25 2936,83...3219,53 2936,83...3479,87 3419,44...3532,51 3537,02...3594,17 3705,18...3708,39
26 2949,92...3025,63 2970,77...3491,68 3181,15...3515,59 3525,87...3583,77 3704,48...3707,33
27 2973,37...3321,73 2937,76...3533,99 3466,34...3562,02 3553,02...3604,71 3702,22...3707,57
29 2944,12...3226,81 2944,12...3513,27 3425,51...3533,27 3548,86...3580,43 3702,25...3707,76
Tabelle 3.8: Zuordnung von Maxima des Infrarotspektrums zu Moleku¨len bestimmter Donator-/
Akzeptorkonfiguration in Ka¨figstrukturen.
Wieder ist eine Einteilung der Spektren in fu¨nf Regionen mo¨glich (Tab. 3.8). Es liegen ihnen
die OH-Streckschwingungen der Bindungen der DDA-Moleku¨le am roten und blauen Rand des
Spektrums zugrunde, die freien OH-Bindungen dabei im Bereich zwischen ν˜ = 3701, 20 cm−1
bis ν˜ = 3709, 40 cm−1. Dann ko¨nnen noch Bereiche unterschieden werden, in denen die mit den
OH-Bindungen der DDAA-Moleku¨le verbundenen Maxima zu finden sind und zwei Bereiche,
die den Oszillationen der OH-Bindungen der DDA-Moleku¨le zuzuordnen sind, wobei die sym-
metrischen Streckschwingungen bei kleineren, die antisymmetrischen Streckschwingungen bei
gro¨ßeren Wellenzahlen zu finden sind. Da sich einerseits der 17er-, 19er- und 21er-Ka¨fig von-
einander unterscheiden, andererseits die a¨ußeren Anbauten im 23mer und dem 28mer wenig
A¨hnlichkeit untereinander aufweisen, ist es nicht sinnvoll, die Spektralbereiche miteinander zu
vergleichen. Auch fu¨r die vier Cluster mit n = 25, 26, 27, 29 soll davon abgesehen werden. Ledig-
lich die Maxima der freien OH-Bindungen sind in dem Bereich wiederzufinden, in dem sie auch
bei allen weiter oben untersuchten Strukturen ihre Position hatten. Alle anderen Spektralberei-
che variieren mit n stark, ohne daß ein allgemeines Muster zu erkennen wa¨re.
In den vorangegangenen Abschnitten war es zwar nicht mo¨glich, die zugrundeliegende Cluster-
struktur aus der Gestalt des OH-Streckschwingungsspektrums herauszulesen, wohl aber konnten
einzelne Maxima Moleku¨len in speziellen geometrischen Umgebungen zugeordnet werden (z.B.
DAA-Moleku¨le in Endfla¨chen, OH-Bindung entlang der freien Kante des Pentaprismas in den
gewinkelten Strukturen). Bei den Clusterstrukturen, die entweder als clathratartiger Ka¨fig oder
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als solcher mit zusa¨tzlichen a¨ußeren Anbauten vorliegen, soll neben der Diskussion der globalen
Gestalt der Spektren das Augenmerk auf das zentrale Moleku¨l gerichtet werden; dies unter dem
Aspekt, ob wenigstens sein Vorhandensein anhand des Spektrums erkennbar ist. Unter den glo-
balen Minimalstrukturen, die im Rahmen dieser Arbeit identifiziert werden konnten, befinden
sich drei clathratartige Ka¨figstrukturen, und weitere sechs, die clathratartige Ka¨fige als eindeutig
identifizierbare Substrukturen enthalten. Speziell enthalten das 23- und das 28mer das 19mer als
Substruktur. Desweiteren findet sich im 25-, 26-, 27- und 29mer eine sehr a¨hnliche Ka¨figstruk-
tur aus 21 Moleku¨len, die durch a¨ußere Anbauten in Form von Kuben und/oder Pentaprismen
erweitert ist. Jedoch ist diese 21er Substruktur nicht identisch mit der Dodekaederstruktrur des
21mers. Isoliert ist das 17mer, denn es tritt nicht als Substruktur gro¨ßerer Cluster auf.
Bei den Ka¨figstrukturen ist die Symmetrie nicht von der pra¨gnanten Art, wie es bei den sta-
pelartigen Strukturen der Fall ist. Im Vordergrund der anschließenden Untersuchung steht die
Frage nach der Signatur des zentralen Moleku¨ls im Ka¨fig, insbesondere, ob u¨berhaupt seine ein-
deutige Identifikation zwischen den anderen Maxima des jeweiligen Spektrums mo¨glich ist. Es
wird sich zeigen, daß die Wahl eines Schwellenwertes fu¨r die Zuordnung zu einer Mode schwierig
ist. Der bisher verwendete Wert von 0,3 stellt sicher, daß die Zahl der beteiligten Bindungen
u¨bersichtlich bleibt, wird aber dem durch die Ka¨figstruktur bedingten Einfluß der benachbarten
Moleku¨le nicht notwendigerweise gerecht. Einerseits hat das zentrale Moleku¨l sehr viel mehr
na¨chste Nachbarn als etwa ein Moleku¨l, das Teil eines Prismenstapels ist, andererseits ko¨nnen
a¨ußere Anbauten am Ka¨fig zur Verzerrung der Ka¨figstruktur fu¨hren, d.h. auch wenn wie bei
n = 25, 26, 27, 29 die Rumpfstruktur stets ein 21er-Ka¨fig ist, ist es nicht derselbe, sondern ledig-
lich ein fraglos a¨hnlicher. Insofern ist hier besonders zu betonen, daß die aufgrund des gewa¨hlten
Schwellenwertes von 0,3 beschriebenen Moden mit Beteiligung mindestens einer der vier zen-
tralen OH-Bindungen auch schwa¨chere Beitra¨ge der anderen zentralen OH-Bindungen erhalten
ko¨nnen. Auf diese Weise ko¨nnen z.B. symmetrische oder antisymmetrische Streckschwingungen
der OH-Bindungen des zentralen Moleku¨ls bei einem Schwellenwert von 0,3 unerkannt bleiben,
doch kann eine Verringerung des Schwellenwertes dazu fu¨hren, daß an dieser Mode noch weitere
OH-Bindungen anderer Moleku¨le als beteiligt einzustufen sind. Dann aber kann das betreffende
Maximum nicht mehr als charakteristisch fu¨r die OH-Bindungen des zentralen Moleku¨ls kate-
gorisiert werden. Um die Nomenklatur zu vereinheitlichen, seien die vier OH-Bindungen die
Akzeptoren zum und Donatoren vom zentralen Moleku¨l darstellen, gemeinsam als zentrale OH-
Bindungen bezeichnet und gleichzeitig seien alle anderen OH-Bindungen der Clusterstruktur
unter dem Attribut nichtzentral zusammengefaßt.
3.3.7 Strukturen mit 17er-Ka¨fig als Basis
Der 17er-Ka¨fig
Das 17mer ist die kleinste Struktur, die als globales Minimum einen Ka¨fig mit einzelnem inne-
ren Moleku¨l aufweist. Bei ν˜ = 2972, 27 cm−1 (1) befindet sich ein Maximum, das auf die OH-
Bindungen zweier DAA-Moleku¨le zuru¨ckzufu¨hren ist. Beide Moleku¨le sind jeweils Teil eines der
beiden Sechserringe des Clusters, und die relevanten Bindungen verlaufen la¨ngs der Kanten der
Ringe. Als na¨chstes ist ein Maximum bei ν˜ = 2996, 82 cm−1 (2) gelegen, welches seine Beitra¨ge
von den OH-Bindungen zweier DAA-Moleku¨le la¨ngs der Kanten eines oberfla¨chlichen Fu¨nfer-
ringes bezieht. Schließlich bewirken die Oszillationen einer OH-Bindung eines DDA-Moleku¨ls in
einem Fu¨nferring ein Maximum bei ν˜ = 3027, 87 cm−1 (3). In Richtung des blauen Endes des
Spektrums schließen sich drei Maxima bei ν˜ = 3176, 33 cm−1 (4), ν˜ = 3200, 98 cm−1 (5) sowie
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Abbildung 3.26: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 17.
ν˜ = 3302, 08 cm−1 (6) an. An ihnen sind die die Donatoren und Akzeptoren des zentralen Mo-
leku¨ls beteiligt; im Detail stellt sich das folgendermaßen dar: Dem ersten Maximum entspricht die
symmetrische Streckschwingung der OH-Bindungen des zentralen Moleku¨ls erga¨nzt um Oszilla-
tionen eines Akzeptors, das zweite Maximum wird gespeist von der Streckschwingung des zweiten
Akzeptors. Die Tabelle A.1 offenbart jedoch, daß alle vier zentralen OH-Bindungen beitragen,
wenngleich die Beitra¨ge der anderen drei kleiner sind als der vorgelegte Wert 0,3. Ursa¨chlich
fu¨r das dritte Maximum ist die antisymmetrische Streckschwingung der OH-Bindungen des zen-
tralen Moleku¨ls. Ein großes Maximum bei ν˜ = 3531, 71 cm−1 (7) bezieht seine Beitra¨ge von
OH-Bindungen mehrerer DDAA-Moleku¨le la¨ngs der Kanten eines Vierer- und eines der bei-
den Sechserringe. Mit einer kleineren Schwelle als 0,3 wa¨re erkennbar, daß am Maximum bei
ν˜ = 3200, 98 cm−1 alle vier zentralen OH-Bindungen beteiligt sind; weitere Maxima wu¨rden ihre
Intensita¨t ebenfalls von diesen OH-Bindungen beziehen.
Insgesamt sieben Maxima sind auf die zu ihnen beitragenden OH-Bindungen analysiert worden.
Dabei gehen die Maxima (1), (2), (3) und (7) auf OH-Bindungen zuru¨ck, die entlang der Kanten
der Ka¨fighu¨lle verlaufen. Bemerkenswert ist die Lage der Maxima (4), (5), (6), denen OH-
Bindungen zugrunde liegen, die mit dem zentralen Moleku¨l in Verbindung stehen, in einem
Bereich des Spektrums von ν˜ = 3027, 87 cm−1 bis ν˜ = 3431, 05 cm−1, in dem sich keine weiteren
Maxima befinden. Dies gibt Anlaß zu der Vermutung, daß diese Gestalt des IR-Spektrums
charakteristisch fu¨r clathratartige Ka¨fige ist. Dazu sei auf die Tabellen im Anhang (A.1, S. 261 ff.)
verwiesen. Dort ist zu erkennen, daß es generell bei den clathratartigen Ka¨figen einige Moden
mit signifikanter Intensita¨t gibt, zu denen fast ausschließlich die vier zentralen OH-Bindungen
beitragen, andererseits aber die zentralen OH-Bindungen an einer weiteren Zahl von Moden
beteiligt sind, zu denen auch andere OH-Bindungen beitragen. Die Maxima der OH-Bindungen
des zentralen Moleku¨ls sind somit auffindbar aber nicht als charakteristisch anzusehen, wie z.B.
verschiedene OH-Bindungen in den stapelartigen Strukturen.
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3.3.8 Strukturen mit 19er-Ka¨fig als Basis
Das globale Minimum des 17mers ist der einzige Vertreter von Strukturen, die einen aus 17 Mo-
leku¨len bestehenden Ka¨fig enthalten. Das ist anders, wenn man sich den Strukturen zuwendet,
die einen Ka¨figanteil enthalten, der aus 19 Moleku¨len besteht (Abb. 2.22, S. 107 und Tab. 2.3,
S. 108). Trivialerweise geho¨rt dazu das 19mer selbst, sowie das 23mer und das 28mer. Davon ist
der Ka¨figanteil des 23mers dem 19er Ka¨fig als a¨hnlich einzustufen, wenn man als Kriterium das
Muster aus Vierer-, Fu¨nfer- und Sechserringen annimmt. Hinsichtlich dieses Kriteriums hat der
Ka¨figanteil des 28mers eine andere Gestalt. Die Gestalt des Sauerstoffgeru¨stes des Ka¨figanteils,
kann auf einem anderen oberfla¨chlichen Ringmuster, auf durch Ausstu¨lpungen und a¨ußere An-
bauten des Ka¨figanteils oder deren am Ka¨figanteil hervorgerufenen Verzerrungen beruhen. Nicht
zuletzt bleiben noch die unterschiedlichen Orientierungen der Moleku¨le, die dafu¨r sorgen, daß
die OH-Bindungen des zentralen Moleku¨ls der unterschiedlichen Ka¨figanteile sich in verschiede-
nen geometrischen Situationen befinden. Es ist davon auszugehen, daß dies nicht unerheblich
die Gestalt der Spektren beeinflußt.
Der 19er-Ka¨fig
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Abbildung 3.27: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 19.
Mit 19 Moleku¨len ist der na¨chstgro¨ßere Cluster gegeben, dessen globales Minimum die Form
eines clathratartigen Ka¨figs aufweist.
Am roten Rand des Spektrums (Abb. 3.27) ist bei ν˜ = 2945, 86 cm−1 (1) ein einzelnes Maximum
vorhanden, dessen Ursache in der OH-Bindung eines DAA-Moleku¨ls liegt, die die gemeinsame
Kante eines Vierer- und Fu¨nferringes bildet. Ein weiteres Maximum bei ν˜ = 2984, 48 cm−1 (2)
bezieht Beitra¨ge von den OH-Bindungen mehrerer DAA-Moleku¨le, von denen eine la¨ngs einer
Kante des Sechserringes verla¨uft. Auch am Maximum bei ν˜ = 3005, 07 cm−1 (3) sind diese OH-
Bindungen mit anderer Phasenlage beteiligt. Die Signatur der Donatoren und Akzeptoren des
zentralen Moleku¨ls ist bei einem Schwellenwert von 0,3 in sechs Maxima wiederzufinden, eines bei
ν˜ = 2997, 50 cm−1, die weiteren zwischen ν˜ = 3140, 99 cm−1 und ν˜ = 3345, 69 cm−1. Zu anderen
Maxima tragen diese OH-Bindungen nur mit kleinen Betra¨gen unterhalb des Schwellenwertes
bei. In den Maxima bei ν˜ = 2997, 50 cm−1, ν˜ = 3140, 99 cm−1 (4) und ν˜ = 3173, 27 cm−1
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(5) haben die Akzeptorbindungen zum zentralen Moleku¨l die fu¨hrenden Beitra¨ge, wa¨hrend die
Donatorbindungen nur kleinere Beitra¨ge leisten. Mit diesen kleineren Beitra¨gen ist bei ν˜ =
3173, 27 cm−1 die antisymmetrische Streckschwingung des zentralen Moleku¨ls enthalten. Die
Gewichtung der Beitra¨ge zu den drei Maxima bei ν˜ = 3292, 38 cm−1, ν˜ = 3308, 97 cm−1 (6) und
ν˜ = 3345, 69 cm−1 (7) bezu¨glich Donatoren und Akzeptoren ist umgekehrt. Das Maximum bei
ν˜ = 3396, 05 cm−1 (8) geht zuru¨ck auf die Streckschwingungen der OH-Bindung eines DDAA-
sowie eines DDA-Moleku¨ls. Beide Bindungen sind zwar keine Donatoren zum zentralen Moleku¨l,
jedoch ist es wenigstens noch die andere OH-Bindung des DDAA-Moleku¨ls, die mit einem Beitrag
von 0,11 deutlich unterhalb des Schwellenwertes zu dieser Mode beitra¨gt. Mit Beitra¨gen in dieser
Gro¨ßenordnung finden sich noch weitere OH-Bindungen, die ebenfalls weder Donatoren noch
Akzeptoren des zentralen Moleku¨ls sind.
Das Spektrum des 19mers a¨hnelt dem des 17mers qualitativ. Von den acht analysierten Inten-
sita¨tsmaxima erweisen sich die Maxima (4), (5), (6) und (7) als durch OH-Bindungen verursacht,
die auch zu den zentralen Bindungen geho¨ren. Der Spektralbereich, in dem diese Maxima bis
auf ein nicht na¨her untersuchtes liegen, reicht von ν˜ = 3005, 07 cm−1 bis ν˜ = 3392, 79 cm−1. Alle
weiteren markierten Maxima gehen auf OH-Bindungen in der Ka¨fighu¨lle zuru¨ck.
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Abbildung 3.28: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 23.
Nach der Fortnahme von vier bestimmten Moleku¨len dieses Clusters verbleibt als Rumpfstruktur
ein aus 19 Moleku¨len bestehender clathratartiger Ka¨fig, der der Ka¨figstruktur des globalen
Minimums des 19mers a¨hnlich ist (Abb. 2.22, S. 107 und Tab. 2.3, S. 108). Mit einer Schwelle
von 0,3 sind 10 Maxima zu identifizieren, an denen die Donator- und Akzeptorbindungen des
zentralen Moleku¨ls beteiligt sind, andere Maxima enthalten nur kleinere Beitra¨ge.
Am roten Rand des Spektrums (Abb. 3.28) bei ν˜ = 2997, 57 cm−1 (1) liegt ein Maximum, zu
dessen Intensita¨t die OH-Bindungen der DAA-Moleku¨le la¨ngs der Kanten der Basisfla¨che des
pentaprismatischen Anbaus beitragen. In enger Nachbarschaft ist mit ν˜ = 3004, 77 cm−1 (2)
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ein weiteres Maximum gelegen. Zusa¨tzlich zu den soeben genannten OH-Bindungen, tragen drei
weitere OH-Bindungen von DAA-Moleku¨len la¨ngs der Kanten des Ka¨figs zu diesem Maximum
bei, sowie auch eine Akzeptorbindung des zentralen Wassermoleku¨ls. Neben diesem u¨berragend
großen Maximum sind die weiteren kleiner. Zur Intensita¨t der na¨chsten beiden Maxima bei ν˜ =
3101, 24 cm−1 (3) und ν˜ = 3154, 73 cm−1 (4) gibt es ebenfalls Beitra¨ge einer der zuvor beteiligten
OH-Bindungen la¨ngs einer Kante des Ka¨figs, und die anderen Beitra¨ge entstammen Oszillationen
jeweils zweier zentraler OH-Bindungen, wobei jeweils eine Donator- und eine Akzeptorbindung
beteiligt ist. Die andere Donatorbindung tra¨gt bei ν˜ = 3408, 85 cm−1 (5) gemeinsam mit einer
OH-Bindung eines DDAA-Moleku¨ls la¨ngs einer Kante des Ka¨figs zum diesbezu¨glichen Maximum
bei. Die Maxima bei ν˜ = 3417, 18 cm−1 und ν˜ = 3446, 00 cm−1 erhalten ebenfalls Beitra¨ge dieser
Donatorbindung.
Das Hinzutreten a¨ußerer Anbauten a¨ndert die Gestalt des Spektrums drastisch, und die Lu¨cke,
in die die Intensita¨tsmaxima der zentralen OH-Bindungen beim 17- und 19mer fielen, ist hier
nicht mehr vorhanden. Gleichzeitig sind die Intensita¨ten sehr ungleichma¨ßig verteilt, das Ma-
ximum (2) u¨bertrifft alle anderen deutlich. Es ist davon auszugehen, daß sie Umgebung des
zentralen Wassermoleku¨ls sich durch den pentaprismatischen Anbau im Vergleich zu den reinen
Ka¨figstrukturen des 17- und 19mers vera¨ndert hat. Bis auf (1) sind an den anderen markierten
Maxima die zentralen OH-Bindungen beteiligt, und (3), (4) sowie (5) befinden sich in einem Be-
reich zwischen ν˜ = 3101, 24 cm−1 und ν˜ = 3408, 85 cm−1. Damit muß die Annahme, daß sich die
OH-Bindungen des zentralen Moleku¨ls in einer Ka¨figstruktur durch signifikante Intensita¨tsma-
xima in einem sonst leeren Frequenzbereich manifestieren auf die reinen Ka¨figstrukturen ohne
a¨ußere Anbauten reduziert werden.
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Abbildung 3.29: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 28.
Auch das globale Minimum des 28mer la¨ßt sich durch Fortnahme von neun Moleku¨len, die
zusammen die zwei Anbauten in Gestalt von Pentaprismen darstellen, auf einen clathratarti-
gen Ka¨fig mit 19 Moleku¨len reduzieren. Er hat allerdings eine Gestalt, die vom solita¨ren 19er
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Ka¨fig und dem Ka¨figanteil des 23mers abweicht (Abb. 2.22, S. 107 und Tab. 2.3, S. 108). Eine
Schwelle von 0,3 zeigt die Donator- und Akzeptorbindungen des zentralen Moleku¨ls an neun
Maxima beteiligt (Abb. 3.29). Wiederum erhalten andere Maxima nur kleine Beitra¨ge. In ei-
nem Maximum bei ν˜ = 3167, 77 cm−1 (1) ist neben dem Beitrag einer Donatorbindung des
zentralen Moleku¨ls noch der einer OH-Bindung eines DDAA-Moleku¨ls la¨ngs einer gemeinsamen
Kante der beiden angebauten Pentaprismen vorhanden. Neben mehreren OH-Bindungen von
DDAA-Moleku¨len, als Teil der Anbauten an den Ka¨fig entha¨lt das benachbarte Intensita¨tsmaxi-
mum bei ν˜ = 3175, 99 cm−1 (2) auch einen Anteil einer oszillierenden Donatorbindung. Das bei
ν˜ = 3272, 16 cm−1 (3) lokalisierte Maximum rekrutiert seine Beitra¨ge aus den Streckschwingun-
gen beider Akzeptorbindungen des zentralen Moleku¨ls. Endlich ist auch die zuvor unbeteiligte
Donatorbindung mit weiteren OH-Bindungen, die sowohl la¨ngs der Kanten des Ka¨figs als auch
als Teil der Anbauten, aber durchaus mit Beitra¨gen unterhalb des Schwellenwertes an denselben
Verursacher eines Maximums bei ν˜ = 3478, 21 cm−1 (4).
Was schon fu¨r das Spektrum des 23mer gesagt wurde, trifft hier auch zu. Es existiert keine
deutliche Lu¨cke zwischen den Maxima, die nur solche Maxima entha¨lt, die in Verbindung mit
den zentralen OH-Bindungen stehen. Die Intensita¨tsmaxima (1), (2) und (3) befinden sich neben
anderen Maxima noch in einem Bereich zwischen ν˜ = 3167, 77 cm−1 und ν˜ = 3272, 16 cm−1, nicht
so das Maximum (4), welches deutlich weiter blauverschoben ist.
3.3.9 Strukturen mit 21er-Ka¨fig als Basis
Weiter oben (Abb. 2.23, S. 108 und Tab. 2.3, S. 108) war auch der Unterschied zwischen dem Ka¨fig
des globalen Minimums des 21mers und den Ka¨figanteilen der globalen Minima mit n = 25, 26, 27
und n = 29 gezeigt worden. Dabei wurde auch die A¨hnlichkeit der Ka¨figanteile des 25-, 27- und
29mers und die abweichende Gestalt des Ka¨figanteils des 26mers festgestellt. Bei der Beurteilung
der A¨hnlichkeit zwischen den Spektren ist dieser Umstand stets im Geda¨chtnis zu behalten.
Der 21er-Ka¨fig
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Abbildung 3.30: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 21.
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Von den vier ausgewa¨hlten Moden basiert das erste Maximum bei ν˜ = 2974, 73 cm−1 (1) auf
den Oszillationen der OH-Bindungen zweier DAA-Moleku¨le la¨ngs zweier Außenkanten des dode-
kaedrischen Ka¨figs. Drei weitere Maxima enthalten Intensita¨tsanteile von mindestens einer der
zentralen OH-Bindungen. So ist das Maximum bei ν˜ = 3083, 08 cm−1 (2) auf eine der beiden Ak-
zeptorbindungen zuru¨ckzufu¨hren. Jeweils eine Akzeptor- und eine Donatorbindung liegen dem
na¨chsten Maximum bei ν˜ = 3153, 80 cm−1 (3) zugrunde. Schließlich ist noch ein Maximum bei
ν˜ = 3344, 00 cm−1 (4) gelegen, das von den Streckschwingungen der anderen Donatorbindung
und einer weiteren OH-Bindung gespeist wird, die zu einem DDAA-Moleku¨l in der Ka¨fighu¨lle
geho¨rt.
A¨hnlich der Situation beim 17- und 19mer gibt es Intensita¨tsmaxima (2), (3) und (4), die
u¨berwiegend auf die zentralen OH-Bindungen zuru¨ckzufu¨hren sind. Der von diesen drei Maxima
umgrenzte Spektralbereich von ν˜ = 3083, 08 cm−1 bis ν˜ = 3344, 00 cm−1 entha¨lt noch eine Reihe
weiterer Maxima. Damit schwa¨cht sich die Aussage u¨ber die charakteristischen Eigenschaften
der Spektren clathratartiger Ka¨fige weiter ab: Es gibt einen Spektralbereich, in dem die von den
zentralen OH-Bindungen mitverursachten Intensita¨tsmaxima anzutreffen sind, nur ist dieser
nicht unbedingt frei von weiteren Maxima. Im Spektrum des 21mers noch das Maximum (1) als
dasjenige mit der gro¨ßten Intensita¨t auf, doch geho¨ren die zugrundeliegenden OH-Bindungen
nicht zu den zentralen.
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Abbildung 3.31: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 25.
Unter den ausgewa¨hlten Maxima sind drei, an denen die zentralen OH-Bindungen beteiligt
sind. Bei ν˜ = 3018, 22 cm−1 (1) eines mit Beteiligung einer Akzeptorbindung. Eine Donator-
und eine Akzeptorbindung sind beteiligt an einem Maximum bei ν˜ = 3093, 39 cm−1 (2). Ohne
Beteiligung der zentralen OH-Bindungen findet sich ein Maximum bei ν˜ = 3181, 51 cm−1 (3).
Vielmehr sind hier die OH-Bindungen zweier DDAA-Moleku¨le beteiligt, die benachbart Teil
des Sechserringes sind, der den Ka¨fig mit dem pentaprismatischen Anbau verbindet. Schließlich
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bezieht ein Maximum bei ν˜ = 3253, 54 cm−1 (4) seine Beitra¨ge von einer der Donatorbindungen.
In den Spektren des 25-, 26-, 27- und 29mers macht sich, wie beim 23- und 28mer zu beob-
achten war, die Verzerrung des Ka¨figs durch die verschiedenen a¨ußeren Anbauten bemerkbar.
Gro¨ßenu¨bergreifend enthalten die Spektren viele Intensita¨tsmaxima. Von den jeweils analysier-
ten Intensita¨tsmaxima sind in der u¨berwiegenden Zahl zentrale OH-Bindungen an diesen Ma-
xima beteiligt. Bei der Beschra¨nkung auf nur diese ist ihre Lokalisation auf einen Bereich von
ν˜ = 2993, 63 cm−1 bis ν˜ = 3253, 54 cm−1 eingeschra¨nkt. Weitere systematische Gemeinsamkeiten
fallen nicht auf, so daß die spektrale Signatur der zentralen OH-Bindungen in clathratartigen
Ka¨figen mit a¨ußeren Anbauten oder Ausstu¨lpungen nicht als charakteristisches Merkmal hin-
reicht.
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Abbildung 3.32: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 26.
Vier ausgewa¨hlte Maxima mit Beitra¨gen der zentralen OH-Bindungen befinden sich bei ν˜ =
2993, 63 cm−1 (1), ν˜ = 3025, 63 cm−1 (2), ν˜ = 3136, 32 cm−1 (3) und ν˜ = 3240, 22 cm−1 (3a).
Zum ersten Maximum existieren Beitra¨ge einer Akzeptorbindung sowie einer OH-Bindung ei-
nes DAA-Moleku¨ls la¨ngs einer Kante des Ka¨figs. Am na¨chsten Maximum sind sowohl beide
Akzeptorbindungen als auch die OH-Bindungen zweier DAA-Moleku¨le la¨ngs der Kanten des
Ka¨figs beteiligt. Ursa¨chlich fu¨r das Maximum bei ν˜ = 3136, 32 cm−1 sind alle vier zentralen
OH-Bindungen, wa¨hrend fu¨r das vierten Maximum eine Donatorbindung verantwortlich ist.
Globales Minimum des 27mers
Vier Moden, von denen drei Anteile der zentralen OH-Bindungen aufweisen, sind fu¨r das glo-
bale Minimum des 27mers ausgewa¨hlt. Zuna¨chst ein Maximum bei ν˜ = 3042, 82 cm−1 (1) mit
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Abbildung 3.33: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 27.
Anteilen der beiden Akzeptorbindungen sowie zweier OH-Bindungen la¨ngs der Kanten des penta-
prismatischen Anbaus. Eine Bindung ist Teil eines DAA- die andere Teil eines DDAA-Moleku¨ls.
Daneben befindet sich ein Maximum bei ν˜ = 3055, 00 cm−1 (2), das Intensita¨t von beiden Do-
natorbindungen in antisymmetrischer Streckschwingung sowie zwei OH-Bindungen la¨ngs der
Kanten eines der beiden Sechserringe bezieht, wobei ein DAA- und ein DDAA-Moleku¨l betei-
ligt sind. Bei ν˜ = 3205, 53 cm−1 (3) findet sich erneut die Signatur beider Akzeptorbindungen,
hier im Verein mit drei weiteren OH-Bindungen. Dabei sind zwei beteiligt an der symmetrischen
Streckschwingung der OH-Bindungen eines DDAA-Moleku¨ls, das Teil des zuvor erwa¨hnten Sech-
serringes ist, sowie eine dritte OH-Bindung la¨ngs der Kante desselben Ringes als Akzeptor zu
ebendiesem Moleku¨l. Mit ν˜ = 3327, 84 cm−1 (4) ist ein Maximum gegeben, an dem ausschließlich
OH-Bindungen dreier DDAA-Moleku¨le des kubischen Anbaus beteiligt sind.
Globales Minimum des 29mers
Unter den Maxima des Infrarotspektrums sind drei ausgewa¨hlt, fu¨r deren Ursprung mindestens
eine zentrale OH-Bindung verantwortlich zeichnet. Darunter ist das intensita¨tssta¨rkste Maxi-
mum bei ν˜ = 3076, 99 cm−1 (1), das seine Beitra¨ge sowohl von einer Akzeptorbindung als auch
vier weiteren OH-Bindungen von DDAA-Moleku¨len bezieht. Drei dieser Bindungen verlaufen
la¨ngs der Kanten eines der beiden oberfla¨chlichen Sechserringe des Ka¨figs. Ein na¨chstes Maxi-
mum bei ν˜ = 3093, 66 cm−1 (2) entha¨lt seine Intensita¨t von beiden zentralen Akzeptorbindungen
sowie einer OH-Bindung, die zum selben Moleku¨l geho¨rt wie eine der beiden Akzeptorbindun-
gen. Schließlich verbirgt sich im Maximum bei ν˜ = 3108, 90 cm−1 (3) eine antisymmetrische
Streckschwingung des zentralen Wassermoleku¨ls, zusammen mit Oszillationen weiterer zwei OH-
Bindungen von DDAA-Moleku¨len, die la¨ngs der Kanten des schon zuvor erwa¨hnten Sechserringes
verlaufen.
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Abbildung 3.34: Infrarotspektrum der OH-Streckschwingungen und ausgewa¨hlte Eigenmoden
des globalen Minimums n = 29.
3.4 Folgerungen aus der Untersuchung der Spektren
Mit dem zugrundeliegenden Bauprinzip des stapelartigen Aneinanderfu¨gens ist die gro¨ßtmo¨gli-
che Symmetrie bezu¨glich der Anordnung der Wassermoleku¨le als Ganzes zu realisieren. Variabel
bleiben die Strukturen in bezug auf das Muster der Wasserstoffbru¨cken, insbesondere das Vorlie-
gen von Homodromie innerhalb von Ringstrukturen und die Abfolge der Orientierung la¨ngs des
Stapels. Allen Spektren der stapelartigen Strukturen unabha¨ngig davon, ob Kuben, Penta- oder
Hexaprismen aneinandergefu¨gt sind, sind die Signaturen der OH-Bindungen der DAA-Moleku¨le
gemeinsam; einerseits Maxima bei etwa 3000 Wellenzahlen, denen der Teil der OH-Bindungen
zugrundeliegt, der sich la¨ngs der Kanten der Endfla¨chen befindet, andererseits Maxima bei 3706
Wellenzahlen, fu¨r die die anderen OH-Bindungen dieser Moleku¨le, die frei in das Vakuum ge-
richtet sind.
Oberhalb von 3500 Wellenzahlen findet sich in allen Fa¨llen ein Bereich, der den Maxima der OH-
Bindungen der DDA-Moleku¨le zuzuordnen ist. Somit bleibt das spektrale Fenster zwischen 3000
und 3500 Wellenzahlen, in dem die fu¨r die jeweilige vier- fu¨nf oder sechsza¨hlige Symmetrie cha-
rakteristischen Maxima gelegen sind, deren Ursprung die OH-Bindungen der DDAA-Moleku¨le
sind. Hierbei zeigt sich in allen drei Fa¨llen noch eine Aufspaltung in die OH-Bindungen, die
Teil der jeweiligen Ringstrukturen des Stapels sind und denen, die la¨ngs der Außenkanten des
Stapels verlaufen. Fu¨r die Kubenstapel sind dies die Bereiche um ν˜ = 3300 cm−1 und etwa
ν˜ = 3450 cm−1, fu¨r Pentaprismenstapel ν˜ = 3250 cm−1 und ν˜ = 3500 cm−1 sowie bei den Hexa-
prismenstapeln ν˜ = 3250 cm−1 und ν˜ = 3470 cm−1. Innerhalb dieser Bereiche ist mit wachsender
Gro¨ße zu konstatieren, daß einerseits die Anzahl der Maxima wa¨chst und andererseits die signi-
fikant gro¨ßten Maxima der ersten Gruppe immer mehr zum blauen Rand und die der zweiten
Gruppe immer mehr zum roten Rand des Spektrums verschoben werden. Schließlich ist die Si-
tuation bei den gewinkelten Strukturen eine vergleichbare: Die Signatur der OH-Bindungen der
DAA-Moleku¨le ist zum einen in Form von Maxima bei ν˜ = 3000 cm−1 und ν˜ = 3705 cm−1 zu
konstatieren. Außerdem sind noch zwei Maxima, die zwar in ihrer Lage unabha¨ngig von der
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Gesamtgro¨ße der Struktur sind, aber ihrer Gro¨ße im Vergleich mit anderen Maxima desselben
Spektrums nicht herausstechen, vorhanden. Die zugrundeliegende geometrische Konstellation
betrifft eine solita¨re OH-Bindung, die in allen Strukturen die freie Kante des Pentaprismas bil-
det und ein Maximum zwischen ν˜ = 3603, 81 cm−1 und ν˜ = 3613, 94 cm−1 bewirkt, sowie jeweils
zwei OH-Bindungen, die zu zwei DDAA-Moleku¨len geho¨ren, welche die Kantenverknu¨pfung
des la¨ngeren Schenkels mit dem Pentaprisma vermitteln, wobei das Maximum auch im sym-
metrischen Fall des 18mers einschließt. Dieses Maximum ist zwischen ν˜ = 3066, 83 cm−1 und
ν˜ = 3108, 29 cm−1 lokalisiert.
Die Klassifikation der an den Intensita¨tsmaxima beteiligten OH-Bindungen als zu einem Wasser-
moleku¨l mit bestimmter Donator-Akzeptorkonfiguration geho¨rend ist nur zur groben Beschrei-
bung der Gestalt der Infrarotspektren geeignet, der umgekehrte Weg des Ru¨ckschlusses von der
Lage der Maxima auf die zugrundeliegende Clusterstruktur ist nicht mo¨glich. Um Schritte in
dieser Richtung zu unternehmen, muß der Einfluß der Umgebung der an einem Maximum be-
teiligten OH-Bindungen beru¨cksichtigt werden. Weiter oben ließ sich wiederkehrend feststellen,
daß Intensita¨tsmaxima eine Aufspaltung erfahren ko¨nnen. Zu kleinsten Aufspaltungen kommt
es allein aufgrund geringer Differenzen der OO-Absta¨nde in sonst bezu¨glich anderer Merkmale
identischer Umgebungen, wie es z.B. beim Kubus (vgl. 2.1.2, S. 75) und dem 18er Hexaprismen-
stapel (vgl. Tab. 3.5) beschrieben ist.
Solche Aufspaltungen befinden sich typischerweise in der Gro¨ßenordnung von ∆ν˜ = 0, 01 cm−1.
Als weitere Merkmale, die den Grad der Aufspaltung beeinflussen, konnten mehrere identifiziert
werden. Erstens kann bei sonst gleicher Umgebung und Anzahl an beteiligten OH-Bindungen
ein Unterschied in der Phasenlage bestehen. Dann existiert auch der Fall, daß die Anzahl der
beteiligten OH-Bindungen an den beiden Maxima verschieden ist. Außerdem kann die Auf-
spaltung von der Homodromiesituation beeinflußt werden. Speziell bei den pentaprismatischen
Stapeln konnte sich auch die Anzahl der DAA- und DDA-Moleku¨le in den endsta¨ndigen Fu¨nfer-
ringen auswirken. Als letzter aber nicht zu quantifizierenden Einflußfaktor ist auch noch die
Entfernung der an einem Intensita¨tsmaximum beteiligten OH-Bindungen anzusehen, wobei eine
gro¨ßere Entfernung zu geringerer Kopplung und damit einer vermehrten Aufspaltung fu¨hrt. Mit
dieser Erkenntnis ko¨nnen nun bei bekannter Clusterstruktur Maxima als solita¨r oder aufgespal-
ten vorausgesagt werden.
Ferner ließen sich innerhalb der allein durch die Donator-/Akzeptorkonfiguration bedingten
Spektralbereiche, mit Ausnahme bei den clathratartigen Ka¨figen, Intensita¨tsmaxima an struk-
turspezifischer Stelle im Spektrum finden. Bei den reinen clathratartigen Ka¨figen mit 17, 19
und 21 Moleku¨len war eine Anzahl von Intensita¨tsmaxima innerhalb eines sonst weitgehend lee-
ren Spektralbereiches zu bemerken. Diese Maxima waren als mit von den OH-Bindungen vom
und zum zentralen Moleku¨l verursacht zu erkennen. Die Betrachtung der Spektren aller ande-
ren clathratartigen Ka¨fige mit Anbauten und Ausstu¨lpungen stellte den Extremfall dar, in dem
eigentlich kein charakteristisches Intensita¨tsmaximum zu finden ist.
Lassen sich zusa¨tzlich zur Beru¨cksichtigung der Donator-/Akzeptorkonfiguration weitere geo-
metrische Kriterien finden, die einen Zusammenhang zwischen bestimmten Substrukturen in
Wasserclustern und der Lage von Intensita¨tsmaxima im Infrarotspektrum herstellen, gelingt
auch hiermit noch keine Identifikation der Struktur allein aus dem Spektrum. Einen Hinweis
auf die dazu no¨tige Detailliertheit liefert die Geringfu¨gigkeit der Aufspaltung von Maxima al-
lein wegen der Abweichungen der OO-Absta¨nde von der idealen Symmetrie. Wahrscheinlich ist
es no¨tig alle OO-Distanzen, OOO-Winkel und Orientierungen innerhalb der Cluster zu erfas-
sen. Daru¨berhinaus scheint eine Formulierung von Regeln, nach denen Ringstrukturen innerhalb
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der Cluster miteinander u¨ber gemeinsame Kanten in Verbindung stehen ko¨nnen notwendig, da
miteinander verknu¨pfte Substrukturen gleichfalls die Lage der Intensita¨tsmaxima beeinflussen.
3.4.1 Nachbemerkungen
Die Verwendung eines Schwellenwertes bei der Bezeichnung von der fu¨r eine Mode charakte-
ristische OH-Bindung selbst ist der entscheidende Punkt dieser Vorgehensweise. Hier befinden
wir uns an einer Stelle die als Dualita¨t des – was erwarten wir, was erwartet uns – zu cha-
rakterisieren ist: Einerseits soll versucht werden, das Ideal zu erreichen, aus einem gegebenen
Spektrum die zugrundeliegende Clusterstruktur abzuleiten, andererseits sind die Beitra¨ge ein-
zelner OH-Bindungen zu den Maxima eines Spektrums auf eine Weise von den geometrischen
Gegebenheiten der Umgebung dieser Bindung abha¨ngig, die wir nicht kennen. Bekannt sind
eine gegebene Clusterstruktur und ihr zugeho¨riges Infrarotstreckschwingungsspektrum mit den
Beitra¨gen der einzelnen OH-Bindungen zu den Moden. Daraus la¨ßt sich auf zwei Weisen ei-
ne Auswahl treffen: Einzelne oder mehrere OH-Bindungen in wiederkehrenden geometrischen
Umgebungen, wie z.B. in den Endfla¨chen stapelartiger Strukturen oder verbunden mit dem zen-
tralen Moleku¨l innerhalb der Ka¨fige und Ka¨figanteile ko¨nnen ausgewa¨hlt und nach Maßgabe des
Schwellenwertes die beitragenden OH-Bindungen gesucht werden. Oder aber zu einem Maximum
signifikanter Gro¨ße oder Wellenzahl werden entsprechend des Schwellenwertes die beitragenden
OH-Bindungen gesucht.
Delokalisierungseffekte, d.h. das Beitragen mehrerer OH-Bindungen zu einer Mode werden in
[90] als Ursache fu¨r die Gestalt der Spektren von Eis erwa¨hnt. Handelt es sich dort um Eis-
nanokristalle mit einer um eine Gro¨ße von etwa 25 nm, ist es bemerkenswert, daß solche Delo-
kalisierungseffekte bereits bei Clustern aus einigen Zehn Wassermoleku¨len auftreten. Besonders
empfindlich auf die Anwendung eines Schwellenwertes reagieren Moden, mit Beitra¨gen einzel-
ner OH-Bindungen nahe am Schwellenwert. Somit erhebt die zuvor durchgefu¨hrte Untersuchung
nicht den Anspruch, kollektive Anregungen als solche vollsta¨ndig aufzukla¨ren. Eingedenk die-
ser Einschra¨nkung ist die Verwendung von Schwellenwerten auch in [80; 88] zu sehen. Gerade
beim Versuch, das zentrale Wassermoleku¨l der clathratartigen globalen Minima zu identifizie-
ren zeigen sich die Folgen eines Schwellenwertes. In Anhang A.1 sind die Beitra¨ge der jeweils
vier OH-Bindungen dieser Wassermoleku¨le als numerische Resultate des Programms zur Be-
rechnung der Infrarotstreckschwingungsspektren [91; 92] aufgefu¨hrt. Fett sind die Beitra¨ge fu¨r
einen Schwellenwert von 0,3 und hoher Intensita¨t hervorgehoben. Es zeigt sich, daß durchaus
auch Moden existieren, zu denen OH-Bindungen mit mehr als dem Schwellenwert beitragen, die
Gesamtintensita¨t aber gering ist. Andererseits tritt auch der Fall auf, wo die Intensita¨t relativ
groß ist, aber die Beitra¨ge mitunter knapp unterhalb des Schwellenwertes liegen. Ein Kriterium,
welche Mode als charakteristisch fu¨r die OH-Bindungen des zentralen Moleku¨ls einzustufen ist,
la¨ßt sich daraus nicht ableiten.
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Kapitel 4
Lokale Minima
4.1 Lokale TTM2-F-Minima – Eine Auswahl
Nach der Beschreibung der globalen TTM2-F-Minima und der Untersuchung der Infrarotstreck-
schwingungsspektren ausgesuchter Clusterstrukturen steht nun das Ru¨stzeug zur Verfu¨gung,
um Gemeinsamkeiten und Unterschiede innerhalb einer Clustergro¨ße im Zusammenhang mit
den zugeho¨rigen Spektren zu sehen. Mit wachsender Zahl der Moleku¨le nimmt auch die Anzahl
der Struktur- und Orientierungsisomere zu. Neben dem globalen Minimum existiert somit ei-
ne ganze Menagerie von Strukturen, die zu lokalen Minima der Potentialenergiehyperfla¨che der
verwendeten Potentialfunktion geho¨ren. Die Struktur des globalen Minimums bei einer gege-
benen Anzahl von n Moleku¨len ist abha¨ngig vom verwendeten Modellpotential. So produziert
das gegenu¨ber dem TTM2-F-Potential deutlich einfachere TIP4P-Potential nicht die Ka¨fige bei
n = 17 und n = 21 (vgl. [11; 24]) als Struktur des globalen Minimums. Mitunter stellen jedoch
lokale Minima eines Potentials auch lokale oder sogar globale Minima eines anderen Potentials
dar, und die energetische Reihenfolge derselben Menge von Strukturen kann sich dabei von ei-
nem zum anderen Potential unterscheiden. Speziell bei der Frage nach einem Bildungsgesetz der
globalen Minima kann daher nicht von der Abfolge der globalen Minima eines Potentials auf die
eines anderen geschlossen werden. Es ist ferner davon auszugehen, daß neben dem globalen Mi-
nimum eines Potentials weitere lokale Minima existieren, die, von ihrer geometrischen Struktur
her beurteilt, die Frage aufwerfen, warum nicht sie das globale Minimum darstellen.
4.1.1 Vorbemerkungen
In einer großen Anzahl theoretischer Arbeiten sind die lokalen Minima von Wasserclustern aus-
gesuchter Gro¨ßen systematisch untersucht worden, wobei mit verschiedenen Methoden unter
Anwendung unterschiedlicher Potentiale fu¨r die Wechselwirkung zwischen den Moleku¨len einer-
seits die unterschiedlichsten topologischen Strukturen gefunden wurden und andererseits deren
relative Lage bezu¨glich der Energie aufgekla¨rt wurde.
Unter den kleinen Clustern ist eine Studie von Saykally et al. [84] mit dem Schwerpunkt auf der
spektroskopischen Untersuchung des Hexamers befaßt. Mit seiner Ka¨figstruktur markiert es den
U¨bergang von quasi zweidimensionalen Ringen als globale Minima der Cluster mit n = 3, 4, 5
zu dreidimensionalen Strukturen mit eingeschlossenem Volumen. Quintessenz ist, die Stabilita¨t
des Ka¨figs im Vergleich zu anderen Isomeren ist begru¨ndet durch die Maximierung der Anzahl
der Wasserstoffbru¨ckenbindungen bei gleichzeitiger Verminderung ihrer Verzerrung. Dafu¨r ent-
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scheidend sind Vielteilchenkra¨fte. Mit dem Dimer beginnend fa¨llt der Abstand benachbarter
Sauerstoffatome in den ringfo¨rmigen Isomeren des Trimers bis zum Hexamer exponentiell. Eine
starke A¨hnlichkeit des ka¨figfo¨rmigen Hexamers besteht zur kleinsten Einheit von Eis VI sowohl
in bezug auf das Netzwerk der Wasserstoffbru¨ckenbindungen als auch den OO-Abstand (2,82 A˚
fu¨r den Ka¨fig und 2,81 A˚ fu¨r Eis VI bei -175°C). Der Gestalt der Wassercluster und somit einem
entsprechenden Bildungsgesetz liegen eine Vielzahl von Faktoren zugrunde. Wie im Kapitel 2 zu
sehen war, kann ein Bildungsgesetz zwar die Clusterstrukturen unter verschiedenen Gesichts-
punkten zusammenfassen. Wegen der vielen verschiedenen Einflu¨sse auf die Struktur ist eine
Voraussage der Struktur fu¨r eine gegebene Anzahl von Moleku¨len n eher als Scha¨tzung fu¨r oder
gegen einen Trend zu sehen.
Eine Durchmusterung tiefliegender Minima des 11- und des 13mers ist in [95] durchgefu¨hrt
worden. Die Minimalstrukturen auf der Basis von vier empirischen Potentialen (SPC/E, TIP3P,
TIP4P und POL3) sind dazu in drei weiteren Schritten optimiert worden, wobei der letzte Schritt
in MP2- und MP4-Rechnungen mit 6-311++G(2d,2p) Basissatz bestand. Globale Minima des
TTM2-F-Potentials werden hier explizit mit aufgefu¨hrt, wobei noch einmal betont wird, daß
dieses Potential als sehr erfolgreich bei der Beschreibung mittelgroßer Wassercluster einzustufen
ist. In [96] ist mit Hilfe von Hartree-Fock-Rechnungen mit 6-311G∗ und 6-311G∗∗ Basissatz
ausschließlich das Wassernonamer beschrieben worden, wobei der erstgenannte Basissatz 44
unterschiedliche Isomere produzierte, von denen zwei als Folge der Reoptimierung mit dem
letztgenannten Basissatz in andere Strukturen u¨bergingen. Beide Untersuchungen besta¨tigen
einerseits die Existenz einer Vielzahl unterschiedlichster Strukturen respektive lokaler Minima
innerhalb verschiedener Clustergro¨ßen und damit indirekt die Notwendigkeit neben der Suche
nach dem globalen Minimum die verschiedenen Klassen von Strukturisomeren einer Gro¨ße n zu
differenzieren.
Wassercluster als molekulare Cluster bilden Minimalstrukturen, die sich bei fester Gro¨ße n in
ihrer Topologie unterscheiden. Innerhalb dieser Positionsisomere existiert dann vermo¨ge der
Ausbildung verschiedener Wasserstoffbru¨ckennetzwerke eine Zahl von Orientierungsisomeren.Im
folgenden wird sich zeigen, daß die Energieintervalle fu¨r die Orientierungsisomere sich durchaus
u¨berschneiden ko¨nnen. Zwei bemerkenswerte Arbeiten befassen sich mit der systematischen
Identifikation von Orientierungsisomeren unter Anwendung von graphentheoretischen Methoden
basierend auf dem Po`lya-Theorem. Die Zuordnung zwischen Wasserstoffbru¨ckentopologie und
Stabilita¨t kann die Voraussage stabiler Orientierungsisomere erleichtern.
Das Dodekamer in Gestalt zweier fla¨chenverknu¨pfter Kuben wurde in [60] untersucht. Von ins-
gesamt 220 Graphen konnten dort schrittweise immer mehr ausgeschlossen werden: Zuna¨chst
wurde ihre Zahl durch die Einhaltung der Ice-Rules eingeschra¨nkt. Von mehr als 80000 verblei-
benden Graphen wurden all jene verworfen, die mit der semiempirischen PM3-Methode nicht
zu optimieren waren, so daß schließlich noch 885 verblieben waren. Hartree-Fock-Rechnungen
dieser Strukturen ließen dann 146 Strukturen u¨brig, die sich energetisch voneinander unterschie-
den. Von den nun verbliebenen 146 Graphen konnten durch weitere Rechnungen auf MP2-Ebene
schließlich 91 energetisch einzigartige Strukturen herausgefiltert werden. Das Energiespektrum
u¨berdeckt ein Intervall von 34,98 kcal/mol (∼ 8, 4 kJ/mol).
McDonald et al. [97] haben eine a¨hnliche Untersuchung an neutralen und protonierten Wasser-
clustern in Form von Kuben und Dodekaedern durchgefu¨hrt. Die relativen Energiedifferenzen
zwischen den verschiedenen Orientierungsisomeren konnten durch einfache Relationen beschrie-
ben werden, die sich auf lokale topologische Eigenschaften der Strukturen, d.h. die Donator-/
Akzeptorkonfiguration der einzelnen Wassermoleku¨le und die Anzahl homodromer Vierer- oder
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Fu¨nferringe stu¨tzen. Etwa 3 · 104 lokale Minima des dodekaedrischen 20mers mit unterschiedli-
cher Wasserstoffbru¨ckentopologie ließen sich ermitteln, wobei die Energiedifferenz zwischen dem
ho¨chsten und dem tiefsten Minimum mit 50 kcal/mol (∼ 12 kJ/mol) angegeben wird. Beide
Untersuchungen zeigen, daß die Differenz zwischen dem jeweils niedrigsten und ho¨chsten loka-
len Minimum als Folge der Orientierungsisomerie doch im Bereich von einigen kJ/mol liegt.
Nimmt man solche Energieintervalle auch bei anderen Strukturisomeren an, ist das Energie-
spektrum bei fester Clustergro¨ße n eine komplexe U¨berlagerung der Zusta¨nde, was auch durch
die Energiespektren, die weiter unten zu sehen sind, zum Ausdruck kommt. Bei der experimen-
tellen Darstellung der Cluster ist dies ebenfalls zu beru¨cksichtigen, wenn entweder tiefliegende
lokale Minima oder das globale Minimum allein untersucht werden sollen. Da den Clustern ent-
sprechend ihrer energetischen Distanz zum globalen Minimum nach Maßgabe der Temperatur
bestimmte Boltzmannfaktoren zukommen, ist nur dann von einer erfolgreichen Detektion des
globalen Minimums oder tiefliegender lokaler Minima mit demselben Sauerstoffgeru¨st auszuge-
hen, wenn der U¨berlapp mit dem Energieintervall einer anderen Strukturfamilie nicht zu stark
ist. Eine umfassende Analyse der Orientierungsisomere innerhalb verschiedener Strukturfamilien
einer Clustergro¨ße auf graphentheoretischer Grundlage ist wahrscheinlich mit dem vorhandenen
Datenmaterial fu¨r die vorliegende Arbeit durchfu¨hrbar, erfordert aber eine weitgehende Auto-
matisierung bei der A¨hnlichkeitsanalyse, um tatsa¨chlich alle Cluster einer Familie herausfiltern
zu ko¨nnen.
Zwei Arbeiten bescha¨ftigen sich mit ausschließlich geradzahligen Wasserclustern. Unter dem
Aspekt des U¨bergangs von Strukturen aus Kuben zu Ka¨figen findet eine Untersuchung des 12-,
16- und 20mers in [98] statt. Ausgehend von Molekulardynamik-Simulationen werden verschie-
dene Isomere der genannten Gro¨ßen vorgestellt, wobei unter denen des 16- und des 20mers
auch Ka¨figstrukturen vorkommen. Gegebenenfalls innenliegende Moleku¨le sind dort nicht aus-
zumachen. Allerdings besta¨tigt das Vorhandensein von Ka¨figen bei diesen Clustergro¨ßen die
Vermutung, daß die Anzahl von Moleku¨len allein nicht den Ausschlag fu¨r eine bestimmte Struk-
tur gibt, sondern vielmehr unterschiedliche Familien mo¨glich sind. Speziell kann eine bestimmte
Strukturklasse auch dann auftreten, wenn das globale Minimum einer ganz anderen Familie
angeho¨rt. Dies wird weiter unten zu sehen sein.
Die Studie von Day et al. [99] beruht auf dem durch Simulated Annealing gewonnen gerad-
zahligen Strukturen von n = 6 bis 20. Sie berichten von einer Abha¨ngigkeit des Erfolgs der
Optimierungen von der Clustergro¨ße in der Art, daß der Erfolg beim Erreichen des globalen
Minimums bis n = 10 gegeben war, sich jedoch mit zunehmender Gro¨ße verringerte, so daß fu¨r
n = 16 und 20 lediglich lokale Minima erreicht werden konnten. Dieses Pha¨nomen deckt sich
durchaus mit den Beobachtungen, die im Rahmen der vorliegenden Arbeit gemacht wurden.
Da hier jedoch mit der Anwendung eines GA ein anderes Verfahren zur Anwendung gekommen
ist, ist es gerechtfertigt, allgemein davon auszugehen, daß das Erreichen des globalen Minimums
mit wachsender Clustergro¨ße schwieriger wird. Interessant bleibt noch die Frage, ob als U¨ber-
lagerung zu dieser allgemeinen Tendenz das Auffinden des globalen Minimums bei speziellen
Gro¨ßen leichter oder umsta¨ndlicher zu bewerkstelligen ist. Davon abgesehen liefert die Studie
[99] durchaus eine erhebliche Anzahl von Strukturisomeren zu den einzelnen Clustergro¨ßen n,
die auch eine Durchmusterung der TTM2-F-Resultate ergibt.
Verschiedene Arbeiten fu¨hren die Stabilita¨t und Gestalt von Wasserclustern auf das Zusammen-
spiel verschiedener Effekte wie z.B. Mehrteilchenkra¨fte und Nullpunktsenergie zuru¨ck.
Mit Hilfe von Monte-Carlo-Rechnungen und Molekulardynamik-Simulationen wurde in [100] der
Gro¨ßenbereich von n = 4 bis n = 8 abgedeckt. Verwendet wurde das MCY-Potential (vgl. [17])
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zusammen mit Drei- und Vierko¨rperkorrekturen. Deren Beru¨cksichtigung ist entscheidend, denn
der Beitrag der Dreiko¨rperkorrekturen geht mit 15% und derjenige der Vierko¨rperkorrekturen
mit etwa 7,5% in die Gesamtbindungsenergie ein.
In [101] wird dann auf der Basis von MP2/DZP-Rechnungen untersucht, welchen Einfluß Mehr-
teilchenkra¨fte und vibronische Nullpunktsenergie auf die Struktur des Tetra-, Penta- und Hexa-
mer haben. Als klein wird der Effekt der Monomerrelaxation eingescha¨tzt, so daß im Gro¨ßenbe-
reich von n = 2 bis 6 die Verwendung von starren Monomerpotentialen gerechtfertigt erscheint.
OO-Distanzen nehmen in den ringfo¨rmigen Strukturen von n = 3 bis 6 im Vergleich zum Dimer
schnell ab und erreichen einen Wert nahe 2,755 A˚, dem von Eis Ih bei -150°C [102]. Schließlich
wa¨chst die Nullpunktsenergie pro Moleku¨l vom Dimer zum Hexamer rasch an. Eine weitere
Zunahme mit wachsender Clustergro¨ße ist aufgrund der Gestalt der Ausgleichskurve nicht an-
zunehmen.
Eine Zerlegung der Wechselwirkungsenergie in fu¨nf Beitra¨ge wird in [103] diskutiert. Diese sind
zuru¨ckzufu¨hren auf Repulsion, Ladungswechselwirkung, intramolekulare Relaxation, Polarisie-
rung und Wasserstoffbru¨ckenbindung. In den betrachteten Clustern von n = 3 bis 20 gehen 20%
der Bindungsenergie auf das Konto von nichtpaarweisen Effekten. Vielteilchenpolarisation ist
verantwortlich fu¨r die Verminderung des OO-Abstandes im Vergleich zum Dimer.
In [104] findet eine Untersuchung des Einflusses von Mehrteilchenwechselwirkungsenergien am
Beispiel des Hexamers statt. Die Isomere in Ring-, Ka¨fig- und Prismenform werden unter An-
wendung von MP2-Rechnungen mit aug-cc-pVQZ Basissatz durchgefu¨hrt. In Betracht gezogen
wurden Beitra¨ge zur Wechselwirkung bis einschließlich Sechsko¨rperbeitra¨gen. Ohne die Beru¨ck-
sichtigung vibronischer Nullpunktskorrekturen stellen sich das Prisma und der Ka¨fig als quasi
isoenergetisch dar; die Ringstruktur ist signifikant weniger stabil. Gefolgert wird die Abha¨ngig-
keit der A¨nderung der Bindungsenergie von den Zweiteilchenwechselwirkungen. Ferner wird pro-
gnostiziert, daß dies charakteristisch ist fu¨r Wassercluster, die sich nur wenige kcal/mol entfernt
vom globalen Minimum befinden. Aus [100], [101], [103], [104] ist zu folgern, daß mit wachsender
Clustergro¨ße die Effekte, die zu beru¨cksichtigen sind, um ein realistisches Modell zu entwickeln,
in ihrer Anzahl ebenfalls anwachsen. Ein wesentlich weniger komplexes Potential als TTM2-F
wa¨re mithin ungeeignet, um im Bereich jenseits von n = 20 Moleku¨len Kandidaten fu¨r globale
Minimalstrukturen zu produzieren, die ihrem natu¨rlichen Vorbild entsprechen.
Schließlich geho¨rt hierher noch die Arbeit von Wales et al. [11], in der die globalen Minima des
TIP4P-Potentials von n = 2 bis n = 21 aufgefu¨hrt sind und als strukturelle Referenz dienen.
Somit liegen bisher viele Untersuchungen fu¨r die Clusterstrukturen und -energien der ersten zwei
Gro¨ßendekaden vor. Jenseits davon sind z.B. [24; 105] und [51] zu nennen. Im Rahmen von [51]
konnten die TTM2-F-Minima aus [24] fu¨r n > 21 mit Ausnahme von n = 26 alle verbessert
werden, im Rahmen der vorliegenden Arbeit die Fa¨lle n = 27 und n = 28 noch einmal, und
neben den nun vorliegenden globalen Minimalstrukturen konnten noch viele tiefliegende lokale
Minimalstrukturen gewonnen werden, was es ermo¨glicht, konkurrierende strukturelle Trends zu
beobachten.
4.1.2 Eis-Nanoro¨hrchen – stapelartige Strukturen
Stapelartige Strukturen aus n-eckigen Ringen sind als Eis-Nanoro¨hrchen Gegenstand von Unter-
suchungen gewesen [106; 107]. Beide sehen pentagonale und hexagonale Nanoro¨hrchen stabiler
als solche mit quadratischem Querschnitt. Hier sind bis n = 36 stets geringere Energien anzutref-
fen, je weniger Kanten das Ro¨hrchen aufweist. Mit n = 36 ist das hexagonale Isomer energetisch
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deutlich tiefer gelegen als sein Widerpart mit viereckigem Querschnitt. Dieser Trend mag sich
mit gro¨ßerer Anzahl an Moleku¨len fortsetzen. Im Rahmen der Fragestellung zur Gestalt der
Spektren ist dies hier jedoch nicht weiter verfolgt worden. In diesem Zusammenhang ist eine
Erga¨nzung der Ice-Rules [82] um zwei weitere vorgeschlagen worden [106]: Erstens weisen alle
OH-Bindungen entlang einer Kante des Naonoro¨hrchens parallel zur La¨ngsachse des Ro¨hrchens
in dieselbe Richtung, benachbarte Kanten bevorzugen dabei eine antiparallele Orientierung. Im
Falle eines pentagonalen Nanoro¨hrchens ist jedoch das Vorhandensein zweier La¨ngskanten mit
identischer Orientierung unvermeidlich. Zweitens sind die Ringe alle homodrom, wenngleich eine
alternierende Orientierung in La¨ngsrichtung nicht zwingend ist aber dort stets zur geringsten
Energie fu¨hrte.
Im vorliegenden Fall des TTM2-F-Potentials finden sich stapelartige Strukturen als globale Mi-
nima: das Oktamer, das Dodekamer und das 16mer als Kubus/Kubenstapel sowie das Dekamer
und das 15mer als Pentaprisma/Pentaprismenstapel. Warum werden dieses hochsymmetrischen
Bildungsmuster nicht fortgesetzt? Sind gar stapelartige Strukturen aus mehr als fu¨nfeckigen
Prismen globale Minima? Um dies zu beantworten und auch in deren Infrarotspektren nach
Regelma¨ßigkeiten zu fahnden, wurden Stapel aus Kuben, Pentaprismen und Hexaprismen er-
zeugt. Dies geschah, indem schon vorliegende Strukturen gema¨ß ihrer mittleren OO-Absta¨nde
in La¨ngsrichtung fortgesetzt wurden und einer reinen globalen Orientierungsoptimierung unter-
zogen worden sind. Im Anschluß fand noch eine lokale Optimierung statt, die auch das Sauer-
stoffgeru¨st vera¨ndern konnte. Im Ergebnis hatte sich das Sauerstoffgeru¨st weder bei den Kuben,
Pentaprismen noch Hexaprismen qualitativ vera¨ndert. Eine Serie von jeweils zehn Rechnungen
zu jeder Struktur sollte fu¨r hinreichend gute Ergebnisse sorgen. In Tab. 4.1 sind die jeweils tief-
Clustergro¨ße Kuben Pentaprismen Hexaprismen
Energie Energie Energie
n [kJ/mol] [kJ/mol] [kJ/mol]
18 − − −786, 098
20 −894, 723 −894, 158 −
24 −1090, 888 − −1087, 887
25 − −1144, 677 −
28 −1286, 706 − −
30 − −1395, 826 −1389, 096
32 −1483, 547 − −
35 − −1647, 642 −
36 −1674, 449 − −1691, 918
Tabelle 4.1: Energie stapelartiger Strukturen.
sten Minima der drei stapelartigen Strukturklassen aufgefu¨hrt. Bei n = 20, 24, 30 und n = 36
existieren Stapel aus unterschiedlichen Bausteinen. Grundsa¨tzlich ist zu erkennen, daß in ei-
nem solchen Fall die Energie der stapelartigen Struktur tiefer liegt, deren Querschnittsfla¨che
ein n-Eck mit kleinerer Eckenanzahl ist. Dies steht im Widerspruch zu den in [106] gemachten
Beobachtungen. Bei der Frage nach dem Bildungsgesetz, daß die Voraussage nach der Struktur
des globalen Minimums allein aus der Anzahl der Moleku¨le erlaubt, ist die Abha¨ngigkeit vom
verwendeten Potential von grundlegender Bedeutung. Aus der Betrachtung der globalen Mini-
ma fu¨r n = 8, 12 und n = 16 mit ihrer Struktur aus fla¨chenverknu¨pften Kuben, sowie derer
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fu¨r n = 10 und n = 15 mit ihrer Struktur aus fla¨chenverknu¨pften Pentaprismen ergibt sich
die Frage, ob durch einfaches Anfu¨gen der jeweiligen Bausteine erneut ein globales Minimum
erzeugbar ist, oder wo die entsprechenden lokalen Minima im Vergleich angesiedelt sind.
Die no¨tigen Strukturen sind hierzu von Hand konstruiert worden und dienten auch in 3.2 als
Grundlage zur Berechnung der Infrarotstreckschwingungsspektren. Jede Geometrie durchlief ei-
ne globale Orientierungsoptimierung mit anschließender lokaler Optimierung unter Verwendung
des TTM2-F-Potentials. Fu¨r jeden Typ und jede Gro¨ße sind 10 La¨ufe durchgefu¨hrt worden.
In Abb. 2.24 ist zu erkennen, daß die globalen Minima mit mehr als 20 Moleku¨len energetisch
niedriger liegen als alle Stapelstrukturen. Innerhalb des gezeigten Ausschnitt wa¨chst der energe-
tische Abstand innerhalb einer Klasse von Stapeln zum globalen Minimum mit zunehmendem
n. Bei verschiedenen Clustergro¨ßen n existieren Stapelstrukturen aus verschiedenen Ringgro¨ßen:
n = 20 fu¨nf Kuben bzw. vier Pentaprismen, n = 24 sechs Kuben bzw. vier Hexaprismen und
n = 30 sechs Pentaprismen bzw. fu¨nf Hexaprismen. Allgemein ist in diesen Fa¨llen die Energie
niedriger, je kleiner die n-Ecke sind, aus denen die Struktur aufgebaut ist. Die Energien basie-
rend auf dem TTM2-F-Potential der in [105] vorgestellte Klasse von geordneten Strukturen, die
von einem Pentaprisma aus durch fla¨chenverknu¨pfte Kuben ausgebaut werden, sind in Abb. 4.2
mit den globalen Minima verglichen. Auch hier sind die im Rahmen dieser Arbeit gefundenen
globalen Minima energetisch niedriger. Schließlich sind auch die Energien fu¨r Fullerenstrukturen
(Abb. 4.4), ein Dodekaeder aus 20 Moleku¨len und eine spha¨rische Struktur aus 24 Moleku¨len
ho¨her als die Energien der gleichgroßen globalen Minima
4.1.3 Konkurrierende Bildungsgesetze – gewinkelte Strukturen
In [105] wurden globale Minima von Wasserclustern im Gro¨ßenbereich 2 ≤ n ≤ 33 untersucht.
Dabei kamen zwei verschiedene Potentiale zur Anwendung. Zum einen das Matsuoka-Clementi-
Yoshimine (MCY) Potential [17], daß ein starres Moleku¨l zugrundelegt, sowie das Stillinger-
Rahman (SR) Potential [108], welches als empirisches Potential flexible Moleku¨le modelliert.
Fu¨r beide Potentiale konnte ein regelma¨ßiges Muster bei der Zusammensetzung der gro¨ßeren
Minimalstrukturen gefunden werden. Sie enthalten spezifische Strukturen und weisen Viererrin-
ge als Bausteine auf. Weiterhin bilden die Cluster vier verschiedene Gruppen. Sei Ni die Anzahl
der Moleku¨le eines Clusters aus einer der vier Gruppen i = 1, . . . , 4. Ferner bezeichne n die
Anzahl der Viererringe in diesem Cluster, und der Parameter ki mit ki ∈ {0, 1, 2, 3} spiegelt die
Anzahl der Moleku¨le wider, die zusa¨tzlich zu denen in den Viererringen Teil des Clusters sind.
Dann gilt die Gleichung Ni = 4n + ki. Damit ergeben sich fu¨r die vier Gruppen als spezifische
Bausteine fu¨r die 1. Gruppe das Tetramer, fu¨r die 2. das Pentamer, fu¨r die 3. das Hexamer
und fu¨r die 4. das Heptamer. Das Dimer und Trimer sind in der 3. bzw. 4. Gruppe enthalten,
wenn dort n den Wert 0 annimmt. Das Aneinanderfu¨gen der zyklischen Tetramere beim Aufbau
einer gro¨ßeren Struktur ergibt ausgehend vom 18mer, dessen Gestalt der mit dem TTM2-F-
Potential erzeugten entspricht, daß weitere Viererringe bevorzugt nur an einem Schenkel die-
se gewinkelte Struktur erweitern. Zum Vergleich sind hier gewinkelte Strukturen mit 22, 26
und 30 Moleku¨len konstruiert worden: sie wurden entsprechend den stapelartigen Strukturen
zuna¨chst mit identischem Sauerstoffgeru¨st erstellt. Auf eine globale Orientierungsoptimierung
folgte dann ein lokale Optimierung, um zu kla¨ren, ob die Eingangsstruktur mit ihrem Sauer-
stoffgeru¨st auch ein Minimum bezu¨glich des TTM2-F-Potentials darstellt. Insgesamt wurden 10
Optimierungsla¨ufe fu¨r jede der drei Gro¨ßen durchgefu¨hrt. Als niedrigste Energie der drei Gro¨ßen
waren −990, 467 kJ/mol fu¨r n = 22, −1186, 719 kJ/mol fu¨r n = 26 und −1386, 008 kJ/mol fu¨r
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Abbildung 4.1: Lokale TTM2-F-Minimalstruktur fu¨r (H2O)22.
n = 30 zu erhalten. Ein Beispiel (Abb. 4.1) zeigt das resultierende lokale TTM2-F-Minimum des
22mers.
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Abbildung 4.2: Energie pro Moleku¨l als Funktion der Clustergro¨ße fu¨r globale TTM2-F-Minima
und gewinkelte Strukturen aus einem Pentaprisma und Kuben.
Die gewinkelten Strukturen stellen in bezug auf das TTM2-F-Potential lediglich lokale Minima
dar. Wie aus Abb. 4.2 ersichtlich ist, sind alle Resultate fu¨r die gewinkelten Strukturen deutlich
schlechter als die jeweiligen globalen Minima. Somit ist festzustellen, daß zwischen den Mini-
malstrukturen, die auf der Basis verschiedener Potentiale ermittelt wurden, mitunter erhebliche
strukturelle Unterschiede liegen.
4.1.4 Fullerenstrukturen
Zuvor waren bereits mehrfach Fullerenstrukturen aus Wasser angesprochen worden. Um solche
global orientierungsoptimierten Strukturen untersuchen zu ko¨nnen, wurden auf die Koordinaten
der Kohlenstoffatome in Cn-Fullerenen [109] zuru¨ckgegriffen. Um sie hier nutzbar zu machen,
wurden sie zuna¨chst derart skaliert, daß der Abstand zwischen am na¨chsten benachbarten Ato-
men auf 2,7 A˚ vergro¨ßert wurde. Danach wurden die C-Atome gegen Wassermoleku¨le getauscht,
so daß deren Sauerstoffatome an die Positionen der Kohlenstoffatome gelangten. Im Anschluß
an eine globale Orientierungsoptimierung schloß sich eine einzelne lokale Optimierung mit dem
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n = 20: n = 24: n = 60:
−844, 988 kJ/mol −1021, 670 kJ/mol −2551, 315 kJ/mol
Abbildung 4.3: Fullerenstrukturen als lokale TTM2-F-Minima fu¨r (H2O)n, n = 20, 24, 60.
TTM2-F-Potential an. So konnte aus jeweils zehn Optimierungsla¨ufen das beste Resultat je-
der Gro¨ße ausgewa¨hlt werden. Der Vergleich mit den globalen Minima zeigt auch die beiden
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Abbildung 4.4: Energie pro Moleku¨l als Funktion der Clustergro¨ße fu¨r globale TTM2-F-Minima
und Fullerenstrukturen (H2O)n,n = 20, 24.
Fullerenstrukturen als vergleichsweise schlechte lokale TTM2-F-Minima.
4.1.5 Verschiedene Ka¨figstrukturen
Clathratartige Ka¨fige sind auch als lokale Minima anzutreffen und zwar selbst bei Clustergro¨ßen,
deren globales Minimum sich als hoch symmetrisch erweist (Abb. 4.5). Der kleinste Ka¨fig mit
einem inneren Moleku¨l ist bei n = 16 zu finden. Seine Oberfla¨che wird von vier Viererringen
und fu¨nf Fu¨nferringen gebildet. Das vom Ka¨fig umschlossene Moleku¨l befindet sich augenschein-
lich außerhalb des Ka¨figzentrums, und es zeigt sich auf der von ihm weiter entfernten Seite des
Ka¨figs die Andeutung einer Ausstu¨lpung (gelb). Darauf folgt ein weiterer Ka¨fig mit einem in-
ternen Moleku¨l bei n = 22, dessen Oberfla¨che von vier Viererringen, fu¨nf Fu¨nferringen und zwei
Sechserringen gebildet wird. Schließlich existiert auch ein lokales Minimum in Form eines Ka¨figs
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n = 16: n = 22: n = 24:
−682, 050 kJ/mol −995, 342 kJ/mol −1101, 719 kJ/mol
Abbildung 4.5: Lokale TTM2-F-Minimalstrukturen fu¨r (H2O)n, n = 16, 22, 24.
mit pentaprismatischer Ausstu¨lpung bei n = 24. Alle drei Beispiele sind mit den Annahmen u¨ber
die Gro¨ße der Ringstrukturen an der Clusteroberfla¨che konform, und sie enthalten kein mehr als
vierfach koordiniertes Wassermoleku¨l. Das Auftreten dieser clathratartigen Ka¨fige belegt, daß
sie als globales Minimum nicht immer dann auftreten, wenn sie eine mo¨gliche Konfiguration
darstellen. U¨berdies ku¨ndigt sich eine Eigenschaft, die bei einer bestimmten Clustergro¨ße n im
globalen Minimum auftreten mag, durchaus schon bei kleineren Strukturen an. Andererseits zei-
n = 25: n = 26:
−1159, 969 kJ/mol −1207, 7698 kJ/mol
Abbildung 4.6: Lokale TTM2-F-Minimalstrukturen fu¨r (H2O)n, n = 25, 26.
gen die beiden Beispiele fu¨r n = 25 und n = 26 (Abb. 4.6), daß auch wenn das globale Minimum
eine Clathratstruktur darstellt, lokale Minima existieren, die Clathrate mit davon abweichendem
Sauerstoffgeru¨st sind. Liegt das globale Minimum des 25mers als Ka¨fig mit pentaprismatischer
Ausstu¨lpung vor, weist das vorliegende lokale Minimum, das nur 0,268 kJ/mol oberhalb des
globalen Minimums angesiedelt ist, zwei kubische Ausstu¨lpungen auf, die sich diametral am
zentralen Ka¨figanteil gegenu¨berliegen. Der Ka¨figanteil ist einer mit 21 Moleku¨len, und zwei ku-
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bische Ausstu¨lpungen verursachen mehr Verzerrungen als eine pentaprismatische – die globale
Minimalstruktur ist wieder ein gu¨nstigerer Kompromiß. Auch die lokale Minimalstruktur mit
n = 26 weicht von der des gleichgroßen globalen Minimums ab. Es ist kein mit einem Moleku¨l
besetzter Ka¨fig, sondern der Ka¨fig beherbergt zwei interne Moleku¨le, die u¨berdies miteinan-
der durch eine Wasserstoffbru¨cke verbunden sind. Der U¨bergang zu Clustern mit zwei internen
Moleku¨len fu¨r das globale Minimum ab etwa n = 30 zeigt hier einen ersten Vorla¨ufer.
4.1.6 Energiedifferenzen und Strukturunterschiede
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Abbildung 4.7: Energiespektrum der TTM2-F-Cluster (H2O)22.
Bisher unbeachtet geblieben ist die Fragestellung, welche Minima innerhalb aller Optimie-
rungsla¨ufe einer Clustergro¨ße u¨berhaupt erreicht werden konnten. Exemplarisch ist das Energie-
spektrum fu¨r n = 22 in Abb. 4.7 und ein Ausschnitt daraus gezeigt. Das Spektrum in Abb. 4.7
links basiert auf mehr als 12100 protokollierten Clusterstrukturen. Deutlich zeichnen sich zwei
Bereiche mit dicht beieinanderliegenden Zusta¨nden ab. Der rechte bei hohen Energien stammt
von den zufa¨llig erzeugten Clustern am Beginn einer jeden Serie von fortgesetzten Optimie-
rungsla¨ufen. Deutlich durch eine Lu¨cke davon abgesetzt finden sich nach links die lokalen Minima
und ganz links außen das globale Minimum. Entscheidend fu¨r die Energie einer Clusterstruk-
tur sind sowohl die Position als auch die Orientierung der Moleku¨le. Ohne daß die Zuordnung
einer Struktur zu einer gegebenen Energie mo¨glich ist, zeigt der Ausschnitt aus dem Spektrum
(Abb. 4.7 rechts) daß sich die Zusta¨nde nicht gleichma¨ßig geschweige denn gar a¨quidistant an-
geordnet sind. Am linken Rand des Spektrums sind die Lu¨cken sogar noch gro¨ßer (Abb. 4.15
oben).
Als Ursachen fu¨r die Gestalt des Energiespektrums kommen mehrere Effekte in Betracht: Es
existieren sehr viele energetisch a¨hnliche Strukturen im mittleren Bereich des Spektrums. Daher
ist die Wahrscheinlichkeit hoch, wa¨hrend der Optimierungsla¨ufe solche lokalen Minima aufzufin-
den, und die Lu¨cken am linken Rand des Spektrums ru¨hren daher, daß Zusta¨nde in den Lu¨cken
zwar existieren, aber nicht gefunden wurden. Das hier angewandte Optimierungsverfahren ist
nicht dafu¨r ausgelegt, den Suchraum vollsta¨ndig zu explorieren, weshalb zu den Minima in den
Bereichen der Potentialenergiehyperfla¨che, die wa¨hrend eines Optimierungslaufes nicht erreicht
werden, auch keine Clusterstrukturen protokolliert werden ko¨nnen. Oder es gibt am linken Rand
des Spektrums tatsa¨chlich nur sehr wenige Zusta¨nde, die durch gro¨ßere Lu¨cken im Spektrum
voneinander getrennt sind. Aus der Perspektive der Potentialenergiehyperfla¨che ko¨nnen diese
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Minima solche mit einem großen Einzugsbereich sein oder aber von einem hohen Potentialge-
birge umgeben sein.
Die Minimalstrukturen einer festen Clustergro¨ße n lassen sich entsprechend ihres Sauerstoff-
geru¨stes in verschiedene Familien einteilen (vgl. [49]). Einerseits ist zu erwarten, daß innerhalb
einer Familie Energieunterschiede als Folge der Orientierungsisomerie auftreten. Andererseits
ko¨nnen sich auch die Energieintervalle verschiedener Familien u¨berlappen. In sehr seltenen Fa¨llen
mo¨gen dabei Zusta¨nde aus verschiedenen Familien energetisch sehr eng beieinanderliegen. Somit
ist die Verwendung eines Kriteriums, daß die Energiedifferenz als Maß fu¨r den Unterschied zwi-
schen zwei Clusterstrukturen verwendet, das Mittel der Wahl (vgl. [80]). Zu kla¨ren bleibt nun
die entscheidungsrelevante Energiedifferenz.
Anhand des Pentamers gema¨ß Tab. 4.2 ist bei einer Energiedifferenz von gerade eben 0,01 kJ/mol
ein Unterschied in der Orientierung der Moleku¨le zu erkennen, was sich auch im Spektrum be-
merkbar macht. Die beiden zentralen eng benachbarten Maxima weichen mit steigender Energie
auseinander. Eingedenk der Breite des hier verwendeten Lorentzprofils von 2 cm−1 muß die
Aussage u¨ber die ru¨ckwa¨rtsgewandte Zuordnung der Clusterstruktur zum Spektrum jedoch re-
lativiert werden. – Eine realistischere Linienbreite von etwa 10 cm−1 la¨ßt beide Maxima untrenn-
bar miteinander verschmelzen. Mit einer Annahme daru¨ber, was bei vorgegebener Temperatur
an u¨berlagerten Spektren zu erwarten ist, la¨ßt sich eine realistische Abscha¨tzung durchfu¨hren
u¨ber das, was experimentell auflo¨sbar sein kann: Bei einer absoluten Temperatur von 1K ist eine
Energiedifferenz zum Grundzustand mit einem Boltzmannfaktor von 0,3 und bei 0,3K immerhin
noch mit einem solchen von 0,02 verbunden. Das bedeutet umgekehrt, daß es Orientierungsi-
somere gibt, deren Energiedifferenz nur 0,01 kJ/mol betra¨gt und nur eine U¨berlagerung der
zugeho¨rigen Spektren detektierbar ist. Was ist auf der Seite der berechneten Spektren zu er-
warten? Die relative Konvergenzschwelle beeinflußt das Resultat. Als kleinster Wert ist 10−8
eingesetzt worden, denn eine weitere Verringerung verspricht keine signifikante Verbesserung
des Resultats (1.4, S. 1.4). Entsprechend der Tabelle 4.2 scheint der qualitative Unterschied der
Spektren gering, solange die Energiedifferenz 0,01 kJ/mol nicht u¨bersteigt. Die Energiespektren
und Strukturen gro¨ßerer Cluster besta¨tigen die Annahme, bei Energiedifferenzen, die weniger
als 0,01 kJ/mol betragen, abweichende Wasserstoffbru¨ckennetzwerke aufzufinden. Deshalb soll
im folgenden von diesem Wert als relevanter Energiedifferenz ausgegangen werden.
4.2 Ausgewa¨hlte Strukturen
Dieser Abschnitt widmet sich der Pra¨sentation ausgewa¨hlter lokaler Minimalstrukturen verschie-
dener Clustergro¨ßen. Fu¨r verschiedene absolute Temperaturen sind Minimalstrukturen, deren
Boltzmannfaktoren mehrere Gro¨ßenordnungen umfassen zusammen mit ihren Infrarotstreck-
schwingungsspektren dargestellt.
4.2.1 Details des Auswahlverfahrens
Eine Durchmusterung der Clusterstrukturen verschiedener Gro¨ße wurde unter Beru¨cksichtigung
dessen, was weiter oben in 4.1.6 u¨ber die Energiedifferenz angenommen wurde durchgefu¨hrt.
Zuna¨chst wurden Listen der Cluster einer Gro¨ße aus allen Optimierungsla¨ufen erstellt und ent-
sprechend ihrer Energie aufsteigend sortiert. Unter Beru¨cksichtigung dessen, was weiter oben
u¨ber die Energiedifferenz und Orientierungsisomere mit identischem Wasserstoffbru¨ckennetz-
werk gesagt wurde, sind die jeweils 30 besten Minima einer Gro¨ße n ausgewa¨hlt, und mittels
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XMakemol visualisiert worden. Die Energiedifferenz zwischen den ausgewa¨hlten Clustern be-
trug dabei mindestens 0,01 kJ/mol. Eine Inaugenscheinnahme der ausgewa¨hlten Strukturen
zusammen mit ihren Infrarotstreckschwingungsspektren wurde durch Einbettung der Grafiken
in HTML-Seiten realisiert. Ein Browser stellt diese Seiten auf dem Bildschirm dar.
Es versteht sich, daß auf diese Weise lediglich ein kleiner Ausschnitt des gesamten Datenmate-
rials, daß insgesamt aus mehr als 8 · 106 Clusterstrukturen besteht, erfaßt und bewertet werden
kann. Idealerweise ist der gesamte Prozeß von der Sortierung der Cluster u¨ber die Erzeugung
der Grafiken bis hin zur Generierung der HTML-Seiten einstufig. Damit ko¨nnte die Dauer bis
zur Ansicht der geordneten Strukturen auf die Gro¨ßenordnung von Minuten reduziert werden.
Realisierbar ist dies durch eine Steuerung mittels Shellscript. Leider ist XMakemol nicht in der
Lage parametergesteuert, einen Datensatz automatisch in eine Grafik zu u¨berfu¨hren und die-
se unter geeignetem Namen abzulegen. Ferner erscheint es sinnvoll, gerade bei clathratartigen
Strukturen das innere Moleku¨l durch eine andere Farbgebung hervorzuheben und allgemein ei-
ne aussagekra¨ftige Perspektive zu wa¨hlen. Somit bleibt dieser Arbeitsschritt Handarbeit. Selbst
wenn dies auch automatisiert wa¨re, bliebe noch ein weiteres Problem ungelo¨st. Anzustreben
ist die gezielte Suche nach Clustern mit bestimmten geometrischen Eigenschaften. Das Pro-
blem des Vergleichs einer Referenzstruktur mit einem anderen Cluster ist dazu zu lo¨sen: Man
betrachte dazu als Beispiel die Clustergro¨ße n = 12. In den Datensa¨tzen dieser Clustergro¨ße
sollen nun alle Strukturen gefunden werden, die aus zwei fla¨chenverknu¨pften Kuben bestehen.
Erstens liegen verschiedene Cluster, die dieser Bedingung genu¨gen, nicht gleichartig orientiert
im Raum vor. Zweitens ist nach entsprechenden geometrischen Operationen zwar dies ausge-
glichen, sind noch die Moleku¨le innerhalb der Datensa¨tze so anzuordnen, daß die Reihenfolgen
korrespondieren. Drittens ist davon auszugehen, daß verschiedene Wasserstoffbru¨ckennetzwerke
das Sauerstoffgeru¨st unterschiedlich verzerren. Folglich ist nicht davon auszugehen, das beide
Sauerstoffgeru¨ste im Anschluß tatsa¨chlich kongruent sind.
Die folgenden lokalen Minimalstrukturen sind sowohl nach a¨sthetischen als auch systematischen
Gesichtspunkten ausgewa¨hlt worden. Neben den globalen Minima, die schon eine genu¨gend be-
eindruckende Vielfalt unvorhersehbarer Strukturen bieten, befinden sich unter den lokalen Mini-
ma durchaus bemerkenswerte Strukturen. Ferner ist zu erkennen, daß spezielle Muster wie reine
Kombinationen aus Kuben und/oder Pentaprismen sowie clathratartige Ka¨fige durchaus unter
den lokalen Minima auszumachen sind. Die zentrale Frage ist die nach der Relevanz dieser Struk-
turen. Ausgehend vom globalen Minimum der jeweiligen Gro¨ße lassen sich die Besetzungswahr-
scheinlichkeiten der lokalen Minima im thermischen Gleichgewicht aus der Boltzmannverteilung
berechnen. Dabei ist eine Frage die nach der experimentellen Darstellbarkeit und eine weitere die
nach dem generellen Auftreten unter Bedingungen auf der Erde. Fu¨r die im folgenden aufgefu¨hr-
ten Boltzmannfaktoren ist ein maximale absolute Temperatur von 273K angenommen worden.
Eine Betrachtung der lokalen Minima zeigt, daß eine bestimmte Klasse von Sauerstoffgeru¨st bei
fester Clustergro¨ße n durchaus nicht solita¨r auftritt. Vielmehr kann dasselbe Sauerstoffgeru¨st
innerhalb eines mehr oder weniger großen Energieintervalls auftreten.
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4.2.2 TTM2-F-Minima des Pentamers
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1 0,30
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T [K] e−(∆E/kT )
1 0,07
3 0,41
10 0,77
30 0,92
100 0,98
Tabelle 4.2: TTM2-F-Minimalstrukturen und Infrarotspek-
tren fu¨r n = 5
Die drei tiefsten Minima des 5mers sind homodrome 5er Ringe. Der sichtbare Unterschied besteht
in der Lage der freien Wasserstoffatome ober- und unterhalb der Ringebene. Bei einer Differenz
von 0,01 kJ/mol vom globalen Minimum zum na¨chstho¨heren lokalen Minimum betra¨gt dessen
Boltzmannfaktor 0, 3. In einem Abstand von noch einmal 0,01 kJ/mol ist das na¨chstho¨here lokale
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Minimum gelegen, was bei T = 1K einem Boltzmannfaktor von 0, 07 entspricht.
Bei kleinen Clustern wie hier n = 5 existieren in enger energetischer Nachbarschaft zum globa-
len Minimum weitere lokale Minima, die Orientierungsisomere sind. Mit einer Besetzungswahr-
scheinlichkeit von 7% und mehr selbst bei T = 1K erschwert dies eine isolierte Darstellung des
globalen Minimums erheblich.
4.2.3 TTM2-F-Minima des Hexamers
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Abbildung 4.8: Ausschnitt aus dem Energiespektrum des Hexamers.
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T[K] e−(∆E/kT )
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100 0,12
150 0,24
273 0,46
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 2900  3100  3300  3500  3700
re
la
tiv
e 
In
te
ns
itä
t
ν~ [cm−1]
−192, 060 kJ/mol
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T[K] e−(∆E/kT )
10 7, 7 · 10−13
30 9, 2 · 10−5
100 6, 2 · 10−2
150 0,16
273 0,36
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−191, 872 kJ/mol
Prisma
T[K] e−(∆E/kT )
10 8, 1 · 10−14
30 4, 3 · 10−5
100 4, 9 · 10−2
150 0,13
273 0,33
Tabelle 4.3: TTM2-F-Minimalstrukturen, Infrarotspektren
und Boltzmannfaktoren bei verschiedenen Temperaturen fu¨r
n = 6.
Neben der Ka¨figstruktur des globalen Minimums des Hexamers sind noch weitere Isomere mit in
seiner Gestalt davon abweichendem Sauerstoffgeru¨st zu identifizieren. Darunter ist die Buchform,
die hier mit −192, 060 kJ/mol vertreten ist, sowie ein dreieckiges Prisma mit einer Energie von
−191, 872 kJ/mol. Eine unfertig wirkende Chima¨re aus beiden ist mit dem lokalen Minimum bei
−192, 589 kJ/mol realisiert. Zusammen mit dem globalen Minimum sind die drei tiefsten Minima
von der Ka¨figgestalt des globalen Minimums. Erst eine absolute Temperatur von ho¨chstens 30K
la¨ßt ausschließlich die drei tiefsten Minima signifikant besetzt sein. Die Mischung aus Buch-
und Prismenform weist dort einen Boltzmannfaktor von 7, 7 · 10−4 auf. Bei der Betrachtung
der Infrarotspektren der drei tiefsten Minima fa¨llt deren sowohl qualitative als auch in Hinblick
auf die relativen Intensita¨ten quantitative A¨hnlichkeit auf. Im Vergleich mit den Spektren der
drei anderen Strukturen unterscheiden sich die Maxima in ihrer Lage, so daß unterhalb von
30K davon auszugehen ist, die Ka¨figform in Gestalt des globalen Minimums sowie weiterer
Orientierungsisomere isoliert darstellen und anhand des IR-Spektrums identifizieren zu ko¨nnen.
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4.2.4 TTM2-F-Minima des Dekamers
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Abbildung 4.9: Ausschnitt aus dem Energiespektrum des Dekamers.
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273 0,97
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−390, 192 kJ/mol
T [K] e−(∆E/kT )
10 4, 2 · 10−29
30 3, 5 · 10−10
100 1, 5 · 10−3
150 1, 3 · 10−2
273 9, 1 · 10−2
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−389, 724 kJ/mol
T [K] e−(∆E/kT )
10 1, 5 · 10−31
30 5, 3 · 10−11
100 8, 3 · 10−4
150 8, 8 · 10−3
273 7, 4 · 10−2
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−388, 948 kJ/mol
T [K] e−(∆E/kT )
10 1, 3 · 10−35
30 2, 4 · 10−12
100 3, 3 · 10−4
150 4, 7 · 10−3
273 5, 3 · 10−2
Tabelle 4.4: TTM2-F-Minimalstrukturen, Infrarotspektren
und Boltzmannfaktoren bei verschiedenen Temperaturen fu¨r
n = 10.
Im Falle des Dekamers sind die zwei tiefsten Minima als Pentaprismen gegeben. Das globale
Minimum besteht aus zwei homodromen 5er Ringen mit gleicher Orientierung, wa¨hrend die 5er
Ringe des ho¨her gelegenen lokalen Minimums zwar homodrom jedoch antiparallel orientiert sind.
Ein Vergleich der Infrarotspektren zeigt zum einen bei der relativen Intensita¨t ein Maximum bei
ca. 3000 Wellenzahlen, das fu¨r das erste lokale Minimum eine deutlich ho¨here Intensita¨t aufweist.
Qualitativ sind sich beide Spektren sehr a¨hnlich, doch ist mit einem Boltzmannfaktor von 0, 45
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das erste lokale Minimum bereits bei einer absoluten Temperatur von 10K stark besetzt. Wei-
tere bemerkenswerte Strukturen sind bei gro¨ßerer Energie anzutreffen. Das sind ein Kubus mit
geo¨ffnetem Deckel bei −390, 192 kJ/mol, eine ka¨figartige Konfiguration, die an den Ka¨fig des
Hexamers erinnert bei −389, 724 kJ/mol sowie ein entlang seiner Mantelfla¨che unterbrochenes
Pentaprisma mit −388, 948 kJ/mol. Obwohl das Sauerstoffgeru¨st der beiden zuletzt genann-
ten lokalen Minima sich deutlich voneinander unterscheidet, sind die Infrarotspektren qualitativ
sehr a¨hnlich. Von der Ka¨figstruktur zum offenen Pentaprisma gelangt man durch Verdrehen
der beiden Fu¨nferringe um 180°. Nur die zuerst genannte Struktur kann bei T = 100K mit ei-
nem Boltzmannfaktor von 1, 5 ·10−3 aufwarten. Mithin ist davon auszugehen, daß bei ho¨chstens
30K pentaprismatische Anordnungen in mannigfachen Varianten der Orientierung der Moleku¨le
vorliegen.
4.2.5 TTM2-F-Minima des 12mers
−502 −498 −494 −490 −486
Energie [kJ/mol]
Zustände n=12
Abbildung 4.10: Ausschnitt aus dem Energiespektrum des Dodekamers.
Unter den Zusta¨nden, die der Ausschnitt des Energiespektrums des Dodekamers zeigt, liegen
die zehn tiefsten Minima als Kubenstapel vor. Neben einzelnen Zusta¨nden finden sich auch
Gruppen, die von den anderen Zusta¨nden durch Lu¨cken getrennt sind. Alle Strukturen dieser
Gruppe sind reine Orientierungsisomere.
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spezielle TTM2-F-Minima des 12mers
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Tabelle 4.5: TTM2-F-Minimalstrukturen und Infrarotspek-
tren fu¨r n = 12: Kubenstapel.
Die niedrigsten zehn Energieniveaus sind durch Kubenstapel gegeben. Speziell bei den untersten
drei Niveaus unterscheidet sich das Wasserstoffbru¨ckennetzwerk in der Homodromiekonfigura-
tion der drei in La¨ngsrichtung angeordneten Viererringe: In La¨ngsrichtung alterniert beim glo-
balen Minimum die Orientierung der Viererringe. Das na¨chstho¨here lokale Minimum weist zwei
benachbarte gleichartig orientierte Viererringe auf. Schließlich sind im drittniedrigsten Niveau
alle Viererringe gleichartig orientiert. Innerhalb der sieben weiteren lokalen Minima ist stets der
mittlere Viererring noch homodrom, wa¨hrend in wenigstens einer Endfla¨che ein DDAA-Moleku¨l
beide OH-Bindungen in der Ringebene hat und somit die Homodromie aufhebt. Es sind unter den
durchmusterten Strukturen mit n = 12 keine mit einem abweichenden Sauerstoffgeru¨st zu finden,
deren Energiespektrum einen U¨berlapp mit dem der Kubenstapel zwischen −502, 380 kJ/mol
und −491, 454 kJ/mol aufweist. Selbst bei T = 100K sind alle ho¨heren Energieniveaus zu we-
niger als 2, 0 · 10−6 besetzt, sodaß bei niedrigeren Temperaturen ein deutliches U¨bergewicht an
Kubenstapeln vor allen anderen Strukturen zu erwarten ist. Geht man nun zu noch tieferen
Temperaturen von maximal 10K, so zeigen sich die untersten drei Niveaus nennenswert besetzt.
Mit einer Besetzung von 2, 6 · 10−22 und weniger sind alle ho¨heren Niveaus praktisch leer. Ver-
gleicht man die Spektren der drei untersten Niveaus, so ist davon auszugehen, daß selbst eine
U¨berlagerung der drei noch eine eindeutige Identifikation der signifikanten Maxima und somit
der Strukturen gestattet.
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exp (−∆E/kT )
T [K] 10 30 100 150 273
E[kJ/mol]
−502, 380 1, 0 1, 0 1, 0 1, 0 1, 0
−502, 138 5, 5 · 10−2 0, 38 0, 75 0, 82 0, 90
−501, 874 2, 3 · 10−3 0, 13 0, 54 0, 67 0, 80
−498, 245 2, 6·10−22 6, 4 · 10−8 6, 9 · 10−3 3, 6 · 10−2 0, 16
−496, 728 3, 1·10−30 1, 5·10−10 1, 1 · 10−3 1, 1 · 10−2 8, 3 · 10−2
−496, 451 1, 1·10−31 4, 8·10−11 8, 0 · 10−4 8, 6 · 10−3 7, 3 · 10−2
−496, 313 2, 1·10−32 2, 7·10−11 6, 8 · 10−4 7, 7 · 10−3 6, 9 · 10−2
−495, 906 1, 6·10−34 5, 4·10−12 4, 2 · 10−4 5, 6 · 10−3 5, 8 · 10−2
−494, 738 1, 2·10−40 5, 0·10−14 1, 0 · 10−4 2, 2 · 10−3 3, 5 · 10−2
−491, 454 8, 7·10−58 9, 5·10−20 2, 0 · 10−6 1, 6 · 10−4 8, 1 · 10−3
Tabelle 4.6: Boltzmannfaktoren exp (−∆E/kT ) von TTM2-F- Minimalstrukturen (H2O)12 fu¨r
verschiedene Temperaturen.
weitere lokale TTM2-F Minima des 12mers
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−486, 264 kJ/mol
T[K] e−(∆E/kT )
10 6, 9 · 10−85
30 8, 8 · 10−29
100 3, 8 · 10−9
150 2, 5 · 10−6
273 8, 3 · 10−4
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ν~ [cm−1]
−486, 088 kJ/mol
T[K] e−(∆E/kT )
10 8, 3 · 10−86
30 4, 4 · 10−29
100 3, 1 · 10−9
150 2, 1 · 10−6
273 7, 7 · 10−4
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−485, 056 kJ/mol
T[K] e−(∆E/kT )
10 3, 4 · 10−91
30 7, 0 · 10−31
100 9, 0 · 10−10
150 9, 3 · 10−7
273 4, 9 · 10−4
Tabelle 4.7: Lokale TTM2-F-Minimalstrukturen, Infrarot-
spektren und Boltzmannfaktoren bei verschiedenen Tempe-
raturen fu¨r n = 12.
Drei weitere Strukturisomere des 12mers weichen von der Anordnung zweier fla¨chenverknu¨pfter
Kuben erheblich ab. Dazu geho¨ren ein hexagonales Prisma, ein pentagonales Prisma mit Henkel
sowie eine an einen leeren Ka¨fig erinnernde Struktur. Boltzmannfaktoren zwischen 10−10 und
10−9 bei T=100K lassen diese Zusta¨nde jedoch im Vergleich zu den Kubenstapeln bei derselben
Temperatur um den Faktor 1000 schwa¨cher besetzt sein.
4.2.6 lokale TTM2-F-Minima des 16mers
−700 −698 −696 −694 −692 −690
Energie [kJ/mol]
Zustände n=16
Abbildung 4.11: Ausschnitt aus dem Energiespektrum des 16mers.
Im Ausschnitt des Energiespektrums zeichnet sich am linken Ende eine Gruppe von sechs
Zusta¨nden ab, die durch eine Lu¨cke von mehr als 2 kJ/mol vom na¨chsten Zustand getrennt
ist. Alle Mitglieder dieser Gruppe entsprechen von der Struktur ihres Sauerstoffgeru¨stes dem
globalen Minimum; sie sind Stapel aus drei Kuben.
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T [K] e−(∆E/kT )
10 1, 1 · 10−7
30 4, 8 · 10−3
100 0,20
150 0,34
273 0,56
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T [K] e−(∆E/kT )
10 4, 5 · 10−22
30 7, 7 · 10−8
100 7, 3 · 10−3
150 3, 8 · 10−2
273 0,17
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−691, 802 kJ/mol
T [K] e−(∆E/kT )
10 5, 3 · 10−41
30 3, 8 · 10−14
100 9, 4 · 10−5
150 2, 1 · 10−3
273 3, 4 · 10−2
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−690, 027 kJ/mol
T [K] e−(∆E/kT )
10 2, 8 · 10−50
30 3, 0 · 10−17
100 1, 2 · 10−5
150 5, 0 · 10−4
273 1, 5 · 10−2
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ν~ [cm−1]
−682, 050 kJ/mol
T [K] e−(∆E/kT )
10 6, 2 · 10−92
30 4, 0 · 10−31
100 7, 6 · 10−10
150 8, 3 · 10−7
273 4, 6 · 10−4
Tabelle 4.8: Lokale TTM2-F-Minimalstrukturen, Infrarot-
spektren und Boltzmannfaktoren bei verschiedenen Tempe-
raturen fu¨r n = 16.
Auch unter den lokalen Minima des 16mers befindet sich eine Reihe von Strukturen mit verschie-
denem Bauprinzip. Die stapelartige Anordnung, des globalen Minimums mit −699, 515 kJ/mol
findet sich unter anderem mehrmals als lokales Minimum wieder. Dort betra¨gt die Energie
−698, 181 kJ/mol. Als struktureller Unterschied ist die Homodromiekonfiguration der die Ku-
ben miteinander verbindenden Viererringe zu sehen. Das globale Minimum zeigt ein Alternieren
der Orientierungen der OH-Bindungen dieser Ringe von einem Ende zum anderen, wogegen
im dargestellten lokalen Minimum alle Ringe gleichartig orientiert sind. Das Muster fla¨chenver-
knu¨pfter Pentaprismen, die nicht u¨ber ihre fu¨nfeckigen Deckfla¨chen, sondern jeweils u¨ber eine
viereckige Seitenfla¨che des Mantels miteinander verknu¨pft sind, wie es beispielsweise im globa-
len Minimum des 20mers realisiert ist, kann auch bei n = 16 beobachtet werden. Ein lokales
Minimum mit einer Energie von −695, 428 kJ/mol und ein weiteres bei −691, 802 kJ/mol sind
von diesem Typ. Ersteres zeigt seine vier fu¨nfeckigen Deckfla¨chen alle parallel, wa¨hrend letzte-
res gleichsam beide Pentaprismen um 90° verdreht aneinandergefu¨gt hat. Bei −690, 027 kJ/mol
existiert eine Anordnung, in der zwei um 90° verdreht ineinander geschobene Pentaprismen mit
einem Kubus fla¨chenverknu¨pft sind. Schließlich gibt es den kleinsten clathratartigen Ka¨fig, der
im zu dieser Arbeit geho¨renden Datenmaterial identifiziert werden konnte, dessen Energie bei
−682, 050 kJ/mol liegt. Er beherbergt ein einzelnes Wassermoleku¨l, und seine Oberfla¨che wird
von 4 Vierer- und 6 Fu¨nferringen begrenzt.
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4.2.7 TTM2-F-Minima des 19mers
−850 −849.5 −849 −848.5 −848
Energie [kJ/mol]
Zustände n=19
Abbildung 4.12: Ausschnitt aus dem Energiespektrum des 19mers.
Das Energiespektrum des 19mers weist am Ende mit den niedrigsten Energien zwischen den
einzelnen Zusta¨nden große Lu¨cken auf. Die fu¨nf tiefsten Minima sind ausnahmslos clathratartige
Ka¨fige mit einem inneren Moleku¨l, die Oberfla¨che wird von 2 Vierer-, 8 Fu¨nfer- und einem
Sechserring gebildet. Dabei ist das Muster, in dem die Ringe miteinander verbunden sind, gleich.
Folglich handelt es sich ausschließlich um Orientierungsisomere.
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Tabelle 4.9: TTM2-F-Minimalstrukturen und Infrarotspek-
tren fu¨r n = 19: Ka¨fige.
Ein Vergleich der zu den fu¨nf Clustern gezeigten Spektren la¨ßt qualitativ eine a¨hnliche Vertei-
lung der Gruppen von Maxima u¨ber den Spektralbereich erkennen. Doch ist zu erwarten, daß
bei T = 100K, wo selbst die Struktur mit einer Energie von −846, 644 kJ/mol einen Boltz-
mannfaktor von 0,21 aufweist, ein Infrarotspektrum aus der Superposition der Spektren aller
fu¨nf Strukturen besteht. Erst bei T = 10K und weniger ist das erste lokale Minimum bei
−849, 438 kJ/mol mit 2, 7 · 10−3 besetzt und davon auszugehen im Wesentlichen nur das globale
Minimum anzutreffen. Allgemein scheinen die Spektren der Ka¨figstrukturen sehr sensitiv auf
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exp (−∆E/kT )
T [K] 10 30 100 150 273
E[kJ/mol]
−849, 930 1 1 1 1 1
−849, 438 2, 7 · 10−3 0,14 0,55 0,67 0,81
−849, 057 2, 8 · 10−5 3, 0 · 10−2 0,35 0,50 0,68
−848, 839 2, 0 · 10−6 1, 3 · 10−2 0,27 0,42 0,62
−848, 644 1, 9 · 10−7 5, 8 · 10−3 0,21 0,36 0,57
Tabelle 4.10: Boltzmannfaktoren exp (−∆E/kT ) von TTM2-F- Minimalstrukturen (H2O)19 fu¨r
verschiedene Temperaturen.
Struktura¨nderungen zu reagieren, so daß selbst reine Orientierungsisomere sowohl qualitativ als
auch quantitativ deutlich voneinander Abweichende Spektren aufweisen. Somit wird eine Inter-
pretation des Spektrums einer clathratartigen Ka¨figstruktur und besonders der Superposition
der Spektren mehrerer Orientierungsisomere praktisch unmo¨glich.
4.2.8 TTM2-F Minima des 21mers
−953 −952 −951 −950 −949 −948
Energie [kJ/mol]
Zustände n=21
Abbildung 4.13: Ausschnitt aus dem Energiespektrum des 21mers.
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Tabelle 4.11: TTM2-F-Minimalstrukturen und Infrarotspek-
tren fu¨r n = 21.
exp (−∆E/kT )
T [K] 10 30 100 150 273
E[kJ/mol]
−952, 266 1, 0 1, 0 1, 0 1, 0 1, 0
−951, 809 4, 1 · 10−3 0, 16 0, 58 0, 69 0, 82
−950, 233 2, 4·10−11 2, 9 · 10−4 8, 7 · 10−2 0, 20 0, 41
−949, 890 3, 9·10−13 7, 3 · 10−5 5, 7 · 10−2 0, 15 0, 35
−949, 270 2, 3·10−16 6, 1 · 10−6 2, 7 · 10−2 9, 1 · 10−2 0, 27
−949, 127 4, 0·10−17 3, 4 · 10−6 2, 3 · 10−2 8, 1 · 10−2 0, 25
−949, 004 9, 2·10−18 2, 1 · 10−6 2, 0 · 10−2 7, 3 · 10−2 0, 24
Tabelle 4.12: Boltzmannfaktoren exp (−∆E/kT ) von TTM2-F- Minimalstrukturen (H2O)21 fu¨r
verschiedene Temperaturen.
A¨hnlich der Situation beim 19mer finden sich im Energiespektrum des 21mers zwischen den
Strukturen niedrigster Energie gro¨ßere Lu¨cken. Die Familie der dodekaedrischen Ka¨fige erstreckt
sich vom globalen Minimum bei −952, 266 kJ/mol bis mindestens −949, 127 kJ/mol. Wiederum
reagiert das Infrarotspektrum sehr sensitiv auf die A¨nderung der Orientierung der Moleku¨le.
Sogar subtile Unterschiede in der Energie zweier Strukturen derselben Gro¨ße n ko¨nnen einher-
gehen mit großen Unterschieden der Sauerstoffgeru¨stes. Dies la¨ßt sich am Beispiel des 21mers
gut erkennen. Das globale Minimum ist ein Dodekaeder mit einem inneren Moleku¨l und einer
Energie von −952, 266 kJ/mol. Unter den na¨chstho¨heren lokalen Minima existiert eine Varian-
te mit abweichendem Wasserstoffbru¨ckennetzwerk, sie befindet sich bei −949, 127 kJ/mol, doch
findet sich mit einer Energie von −949, 004 kJ/mol eine vo¨llig davon abweichende Geometrie aus
je zwei kantenverknu¨pften Kuben und Pentaprismen. Der relative Unterschied zum Dodekaeder
betra¨gt nur 0,01% wiewohl der zwischen jenem Dodekaeder und dem gleichfalls dodekaedrischen
globalen Minimum 0,3% betra¨gt. Durch Untersuchung der aus Kuben und Pentaprismen beste-
henden Anordnung wird noch ersichtlich, daß an ihrem A¨quator, d.h. in der Ebene zwischen den
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beiden Kuben und den beiden Pentaprismen eine Wasserstoffbru¨cke aufgebrochen ist. Es scheint
topologisch unmo¨glich zu sein, diese Bindung zu schließen ohne eine andere an anderer Stelle
aufzubrechen. Dies ist mitnichten eine Besonderheit dieses Clusters, sondern vielmehr Ausdruck
eines allgemeineren Pha¨nomens:
4.2.9 TTM2-F-Minima des 22mers
spezielle TTM2-F-Minima des 22mers
−1000 −998 −996 −994 −992 −990 −988
Energie [kJ/mol]
Zustände n=22
Abbildung 4.14: Ausschnitt aus dem Energiespektrum des 22mers.
Im Energiespektrum setzt sich das globale Minimum am linken Rand bei −1000, 223 kJ/mol
allein vom Rest ab. Zwischen −999, 644 und −998, 158 kJ/mol befindet sich eine Gruppe von
Zusta¨nden, die alle dasselbe Sauerstoffgeru¨st aufweisen, das zwar ebenfalls zwei Kuben und
zwei Pentaprismen entha¨lt, die aber in einer anderen Kombination miteinander fla¨chenverknu¨pft
sind. Es schließt sich bei −997, 47 kJ/mol noch ein weiterer Vertreter dieser Strukturklasse an,
ehe eine Struktur mit demselben Sauerstoffgeru¨st wie das globale Minimum erst wieder bei
−997, 461 kJ/mol anzutreffen ist.
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Tabelle 4.13: TTM2-F-Minimalstrukturen und Infrarotspek-
tren fu¨r n = 22.
exp (−∆E/kT )
T [K] 10 30 100 150 273
E[kJ/mol]
−1000, 223 1, 0 1, 0 1, 0 1, 0 1, 0
−999, 644 9, 5 · 10−4 9, 8 · 10−2 0, 50 0, 63 0, 78
−999, 511 1, 9 · 10−4 5, 8 · 10−2 0, 42 0, 57 0, 73
−999, 336 2, 3 · 10−5 2, 9 · 10−2 0, 34 0, 49 0, 68
−999, 181 3, 6 · 10−6 1, 5 · 10−2 0, 29 0, 43 0, 63
−999, 107 1, 5 · 10−6 1, 1 · 10−2 0, 26 0, 41 0, 61
−998, 800 3, 7 · 10−8 3, 3 · 10−3 0, 18 0, 32 0, 53
−998, 647 5, 9 · 10−9 1, 8 · 10−3 0, 15 0, 28 0, 50
−998, 441 5, 0·10−10 7, 9 · 10−4 0, 12 0, 24 0, 46
−998, 324 1, 2·10−10 5, 0 · 10−4 0, 10 0, 22 0, 43
Tabelle 4.14: Boltzmannfaktoren exp (−∆E/kT ) von TTM2-F- Minimalstrukturen (H2O)22 fu¨r
verschiedene Temperaturen.
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weitere lokale TTM2-F-Minima des 22mers
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−996, 896 kJ/mol
T [K] e−(∆E/kT )
10 4, 2 · 10−18
30 1, 6 · 10−6
100 1, 8 · 10−2
150 6, 9 · 10−2
273 0,23
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−995, 342 kJ/mol
T [K] e−(∆E/kT )
10 3, 2 · 10−26
30 3, 2 · 10−9
100 2, 8 · 10−3
150 2, 0 · 10−2
273 0,12
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−990, 615 kJ/mol
T [K] e−(∆E/kT )
10 6, 6 · 10−51
30 1, 9 · 10−17
100 9, 6 · 10−6
150 4, 5 · 10−4
273 1, 5 · 10−2
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−988, 732 kJ/mol
T [K] e−(∆E/kT )
10 9, 7 · 10−61
30 9, 9 · 10−21
100 1, 0 · 10−6
150 1, 0 · 10−4
273 6, 3 · 10−3
Tabelle 4.15: Lokale TTM2-F-Minimalstrukturen, Infrarot-
spektren und Boltzmannfaktoren bei verschiedenen Tempe-
raturen fu¨r n = 22.
Unter den weiteren Strukturen, die 22 Moleku¨le enthalten, tritt bei −996, 896 kJ/mol eine wei-
tere aus zwei Kuben und zwei Pentaprismen aufgebaute auf. Mit ihrer an einen Schmetterling
erinnernden Form weist sie zwei Symmetrieebenen auf, eine mehr als die vielfach wiederhol-
te Variation im vorangegangenen Abschnitt. Mit einer Energie von −995, 342 kJ/mol ist auch
mit 22 Moleku¨len ein clathratartiger Ka¨fig mo¨glich. Er entha¨lt ein einzelnes inneres Moleku¨l.
An seiner Oberfla¨che befinden sich 6 Vierer-, 6 Fu¨nfer- und 2 Sechserringe. Außerdem existiert
mit einer Energie von −990, 615 kJ/mol eine Konfiguration aus drei fla¨chenverknu¨pften Pen-
taprismen in der Manier des globalen Minimums des 20mers mit einer kantenu¨berbru¨ckenden
Anordnung zweier Moleku¨le, die an einen Deckel erinnert. Schließlich ist die lokale Minimal-
struktur bei −988, 732 kJ/mol ausschließlich aus Vierer- und Fu¨nferringen zusammengesetzt.
Bemerkenswert ist dabei das Vorhandensein eines fu¨nffach koordinierten Wassermoleku¨ls.
4.2.10 TTM2-F-Minima des 24mers
spezielle TTM2-F-Minima des 24mers
−1108 −1104 −1100 −1096
Energie [kJ/mol]
Zustände n=24
Abbildung 4.15: Ausschnitt aus dem Energiespektrum des 24mers.
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−1101, 111 kJ/mol
Tabelle 4.16: TTM2-F-Minimalstrukturen und Infrarotspek-
tren fu¨r n = 24.
Unter den ausgewa¨hlten Strukturen, deren Energiedifferenz mindestens 0,01 kJ/mol betra¨gt, sind
von den 30 ersten auf diese Weise gewonnenen insgesamt sechs mit dem Sauerstoffgeru¨st des glo-
balem Minimums anzutreffen. Als davon abweichende Struktur existiert bei −1101, 719 kJ/mol
ein clathratartiger Ka¨fig, und auch weitere ho¨hergelegene Niveaus sind von dieser Gestalt.
Mithin u¨berlappen sich die Regionen dieser Strukturen im Energiespektrum. Bis einschließlich
−1101, 777 kJ/mol sind die Energieniveaus ausschließlich mit Strukturen aus Kuben und Penta-
prismen besetzt. Entsprechend der Tabelle sind bei einer Temperatur von 10K nur die untersten
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exp (−∆E/kT )
T [K] 10 30 100 150 273
E[kJ/mol]
−1107, 050 1, 0 1, 0 1, 0 1, 0 1, 0
−1106, 620 5, 7 · 10−3 0, 18 0, 60 0, 71 0, 83
−1106, 070 7, 7 · 10−6 2, 0 · 10−2 0, 31 0, 46 0, 65
−1103, 231 1, 1·10−20 2, 3 · 10−7 1, 0 · 10−2 4, 7 · 10−2 0, 19
−1101, 777 2, 9·10−28 6, 6·10−10 1, 8 · 10−3 1, 5 · 10−2 9, 8 · 10−2
−1101, 111 9, 6·10−32 4, 6·10−11 7, 9 · 10−4 8, 6 · 10−3 7, 3 · 10−2
Tabelle 4.17: Boltzmannfaktoren exp (−∆E/kT ) von TTM2-F- Minimalstrukturen (H2O)24 fu¨r
verschiedene Temperaturen.
drei Niveaus nennenswert besetzt, alle ho¨hergelegenen sind dies zu ho¨chstens 1, 1·10−20. Abgese-
hen von der Schwierigkeit, die zugrunde liegende Struktur an ihrem Infrarotspektrum erkennen
zu ko¨nnen, ist davon auszugehen, keine Struktur mit abweichendem Sauerstoffgeru¨st anzutreffen.
Der Unterschied zwischen den drei tiefsten Niveaus manifestiert sich in der Homodromiekonfi-
guration der drei Pentaprismen. Es gibt jeweils ein Pentaprisma, dessen beiden Fu¨nferringe
homodrom sind, wobei die Orientierung gegensinnig ist. Dieses Pentaprisma ist ausschließlich
in der globalen Minimalstruktur mit dem Kubus fla¨chenverknu¨pft. In den ho¨herliegenden lo-
kalen Minima mit dem zugrunde liegenden Sauerstoffgeru¨st ist die Homodromomiesituation an
anderen Stellen vera¨ndert. Die Struktur bei −1103, 231 kJ/mol ist der Viererring, der die End-
fla¨che des Kubus bildet, nichthomodrom. In der bei −1101, 777 kJ/mol folgenden Struktur ist
u¨berhaupt kein homodromer Fu¨nferring enthalten. Auch die Homodromie der Ra¨nder des aus
den drei Pentaprismen gebildeten Rumpfes in Gestalt des globalen Minimums des 20mers ist
unterbrochen.
Mit dem 24mer la¨st sich der Zusammenhang zwischen Homodromiesituation in einem Cluster
und seiner Energie relativ zu anderen Clustern derselben Strukturfamilie herstellen. Niedrigere
Energie geht im allgemeinen mit vermehrter Homodromie einher. Ob dem ein Maximalprinzip
zugrundeliegt, d.h. die Cluster innerhalb einer Strukturfamilie mit maximal mo¨glicher Anzahl
homodromer Ringe auch tatsa¨chlich die geringste Energie aufweisen, kann hier jedoch nicht
gekla¨rt werden. Notwendig dazu ist die Klassifikation aller mo¨glichen Orientierungsisomere in-
nerhalb einer Strukturfamilie. In Anbetracht des u¨ber die Anzahl der fu¨r diese Arbeit vorliegen-
den Cluster und die Abwesenheit geeigneter computergestu¨tzter Vergleichsmethoden gesagten
(vgl. 4.2.1), ist dies auch nicht zu leisten gewesen.
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weitere lokale TTM2-F-Minima des 24mers
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ν~ [cm−1]
−1101, 719 kJ/mol
T [K] e−(∆E/kT )
10 1, 5 · 10−28
30 5, 3 · 10−10
100 1, 7 · 10−3
150 1, 4 · 10−2
273 9, 6 · 10−2
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ν~ [cm−1]
−1099, 395 kJ/mol
T [K] e−(∆E/kT )
10 1, 1 · 10−40
30 4, 7 · 10−14
100 1, 0 · 10−4
150 2, 2 · 10−3
273 3, 4 · 10−2
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ν~ [cm−1]
−1097, 554 kJ/mol
T [K] e−(∆E/kT )
10 2, 6 · 10−50
30 2, 9 · 10−17
100 1, 1 · 10−5
150 4, 9 · 10−4
273 1, 5 · 10−2
220
 0
 0.1
 0.2
 0.3
 0.4
 2900  3100  3300  3500  3700
re
la
tiv
e 
In
te
ns
itä
t
ν~ [cm−1]
−1095, 577 kJ/mol
T [K] e−(∆E/kT )
10 1, 2 · 10−60
30 1, 1 · 10−20
100 1, 0 · 10−6
150 1, 0 · 10−4
273 6, 4 · 10−3
Tabelle 4.18: Lokale TTM2-F-Minimalstrukturen, Infrarot-
spektren und Boltzmannfaktoren bei verschiedenen Tempe-
raturen fu¨r n = 24.
Auch das 24mer existiert in einer Konfiguration als clathratartiger Ka¨fig. Alle in (Tab. 4.18)
gezeigten Strukturen bestehen aus einem Ka¨figanteil mit 20 Moleku¨len, wobei das innere Mo-
leku¨l bereits mitgeza¨hlt ist, sowie einer pentaprismatischen Ausstu¨lpung. Bei einer Energie von
−1101, 719 kJ/mol ist allerdings noch bei T = 100K ein Boltzmannfaktor von lediglich 1, 7·10−3
fu¨r das am tiefsten gelegene lokale Minimum zu verzeichnen.
TTM2-F-Minima des 25mers
−1161 −1160 −1159 −1158 −1157 −1156
Energie [kJ/mol]
Zustände n=25
Abbildung 4.16: Ausschnitt aus dem Energiespektrum des 25mers.
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e−(∆E/kT ) = 1
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ν~ [cm−1]
−1159, 969 kJ/mol
T [K] e−(∆E/kT )
10 4, 0 · 10−2
30 0,34
100 0,73
150 0,81
273 0,89
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ν~ [cm−1]
−1159, 710 kJ/mol
T [K] e−(∆E/kT )
10 1, 8 · 10−3
30 0,12
100 0,53
150 0,66
273 0,79
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ν~ [cm−1]
−1158, 822 kJ/mol
T [K] e−(∆E/kT )
10 4, 1 · 10−8
30 3, 4 · 10−2
100 0,18
150 0,32
273 0,54
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ν~ [cm−1]
−1158, 353 kJ/mol
T [K] e−(∆E/kT )
10 1, 5 · 10−10
30 5, 3 · 10−2
100 0,10
150 0,22
273 0,44
Tabelle 4.19: TTM2-F Minimalstrukturen, Infrarotspektren
und Boltzmannfaktoren bei verschiedenen Temperaturen fu¨r
n = 25.
Die fu¨nf tiefsten Minima des 25mers sind clathratartige Ka¨fige mit einem inneren Moleku¨l. Oh-
ne ihre Ausstu¨lpungen verbleibt ein Ka¨figanteil aus zusammen mit dem inneren Wassermoleku¨l
21 Moleku¨len. Dabei ist das erste lokale Minimum mit −1159, 969 kJ/mol am regelma¨ßigsten
geformt. Es hat zwei an gegenu¨berliegenden Seiten des Ka¨figs ansetzende kubische Ausstu¨lpun-
gen. Der Blick auf die Boltzmannfaktoren zeigt fu¨r das lokale Minimum bei −1159, 710 kJ/mol
immer noch einen Wert von 0,12 bei 30K. So verschieden, wie die drei Clusterstrukturen sind,
bestehen zwischen ihren Infrarotspektren deutliche Unterschiede. Somit ist von der Identifikati-
on basierend auf dem Infrarotspektrum des globalen Minimums nur bei Temperaturen deutlich
unterhalb von 30K auszugehen, falls nicht noch weitere Struktur- oder Orientierungsisomere
unterhalb des ersten lokalen Minimums bei −1159, 929 kJ/mol existieren.
4.2.11 Nachbemerkungen
Die Betrachtung der lokalen TTM2-F-Minimalstrukturen zeigt neben der jeweiligen Struktur-
familie, die durch das Sauerstoffgeru¨st des globalen Minimums gegeben ist, weitere davon ab-
weichende Strukturfamilien. Innerhalb jeder Familie existiert wiederum eine Reihe von Orientie-
rungsisomeren. Dies ist auch bei der Verwendung anderer Potentiale der Fall. Spezielle Familien
sind einerseits die fullerenartigen Strukturen und andererseits stapelartige Strukturen, die auch
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als Nanoro¨hrchen zu bezeichnen sind. Beide Gruppen sind bezu¨glich der Optimierung stabil,
doch im Vergleich mit den globalen Minima derselben Anzahl von Moleku¨len ist ihre Energie
deutlich gro¨ßer, und die Differenz wa¨chst noch mit der Anzahl an Moleku¨len an. Schon bei
n = 18 betra¨gt sie mehr als 10 kJ/mol und wa¨chst bis auf etwa 45 kJ/mol fu¨r das 32mer. Der
Vergleich mit den Fullerenstrukturen fa¨llt sogar noch drastischer aus. Im Falle des 20mers liegt
das globale Minimum mehr als 60 kJ/mol und im Falle des 24mers ist das globale Minimum
mehr als 85 kJ/mol tiefer als die Fullerenstruktur derselben Gro¨ße.
Ohne ein inneres Moleku¨l sind die clathratartigen Strukturen folglich nicht konkurrenzfa¨hig, erst
ein inneres Moleku¨l verbessert die Situation. Allerdings sto¨ren die Wasserstoffbru¨ckenbindungen
vom und zum zentralen Moleku¨l die geometrische Ordnung. Fu¨r das 21mer heißt dies einen defor-
mierten Ka¨fig, unter Beibehaltung der 512 Gestalt. Damit stellt sich unmittelbar die Frage nach
der Relevanz dieser Strukturen. Ihre Existenz ist nicht anzuzweifeln, doch ergeben die jeweilige
Energiedifferenz zum globalen Minimum zusammen mit der Temperatur Boltzmannfaktoren,
die sehr klein sind. Man vergleiche dazu die Boltzmannfaktoren der verschiedenen Orientie-
rungsisomere des aus zwei fla¨chenverknu¨pften Kuben aufgebauten Dodekamers (Tab. 4.1) mit
der Energiedifferenz des hexagonalen Nanoro¨rchens aus 18 Moleku¨len zum globalen Minimum.
Um etwa 150K herum erreicht der Boltzmannfaktor eine Gro¨ßenordnung im Promillebereich.
Nanoro¨hrchen geho¨ren somit zumindest nicht zur dominanten Spezies, und entsprechendes gilt
auch fu¨r die Fullerenstrukturen. Da die Boltzmannfaktoren mit der Temperatur anwachsen, ist
der Einfluß der Temperatur selbst auf die Clusterstruktur zu beru¨cksichtigen, d.h. bei entspre-
chend hohen Temperaturen schmelzen die Cluster, und dynamische Prozesse bewirken dann
einen U¨bergang von einer Strukturklasse zur anderen.
Der fest-flu¨ssig Phasenu¨bergang kann als eine Mo¨glichkeit zur Isomerisation zwischen einer An-
zahl verschiedener Isomere aufgefaßt werden. Als notwendige Bedingung fu¨r einen scharf defi-
nierten U¨bergang zwischen fester und flu¨ssiger Phase ist von der Existenz einer Energielu¨cke
zwischen dem globalen Minimum oder tiefliegenden lokalen Minima und ho¨her gelegenen Mini-
ma auszugehen. Der Blick auf die Energiespektren der TTM2-F-Minima zeigt durchaus solche
Lu¨cken bei verschiedenen Clustergro¨ßen. Wenngleich sich die Energieintervalle verschiedener
Strukturfamilien, z.B. beim 22mer u¨berschneiden, reicht ein Positionswechsel eines Moleku¨ls al-
lein fu¨r einen U¨bergang zwischen diesen Strukturen nicht hin. Stattdessen erscheint ein Schmel-
zen mit anschließendem Erstarren bei entsprechendem Temperaturverlauf als der realistischste
Ablauf.
Anhand der OH-Streckschwingungsspektren, die bei zwei unterschiedlichen Temperaturen von
(H2O)9 Wasserclustern gewonnen werden konnten, im Verein mit Molekulardynamik-Simulatio-
nen Temperaturen fu¨r diesen U¨bergang bestimmt werden [110]. Experimentell wurden dort die
Wassercluster bei 69K und 186K untersucht. Wa¨hrend die Resultate fu¨r einen scharfen U¨ber-
gang zur flu¨ssigen Phase des Oktamers von im Mittel 200K sprechen, befindet sich dieser im
Falle des Nonamers bei 165K als Ergebnis der Simulationen und 186K aus den gemessenen
OH-Streckschwingungsspektren. Verknu¨pft mit dem Schmelzen und dem U¨bergang zwischen
verschiedenen Strukturfamilien ist die Lebensdauer. Dazu gibt es Abscha¨tzungen, die die Le-
bensdauer von Wasserclustern in waßriger Umgebung behandeln.
Eine andere Frage ist die nach der Existenz und der Lebensdauer von Clusterstrukturen in
flu¨ssigem Wasser. Basierend auf Molekulardynamik-Simulationen mit dem TIP5P E-Potenti-
al war dies Gegenstand der Untersuchung des Nukleationsprozesses von Hydraten [111]. Der
Einfluß verschiedener Topologien des Wasserstoffbru¨ckennetzwerkes auf die Lebensdauer dode-
kaedrischer 512 sowie tetrakaiedrischer 51262 Ka¨figstrukturen wurde untersucht. Berichtet wird
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von mittleren Lebensdauern zwischen 24,7 und 28,3 ps. Eine weitere Untersuchung hatte den
Einfluß von in den Ka¨figen eingeschlossenen Methanmoleku¨len auf die Lebensdauer des Ka¨figs
zum Ziel [112]. Wa¨hrend ein Einfluß der Clusterform auf die Lebensdauer nicht zu erkennen war,
scheint eine Temperaturabha¨ngigkeit direkt von der strukturellen Relaxation des umgebenden
Bulk-Wassers zu bestehen. Ferner ist davon auszugehen, daß das innenliegende Methanmoleku¨l
zu einer Stabilisation des Ka¨figs signifikant beitra¨gt; Lebensdauern mit innerem Methanmoleku¨l
sind gegenu¨ber leeren Ka¨figen um den Faktor 1,3 bis 1,9 gro¨ßer als die leerer Ka¨fige. Schließ-
lich werden noch einige extrem langlebige Cluster mit Lebensdauern bis oberhalb von 100 ps
erwa¨hnt. Ungeachtet der Relevanz fu¨r die Gashydratbildung, la¨st sich somit durchaus u¨ber die
Lebensdauer der clathratartigen Wassercluster im Gro¨ßenbereich zwischen 17 und 29 Moleku¨len
in flu¨ssigem Wasser spekulieren, zumal neben der Gestalt des Wasserstoffbru¨ckennetzwerkes
auch das Vorhandensein des innenliegenden Moleku¨ls zu Lebensdauern von einigen 10 ps und
daru¨ber beitragen ko¨nnen.
Die Ableitung einer Clusterstruktur allein aus einem Spektrum ist nach den Erkenntnissen der
vorliegenden Arbeit zu verneinen. Da sich selbst die Spektren der Orientierungsisomere einer
Strukturfamilie erheblich voneinander unterschieden ko¨nnen, mu¨ssen neue Ansa¨tze gefunden
werden: Die Klassifikation der OH-Bindungen darf nicht allein aufgrund der Donator-/Akzep-
torkonfiguration des zugeho¨rigen Moleku¨ls stattfinden, sondern muß die Umgebung durch be-
nachbarte Bindungen beru¨cksichtigen. Ohne die Integration aller damit verbundenen Aspek-
te bleibt das Resultat sicher nur rudimenta¨r. Konkret gemeint ist die Beru¨cksichtigung aller
Bindungsla¨ngen und -winkel innerhalb eines Clusters sowie auch die Beru¨cksichtigung der Ent-
fernungen und Winkel zu weiter entfernten Nachbarn, um Kopplungseffekte d.h. delokalisierte
Moden verstehen zu ko¨nnen, denn es gibt nur wenige Moden, die an einzelne OH-Bindungen ge-
koppelt sind. Sofern experimentelle Bedingungen das globale Minimum oder neben diesem auch
Mitglieder derselben Strukturfamilie isoliert darstellen ko¨nnen, z.B. durch Ku¨hlung auf Tem-
peraturen von ∼ 10K, ermo¨glicht ein direkter Vergleich eines gemessenen mit den berechneten
Spektren die Identifikation der Struktur.
Auf theoretischer Ebene ist die systematische Bestimmung aller zu einer Strukturfamilie geho¨ren-
den Orientierungsisomere, wie es mit Hilfe von graphentheoretischen Methoden bereits an spezi-
ellen Fa¨llen unternommen wurde, sinnvoll. Dann wird die Stabilita¨tsfunktion erneut interessant,
die dann gegebenenfalls ausgezeichnete Maxima fu¨r bestimmte Orientierungsisomere aufweist.
Dynamische Simulationen ko¨nnen schließlich dazu dienen, die Strukturu¨berga¨nge zwischen Ori-
entierungsisomeren und verschiedenen Strukturfamilien aufzukla¨ren.
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Kapitel 5
Eis
5.1 Vorbemerkungen
5.1.1 Modifikationen des Wassers
Das Wassermoleku¨l ist eines der einfachsten in der Chemie, jedoch bildet es eine Flu¨ssigkeit, die
essentiell fu¨r das Leben und die Umwelt ist. Wegen seiner Eigenschaft, daß die Wassermoleku¨le
in einem regula¨ren Gitter angeordnet sind, ist davon auszugehen, diese Modifikation des Wassers
leichter verstehen zu ko¨nnen. Hexagonales Eis, die Modifikation, mit der der Mensch unter den
u¨blichen Bedingungen in Kontakt kommt, ist nur eine von mindestens 15 kristallinen Modifika-
tionen, die neben der flu¨ssigen, der gasfo¨rmigen Phase und dreier amorpher Phasen existieren.
Sowohl Eis Ih als auch einer Reihe der anderen Modifikationen ist eine Eigenschaft zu eigen, die
Abbildung 5.1: Phasendiagramm des Wassers [113].
mit Protonenunordnung bezeichnet wird. Das bedeutet, obwohl die Wassermoleku¨le an festen
Gitterpositionen angeordnet sind, unterliegen ihre Orientierungen keiner Ordnung.
Jedes Wassermoleku¨l kann als zweifacher Donator und zweifacher Akzeptor fu¨r Wasserstoff-
bru¨ckenbindungen fungieren. Dabei sind die Akzeptorpositionen in den kovalenten OH-Bin-
dungen entgegengesetzten Richtungen gelegen, so daß eine Tetraedergeometrie resultiert. Die
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Sta¨rke der Wasserstoffbru¨ckenbindung liegt zwischen der einer kovalenten Bindung und einer
Van-der-Waals-Wechselwirkung. Damit hat Eis einen Schmelzpunkt zwischen einem kovalent
gebundenen Kristall wie Diamant und einem Edelgas wie Neon, die beide vergleichbare Atom-
massen aufweisen.
Das Phasendiagramm (Tab. 5.1) zusammen mit den tabellierten Eigenschaften (Tab. 5.1, 5.2)
der einzelnen Phasen und den Parametern, durch die die Tripelpunkte charakterisiert werden,
sollen einen U¨berblick vermitteln, wie umfangreich das Thema Eis ist. Im Rahmen der vorlie-
genden Arbeit erfolgt eine Beschra¨nkung auf nur drei kristalline Phasen (vgl. 5.2.1 unten). Auf
der Basis der Minimalstrukturen optimierter Cluster soll hier ein Vergleich mit Ausschnitten
aus diesen Modifikationen angestellt werden. Zentrale Frage dabei ist, ob die Optimierung von
Clustern eine kristalline Struktur zum Resultat haben kann oder umgekehrt anfa¨nglich kristalli-
ne Gebilde ganz oder teilweise ihre Ordnung bei der Optimierung erhalten ko¨nnen. Bisher war
nur von der hexagonalen Modifikation Ih des Eises stellvertretend fu¨r alle anderen die Rede.
Die meisten anderen Eisphasen lassen sich durch hohen Druck erzeugen, wodurch eine ho¨he-
re Packungsdichte als in Eis Ih erzeugt wird. Systematisch erfaßt werden die Eisphasen durch
ro¨mische Ziffern beginnend bei I. Jedoch haben diese mit den Eigenschaften der Phasen nichts
zu tun, sondern entsprechen in etwa der Reihenfolge ihrer Darstellung. Bis auf Eis IV, IX und
XII sind die Phasen u¨ber einen bestimmten Temperatur- und Druckbereich stabil. Zudem sind
viele Phasen außerhalb der fu¨r sie typischen Bedingungen metastabil, andere wiederum sind
nirgendwo uneingeschra¨nkt stabil. Eine ausfu¨hrliche Beschreibung der verschiedenen Eisphasen
findet sich z.B. in [123; 124] sowie den darin enthaltenen Referenzen. Hier sollen lediglich noch
die in der vorliegenden Arbeit betrachteten Phasen Ic und VI sowie amorphes Eis beschrieben
werden.
Hexagonales Eis – Eis Ih
Die Regeln fu¨r die Struktur von Eis Ih gehen auf Pauling zuru¨ck [125]:
1. Jedes Sauerstoffatom hat zwei mit ihm verbundene Wasserstoffatome etwa 0,95 A˚ entfernt
und bildet mit ihnen zusammen ein Wassermoleku¨l, wobei der HOH-Bindungswinkel wie
im Falle der gasfo¨rmigen Phase etwa 105° betra¨gt.
2. Jedes Wassermoleku¨l ist derart orientiert, daß seine zwei Wasserstoffatome in die Rich-
tung zweier der vier Sauerstoffatome benachbarter Wassermoleku¨le weisen und zu diesen
Wasserstoffbru¨ckenbindungen ausbilden. Diese benachbarten Moleku¨le umgeben das Refe-
renzmoleku¨l tetraedrisch.
3. Die Orientierung benachbarter Wassermoleku¨le ist derart, daß nur ein Wasserstoffatom
auf der Verbindungslinie zwischen zwei Sauerstoffatomen liegt.
4. Unter gewo¨hnlichen Bedingungen findet keine bevorzugte Stabilisierung einer bestimmten
Konfiguration in bezug auf die Orientierungen der Wassermoleku¨le durch die Wechselwir-
kung benachbarter Moleku¨le statt.
Die Positionen der Wasserstoffatome in Eis ließ sich erst kristallographisch bestimmen, nach-
dem Neutronenstrahlen fu¨r Streuexperimente zur Verfu¨gung standen, Neutronen werden von
den Kernen und nicht den Elektronen gestreut. Dabei reduziert die Verwendung von schwerem
Wasser D2O statt H2O den großen inkoha¨renten Hintergrund, der durch die Protonen in H2O
hervorgerufen wird.
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Paulings Modell erkla¨rt die bekannte Nullpunktsentropie aufgrund der Protonenunordnung des
Eises. Die Nullpunktsentropie S0 ist mit der Gesamtzahl W der Orientierungen bzw. der Was-
serstoffpositionen, die den Ice-Rules genu¨gen, durch die Gleichung S = kB lnW verknu¨pft. W
entha¨lt alle mo¨glichen Konfigurationen, auch jene, die eine makroskopische Ordnung bewirken,
jedoch wird wegen der großen Anzahl an Moleku¨len die u¨berwiegende Mehrzahl der Konfigu-
rationen mit einem hohen Maß an Unordnung einhergehen. Zur Berechnung der Entropie des
Eises sind von Pauling zwei Wege vorgeschlagen worden.
Betrachte einen quasi unendlich ausgedehnten Kristall bestehend aus N Wassermoleku¨len. Jedes
Moleku¨l hat die Mo¨glichkeit von sechs verschiedenen Orientierungen im Gitter, was insgesamt
6N Konfigurationen entspricht. Dabei treten jedoch vier Fa¨lle auf, wie Protonen auf der Verbin-
dungslinie zwischen den Sauerstoffatomen benachbarter Moleku¨le (i) und (ii) angeordnet sein
ko¨nnen: zwei Protonen, kein Proton, ein Proton von Moleku¨l (i), keines von (ii) sowie kein Pro-
ton von Moleku¨l (i), eines von Moleku¨l (ii). Nur die letzten beiden Situationen entsprechen der
Regel, daß genau ein Proton auf der Verbindungslinie zwischen benachbarten Sauerstoffatomen
zu finden ist. Jede Wasserstoffbru¨cke ist mithin mit einer Wahrscheinlichkeit von 1/2 konform
mit der Regel. Bei einer Gesamtanzahl von 2N Wasserstoffbru¨cken betra¨gt die Wahrscheinlich-
keit, daß alle Bindungen der Regel entsprechen (1/2)2n. Folglich gilt fu¨r die Gesamtzahl der
Konfigurationen, die erlaubt sind:
W = 6N
(
1
2
)2N
=
(
3
2
)N
Damit ergibt sich die Nullpunktsentropie zu:
S0 = NkB ln
3
2
Alternativ kann der Kristall als 2N Wasserstoffbru¨cken enthaltend angenommen werden, die
jeweils zwei mo¨gliche Orientierungen annehmen. Somit sind 22N Konfigurationen mo¨glich. Von
insgesamt 16 Mo¨glichkeiten ein Sauerstoffatom mit zwischen Null und vier benachbarten Pro-
tonen zu versehen sind nur sechs entsprechend den Ice-Rules erlaubt. Damit betra¨gt hier die
Wahrscheinlichkeit, eine mit den Ice-Rules konforme Konfiguration anzutreffen, (6/16)N . Daraus
resultiert die Anzahl an erlaubten Konfigurationen W zu:
W = 22N
(
6
16
)N
=
(
3
2
)N
Beiden Abscha¨tzungen liegt ein dendritisches Muster des Wasserstoffbru¨ckennetzwerkes zugrun-
de, d.h. sofern nicht alle diese Bindungen ihren Ursprung von einem Punkt nehmen, sondern
z.B. geschlossene Schleifen bestehen, sind diese Abscha¨tzungen nicht mehr strikt gu¨ltig. Sind in
einem Ring fu¨nf Bindungen den Regeln gehorchend mit einer Wahrscheinlichkeit von 1/2 ange-
ordnet, ist die Wahrscheinlichkeit fu¨r eine regelrechte sechste Bindung etwas gro¨ßer als 1/2. Der
Korrekturfaktor fu¨r eine einzelnen Ring betra¨gt (1 + 1/729). Da der Kristall 2N solche Ringe
entha¨lt, gilt
W =
(
3
2
)N (
1 +
1
729
)2N
= 1, 5041N
Realiter haben verschiedene Ringe gemeinsame Wasserstoffbru¨ckenbindungen, und die beste
Abscha¨tzung fu¨rW ist gegeben durch:W = (1, 50685±0, 00015)N . Daraus folgt: S0 = 3, 4091±
0, 0008JK−1mol−1 Der Unterschied zur Paulingschen Abscha¨tzung betra¨gt lediglich 1% [124].
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Die RMS-Werte der Verru¨ckungen der 〈u2O〉
1/2 Sauerstoffatome werden bewirkt durch die ther-
mische Bewegung bei endlicher Temperatur zusammen mit der Nullpunktsbewegung sowie der
Orientierungsunordnung. Zusammen mit dem zero-point-mean-square-displacement des harmo-
nischen Oszillators der Masse m und Kreisfrequenz ω resultiert ~/mω. Aus den Gitterfrequenzen
la¨ßt sich die Nullpunktskomponente von 〈u2O〉 berechnen. In Eis Ih betra¨gt sie 0, 0085A˚
2
bei 15K.
Bei niedrigen Temperaturen werden die Verru¨ckungen von der Nullpunktsbewegung dominiert,
bei ho¨herer Temperatur von der thermischen Bewegung.
Kubisches Eis – Eis Ic
Kubisches Eis oder Eis Ic ist die metastabile Variante von Eis Ih. Statt einem hexagonalen Gitter
entspricht sein Sauerstoffgeru¨st der Diamantstruktur. Jedes Moleku¨l ist durch vier Wasserstoff-
bru¨ckenbindungen mit seinen Nachbarn verbunden. Im Allgemeinen bildet sich Eis Ih oberhalb
von 150K, kubisches Eis zwischen 130 und 150K. Ausgehend von den Hochdruckphasen II bis
IX aus flu¨ssigem Stickstoff la¨ßt sich aus solchen Proben bei Erwa¨rmen kubisches Eis zwischen
120 und 170K gewinnen. Auf diese Weise gewonnenes kubisches Eis geht bei etwa 200K in die
hexagonale Phase u¨ber, jedoch ist dieser U¨bergang nicht scharf begrenzt, und der umgekehrte
Weg la¨st sich nicht beschreiten. Eis Ih geht allein durch Ku¨hlen nicht in Eis Ic u¨ber. Wie auch
im hexagonalen Eis besteht in Eis Ic Protonenunordnung.
Eis VI
Wie in Eis VII besteht Eis VI aus zwei einander durchdringenden aber unabha¨ngigen Netzwerken
mittels Wasserstoffbru¨cken gebundener Moleku¨le, weshalb der Begriff Selbstclathrat in diesem
Zusammenhang verwendet wird. Die geringere Dichte aber kompliziertere Struktur von Eis VI
vermeidet den engen nichtgebundenen Kontakt zwischen Sauerstoffatomen wie er unvermeidlich
in Eis VII auftritt. Zwischen den Moleku¨len der beiden Netzwerke in Eis VI existieren keine
Wasserstoffbru¨ckenbindungen; eine Protonenordnung liegt nicht vor. Innerhalb des Gitters exi-
stieren ungleiche Wasserstoffbru¨cken und verzerrte Bindungswinkel. Der Abstand zwischen den
u¨ber Wasserstoffbru¨cken gebundenen Sauerstoffatomen schwankt zwischen 2,72 A˚ und 2,79 A˚ bei
225K und 1,1GPa was deutlich geringer als der OO-Abstand nicht durch Wasserstoffbru¨cken
gebundener Sauerstoffatome von 3,4 A˚ ist.
Amorphes Eis
In der amorphen Phase entspricht die Ordnung ohne das Vorhandensein einer langreichweitigen
Ordnung der einer Flu¨ssigkeit, und eine solche Phase ist metastabil. Solange die Temperatur
nur hinreichend gering ist, unterbleibt eine molekulare Umordnung. Zwei amorphe Phasen von
Eis HDA (high density amorphous) und LDA (low density amorphous) sind bekannt. Wa¨hrend
erstere unter hohem Druck erzeugt werden kann und dann bei Atmospha¨rendruck eine Dichte von
1,17 gcm−3 aufweist, betra¨gt die Dichte der letztgenannten Phase nur 0,94 gcm−3 und ist damit
geringer als die der Flu¨ssigkeit. Bezu¨glich der weiteren Eigenschaften der amorphen Phasen sei
auf die Literatur verwiesen (z.B. Referenzen in [124]).
Die Einordnung der optimierten Clusterstrukturen der vorliegenden Arbeit in die Klasse kristal-
lin oder amorph ist fu¨r die globalen Minimalstrukturen wegen der geringen Zahl der in ihnen
enthaltenen Moleku¨le nicht sinnvoll. Am besten geeignet ist die Einordnung als Cluster, also als
eigensta¨ndiger Strukturklasse. Die großeren lokalen Minimalstrukturen mit bis zu 100 Moleku¨len
230
sind bezu¨glich der Struktur sicher eher geeignet, unter dem Aspekt einer kristallinen Ordnung
betrachtet zu werden oder nicht. Im Vergleich zu den weiter unten untersuchten optimierten
Eisausschnitten und deren kristalliner Bereiche ko¨nnen die optimierten Clusterstrukturen bei
gleicher Gro¨ße als amorph aufgefaßt werden.
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Triple points P θ ∆S ∆V Ref. D2O [114]
[MPa] [°C] [J mol−1 K−1] [cm3 mol−1]
0.000611657 0.010 [115] 661 Pa,
3.82°C [116]
gas liquid Ih gas→liquid −132.5 −22050
gas→Ih −154.5 −22048
liquid→Ih −22.0 1634 [117]
gas Ih XI 0 −201.0 [114] 0 MPa,
−197°C
207.5 −22.0 [118] 220 MPa,
−18.8°C
liquid Ih III liquid→Ih −14.9 2434
liquid→III −13.9 −0.839 [119]
Ih→III −14.9 −3.273
212.9 −34.7 [118] 225 MPa,
−31.0°C
Ih II III Ih→II −2.1 −3.919
Ih→III 1.0 −3.532 [119]
II→III 3.2 0.387
344.3 −24.3 [118] 347 MPa,
−21.5°C
II III V II→III 3.1 0.261
II→V 3.3 −0.721 [119]
III→V 0.1 −0.982
346.3 −17.0 [118] 348 MPa,
−14.5°C
liquid III V liquid→III −13.2 −0.434
liquid→V −13.3 −1.419 [119]
III→V 0.1 −0.985
II V VI ∼ 620 ∼ −55 [120]
625.9 0.16 [118] 629 MPa,
2.4°C
liquid V VI liquid→V −15.7 −0.949
liquid→VI −16.2 −1.649 [119]
V→VI −0.5 −0.700
VI VII VIII 2100 ∼ 5 [117] 1950 MPa,
∼ 0°C
liquid VI VII 2200 81.6 [117] 2060 MPa,
78 °C
VII VIII X 62000 −173 [121]
liquid VII X 43000 > 700 [122]
Tabelle 5.1: Thermodynamische Daten der Tripelpunkte des Wassers [113].
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Ice polymorph ρ Protons Crystal Symmetry Diel. Notes
[g·cm−3] const.
Hexagonal ice, Ih 0.92 disordered Hexagonal one C6 97.5
Cubic ice, Ic 0.92 disordered Cubic four C3
II, Ice-two 1.17 ordered Rhombohedral one C3 3.66
III, Ice-three 1.14 disordered Tetragonal one C4 117 protons may be
partially ordered
IV, Ice-four 1.27 disordered Rhombohedral one C3 metastable in
ice V phase
space
V, Ice-five 1.23 disordered Monoclinic one C2 144 protons may be
partially ordered
VI, Ice-six 1.31 disordered Tetragonal one C4 193 protons can be
partly ordered
VII, Ice-seven 1.50 disordered Cubic four C3 150 two interpene-
trating ice Ic
frameworks
VIII, Ice-eight 1.46 ordered Tetragonal one C4 4 low temperature
form of ice VII
IX, Ice-nine 1.16 ordered Tetragonal one C4 3.74 low temperature
form of ice
III, metastable
in ice II space
X, Ice-ten 2.51 symmetric Cubic four C3 symmetric
proton form
of ice VII
XI, Ice-eleven 0.92 ordered Orthorhombic three C2 low temperature
form of ice Ih
XI, Ice-eleven > 2.51 symmetric Hexagonal distorted Found in
simulations
only
XII, Ice-twelve 1.29 disordered Tetragonal one C4 metastable in
ice V phase
space
XIII, Ice-thirteen 1.23 ordered Monoclinic one C2 ordered form
of ice V phase
XIV, Ice-fourteen 1.29 mostly Orthorhombic one C4 ordered form
ordered of ice XII
phase
Tabelle 5.2: Kristalline Eismodifikationen und deren Eigenschaften [113].
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5.1.2 Andere Studien
Um die Struktur der Oberfla¨che und der darunterliegenden Schichten von Eis auf der Ebene
von Nanokristallen (20 nm) zu untersuchen, sind kombiniert experimentelle und theoretische
Arbeiten durchgefu¨hrt worden [126–128]. Der Vergleich von Experiment und großkanonischen
Monte-Carlo-Simulationen von adsorbiertem CF4 [127] belegt die Ungeordnetheit und Rauigkeit
nicht getemperter Eisnanokristalle, wa¨hrend das Tempern zu relativ glatten aber lateral weiter-
hin ungeordneten Oberfla¨chen fu¨hrt. Zusa¨tzlich ließen sich auch Aussagen u¨ber die favorisierten
Areale gewinnen, an denen die Adsorption stattfindet, die von der Ausdehnung ungeordneter
Bereiche beeinflußt wird. Das kristalline Innere eines Eisnanokristalls impliziert also nicht die
kristalline Ordnung seiner Oberfla¨che. Wa¨hrend das Innere gepra¨gt ist von einem tetraedri-
schen Wasserstoffbru¨ckennetzwerk, befinden sich an der Kristalloberfla¨che eine große Zahl von
Wasserstoff- und Sauerstoffatomen mit ungesa¨ttigter Wasserstoffbru¨ckenbindungskoordination.
Experimentell erzeugte Eisnanokristalle sind stabil unterhalb von 110 K. Eine laterale Unord-
nung der Oberfla¨che wird von Eisnanokristallen bevorzugt, deren Oberfla¨che infolge von Tem-
pern bei einer Temperatur von 140 − 150K relaxiert ist. Um die Unordnung der Oberfla¨che
von Eisnanokristallen und der unmittelbar darunterliegenden Schichten gezielt zu beeinflussen,
kann der Einfluß adsorbierter Moleku¨le wie z.B. H2S ausgenutzt werden, die sich als Donator
oder Akzeptor direkt an die oberfla¨chlichen Wasserstoff- und Sauerstoffatome mit ungesa¨ttigter
Wasserstoffbru¨ckenbindungskoordination binden ko¨nnen. Zur Untersuchung der Spektren der
Oberfla¨che und der darunterliegenden Region wurden von Delzeit et al. Kristalle aus Eis Ic von
etwa 20 nm Durchmesser pra¨pariert [126]. Die adsorbierten Moleku¨le bewirken eine versta¨rkte
Ordnung der Eisoberfla¨che, die wiederum auch die Regionen unterhalb der Oberfla¨che beeinflußt
und dort eine erho¨hte Ordnung induziert. Der Vergleich der Spektren der Eisnanokristalle ohne
und mit Adsorbat fu¨hrt auf den Schluß, daß die Oberfla¨che von Eis einen hohen Grad an Un-
ordnung aufweist. Adsorbate nanokristalliner Eisoberfla¨chen ko¨nnen in drei Klassen eingeteilt
werden entsprechend ihrem Einfluß auf verschiedene Regionen des Kristalls: Schwache Adsor-
bate, die, wie CF4, H2 und N2 lediglich die Oberfla¨che beeinflussen, starke, wie HCN, SO2 und
H2S, die die Unordnung der Eisoberfla¨che verringern und dabei auch die Ordnung der Region
unterhalb der Oberfla¨che erho¨hen sowie solche von durchdringender Sta¨rke, wie NH3, die den
Nanokristall vollsta¨ndig in ein Hydrat (NH3· H2O) umwandeln [128]. Aus den experimentellen
spektroskopischen Ergebnissen und den Simulationen kann der Aufbau von Eisnanokristallen ge-
folgert werden. Außen befindet sich einer nichtperiodische Doppelschicht von Wassermoleku¨len.
Darunter schließt sich eine Region an, in der sich die Unordnung in Richtung auf den inneren kri-
stallinen Kern abschwa¨cht. Die Schichtdicke von zwei Doppellagen basiert auf der Untersuchung
der (111) Ebene von Eis-Ic-Nanokristallen. Alle drei Regionen weisen ein charakteristisches vi-
bronisches Spektrum auf. Mit den drei verschiedenen Klassen von Adsorbaten ko¨nnen die drei
Regionen des Kristalls in ihrer ra¨umlichen Ausdehnung beeinflußt werden, so daß anhand der
A¨nderung der Spektren Aussagen u¨ber die Dicke der Bereiche mo¨glich werden.
Eine Untersuchung noch kleinerer Eisnanokristalle erreicht die Gro¨ßenregion von 2 bis ∼ 16 nm,
d.h. Cluster von ∼ 200 bis ∼ 64000 Wassermoleku¨len [129]. Die Interpretation der experimentel-
len und simulierten Infrarotspektren la¨ßt dort Cluster in einer Gro¨ße von ∼ 500 Moleku¨len als
aus einem kristallinen Kern umgeben von einer verzerrten Schale und einer ungeordneten Ober-
fla¨che erkennen. Kleinere Cluster mit < 200 Wassermoleku¨len bestehen nur aus einem amorphen
Kern umgeben von einer ungeordneten Oberfla¨che.
Mit einer Reihe von Arbeiten, die sich der strukturellen Untersuchung von Clustern bis zu etwa
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20 Moleku¨len widmen (vgl. Kap. 2), sowie denen, die sich mit Eisnanokristallen bestehend aus
herunter bis n ≃ 200 Moleku¨len befassen, kann die vorliegende Arbeit genau fu¨r den Bereich
dazwischen Ergebnisse liefern. Damit ist genau jenes Gro¨ßenregime betroffen, innerhalb dessen
der U¨bergang von Clusterstrukturen zu Eisnanokristallen erfolgen muß. Zu erwarten sind dabei
Strukturen, die von innen nach außen kristalline sowie amorphe Regionen und einen U¨bergangs-
bereich zur Oberfla¨che beinhalten.
5.2 Optimierte Cluster und Eisausschnitte
5.2.1 Pra¨paration der Eisausschnitte
Unter Verwendung der Software Diamond [130] wurde ein spha¨risches Volumen gewa¨hlt, das
mit Eis der entsprechende Modifikation ausgefu¨llt wurde. Es entstand eine Megakugel, die etwas
mehr als 1000 Wassermoleku¨le enthielt. Sodann konnten die in diesem Volumen enthaltenen
Moleku¨le nach ihrem Abstand vom Massenmittelpunkt aller im Volumen enthaltenen Moleku¨le
sortiert werden. Sukzessive wurden dann spha¨rische Ausschnitte jeweils bestehend aus den er-
sten (n = 4, . . . , 150) Moleku¨len generiert. Die Auswahl spha¨rischer Ausschnitte geschah hier,
da eine Kugel das kleinste Verha¨ltnis zwischen Oberfla¨che und Volumen aufweist. Auch wenn in
[131] bis zu einer Gro¨ße von n ≃ 1000 abgeplattete Konfigurationen in Form einer Doppelschicht
im Vergleich zu einer Kugelgestalt als energetisch bevorzugt eingestuft werden, kommen spha¨ri-
sche Ausschnitte der Gestalt der optimierten Clusterstrukturen na¨her, und ihre Energie stellt
dann eine obere Schranke dar. Anschließend erfolgte die Behandlung der Eisausschnitte in zwei
Schritten. Zuna¨chst wurden die Ausschnitte einer reinen globalen Optimierung der Orientierung
der Moleku¨le unterworfen, die Positionen der Sauerstoffatome sind dabei festgehalten worden.
Die so vorbereiteten Strukturen dienten dann sowohl als Ausgangspunkt fu¨r eine einzelne lokale
Optimierung, die neben der Orientierung der Moleku¨le auch deren Position beeinflußt, als auch
als Startstrukturen fu¨r Optimierungsla¨ufe mit dem PHENIX-Algorithmus.
Zu 12 Eismodifikationen (Ic [132], Ih [102], II [133],III [134], IV [135], V [136], VI, VII, VIII
[137], IX [138], XI [139] und XII [140]) haben Strukturdaten aus Neutronenstreuexperimenten
bzw., Ro¨ntgenstrukturanalysen vorgelegen. Nach verschiedenen Kriterien sind drei Modifikatio-
nen ausgewa¨hlt worden: Einerseits hexagonales Eis Ih als Modifikation, die unter menschen-
freundlichen Druck- und Temperaturbedingungen existiert. Andererseits kubisches Eis Ic als
metastabile Modifikation, die bei vergleichbaren Drucken wie Eis Ic aber geringerer Temperatur
existiert. In beiden Modifikationen sind die Protonen, d.h. die Kerne der der Wasserstoffato-
me ungeordnet. Wie schon weiter oben in Kap. 4.1 an verschiedenen Beispielen zu sehen war,
existieren zu einem gegebenen Sauerstoffgeru¨st eine Vielzahl von Orientierungsisomeren. Ent-
sprechendes gilt fu¨r einige Eismodifikationen. Solange die Anordnung den Ice-Rules [82] genu¨gt,
sind durchaus eine Vielzahl verschiedener Wasserstoffbru¨ckennetzwerke mo¨glich [125]. Schließlich
wurde noch als ausgesprochene Hochdruckmodifikation Eis VI gewa¨hlt, dessen Protonen teilwei-
se geordnet sein ko¨nnen. Daten der Kristallstrukturen stammen nach Maßgabe von [102; 132]
und [137] aus der Inorganic Crystal Structure Database (ICSD) [141]. Die Einschra¨nkung auf
solche Modifikationen mit ungeordneten Protonen sollte dem angewandten Verfahren der Ori-
entierungsoptimierung Rechnung tragen, denn sie stellt nicht sicher, daß eine gegebenenfalls
bezu¨glich der Protonen geordnete Konfiguration tatsa¨chlich erreicht wird.
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5.2.2 Vergleich zwischen Eis und optimierten Clusterstrukturen
Nach einer globalen Orientierungsoptimierung bleibt das Sauerstoffgeru¨st und somit die Kri-
stallstruktur erhalten. Fu¨r die Eisausschnitte bedeutet dieses Szenario den geringstmo¨glichen
Grad an Optimierung. Weiter oben (2.1.5, S. 94) war eine Extrapolation der Energie pro Mo-
leku¨l als Funktion der Clustergro¨ße auf den Kontinuumszustand hin unternommen worden. Eine
entsprechende Darstellung der Clusterresultate zusammen mit den Ergebnissen der global ori-
entierungsoptimierten Eisausschnitte in Abb. 5.2 zeigt die letzteren als energetisch grundsa¨tzlich
schlechter als die optimierten Cluster derselben Gro¨ße. Zwei Ursachen dafu¨r sind plausibel: Die
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Abbildung 5.2: Energie pro Moleku¨l als Funktion der Gro¨ße des Clusters/Eisausschnittes fu¨r
Cluster und global orientierungsoptimierte spha¨rische Eisausschnitte
kristalline Struktur selbst stellt ein ungu¨nstiges lokales Minimum dar. Damit wa¨ren die drei Eis-
modifikationen jedoch als instabil einzustufen im Widerspruch zur Stabilita¨t der hexagonalen
Modifikation Ih. Weiterhin sind die vorliegenden Eisausschnitte mit ihren ho¨chstens 150 Wasser-
moleku¨len relativ klein, sodaß der Anteil der oberfla¨chlich gelegenen Moleku¨le in Relation zu den
im Volumen befindlichen ein U¨bergewicht besitzt. Erlaubt man vermittels lokaler Optimierung
im Anschluß an die globale Orientierungsoptimierung auch eine Vera¨nderung des Sauerstoff-
geru¨stes, d.h. ein Abweichen von der Kristallstruktur der jeweiligen Eismodifikation, kann dies
einen vollsta¨ndigen oder partiellen Verlust der Eisstruktur nach sich ziehen. Nach einer lokalen
Optimierung zeigt die Auftragung gema¨ß Abb. 5.3 links eine im Vergleich zur Situation der le-
diglich global orientierungsoptimierten Eisausschnitte (Abb. 5.2) eine dramatische Verbesserung
der Ergebnisse. Eine Auftragung derselben Resultate u¨ber die inverse Kubikwurzel der Gro¨ße
der Eisausschnitte (Abb. 5.3 rechts) erlaubt u¨ber die Berechnung einer Ausgleichsgeraden die
Extrapolation der Energie pro Moleku¨l im unendlich ausgedehnten Eiskristall. Eine lineare An-
passung ergibt zu den drei vorgelegten Eismodifikationen Ausgleichsgeraden, die den folgenden
Gleichungen genu¨gen (in kJ/mol):
f(x) := 52, 2399 · x− 60, 8478 Eis Ic
f(x) := 52, 6499 · x− 60, 9179 Eis Ih
f(x) := 47, 1965 · x− 58, 7199 Eis VI
Sowohl fu¨r Eis Ih mit −60, 920 kJ/mol bzw. Eis Ic mit −60, 848 kJ/mol stimmen diese Resultate
in der Gro¨ßenordnung mit denen aus [67] stammenden von −56, 3 kJ/mol bzw. −56, 6 kJ/mol
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Abbildung 5.3: Energie pro Moleku¨l als Funktion der Gro¨ße des Clusters/Eisausschnittes fu¨r Clu-
ster und nach der globalen Orientierungsoptimierung lokal optimierte spha¨rische Eisausschnitte.
Links Auftragung der Energie u¨ber n, rechts u¨ber n−1/3.
u¨berein. Im Vergleich mit den Extrapolationen der Clusterresultate weiter oben (2.1.5, S. 95) ist
das Gro¨ßenintervall, auf welches sich die Extrapolation stu¨tzt, hier deutlich gro¨ßer, weshalb die
Resultate na¨her an denen aus [67] liegen. Andererseits ist davon auszugehen, daß zur Verringe-
rung der verbleibenden Differenz noch weit gro¨ßere Eisausschnitte zu beru¨cksichtigen sind.
U¨berdies zeigt sich eine Anna¨herung der Energie pro Moleku¨l zwischen den optimierten Cluster-
strukturen und den Ausschnitten aus Eis Ic und Eis Ih um etwa n = 60 herum sowie jenseits
von n = 90 (Abb. 5.3 links). Fu¨r Eis VI befindet sich die Energie pro Moleku¨l zwischen etwa
n = 70 bis n = 150 sowohl oberhalb der der optimierten Cluster als auch der beiden anderen Eis-
modifikationen. Daraus folgt, daß mindestens ab etwa 90 Moleku¨len ausgehend von spha¨rischen
Ausschnitten von Eis Ic und Eis Ih stabile lokale Minima des TTM2-F-Potentials zu erreichen
sind.
Genaugenommen sind die Resultate fu¨r die optimierten Cluster hier als obere Schranken einzu-
stufen. Schon oberhalb von n = 34 Moleku¨len stellen die Ergebnisse lediglich lokale Minima dar.
Wegen des mit der Clustergro¨ße stark ansteigenden Rechenaufwandes konnte bei gro¨ßeren Clu-
stern entsprechend weniger Rechenzeit eingesetzt werden. Mithin ist die Annahme realistisch,
weiterreichende Rechnungen ko¨nnten die Energie pro Moleku¨l in den Clusterstrukturen weiter
absenken.
In Anlehnung der Resultate nach Kazimirski und Buch [142] ist nun zu kla¨ren, ob dies auch mit
einem vollsta¨ndigen oder partiellen Erhalt des Kristallgitters einhergeht. In deren Studie wur-
den Ausschnitte aus Eis Ih mit 48, 123 und 293 Wassermoleku¨len pra¨pariert und einem dreitei-
ligen Optimierungsschema unterworfen. Erstens Molekulardynamik-Simulation zum Auffinden
einer Anzahl von Minimalstrukturen geringer Energie. Im Anschluß werden diese mittels eines
Monte-Carlo-Prozesses orientierungsoptimiert. Schließlich wurde eine RBDMC-Optimierung (ri-
gid body diffusion Monte Carlo) angewandt, um die Resultate noch weiter zu optimieren. Alle
Optimierungsschritte basierten auf der Anwendung des TIP4P-Potentials, wa¨hrend die Energien
ausgewa¨hlter Minima basierend auf dem TTM2-R-Potential nachberechnet worden sind. Ging
im Verlauf des Optimierungsprozesses die kristalline Ordnung der beiden kleineren Ausschnitte
mit 48 und 123 Moleku¨len verloren, verblieb ein kristalliner Kern mit etwa 9 A˚ Durchmesser
im Ausschnitt mit 293 Moleku¨len. Eine statistische Auswertung der Anzahl der Wassermoleku¨le
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als Funktion der Koordinationszahl belegt mehrere fu¨nffach koordinierte Moleku¨le in den opti-
mierten Ausschnitten aus 123 und 293 Moleku¨len. Dieses Ergebnis gemeinsam mit der Energie
pro Moleku¨l (Abb. 5.3) geben Anlaß dazu, den Gro¨ßenbereich um n = 123 Moleku¨le herum
systematisch auf den Verbleib kristalliner Strukturen unter Anwendung einer Optimierung zu
untersuchen und so die Lu¨cke zwischen kleinen Clustern und dem Bereich von mehr als 200
Moleku¨len zu studieren.
5.2.3 Eisartefakte
Das Auftreten Magischer Zahlen unter den globalen Minimalstrukturen war nach Auswertung
der Stabilita¨tsfunktion (2.16, S. 97) fu¨r den dort abgedeckten Gro¨ßenbereich nicht ohne berech-
tigte Zweifel. Hinsichtlich gro¨ßerer Wassercluster ist diese Frage hier noch offen, doch im Zu-
sammenhang mit den global orientierungsoptimierten und anschließend lokal optimierten Eis-
ausschnitten kann eine a¨hnliche Frage formuliert werden. Gemeint ist die mo¨gliche Abha¨ngigkeit
der Gro¨ße eines nach der Optimierungsprozedur verbleibenden Eisartefakts von der Gro¨ße des
urspru¨nglichen spha¨rischen Eisausschnittes.
Im Anschluß an die Optimierungsla¨ufe wurden die resultierenden Strukturen mit der initialen
Anordnung des Eisausschnittes derselben Modifikation und Gro¨ße mit Hilfe der Superpositions-
routine des TINKER-Programmpaketes verglichen. Wie bereits weiter oben beschrieben (2.1.7,
S. 106), werden zwei Strukturen zur Superposition gebracht, indem die Moleku¨le in der Reihen-
folge ihres Auftretens in der Datei mit den Koordinaten miteinander verglichen werden. Da das
Optimierungsverfahren die Reihenfolge der Moleku¨le eines Clusters nicht beru¨cksichtigt, und
nicht alle Permutationen der Moleku¨le systematisch durchprobiert werden ko¨nnen, waren dort
die Moleku¨le zuvor von Hand in eine passende Reihenfolge gebracht worden. Wegen der im
Vergleich dazu nun deutlich gro¨ßeren Anzahl an Moleku¨len ist auch dieses Verfahren hier nicht
mehr anwendbar. Dennoch lassen sich Aussagen daru¨ber gewinnen, ob bei gegebener Gro¨ße der
Eisausschnitte nach der Optimierung ein kristalliner Kern verbleibt und wenn ja, wie groß er ist.
Hier geht es in erster Linie um den qualitativen Aspekt, na¨mlich die Frage nach der Existenz
solcher eisartigen Artefakte. An zweiter Stelle kommt erst die Frage nach der Gro¨ße.
Bei der Pra¨paration der spha¨rischen Eisausschnitte waren die Moleku¨le aus einer Megakugel mit
mehr als 1000 Moleku¨len herausgeschnitten worden, indem sie nach ihrem Abstand vom Massen-
mittelpunkt der Megakugel sortiert und in dieser Reihenfolge dann soviele Moleku¨le verwendet
wurden, wie es der gewu¨nschte Ausschnitt erforderte. Moleku¨le mit kleiner laufender Nummer
befinden sich somit eher im Zentrum des Ausschnittes. Zusammen mit der Beobachtung, daß die
Oberfla¨che der Wassercluster durch die lokalen Optimierungen anschaulich gesprochen glatter
wird, sodaß kantenu¨berbru¨ckende DA-Moleku¨le oder auch Einstu¨lpungen der Clusteroberfla¨che
nicht zu beobachten sind, je besser die Energie des jeweiligen Clusters ist, kann davon ausgegan-
gen werden, daß lokale Optimierungen eher eine Vera¨nderung der Positionen und Orientierungen
der Oberfla¨chenmoleku¨le hervorrufen. Diese stehen in den Dateien mit den Koordinaten ohnehin
am Ende. Daher sollte sich die Superposition der optimierten Eisausschnitte mit ihren initialen
Versionen an den inneren d.h. an vorderer Position in der Datei befindlichen Moleku¨le orien-
tieren. Damit ist etwas realisiert, daß man als voreingenommenen Vergleich bezeichnen kann.
Die so bestimmten Eisartefakte stellen mit ihrer jeweiligen Gro¨ße eine untere Schranke fu¨r die
tatsa¨chliche Gro¨ße dar.
Es ist zu erwarten, daß einerseits die Gro¨ße der so zu identifizierenden Eisartefakte mit der Gro¨ße
der urspru¨nglichen spha¨rischen Eisausschnitte anwa¨chst. Andererseits sollte auch eine Erho¨hung
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der Toleranzschwelle mehr Moleku¨le als an einer Position wie im korrespondierenden Eiskristall
befindlich einstufen. Der typische OO-Abstand innerhalb der Wassercluster betra¨gt etwa 2,7 A˚.
Verglichen wurden die Sauerstoffgeru¨ste der Eisausschnitte vor und nach der Optimierungspro-
zedur. Als konservativer Wert sind 0,27 A˚ entsprechend 10% des typischen OO-Abstandes von
2,7 A˚ zugrundegelegt worden. Ein Moleku¨l der optimierten Struktur an bestimmter Stelle in der
Koordinatendatei ist danach als an einem Gitterplatz angenommen, wenn innerhalb eines Ra-
dius von 0,27 A˚ das Moleku¨l der Referenzstruktur an derselben Stelle in der Koordinatendatei
aufzufinden ist. Mit einem gro¨ßeren Wert von 0,45 A˚ war die Abha¨ngigkeit des vorangenannten
Kriteriums von der Toleranzschwelle zu pru¨fen.
Unabha¨ngig von der Eismodifikation liefert ein gro¨ßerer Toleranzwert mehr Moleku¨le als an
Pla¨tzen der jeweiligen Gitterstruktur gelegen. Auffa¨llig sind die Schwankungen, der diese An-
zahl mit der Clustergro¨ße unterliegen. Bei der Beschra¨nkung auf die konservative Scha¨tzung
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Abbildung 5.4: Gro¨ße des Eisartefaktes als Funktion des urspru¨nglichen spha¨rischen Ausschnittes
von Eis Ic.
schwankt die Gro¨ße des Eisartefaktes in den spha¨rischen Ausschnitten aus Eis Ic (Abb. 5.4)
zwischen 0 und 11 Moleku¨len bis zu einer Gro¨ße des Eisausschnitts von 74 Moleku¨len. Dann
treten bei n = 74 und 78 zwei Maxima mit jeweils 14 Artefaktmoleku¨len auf. Daran schließt
sich bis n = 102 ein Bereich an, in dem die Anzahl der Artefaktmoleku¨le zwischen 0 und 13
schwankt. Zwei Maxima unterbrechen dies mit 17 Moleku¨len bei n = 92 sowie 18 Moleku¨len
bei n = 93. Auffallend ist das Maximum bei n = 123 mit 35 Artefaktmoleku¨len eingebettet in
einen Bereich, in dem die Anzahl der Artefaktmoleku¨le sonst zwischen 2 und 22 bewegt. Der
schon jenseits von n = 93 zu beobachtende Trend zu im Mittel gro¨ßeren Artefakten setzt sich
jenseits von 123 fort. Dazwischen fallen besonders hohe Maxima mit 31 Moleku¨len (n = 138),
33 Moleku¨len (n = 143), 41 Moleku¨len (n = 143), 50 Moleku¨len (n = 147) sowie 45 Moleku¨len
(n = 148) auf. Unter Beru¨cksichtigung derselben Toleranzdistanz ergeben sich in der Auftragung
der Artefaktmoleku¨le als Funktion der Clustergro¨ße fu¨r Eis Ih durchaus Maxima bei anderen
Gro¨ßen der Eisausschnitte (Abb. 5.5). Bis zu einer Gro¨ße des Eisartefaktes von 15 bei n = 73
bewegt sich die Gro¨ßen der Eisartefakte zwischen 0 und 11 Moleku¨len. Dazwischen gibt es noch
bei n = 51 ein Maximum mit 14 Moleku¨len. Anschließend finden sich Eisartefakte zwischen 4
und 14 Moleku¨len Gro¨ße bis bei n = 86 wieder ein ho¨heres Maximum mit 20 Moleku¨len auf-
tritt. Artefaktgro¨ßen von 2 bis 18 Moleku¨len sind zwischen n = 86 und n = 127 zu finden.
Mit 127 Moleku¨len gibt es ein deutlich gro¨ßeres Eisartefakt bei einer Gro¨ße des Eisausschnitts
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Abbildung 5.5: Gro¨ße des Eisartefaktes als Funktion des urspru¨nglichen spha¨rischen Ausschnittes
von Eis Ih.
von n = 127. Ein Eisartefakt von 31 Moleku¨len bei n = 145 schließt ein Gro¨ßenintervall ab,
in dem die Eisartefakte von 3 bis 20 Moleku¨len aufweisen. Jenseits von Eisausschnitten mit
n = 150 treten weitere Maxima der Artefaktgro¨ße auf. Da die Daten fu¨r Eis Ic nicht so weit
reichen, soll von der weiteren Erwa¨hnung derselben abgesehen werden. Es ist zu konstatieren,
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Abbildung 5.6: Gro¨ße des Eisartefaktes als Funktion des urspru¨nglichen spha¨rischen Ausschnittes
von Eis Ic sowie dieselben Daten versehen mit einem gleitenden Durchschnitt.
daß einerseits bestimmte Gro¨ßen der spha¨rischen Eisausschnitte nach einer globalen Orientie-
rungsoptimierung gefolgt von einer einzelnen lokalen Optimierung bevorzugt eisartige Bereiche
behalten, sowie andererseits die Gro¨ßen, bei denen dies zu beobachten ist, von der zugrundelie-
genden Eismodifikation abha¨ngen. Das Herausschneiden einer Spha¨re aus den Kritallgittern der
verschiedenen Eismodifikationen fu¨hrt unausweichlich dazu, daß die Oberfla¨che der Ausschnit-
te in Abha¨ngigkeit von ihrer Gro¨ße mehr oder weniger uneben ist. Dies ist in dem Maße der
Fall, wieviele Moleku¨le einer Gitterebene noch innerhalb der Kugel liegen und sollte sich daher
in Stufen bemerkbar machen. Dieser Effekt schwa¨cht sich mit gro¨ßer werdenden Ausschnitten
ab, denn im Verha¨ltnis zum Volumen befinden sich dort weniger Moleku¨le an der Oberfla¨che
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der Spha¨re. Bei den hier untersuchten Ausschnitten mit bis zu 150 Wassermoleku¨len ist davon
auszugehen, daß sich dieser Effekt noch sichtbar auswirkt. Sofern die Optimierungsprozedur nur
zu geringen Umordnungen innenliegender Moleku¨le fu¨hrt und sich die Relaxation der Eisaus-
schnitte hauptsa¨chlich an der Oberfla¨che abspielt, kann es zu vereinzelten auffallenden Maxima
und Minima in der Anzahl der Moleku¨len auf Gitterpla¨tzen kommen. Da der Mittelpunkt der
Megakugel an einer beliebigen Position des Gitters gesetzt worden ist, sind mit seiner Wahl an
einer anderen Position Ausschnitte derselben Gro¨ße n aber anderer Ausnutzung des Kugelvo-
lumens mo¨glich. Das wiederum kann die zuvor besprochenen Maxima und Minima bei anderen
Gro¨ßen der Eisausschnitte bei identischer Eismodifikation bewirken. Um dies zu beru¨cksichtigen
ist in Abb. 5.6 die Gro¨ße des Eisartefaktes als Funktion der Gro¨ße des Eisausschnittes mit einem
gleitenden Durchschnitt u¨ber fu¨nf benachbarte Ausschnittgro¨ßen versehen. Nun sind breite Ma-
xima zu erkennen, was weiterhin den Schluß zula¨ßt, in spha¨rischen Eisausschnitten Eisartefakte
vorzufinden, deren Gro¨ße nicht monoton mit der Gro¨ße der Eisausschnitte wa¨chst.
5.2.4 Optimierte Eisausschnitte und Cluster
Basierend auf dem Verhalten der Energie pro Moleku¨l als Funktion der Cluster-/Eisausschnitts-
gro¨ße sind mit der asynchronen Variante des PHENIX-Algorithmus (1.2) Optimierungsla¨ufe
mit global orientierungsoptimierten spha¨rischen Ausschnitten der Eismodifikationen Ic und Ih
durchgefu¨hrt worden (Abb. 5.7). Die Gro¨ße der jeweiligen Eisausschnitte wurde beginnend mit
50 Moleku¨len in Zehnerschritten auf bis zu 130 Moleku¨len gesteigert. Zusa¨tzlich gab es noch
Optimierungsla¨ufe mit 115 Moleku¨len. Als initiale Population wurden jeweils 80 identische Eis-
ausschnitte vorgegeben. Dies war notwendig, um einerseits die Stabilita¨t kristalliner Strukturen
gegenu¨ber den in PHENIX angewandten genetischen Operatoren zu testen und andererseits zu
vermeiden, daß nichtkristalline zufa¨llig erzeugte Cluster die Eisstruktur gegebenenfalls fru¨hzeitig
zersto¨ren.
Abbildung 5.7: Spha¨rische Eisausschnitte nach globaler Orientierungsoptimierung. Links: 90
Moleku¨le Eis Ic, rechts 90 Moleku¨le Eis Ih.
Bemerkungen zur Vergleichbarkeit
Entsprechend dem Zeitverhalten der einzelnen lokalen Optimierungen mit wachsender Cluster-
gro¨ße (1.27, S. 50) ist die Anzahl der erreichten Iterationen bei gro¨ßeren Clustern geringer. Al-
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n Eis Ic Eis Ih Cluster
gesamt relevant gesamt relevant gesamt relevant
50 14000 7972 7000 530 5000 5000
60 10000 8756 9000 8367 5000 5000
70 6000 776 6000 542 5000 5000
80 3000 522 4000 522 5000 3250
90 8000 1878 4000 425 1750 1250
100 5000 560 3000 2547 1250 1250
110 3000 516 3000 908 - -
115 4500 461 7500 2937 - -
120 2033 1825 3000 570 - -
130 3000 572 2050 550 - -
Tabelle 5.3: Anzahl der Iterationen bei der Optimierung von Eisausschnitten und Clustern.
lerdings zeigt der jeweilige evolutiona¨re Fortschritt, d.h. die Energie des besten Clusters als
Funktion der Iteration, daß oftmals die am Ende des Optimierungslaufes vorliegende Energie
bereits vor der 1000. Iteration erreicht werden konnte (Tab. 5.3), weshalb die Iterationen bis
zu diesem Ereignis als relevant bezeichnet werden sollen. Als Vergleich zu den Eisausschnitten
stehen Resultate der Optimierungsla¨ufe mit zu Beginn zufa¨llig erzeugten Clustern in den zu den
Eisausschnitten korrespondierenden Gro¨ßen bis n = 100 zur Verfu¨gung. Alle jene Ergebnisse
entstammen Optimierungsla¨ufen mit dem generationsbasierten PHENIX-Algorithmus. Im Zuge
der besseren Vergleichbarkeit des evolutiona¨ren Fortschrittes wurde nach der Gro¨ße der Popu-
lation und der Generationenzahl eine Umrechnung auf Iterationen durchgefu¨hrt. Es zeigt sich,
daß hier stets mehr als 1000 Iterationen no¨tig waren, um die vorliegenden Minima zu erreichen.
Auf der Grundlage der Anzahl von Iterationen, die sowohl fu¨r die Eisausschnitte als auch die
Clusterstrukturen beno¨tigt wurden, um zu den Minima zu gelangen, ergibt sich kein signifikanter
Vorteil der einen Gruppe von Optimierungsla¨ufen vor der anderen.
Zwischen den mit Hilfe des PHENIX-Algorithmus optimierten Eisausschnitten (Tab. 5.4) beste-
hen bei identischer Gro¨ße durchaus deutliche Differenzen in der Energie von bis zu mehr als
61 kJ/mol (n = 110). Nur bei n = 50 und n = 120 ist die Energie des optimierten Ausschnittes
aus Eis Ic kleiner als die des gleichgroßen aus Eis Ih. Grundsa¨tzlich kleiner ist die Energie eines
jeweiligen Eisausschnittes einer Gro¨ße n nach der Optimierung mit dem PHENIX-Algorithmus
als nach einer globalen Orientierungsoptimierung mit einmaliger anschließender lokaler Opti-
mierung. Inwiefern ein etwa vorhandenes Eisartefakt in seiner Anzahl an Moleku¨len durch die
unterschiedlichen Optimierungsstrategien beeinflußt wird, wird weiter unten (5.2.5) untersucht.
Zusammen mit dem u¨ber die Gleichwertigkeit der Optimierungsla¨ufe Gesagten findet sich in
Tab. 5.4 noch ein bemerkenswerter Gegensatz. Von n = 50 bis zu n = 80 sind die optimierten
Eisstrukturen in ihrer Energie niedriger als die Clusterstruktur derselben Gro¨ße. Fu¨r n = 90
und n = 100 kehrt sich dieses Verha¨ltnis um. Speziell bei den Optimierungsla¨ufen mit Clustern
der Gro¨ßen n = 90 und 100 ist die Gesamtanzahl der Iterationen kleiner als die bei gleichgroßen
Eisausschnitten. Es ist somit in Betracht zu ziehen, daß eine Fortsetzung der Optimierung der
besagten Cluster deren Energie noch verbessern kann. Die Aussage u¨ber die energetische Lage
der optimierten Eisausschnitte und Cluster bleibt somit noch mit einer gewissen Unsicherheit
behaftet. Das bedeutet fu¨r die globale Optimierung gro¨ßerer Cluster, entsprechende Optimie-
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Eis Ic Eis Ih Cluster
PHENIX lokal optimiert PHENIX lokal optimiert PHENIX
n [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol]
50 −2412, 266 −2327, 674 −2394, 526 −2350.539 −2426, 851
60 −2906, 378 −2852, 041 −2911, 286 −2890.043 −2947, 600
70 −3422, 629 −3363, 435 −3434, 962 −3376.353 −3467, 055
80 −3946.977 −3921.540 −3980, 512 −3924.956 −3992, 487
90 −4473, 683 −4430, 855 −4518, 523 −4447.584 −4449, 078
100 −5023, 954 −4967, 466 −5063, 070 −4934.055 −5008, 720
110 −5559, 064 −5515, 986 −5620, 499 −5494.533 −
115 −5825, 313 −5776, 790 −5875, 451 −5708.904 −
120 −6124, 890 −6037, 070 −6083, 069 −5960.439 −
130 −6605, 564 −6513, 876 −6652, 876 −6483.223 −
Tabelle 5.4: TTM2-F-Energie optimierter spha¨rischer Ausschnitte aus Eis Ic, Eis Ih und Clu-
sterresultate.
rungsla¨ufe nicht allein mit zufa¨llig erzeugten Clustern zu starten, sondern zur Anfangspopulation
wenigstens etwas Eis beizumischen. Andererseits ist es auch als Besta¨tigung des Schlusses, der
aus Abb. 5.3 zu ziehen war, einzustufen. Im Bereich zwischen 90 und 100 Moleku¨len war dort
die Energie pro Moleku¨l sehr a¨hnlich bei den Clustern und den Eismodifikationen Ic sowie Ih.
Cluster
Die lokalen Minimalstrukturen entsprechend den Abb. 5.8 und 5.9 sind durchweg von unre-
gelma¨ßiger Gestalt. Alle sind vom Prinzip her Ka¨figstrukturen mit mehreren inneren Moleku¨len.
Von n = 50 bis n = 100 wa¨chst die Anzahl der inneren Moleku¨le von 5 auf 10, allerdings nicht
monoton, sondern mit einem Ru¨ckgang auf lediglich 4 innerhalb des 90mers.
Optimierte Eisausschnitte
Bereits eine einzelne lokale Optimierung vera¨ndert die lediglich global orientierungsoptimierten
Eisausschnitte (Abb. 5.7). Nach der Optimierungsprozedur durch den PHENIX-Algorithmus ist
die Gestalt der Eisausschnitte gleichermaßen vera¨ndert. Mitunter ist von der urspru¨nglichen
kristallinen Struktur bereits mit bloßem Auge nichts mehr zu erkennen. Exemplarisch seien
die Ergebnisse anhand der ausgesuchten Gro¨ßen n = 50, 60 und 70 fu¨r beide Eismodifikationen
illustriert (Abb. 5.10 und 5.11). Zwanglos ersichtlich ist, daß die Eisausschnitte mit 50 und 60
Moleku¨len unabha¨ngig von der Modifikation keinen kristallinen Bereich mehr aufweisen. Denkbar
ist, daß zuna¨chst als Folge der lokalen Optimierungen die Oberfla¨che relaxiert. Die Anzahl der
inneren, davon nicht direkt betroffenen Moleku¨le und damit der kristalline Bereich ist sehr klein.
Unter Ru¨ckbesinnung auf die Funktionsweise des Crossover-Operators (1.2.1, S. 19) liegt es nahe,
daß er in einem anschließenden Schritt das kristalline Artefakt so stark sto¨rt, daß die folgende
lokale Optimierung den Rest ebenfalls in eine amorphe Struktur u¨berfu¨hrt, die dann tatsa¨chlich
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n = 50 n = 60 n = 70
5 innere Moleku¨le 7 innere Moleku¨le 8 innere Moleku¨le
−2426, 851 kJ/mol −2947, 600 kJ/mol −3467, 055 kJ/mol
Abbildung 5.8: Lokale TTM2-F-Minima fu¨r (H2O)n, n = 50, 60, 70.
eine geringere Energie aufweist als ein kristallines Artefakt umgeben von einer relaxierten Hu¨lle.
Eine deutliche A¨nderung tritt mit n = 70 auf. Beide Modifikationen lassen definierte kristalline
Bereiche erkennen. Am deutlichsten ist dies durch die hexagonalen Ringe des Eises Ih zu sehen
(Abb. 5.11). Da diese Ansicht von der subjektiven Einstellung des Betrachters beeintra¨chtigt ist,
soll im folgenden die Gro¨ße der Eisartefakte auf der Basis eines Abstandskriteriums bestimmt
werden.
5.2.5 Gro¨ße der Eisartefakte
Die Anzahl der Wassermoleku¨le, die nach der Optimierung an Positionen des Kristallgitters
anzutreffen ist, war bereits in 5.2.3 als abha¨ngig von der Toleranzschwelle zu sehen. Hier inter-
essiert noch insbesondere, ob die Ordnung im Inneren des Ausschnittes gro¨ßer ist als an dessen
Peripherie. Dies entspricht einem kristallinen Kern mit verzerrter Oberfla¨che, wie es die in 5.1.2
besprochenen Arbeiten ergeben. Daher sind als Toleranzschwellen die Werte 0,27 A˚, 0,54 A˚ und
0,81 A˚ gewa¨hlt worden.
Die Abfolge der Abbildungen 5.7 ,5.10, 5.11, 5.12 und 5.13 zeigt die einzelnen Stufen vom pra¨pa-
rierten spha¨rischen Eisausschnitt u¨ber die mit dem PHENIX-Algorithmus optimierten Struktu-
ren bis hin zu den kristallinen Artefakten.
Artefakte aus kubischem Eis (Eis Ic)
Die Anzahl der Moleku¨le an Pla¨tzen der Gitterstruktur wa¨chst mit der Gro¨ße des Eisausschnit-
tes (Tab. 5.5). Unabha¨ngig von der maximal tolerierten Abweichung finden sich bei den mit dem
PHENIX-Algorithmus optimierten Eisausschnitten mit 50 und 60 Moleku¨len keine Eisartefakte.
Erwartungsgema¨ß werden auch bei fester Gro¨ße mehr Moleku¨le als an Gitterpla¨tzen befindlich
eingestuft, wenn die maximal tolerierte Abweichung von 0,27 A˚ auf 0,81 A˚ gesteigert wird. Deut-
lich weichen davon die Resultate nach einmaliger lokaler Optimierung ab. Eisartefakte sind hier
bei allen Gro¨ßen zu finden. Zwischen n = 100 und 130 bleibt die Gro¨ße der Eisartefakte deutlich
hinter denen zuru¨ck, die das Ergebnis der Optimierung mit dem PHENIX-Algorithmus sind.
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n = 80 n = 90 n = 100
8 innere Moleku¨le 4 innere Moleku¨le 10 innere Moleku¨le
−3992, 487 kJ/mol −4449, 078 kJ/mol −5008, 720 kJ/mol
Abbildung 5.9: Lokale TTM2-F-Minima fu¨r (H2O)n, n = 80, 90, 100.
Andererseits sind die Artefakte bei n = 50 und 60 nach einer einzelnen lokalen Optimierung mit
10 bzw. 7 Moleku¨len von vergleichbarer Gro¨ße wie auch jenseits von n = 60 bis zu n = 120.
Vergleicht man einen einmal lokal optimierten Eisausschnitt mit demselben nach der Optimie-
rung mit dem PHENIX-Algorithmus, erscheint letzterer an seiner Oberfla¨che weniger zerklu¨ftet.
Der Vorgang des Herausschneidens der spha¨rischen Ausschnitte produziert eine Reihe von DA-
Moleku¨len an der Oberfla¨che des Ausschnittes. Es ist somit davon auszugehen, daß es im Zuge
der Optimierung zur Relaxation der Oberfla¨chenstruktur kommt. Damit kann auch die auf den
ersten Blick paradoxe Gro¨ße des Eisartefaktes nach einmaliger lokaler Optimierung im Vergleich
zur globalen Optimierung mit dem PHENIX-Algorithmus zusammenha¨ngen: Als Folge des Aus-
schneidens der spha¨rischen Eisproben befinden sich an der Oberfla¨che dieser Ausschnitte eine
Reihe von Sto¨rungen. Eine einzelne lokale Optimierung bewirkt zwar die Relaxation der Ober-
fla¨che, jedoch geschieht dies derart, daß die Sto¨rungen quasi gleichma¨ßig u¨ber den gesamten Aus-
schnitt verteilt werden. Im Gegensatz dazu bewirkt die globale Optimierung mit dem PHENIX-
Algorithmus eine Verteilung der Sto¨rungen u¨ber den gesamten Ausschnitt in Abha¨ngigkeit von
der Entfernung von dessen Zentrum. Im Inneren entsteht so ein nur wenig gesto¨rter kristalliner
Kern, der von einer sta¨rker gesto¨rten Hu¨lle umgeben ist.
n 50 60 70 80 90 100 110 115 120 130
A˚ Optimierung
0,27 10 7 6 5 7 7 6 11 10 19 einmal lokal
0,27 0 0 4 4 6 14 20 29 17 32 PHENIX
0,54 0 0 18 25 25 43 58 66 56 83 PHENIX
0,81 0 0 33 40 52 71 82 88 81 103 PHENIX
Tabelle 5.5: Gro¨ße des Eisartefaktes als Funktion der maximalen Abweichung fu¨r Eis Ic
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n = 50 n = 60 n = 70
−2412, 266 kJ/mol −2906, 378 kJ/mol −3422, 629 kJ/mol
Abbildung 5.10: Mit dem PHENIX-Algorithmus optimierte spha¨rische Ausschnitte aus Eis Ic.
n = 50 n = 60 n = 70
−1234, 567 kJ/mol −2911, 286 kJ/mol −3434, 962 kJ/mol
Abbildung 5.11: Mit dem PHENIX-Algorithmus optimierte spha¨rische Ausschnitte aus Eis Ih.
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Mit XMakemol visualisierte Strukturen zeigen ausschließlich die Moleku¨le, die entsprechend dem
Abstandskriterium als an einer Position des Kristallgitters von Eis Ic gelegen sind (Abb. 5.12).
Zum besseren Erkennen sind die Moleku¨le, die mit einer Vergro¨ßerung des Toleranzabstandes
zu den schon akzeptierten hinzukommen, in einer anderen Farbe codiert. Es zeigt sich, daß die
schrittweise hinzukommenden Moleku¨le stets außenliegende sind. Von einem Eiskern zu spre-
chen ist auf der Basis dieser Beobachtung legitim, Verzerrungen des Kristallgitters werden von
innen nach außen sta¨rker. Mithin wirkt sich der PHENIX-Algorithmus mit seinen genetischen
Operatoren in erster Linie auf die Moleku¨le an der Oberfla¨che der Eisausschnitte aus.
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Eisartefakte eines Ausschnitts aus 70 Moleku¨len
Eisartefakte eines Ausschnitts aus 90 Moleku¨len
Eisartefakte eines Ausschnitts aus 120 Moleku¨len
Abbildung 5.12: Eisartefakte eines spha¨rischen Eisausschnittes aus Eis Ic bei verschiedener To-
leranzschwelle (von links nach rechts 2,7, 5,4 und 8,1 A˚.)
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Artefakte aus hexagonalem Eis (Eis Ih)
Zusammen mit der Gro¨ße des Eisausschnittes steigt auch die Anzahl an Moleku¨len auf Positio-
nen, die dem Kristallgitter des hexagonalen Eises entsprechen (Tab. 5.6). Bei Eisausschnitten
mit 50 und 60 Moleku¨len sind nach Anwendung des PHENIX-Algorithmus keine Eisartefakte
mehr auffindbar. Eine Vergro¨ßerung der Toleranzabweichung bedingt ebenfalls eine Steigerung
der Anzahl von Moleku¨len auf Gitterpla¨tzen. Die nach einmaliger lokaler Optimierung verblei-
benden Eisartefakte verhalten sich in ihrer Gro¨ße abweichend. Auch Eisausschnitte aus 50 und
60 Moleku¨len bringen solche Artefakte hervor. Von 7 Moleku¨len in einem Ausschnitt aus 50
Moleku¨len wa¨chst die Gro¨ße des Artefaktes bis auf 14 als Bestandteil eines Eisausschnittes aus
80 Moleku¨len, um dann wieder kleiner zu werden mit einem Minimum von nur 5 Moleku¨len
in einem Ausschnitt der Gro¨ße von 110 Moleku¨len. Schließlich bringt der Ausschnitt mit 130
Moleku¨len ein Eisartefakt, das aus 19 Wassermoleku¨len aufgebaut ist, hervor. Bis auf den Aus-
schnitt mit 130 Moleku¨len resultiert zwischen 90 und 120 Moleku¨len ein gro¨ßeres Eisartefakt
nach der Anwendung des PHENIX-Algorithmus als nach einer einmaligen lokalen Optimierung.
Hier zeigt sich, wie schon bei den Artefakten aus kubischem Eis, eine paradoxe Situation zwi-
schen der Gro¨ße des Eisartefaktes und der Optimierung. Das weiter oben gesagte kann ohne
A¨nderungen auch hier als Begru¨ndung angesehen werden.
n 50 60 70 80 90 100 110 115 120 130
A˚ Optimierung
0,27 7 11 12 14 10 9 5 13 9 19 einmal lokal
0,27 0 0 8 7 14 12 21 16 24 13 PHENIX
0,54 0 0 33 31 33 54 59 60 64 61 PHENIX
0,81 0 0 46 49 51 68 78 84 81 92 PHENIX
Tabelle 5.6: Gro¨ße des Eisartefaktes als Funktion der maximalen Abweichung fu¨r Eis Ih
Unter Anwendung derselben Farbcodierung wie fu¨r die Artefakte des kubischen Eises sind in
Abb. 5.13 die mit Anwachsen des Toleranzabstandes gro¨ßer werdenden Eisartefakte ausgewa¨hlter
spha¨rischer Ausschnitte aus hexagonalem Eis gezeigt. Auch hier ist zu erkennen, wie die dabei
hinzukommenden Moleku¨le stets das schon bestehende Eisartefakt nach außen erweitern.
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Eisartefakte eines Ausschnitts aus 70 Moleku¨len
Eisartefakte eines Ausschnitts aus 90 Moleku¨len
Eisartefakte eines Ausschnitts aus 120 Moleku¨len
Abbildung 5.13: Eisartefakte eines spha¨rischen Eisausschnittes aus Eis Ih bei verschiedener To-
leranzschwelle (von links nach rechts 2,7, 5,4 und 8,1 A˚.)
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5.2.6 Nachbemerkungen
Der Weg vom einzelnen Wassermoleku¨l zum Eiskristall ist von mehreren Strukturu¨berga¨ngen
begleitet. Die globalen Minimalstrukturen bis n = 34 zeigen bereits eine Reihe verschiedener
Strukturmerkmale.
Oberhalb dieser Gro¨ße liefern die optimierten Clusterstrukturen bis ∼ 100 eine obere Schranke
fu¨r die Energie pro Moleku¨l, und der Vergleich mit global orientierungsoptimierten spha¨rischen
Ausschnitten aus Eis Ic, Ih und VI stuft diese als zwar stabile aber energetisch ungu¨nstige lokale
Minima ein. Fu¨hrt bereits eine einfache lokale Optimierung zu einer Relaxierung der Ober-
fla¨che dieser Ausschnitte, folgt aus dem Vergleich der Energie pro Moleku¨l mit den optimierten
Clusterstrukturen, daß Strukturen mit kristallinen Bereichen ab etwa 60 Moleku¨len zu konkur-
renzfa¨higen lokalen Minimalstrukturen geho¨ren. Fu¨r die beiden Modifikationen Eis Ic und Ih
liefern die mit dem PHENIX-Algorithmus optimierten Ausschnitte Hinweise auf fu¨r die Stabi-
lita¨t kristalliner Bereiche innerhalb der optimierten Gesamtstruktur fu¨r mindestens 70 Moleku¨le
za¨hlende Ausschnitte. Der Aufbau der Strukturen mit kristallinem Kern entspricht dem in [126–
128] beschriebenen: von innen nach außen ist der kristalline Kern von einer ungeordneten Hu¨lle
umgeben, und die Oberfla¨che ist gleichfalls ungeordnet. Die in den Abb. 5.12 und 5.13 gezeigten
Eisartefakte belegen eindeutig diese Struktur, die um ho¨chstens 10% des OO-Abstandes von
2,7A˚ vom ungesto¨rten Kristallgitter der betreffenden Modifikation abweicht. Eine schrittweise
Vergro¨ßerung dieser Abweichung auf 20% und 30% dieses Wertes vergro¨ßert das Eisartefakt
sukzessive nach außen.
Gleichzeitig verschieben die vorliegenden Resultate den Gro¨ßenbereich fu¨r Strukturen mit innen-
liegenden Eisartefakten im Vergleich zu [142] von 293 Moleku¨len zu mit 70 Moleku¨len deutlich
kleineren Strukturen.
Auf der Basis der Resultate erscheint nun folgende Nomenklatur gerechtfertigt: Bis zu einer
Anzahl von Moleku¨len, die nach einer Optimierung ein Eisartefakt entha¨lt, ist von Clustern zu
sprechen. Oberhalb dieser Gro¨ße handelt es sich um Eisnanokristalle. Dabei existieren sowohl
solche mit kristallinen Bereichen als auch solche, die eher als amorphes Eis zu klassifizieren sind.
Letztere sind z.B. durch die optimierten Clusterstrukturen gegeben, die von Startkonfigurationen
ausgehen, die die Wassermoleku¨le auf zufa¨llig gewa¨hlte Positionen setzen. Als Oberbegriff bietet
es sich an, von Eisnanoaggregaten zu sprechen, wenn sowohl die teilweise kristallinen als auch
die amorphen Strukturen gemeint sind. An dieser Stelle ungekla¨rt bleibt, wie die Verteilung und
Gewichtung der Strukturfamilien einerseits amorpher andererseits teilweise kristalliner Eisnano-
aggregate innerhalb eines Energiespektrums (vgl. Kap. 4.1) ist. Damit ließe sich abscha¨tzen, ob
eine spontane Entstehung kristalliner Bereiche stattfindet, wenn anfa¨nglich zufa¨llig angeordnete
Wassermoleku¨le mit Hilfe des PHENIX-Algorithmus optimiert werden.
Im Experiment wird die Gestalt der Cluster bzw. Nanoaggregate stark von den jeweiligen Rand-
bedingungen beeinflußt. So ko¨nnen bald spha¨rische bald abgeplattete Strukturen entstehen.
Ungeachtet dessen wa¨re der experimentelle Nachweis teilweise kristalliner Nanoaggregate im Be-
reich ab 70 Wassermoleku¨len einerseits eine Besta¨tigung fu¨r die Leistungsfa¨higkeit des TTM2-F-
Potentials und andererseits ein Beweis fu¨r den U¨bergang zwischen dem Clusterregime und kri-
stalliner Struktur.
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Anhang A
A.1 Auszu¨ge aus OH-Streckschwingungsspektren
Im Anschluß befinden sind Auszu¨ge aus den numerischen Resultaten der Berechnung der Infra-
rotstreckschwingungsspektren der globalen Minimalstrukturen, die reine clathratartige Ka¨fige
sind oder solche enthalten. Hervorgehoben sind die im Kapitel 3 markierten Moden. Donato-
ren bezeichen Wasserstoffbru¨ckenbindungen vom zentralen Moleku¨l zu einem Nachbarmoleku¨l,
Akzeptoren sind solche von einem Nachbarmoleku¨l zum zentralen Moleku¨l.
A.1.1 Strukturen mit 17er Ka¨fig
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
1 8,6 3706,97757 -0,00081 -0,00161 0,00285 0,00379
2 48,9 3706,67864 -0,00007 0,00339 0,00136 0,00262
3 50,1 3706,18521 0,00323 -0,00281 -0,00314 -0,00222
4 44,5 3705,81864 0,00395 -0,00337 0,00139 0,00116
5 27 3705,7116 -0,00337 0,00257 0,00116 0,00145
6 16,5 3705,57354 -0,00169 0,00229 -0,00197 -0,00137
7 413,1 3556,97132 -0,08267 0,08395 0,00476 0,00262
8 362,3 3553,14979 -0,01956 -0,01753 -0,01742 0,01416
9 255,3 3550,02527 -0,03256 -0,01506 0,00442 -0,00916
10 130,9 3547,32164 0,01545 0,01133 -0,03658 0,01328
11 232,9 3545,00236 -0,0004 0,00211 -0,00646 0,00343
12 1151,9 3531,71231 0,02913 0,01376 -0,05313 -0,08435
13 123 3517,66814 0,01078 -0,00266 -0,00473 0,01851
14 87,5 3515,66097 -0,01927 -0,06064 -0,0002 0,00258
15 89,2 3512,77851 -0,01873 -0,01707 0,00452 0,01088
16 24,6 3510,44465 0,0031 -0,00921 0,00692 0,01979
17 237,1 3496,82107 -0,01656 0,00639 0,01811 0,06698
18 659,2 3475,66266 0,00246 0,01266 -0,12207 -0,0108
19 471,4 3472,58638 0,0145 -0,01977 -0,02394 0,00371
20 136,1 3467,20645 -0,00167 0,00182 -0,00753 -0,01065
21 98,9 3464,34074 0,00283 0,0018 0,02707 0,00491
22 532,4 3441,46576 0,07551 0,04328 -0,0104 0,08572
261
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
23 142,6 3438,61068 -0,11464 -0,11224 0,02659 0,09193
24 278,2 3431,04843 0,13299 -0,14002 -0,00969 -0,00109
25 2,4 3334,51445 0,54442 0,50851 -0,40627 -0,47668
26 852,3 3302,08287 0,68001 -0,69336 0,01877 0,02386
27 815,5 3200,97688 0,27276 0,29282 -0,27763 0,85829
28 926,1 3176,33107 -0,33688 -0,35534 -0,8538 -0,03714
29 1119,4 3027,86532 0,05756 0,0118 0,0728 0,05976
30 1405,3 2996,82333 0,02839 0,04014 0,00103 0,03611
31 606,4 2981,27693 -0,01483 -0,0066 -0,02985 -0,00736
32 1108,1 2972,26835 -0,02924 0,00679 -0,0031 -0,00003
33 494,6 2962,60344 -0,02884 -0,01159 -0,00593 0,00664
34 394,1 2946,28824 0,00029 -0,00017 -0,01196 0,01201
Tabelle A.1: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 17.
A.1.2 Strukturen mit 19er Ka¨fig/Ka¨figanteil
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
1 30 3709,39729 -0,00258 -0,00374 0,00334 -0,00393
2 33,4 3707,33399 0,0027 -0,00251 -0,00124 -0,00193
3 46,1 3706,37029 -0,00313 0,00332 -0,00143 -0,00239
4 32,8 3706,0331 0,00093 -0,00174 -0,00031 -0,00053
5 26,4 3705,86992 0,00005 0,00205 0,00228 -0,00039
6 36,3 3705,40166 0,00271 -0,00159 -0,00169 0,00026
7 24,1 3705,06834 0,00202 -0,00016 0,00017 0,00184
8 209,6 3599,41888 0,00525 -0,00444 0,02035 -0,00438
9 425,2 3555,03848 -0,01714 -0,00459 -0,02765 0,00125
10 444,9 3545,88908 0,06541 -0,00022 0,01843 0,00511
11 649,9 3540,64144 0,00348 -0,03408 0,01655 -0,01245
12 118,5 3538,5077 -0,02335 0,0273 0,00127 0,02691
13 444,7 3536,90346 0,0107 0,03459 -0,00013 0,00265
14 192,8 3536,703 -0,02873 0,03418 0,00129 -0,00109
15 13,3 3509,54048 -0,07055 -0,00353 -0,01426 0,0148
16 112,2 3499,64072 0,11666 -0,03915 -0,03114 -0,00037
17 133,2 3495,89457 -0,04717 0,02223 0,00155 0,00029
18 63,8 3488,20554 0,02329 -0,11943 0,00401 0,00606
19 499,8 3481,3225 0,06304 0,02838 -0,10297 -0,01337
20 406,3 3470,20903 0,02559 0,01514 -0,00661 -0,00856
21 496,5 3460,18945 -0,02302 0,00796 -0,00474 -0,00125
22 212,3 3445,5043 -0,03366 -0,07821 0,0281 0,00079
262
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
23 418,8 3429,51013 -0,27325 0,07182 0,02862 0,01836
24 211,7 3416,64823 0,01596 -0,19941 0,03288 0,03693
25 662,5 3396,0498 0,02038 -0,04998 -0,01176 0,1109
26 408,7 3392,78693 0,08093 -0,01171 -0,17652 -0,0335
27 335,2 3345,68909 0,89963 0,0095 -0,20398 -0,14412
28 804,6 3308,97494 0,05774 -0,81263 0,25071 0,14337
29 235,3 3292,37524 -0,05938 0,36619 -0,16204 -0,06933
30 951,9 3173,26689 0,20672 0,29636 0,89533 -0,08231
31 840,9 3140,98697 0,09764 0,14053 0,10374 0,38355
32 903 3005,06796 0,03124 0,0384 0,03988 0,21074
33 744,6 2997,49561 -0,115 -0,12457 0,06734 -0,816
34 1232,5 2984,48335 0,03286 -0,04325 0,03808 -0,01654
35 369,5 2970,64318 -0,00199 0,03773 0,00704 0,11125
36 878,5 2951,3683 0,00161 0,02828 0,03276 0,05645
37 1001,1 2945,86084 -0,0242 -0,03016 0,01888 -0,18736
38 814,6 2932,26374 0,0017 -0,02113 0,01355 -0,14893
Tabelle A.2: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 19.
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
1 32,9 3708,8675 -0,00325 -0,00046 0,00219 -0,00362
2 27,7 3706,06654 -0,00069 0,00246 -0,00071 -0,00075
3 34,4 3705,8736 0,00017 -0,00337 0,0015 -0,00068
4 50,4 3705,32895 -0,00329 -0,0006 0,00012 0,00311
5 36,7 3705,13477 0,00041 0,00006 -0,00071 -0,00013
6 14,6 3705,06313 -0,00116 0,00195 -0,0011 0,00063
7 34,9 3702,9047 -0,00079 -0,00514 -0,00105 -0,00136
8 320 3590,6178 0,02457 -0,00832 0,00069 0,01404
9 225 3563,31907 0,0083 0,00648 -0,00147 -0,00453
10 295,9 3560,17445 -0,00212 -0,00453 -0,00448 0,00367
11 439,4 3558,04681 -0,00412 0,00215 -0,00523 -0,00012
12 310,1 3547,22842 0,00371 0,02587 -0,01766 0,02035
13 401 3543,60598 0,01443 -0,03054 0,00909 -0,00173
14 243,7 3535,69404 0,0155 -0,11197 0,0043 0,00275
15 242,8 3515,74543 -0,00621 -0,04468 0,00472 0,00651
16 409 3512,39057 -0,00158 -0,07371 0,00375 0,0085
17 125 3508,19402 0,05583 -0,05585 0,0017 0,00638
18 130,5 3501,66894 0,00523 -0,00287 0,00429 -0,00065
19 62,5 3499,63072 0,00294 0,01667 -0,00205 -0,00557
20 16,6 3494,56783 0,0142 -0,20195 0,01237 0,00749
263
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
21 257,1 3471,44242 -0,01071 -0,02971 0,00003 0,01503
22 324,9 3469,23016 0,01456 0,05209 -0,0057 -0,01603
23 600,5 3457,90331 0,0058 0,10872 -0,0327 -0,01536
24 180,5 3454,8849 0,0078 0,00341 -0,01113 -0,00187
25 25,5 3451,64914 0,03567 -0,01198 -0,02782 0,01962
26 446 3449,53458 -0,0125 0,10685 -0,02308 -0,02786
27 685,5 3446,00194 0,02341 -0,44143 0,04457 0,02976
28 440,9 3417,17655 0,02114 0,60249 -0,06243 -0,13754
29 862,7 3408,85401 0,05141 -0,53916 0,04705 -0,00769
30 142,7 3391,66338 -0,01772 -0,1159 -0,00691 0,00517
31 610 3341,90287 -0,06051 -0,1059 0,0823 0,03329
32 107,2 3317,56353 0,16027 0,08384 -0,0247 -0,03902
33 96,5 3275,46348 -0,09704 0,0037 0,1875 0,05013
34 915,6 3272,67026 0,06437 0,05012 0,10745 -0,03004
35 1382,6 3259,6108 -0,12051 0,03268 0,0132 0,00823
36 702,7 3190,20035 0,02911 0,0276 0,15521 0,00775
37 740,7 3154,72522 0,4812 -0,08912 -0,25182 -0,6221
38 418,6 3101,24158 0,54437 -0,03088 -0,34006 0,04007
39 3154,9 3004,77495 -0,12224 -0,03751 0,24819 -0,45567
40 1407,8 2997,56594 0,11757 0,01878 -0,13519 0,28885
41 254,6 2985,72314 0,06241 -0,00079 0,3512 -0,27873
42 69,7 2980,66074 -0,05338 -0,0078 -0,03643 -0,04644
43 309,2 2978,91467 -0,12675 -0,00718 0,17306 -0,31275
44 451,9 2968,75178 0,37732 0,0528 0,13118 0,30497
45 652,8 2951,70253 0,41856 0,08811 0,64245 0,12187
46 645,2 2942,61852 0,18524 0,03416 0,25844 0,07705
Tabelle A.3: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 23.
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
1 30,4 3705,8368 -0,0003 0,00115 0,00051 0,00054
2 37,1 3704,95023 -0,00056 0,0057 -0,00113 -0,00317
3 34,6 3704,53765 0,00253 -0,00112 0,00304 0,00005
4 26,5 3704,25127 0,00079 -0,00183 -0,00096 -0,00052
5 40,2 3703,89113 -0,00029 0,00137 0,00023 0,00016
6 34,8 3702,41928 -0,00038 0,00235 0,00179 -0,00091
7 36,9 3701,20002 0,00246 -0,00292 0,00181 0,00161
8 308,7 3585,38533 -0,00655 0,01588 0,00505 0,00105
9 318 3565,94443 -0,00457 -0,00695 0,00458 0,00742
10 450 3565,17175 0,00362 -0,00498 0,00046 0,00298
264
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
11 230,1 3563,47152 0,00401 -0,01048 -0,00161 -0,00121
12 420,8 3551,85887 -0,05811 0,11258 -0,02057 -0,00483
13 352,1 3544,62412 0,00174 0,00749 0,03236 -0,00659
14 155,2 3537,30536 0,01397 0,05853 -0,04739 0,01426
15 215,6 3530,78089 0,00501 -0,01743 0,00126 -0,00829
16 446,1 3522,42326 -0,02226 -0,0105 -0,00197 0,06062
17 133,9 3520,93914 0,00075 0,02467 0,00305 -0,01128
18 341,1 3512,70489 0,04518 -0,25226 0,00048 -0,05053
19 106,6 3508,63862 -0,0173 0,01593 -0,00482 -0,00806
20 231,2 3506,84971 0,04435 -0,13584 0,0222 0,06065
21 170,3 3499,23796 0,021 0,39159 -0,07016 -0,12637
22 233,3 3487,90185 -0,01133 0,07362 0,00501 0,00748
23 171,8 3479,96704 0,02583 -0,37552 0,04975 0,07097
24 523,7 3478,21243 0,00235 0,53799 -0,08411 -0,11077
25 334,2 3466,99623 -0,01369 0,30159 -0,07468 0,08128
26 62 3462,13267 -0,03197 0,07887 -0,03998 -0,00819
27 453,4 3460,57816 0,00573 -0,21989 0,07233 0,03369
28 194 3459,07036 -0,01559 0,12679 -0,02541 0,04006
29 71 3447,6902 -0,00162 -0,21817 0,08754 0,03695
30 448,5 3445,54172 0,02665 -0,06441 -0,01419 -0,02688
31 361,7 3430,44946 0,07212 -0,05405 -0,20075 -0,03975
32 607,4 3427,5282 0,01803 -0,11058 -0,11809 -0,01216
33 84,1 3423,22852 0,01389 -0,15489 0,04635 0,03535
34 67,1 3417,85419 -0,09698 -0,07459 -0,00202 0,0097
35 661,8 3410,05662 0,09991 0,05489 0,00643 -0,01914
36 974 3395,65838 -0,06739 0,09291 0,29601 0,03303
37 403,4 3383,43048 -0,01812 0,00246 0,02335 0,02061
38 223,6 3362,18988 -0,05535 -0,00458 0,17253 0,07742
39 414,4 3321,87059 -0,2909 0,1194 0,5926 0,40911
40 895 3309,65638 0,00543 -0,01122 -0,00846 -0,00235
41 118 3304,53509 -0,15763 0,107 0,30296 0,21572
42 519,8 3290,02615 -0,01885 0,01907 0,0574 0,02073
43 550,5 3272,15542 -0,11103 0,01868 -0,53655 0,7973
44 1093,3 3175,99 -0,33473 -0,03798 -0,09394 -0,13054
45 1293,7 3167,76691 0,82196 0,09512 0,19692 0,24756
46 1159 3131,18064 0,16005 0,01267 0,04937 0,03308
47 395,9 3116,67755 -0,05882 -0,0047 -0,01863 0,00287
48 2082 3031,46266 -0,07627 0,00658 -0,00846 -0,02926
49 589,9 3020,85544 -0,07629 0,00142 -0,00683 -0,04739
50 894,9 2999,83831 -0,02038 0,01071 -0,00488 0,01306
51 496,8 2993,92241 0,04003 -0,0337 -0,0048 -0,02112
52 319,2 2959,74296 -0,03831 -0,00265 -0,00225 -0,01189
53 433,4 2958,98686 0,00949 -0,0085 -0,0032 -0,00136
54 1158,9 2951,07253 -0,00482 0,01284 0,03066 -0,01163
265
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
55 852,6 2940,73495 -0,02908 -0,00849 0,0125 -0,01325
56 471,9 2924,31517 -0,00145 0,04719 0,00514 0,00886
Tabelle A.4: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 28.
A.1.3 Strukturen mit 21er Ka¨fig/Ka¨figanteil
Nr. Intensita¨t ν˜ [cm−1] Akzeptor Akzeptor Donator Donator
1 29,9 3707,79537 -0,00211 -0,00246 -0,00045 -0,00193
2 21 3707,38558 -0,00141 -0,0012 0,00467 0,0003
3 29,7 3706,98013 0,00082 -0,00015 0,00118 -0,00439
4 55,5 3706,82691 -0,00052 -0,00225 -0,00126 -0,00075
5 52,2 3706,50023 0,00162 0,0017 0,00263 -0,0034
6 22,1 3706,24855 -0,00191 0,00116 -0,002 0,00177
7 25,9 3705,81033 -0,00079 -0,0011 -0,00248 0,0014
8 32,5 3701,62264 -0,00148 -0,00117 -0,0003 0,00223
9 305,1 3589,75195 -0,00316 0,02047 -0,00425 0,01217
10 231,5 3581,39459 0,01871 -0,00096 0,01116 -0,0034
11 198 3550,99432 0,02295 -0,00163 0,00888 -0,00282
12 276,6 3548,6125 0,00285 0,00221 -0,00749 -0,01144
13 333,5 3547,01741 -0,00824 0,01883 -0,00783 0,01764
14 417,3 3527,46332 0,00268 0,00211 0,05656 0,01342
15 331,1 3520,67825 -0,00766 0,02541 0,02574 -0,00166
16 314,7 3512,76664 -0,00684 -0,00633 0,11154 -0,08172
17 154,2 3508,98207 -0,02032 -0,0133 0,00469 0,01614
18 99,9 3494,30325 -0,01159 0,01603 0,01388 0,0265
19 102,2 3484,68602 -0,00476 -0,0076 0,12879 -0,01348
20 139,8 3470,10925 -0,00099 -0,02774 -0,0438 0,14278
21 226,8 3467,43102 0,00695 0,06956 -0,05273 0,00042
22 504 3465,26187 -0,00232 -0,04818 0,05043 0,04605
23 147,6 3462,80441 -0,01883 -0,07416 0,00016 -0,02123
24 493,3 3447,39367 -0,00064 -0,00011 0,05567 -0,00325
25 305,5 3406,38128 -0,00443 0,03864 -0,3323 0,083
26 847,5 3403,83726 0,10964 0,02844 -0,07117 -0,17121
27 548,6 3399,14757 0,12317 0,02484 -0,08121 0,07181
28 431,8 3378,45565 0,10133 -0,00459 -0,052 -0,02321
29 628,3 3357,90731 0,01961 0,19874 0,05612 -0,09217
30 494 3343,9981 0,16918 0,23498 -0,8559 -0,08364
31 376,8 3291,69335 -0,18167 -0,26312 -0,14572 0,87123
32 523,5 3270,9785 -0,02274 -0,01729 0,06165 0,00123
266
Nr. Intensita¨t ν˜ [cm−1] Akzeptor Akzeptor Donator Donator
33 426,7 3251,16939 0,01145 -0,04595 0,03688 -0,08952
34 695,4 3153,80437 -0,03014 0,89748 0,20948 0,31304
35 1412 3083,07875 0,92766 -0,0685 0,15528 0,20003
36 1007,9 3022,52454 0,0177 0,00722 0,0142 0,03524
37 771,9 2997,6374 0,12293 -0,01271 0,01615 0,04813
38 1858,1 2974,73313 -0,0963 0,05878 0,00274 -0,02841
39 487,8 2964,67104 0,03272 -0,01453 0,02615 -0,01056
40 496,9 2947,68006 0,09522 0,00773 0,00898 0,03557
41 407,7 2940,49352 -0,02636 0,03271 -0,00578 0,01355
42 815,4 2927,90914 -0,02819 0,01088 0,0028 -0,00049
Tabelle A.5: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 21.
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
1 28,7 3708,39486 -0,00026 -0,00074 -0,00453 0,00215
2 40,4 3707,6908 -0,0023 0,001 -0,00183 0,00014
3 24 3707,29203 0,00699 -0,0012 0,00252 0,00105
4 37,6 3706,87333 -0,00057 0,00031 0,00068 -0,00056
5 36,1 3706,55642 -0,00584 0,00764 0,00349 0,00183
6 30 3705,71385 0,00062 0,00206 -0,00024 0,00009
7 39,2 3705,53275 0,0006 -0,00128 0,00027 0,00061
8 32,2 3705,1781 -0,00138 -0,00147 0,00079 -0,00177
9 277,2 3594,16787 -0,01454 0,01058 -0,00079 -0,0006
10 330,5 3584,50498 0,00432 0,00551 -0,00908 0,00236
11 540,8 3577,27778 -0,01628 0,0005 0,00081 0,002
12 339,5 3565,3405 0,00203 0,00211 -0,0007 0,0064
13 751,9 3553,12428 0,00446 -0,01222 -0,01754 -0,01816
14 198,9 3552,07015 0,0061 -0,0075 -0,00207 -0,00151
15 154 3539,15484 0,00541 -0,00018 0,01323 -0,00287
16 87 3537,01673 0,00001 -0,00583 -0,02368 0,01074
17 113 3532,50782 0,0004 0,00462 -0,02037 -0,00401
18 151,6 3528,52973 0,0037 0,00573 0,00029 -0,00145
19 79,2 3523,89504 0,00451 -0,01022 -0,00012 -0,00025
20 166,1 3495,67619 0,00039 -0,00145 0,00515 0,00169
21 215,3 3494,50748 -0,00633 0,0064 0,00396 0,00106
22 109,6 3485,49801 -0,00314 0,00632 -0,00409 -0,00426
23 141,2 3479,87468 -0,00451 -0,00894 0,00683 -0,00206
24 279,5 3468,50433 0,00745 0,01874 -0,00832 0,00867
25 186,7 3463,54776 -0,00014 0,00404 0,00383 0,01587
26 660,2 3441,49754 -0,009 -0,02847 0,01618 -0,00588
267
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
27 420 3425,57124 0,001 -0,00158 0,01112 0,00525
28 275,7 3421,3913 0,031 0,03186 -0,03253 -0,0545
29 221,5 3419,43788 0,0019 0,00006 0,08934 -0,00566
30 392,8 3299,05426 0,06203 0,06544 -0,0474 -0,26111
31 160,5 3275,69378 0,01559 0,03666 -0,03254 -0,06082
32 338,9 3253,53677 -0,71491 0,02825 0,27121 0,25021
33 178,8 3219,52746 0,01262 0,54675 -0,29032 -0,26132
34 1540,7 3190,51405 -0,14391 -0,03409 0,20235 0,03995
35 1818,2 3181,51023 0,17159 0,09317 -0,06206 0,20877
36 370 3174,28918 0,00766 -0,11699 0,3015 0,1714
37 581,1 3154,57527 -0,04539 -0,09981 0,31166 0,10372
38 1274,3 3124,31562 -0,15554 0,12448 0,00158 0,01349
39 1259,2 3093,38924 -0,48677 0,2421 -0,37322 0,09349
40 488,4 3081,23018 0,10286 -0,13105 -0,0399 0,07204
41 433 3063,99613 -0,05927 0,40597 0,46231 -0,50474
42 2693,2 3018,21989 0,09584 0,27317 0,0053 0,37984
43 1939,1 3006,83102 -0,21229 0,13841 -0,13121 0,00029
44 503,4 2990,49973 -0,10192 -0,04557 -0,03879 -0,15027
45 895,5 2987,48603 -0,02053 -0,1169 -0,02527 -0,09012
46 138,6 2979,4585 0,07722 -0,0247 -0,06161 0,04986
47 489,9 2974,0912 -0,20348 -0,37483 0,06383 -0,43317
48 114,3 2970,20928 -0,04531 -0,03178 0,00592 -0,05277
49 492,5 2946,77645 -0,03236 -0,08352 0,06397 -0,22192
50 315,4 2936,82519 0,19932 0,37876 0,45696 0,14817
Tabelle A.6: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 25.
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Nr. Intensita¨t ν˜ [cm−1] Akzeptor Donator Donator Akzeptor
1 25,7 3707,32888 -0,00093 0,00144 -0,00077 -0,00103
2 25,6 3707,18584 -0,00036 -0,0003 -0,00001 0,00084
3 39,9 3706,69604 -0,00257 -0,00147 0,00058 -0,00152
4 37,1 3706,54578 0,00013 -0,00015 -0,00009 -0,00061
5 33,7 3706,26112 -0,00039 -0,00234 0,00263 -0,00069
6 37,5 3705,93587 -0,00089 -0,00209 0,00058 -0,00057
7 22,7 3705,45672 0,00027 0,00184 0,00115 0,0006
8 31,6 3704,48125 0,00158 0,00027 -0,00263 -0,00089
9 316,5 3583,77021 -0,0021 -0,00544 -0,00494 -0,00035
10 731 3565,28126 0,06588 0,0153 0,00814 -0,00389
11 336,3 3561,54582 0,00739 0,00017 -0,00145 -0,00615
12 295,5 3555,38854 -0,00229 0,00516 -0,00426 -0,00288
13 238,6 3547,92212 -0,00917 0,0222 -0,00402 0,00226
14 248,1 3545,32306 -0,00195 -0,02641 0,00966 -0,01779
15 432,5 3535,63526 0,00499 -0,02251 0,03203 0,00408
16 243,4 3533,94104 0,0005 -0,00161 0,00357 0,00266
17 133,9 3525,86834 -0,00841 -0,0027 0,00083 0,00047
18 144,4 3515,58524 -0,02872 0,01412 0,00574 -0,00627
19 97,6 3497,38121 0,04208 0,0166 0,00026 -0,00303
20 126,5 3491,92282 -0,00763 0,00216 -0,00369 0,00199
21 34 3491,67501 -0,00452 0,01623 -0,00308 -0,00333
22 353,5 3486,77078 0,00426 -0,01785 0,01424 -0,00115
23 174,9 3483,85367 0,00723 -0,01011 -0,00164 -0,00134
24 39,2 3472,05377 -0,00617 0,01667 0,00215 -0,00778
25 70,6 3466,35251 -0,00057 0,12882 -0,03716 0,01161
26 116,4 3463,83486 0,0219 -0,04646 -0,00928 0,00227
27 137 3456,05368 0,00401 0,01453 -0,08118 -0,00095
28 540,2 3447,70293 -0,00053 0,00501 0,0121 0,00313
29 943,2 3445,51042 -0,00587 0,00832 -0,0105 -0,01195
30 187,9 3443,47531 0,00811 -0,01606 -0,01399 0,01318
31 368,2 3434,76401 0,0025 0,00064 0,00546 -0,00677
32 386,6 3430,2482 -0,01087 0,0178 0,00902 -0,0387
33 523,3 3398,11346 -0,00866 0,15618 -0,03369 -0,02534
34 10,1 3345,04528 0,00204 -0,02347 0,01154 0,1001
35 1042 3322,11064 -0,02458 0,07686 0,0329 -0,15035
36 328,1 3294,16915 -0,01908 -0,0289 0,18504 -0,06435
37 929,3 3255,05542 0,11291 -0,24443 -0,08734 0,24557
38 961,5 3251,3038 0,10897 -0,12252 -0,25239 0,0555
39 239,3 3240,21573 0,291 -0,79244 -0,08194 0,23327
40 581,2 3181,14592 0,06385 -0,11518 -0,08973 -0,11443
41 1469,6 3136,32183 0,36814 0,40464 -0,65058 0,33205
42 887,6 3054,72121 -0,07196 -0,02133 0,18558 -0,11459
43 2386,9 3025,62778 -0,57971 -0,036 -0,08228 0,45792
44 504,9 3010,96193 -0,26906 0,00033 0,07293 0,2714
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Nr. Intensita¨t ν˜ [cm−1] Akzeptor Donator Donator Akzeptor
45 461,8 2993,62684 0,40981 0,07533 0,2643 -0,08753
46 1033,4 2983,43375 0,06222 0,01976 0,0985 0,04595
47 1186,7 2982,01553 -0,03072 0,0906 0,27657 0,45842
48 935,5 2970,77253 0,18449 0,16229 0,28326 0,34863
49 1081,7 2963,00042 -0,26497 -0,1251 -0,26173 -0,1832
50 404,9 2960,76252 0,06541 0,01724 0,1026 0,04337
51 263 2958,59249 -0,19791 -0,0631 -0,24235 -0,11909
52 123,6 2949,92329 -0,08859 -0,05666 -0,15271 -0,17699
Tabelle A.7: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 26.
Nr. Intensita¨t ν˜ [cm−1] Akzeptor Donator Donator Akzeptor
1 29,9 3707,56508 0,00075 -0,00072 0,00018 -0,00019
2 31,8 3705,50022 0,0004 -0,0002 0,00093 -0,00125
3 37,5 3705,38623 0,00064 -0,0007 0,00121 0,00032
4 30,6 3704,24395 0,00153 0,00423 -0,00213 0,00135
5 45 3703,67192 -0,00047 -0,00178 -0,00013 -0,00171
6 24,2 3703,61375 -0,00028 -0,00533 0,00086 -0,00035
7 37,2 3702,21885 0,00131 0,00249 0,00015 -0,00115
8 83,1 3604,70568 -0,00183 -0,00103 -0,00474 0,01285
9 415,5 3604,11331 -0,00341 -0,00621 0,00199 0,00234
10 356 3580,27506 -0,00046 -0,01101 0,00548 0,00006
11 387,8 3578,18804 0,00123 0,00086 0,00325 0,00715
12 380,6 3564,35723 0,01908 -0,00344 0,00557 0,00541
13 109,9 3562,01588 -0,0028 0,00061 0,00084 -0,00069
14 230,3 3553,02101 0,00161 -0,00265 0,00654 0,00737
15 332,6 3548,50445 -0,00047 0,01026 -0,00008 0,00687
16 173,7 3535,86635 0,00022 -0,00061 0,00735 0,00085
17 353,2 3533,99168 0,01117 0,00508 0,00885 0,00646
18 188,2 3531,90918 0,00001 0,00041 -0,0059 0,01781
19 175,2 3528,83701 0,00135 -0,00095 0,00204 -0,00047
20 34,8 3508,00786 0,00331 -0,00614 0,00543 0,00916
21 116,8 3491,62908 0,01019 -0,00823 0,00799 0,00352
22 503 3474,48951 -0,00099 0,01863 -0,03276 -0,00675
23 276,7 3466,33683 0,00128 -0,01337 0,00529 -0,00476
24 110,2 3458,53134 -0,00626 -0,01902 -0,02919 0,02485
25 296,3 3452,24104 -0,01117 -0,00214 0,00693 -0,00954
26 338,2 3442,34752 -0,01619 0,01415 0,0196 -0,02304
27 422,8 3435,08988 0,01173 -0,02508 -0,00651 0,02285
28 321,4 3408,84058 -0,03658 0,01708 0,00902 -0,01298
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Nr. Intensita¨t ν˜ [cm−1] Akzeptor Donator Donator Akzeptor
29 362,7 3381,22903 -0,11876 0,01164 0,01556 -0,01986
30 33,9 3375,43753 -0,00577 -0,0186 0,06794 0,00439
31 332,2 3360,49203 -0,01963 -0,00427 0,10801 -0,06072
32 1459,1 3327,84467 0,07018 0,00218 -0,00542 -0,00398
33 836,5 3321,73004 -0,0987 0,03052 0,00364 -0,03386
34 362,5 3296,93009 0,04395 -0,05692 0,02938 0,05682
35 618,9 3289,40092 0,02349 0,00484 -0,10797 -0,10511
36 688,9 3262,70321 0,08943 -0,1332 -0,0911 0,27588
37 246,4 3247,62826 -0,20291 0,30459 0,09718 -0,07235
38 125,8 3233,31238 -0,24647 0,44389 0,07389 -0,35957
39 606,5 3205,53192 0,31504 0,07471 -0,28784 0,41061
40 500 3162,95966 -0,06381 0,06977 0,19986 -0,23712
41 756,3 3160,9097 0,24631 0,08166 -0,01314 -0,24371
42 1198,3 3131,28302 0,10688 -0,09238 0,09323 -0,04857
43 883 3125,98339 -0,10171 0,01662 0,32106 0,07483
44 503,4 3120,42214 0,0587 -0,042 -0,10584 -0,03066
45 699,6 3104,4051 -0,21932 0,394 -0,11928 0,02384
46 1185,5 3055,00191 -0,16269 -0,42424 0,30692 -0,18053
47 1599 3042,823 0,49185 -0,11205 -0,06796 -0,46898
48 607,2 3019,51156 0,06218 0,36526 -0,30743 0,03331
49 1235,4 3014,68013 0,21794 0,16713 -0,19906 -0,17435
50 1399,9 2988,51948 0,27943 0,10385 0,07331 -0,21067
51 173,7 2985,08652 -0,15266 -0,04025 -0,08144 0,07858
52 632 2981,82417 0,10777 -0,06035 0,01129 -0,11956
53 442,8 2973,37046 -0,1637 -0,03552 -0,06566 0,09302
54 640,3 2937,75635 0,39877 0,36214 0,65971 0,34025
Tabelle A.8: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 27.
Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
1 29,1 3707,76496 0,00027 -0,00068 -0,00039 0,00073
2 29,3 3706,64213 -0,00101 0,00104 0,00081 0,00008
3 34,4 3705,82755 0,0003 0,00002 -0,00043 0,00043
4 31,8 3705,60903 -0,001 0,00065 -0,00049 -0,00056
5 7,7 3704,67988 0,00104 -0,0016 -0,00156 -0,00145
6 58,8 3704,59284 0,00182 -0,00357 0,00013 -0,00059
7 31,1 3703,9469 -0,0009 0,00604 0,00159 0,00075
8 37,8 3702,24737 -0,0001 -0,00273 0,0012 -0,00113
9 468,5 3580,43374 0,00363 -0,00175 0,00737 0,00056
10 240,4 3576,87351 -0,00583 0,0112 0,0031 0,00168
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Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
11 365,7 3572,16695 -0,00539 -0,00525 0,00791 -0,00195
12 392,6 3562,55728 -0,00187 -0,00289 0,00004 -0,00718
13 302,7 3559,95513 0,00468 -0,00323 0,00577 0,01881
14 227,5 3553,98346 -0,00657 0,00283 -0,00766 -0,00102
15 456,6 3549,86253 -0,00377 0,01079 0,00811 0,00149
16 176,3 3548,85539 -0,0019 -0,0036 -0,00432 0,00219
17 137,2 3533,27411 -0,00503 -0,00136 0,02792 0,00614
18 247,5 3531,521 -0,00771 -0,00037 0,00078 -0,00008
19 89,3 3530,79361 -0,00026 0,00119 0,00136 -0,00129
20 38,3 3513,26841 0,00454 -0,00505 0,00695 0,00247
21 107,2 3492,9413 -0,00733 0,0059 0,00367 0,00494
22 111,3 3484,61056 0,01117 -0,01164 0,00482 0,01089
23 508,1 3480,58402 0,02612 -0,01607 0,00531 -0,00087
24 140,2 3476,97573 -0,0153 -0,01017 0,01403 0,00342
25 64,8 3465,37114 0,03058 0,01943 -0,02479 0,00055
26 345,9 3458,24778 0,00546 -0,0013 0,00211 0,01365
27 258,7 3454,22011 0,00363 -0,01236 -0,00717 -0,00212
28 445,9 3448,62036 0,01233 0,01083 -0,0181 -0,0234
29 639,5 3433,26488 0,0049 0,02128 -0,01765 -0,00501
30 324 3425,50949 0,00069 -0,01408 0,01035 0,03887
31 421,8 3419,81548 0,00919 0,00215 -0,01494 -0,02628
32 569,4 3355,7163 0,01927 0,02499 -0,02967 -0,1874
33 38,6 3350,77709 -0,08791 0,02601 -0,00539 0,0286
34 255,3 3331,79469 0,13211 0,00619 -0,09408 -0,02832
35 145,4 3303,87241 -0,02969 -0,02242 0,03324 0,10025
36 1315 3265,56626 0,03258 -0,35394 0,35099 0,21455
37 182,9 3259,53389 0,16804 0,36563 -0,19209 -0,26391
38 856,3 3239,40075 -0,10489 0,07397 0,32152 -0,01644
39 610,4 3230,26595 0,04831 0,13398 -0,00177 -0,11784
40 1630,8 3226,80976 0,08371 -0,25131 -0,0613 -0,19833
41 213,2 3213,4839 0,007 -0,02461 0,23983 -0,06447
42 123,9 3205,15671 -0,28271 -0,19989 0,3769 0,33152
43 170,7 3163,35108 -0,0867 0,04583 0,12354 -0,03934
44 1261,9 3122,11021 0,01843 0,01855 -0,00071 0,04827
45 955,8 3112,28301 -0,07246 -0,06709 -0,10958 0,08788
46 709,8 3108,89783 0,46901 -0,49905 -0,1033 -0,06738
47 910,1 3093,66305 -0,11956 -0,21 -0,41028 0,36883
48 3059 3076,98881 -0,01848 -0,15463 0,24949 -0,56226
49 60,2 3049,55395 -0,0086 -0,06928 -0,19029 -0,04347
50 713,4 3029,51333 -0,16366 0,4356 0,15844 0,12194
51 547,5 3023,94657 0,00998 0,15121 -0,22724 0,24819
52 1614,5 2987,03035 -0,07573 -0,03663 0,0343 -0,08121
53 1110,6 2982,83651 0,07098 -0,02058 -0,05934 0,03495
54 1436,9 2978,63181 0,12294 0,07145 0,0068 0,0612
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Nr. Intensita¨t ν˜ [cm−1] Donator Donator Akzeptor Akzeptor
55 42,4 2974,47979 0,05162 0,0288 0,00895 0,03346
56 447,9 2972,10151 0,45584 0,12584 0,02082 0,26235
57 10,1 2969,01065 -0,02165 0,01038 0,00728 -0,0121
58 527,7 2944,11962 -0,57433 -0,21156 -0,36402 -0,19509
Tabelle A.9: Beitra¨ge der Donator- und Aktzeptorbindungen
des zentralen Moleku¨ls des globalen Minimums n = 29.
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Anhang B
Anmerkungen
Ohne Glu¨ck kommen weder der Forscher noch die Wissenschaft aus. So war mit Glu¨ck verbun-
den, zur passenden Zeit sich der Herausforderung der Thematik dieser Arbeit stellen zu ko¨nnen.
Als Initiator gilt mein Dank Herrn Prof. Dr. B. Hartke fu¨r das Vertrauen, mich in seine Arbeits-
gruppe aufgenommen zu haben und fu¨r die Idee zum vorliegenden Thema. Außerdem gebu¨hrt
ihm Respekt fu¨r sein Vorbild als rastloser Forscher. Im Gleichgewicht zwischen disziplinierter
Arbeit und der no¨tigen Freiheit auf dem Weg zum Ziel liegt der Erfolg wissenschaftlicher Arbeit
begru¨ndet. Unter den Rahmenbedingungen in dieser Arbeitsgruppe war es ein leichtes, diese
beiden Aspekte zu vereinen.
Die Bereitstellung der Computerressourcen im Rechenzentrum der Christian-Albrechts-Univer-
sita¨t zu Kiel und des HLRN waren essentiell fu¨r die in dieser Arbeit pra¨sentierten Ergebnisse.
Den Mitarbeitern beider Institutionen, die als meine Ansprechpartner bei Fragen zur Program-
mierung und reibungslosen Nutzung der Computer zur Verfu¨gung gestanden haben, ist dafu¨r zu
danken.
Schließlich waren die Mitglieder unserer Arbeitsgruppe sowohl Partner fu¨r fruchtbare Diskus-
sionen als auch verantwortlich fu¨r Kurzweil wa¨hrend der Forschung. Speziell za¨hlen dazu Dr.
Franziska Schulz, Dipl.-Inf. Andre´ Janz, Dipl-Phys. Frank von Horsten und Dipl.-Chem. Florian
Koskowski.
Mit letzterem verband mich zusa¨tzlich die Abhaltung der U¨bungen zum Rechenkurs fu¨r Chemi-
ker. Der Rechenkurs wurde nacheinander von Herrn Prof. Dr. H.-J. Schaller und Prof. Dr. H.
Ma¨der geleitet. Ihr kollegialer Umgang hat beim Hineinwachsen in die Lehrverantwortung sehr
geholfen.
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