Human mobility patterns are surprisingly structured (1) (2) (3) (4) (5) (6) . In spite of many hard to model factors, such as climate, culture, and socioeconomic opportunities, aggregate migration rates obey a universal, parameter-free, 'radiation' model (6). Recent work (7) has further shown that the detailed spectral decomposition of these flows -defined as the number of individuals that visit a given location with frequency f from a distance r away -also obeys simple rules, namely, scaling as a universal inverse square law in the combination, rf . However, this surprising regularity, derived on general grounds, has not been explained through microscopic mechanisms of individual behavior. Here we confirm this by analyzing large-scale cell -phone datasets from three distinct regions and show that a direct consequence of this scaling law is that the 1 arXiv:2002.06740v1 [physics.soc-ph] 17 Feb 2020 average 'travel energy' spent by visitors to a given location is constant across space, a finding reminiscent of the well-known travel budget hypothesis of human movement (8). The attractivity of different locations, which we define by the total number of visits to that location, also admits non-trivial, spatiallyclustered structure. The observed pattern is consistent with the well-known central place theory in urban geography (9), as well as with the notion of Weber optimality in spatial economy (10), hinting to a collective human capacity of optimizing recurrent movements. We close by proposing a simple, microscopic human mobility model which simultaneously captures all our empirical findings. Our results have relevance for transportation, urban planning, geography, and other disciplines in which a deeper understanding of aggregate human mobility is key.
Individuals make regular visits to different places at a wide range of distance and visiting frequencies. This frequency depends on the type of activity performed at a destination locationn (eateries, shopping malls, work places etc) at a certain distance from an individual's origin place (often an individual's home location) (9, 11) . In a recent study, we have shown that the number of visiting individuals follows an inverse square law of the production of frequency and distance (7) . More precisely, we can group the visitors to a given location c by frequency of visitation f during a reference period T , and consider the spectral flow rates N c,f (r): the total number of visitors who visit location c from distance r for f times in T . The total number of individuals to c is then N total,c = f N c,f (r)rdr. Here, we have computed N c,f (r) using datasets from three different regions: Greater Boston Area (the United States), Dakar region (Senegal), and Abidjan (Ivory Coast), see Supplementary Material (SM) and Table S1 for details.
Following the approach in (7) and defining a high-resolution grid with cells of size 1km × 1km, we construct the user's movement in two main steps (see SM for details): 1) identify the home cell for each user, which we define as the grid cell where the user spent the most time at night (see Fig.1A -C); 2) for each (user, cell) pair, compute the number of monthly visits f , and travel distance r, from the home cell to the given cell by the given user, where a cell is considered visited if the user resides there for a minimum time of τ min = 2 hours. r is defined as the geographical distance between the center of the user's home cell and the center of the visited cell. The desired N c,f (r) are then easily calculated from the data. rf (n = 1), the data collapse to a single, universal curve (7) , so that the visitation density from distance r to a cell c, ρ c,f (r), can then be approximated as ρ c,f (r) = N c,f (r)/(2πr) = µ c /2π(rf ) −2 , where µ c is a cell dependent 'attractivity' measuring how popular a given cell is ( Fig. 1G-I) . This tells us that, in contrast to net migration rates (1, 6) -which the gravity and radiation models endeavor to explain -, the main parameter governing spectral flow rates is not the distance r but rather the product rf . Since it measures the total distance traveled by an individual during a given reference period, we interpret E := rf as a travel energy (or alternatively, a travel budget). Our finding, then, is that the common structure between the spectral flow rates is the travel energy. Or put another way, though their radial distributions are different, the energy distributions of each frequency group (f -group) at a given cell are
A surprising consequence of this finding is that the average travel energy per visitor to a cell, E = E total /N total , where E total is the total energy spent by visitors to a cell and N total is the total number of visitors, is spatially invariant a kind of conservation law of human mobility:
where r min , r max are the minimum and maximum distances traveled by walkers in our datasets. We see the only cell dependent quantity, µ c , cancels out. Fig. 2 shows the conservation law is confirmed by our datasets. The spatial invariance of E is surprising because one might think that more attractive locations in a city would, on average, receive more travel energy from their visitors. In fact, more attractive places differ only in the number of visitors they receive, not the travel energy per visitor.
The spatial homogeneity of E led us to investigate the spatial distribution of the cell attraction parameters µ c . Recall these encode how popular, in terms of number of visitors, a given cell c is. Fig. 3A shows µ c for the Boston dataset have a clustered, spatial structure where the sizes of the clusters form a hierarchy. The emergence of clusters is expected: they form from the agglomeration effect of cities, -that is, from the tendency of services and facilities to locate around city centers or sub-centers -a finding consistent with the literature on urban structures (9, (12) (13) (14) (15) , as well as previous empirical studies of urban mobility (16, 17) . The emergence of the hierarchy of cluster sizes is likely a result of another well known law of Zipf's (11) . To test this, we investigated if the cluster sizes are power law distributed. We used the City Clustering Algorithm (CCA) (18) to compute the clusters from data, which works as follows (see SM for details). First, the values of all cells with µ c less than a threshold µ * c are set to zero. The values of all remaining cells are set to 1. Second, the cells with value 1 that are contiguous in space are merged recursively, until 'islands' of 1's surrounded by 0's are formed,
giving the desired set of clusters. Thus, given a threshold µ * c , a set of clusters is generated.
We chose the threshold µ * c , by plotting the ratio of the area of the largest cluster to the sum of the areas of all the clusters formed in the Boston data for different µ * c ( Fig. 3C ). As seen, there is a critical value of µ * c ≈ 10 2 where the area ratio is minimized; this marks the onset of the emergence of a giant cluster and serves as a natural choice of µ * c . Fig. 3D shows the distribution of cluster sizes at this µ * c do indeed follow Zipf's law (11), a law fundamental in city science (19) . We show a spatial plot of the clusters selected at µ * c in Fig. 3B .
We now take stock of our findings: (i) the universal energy distribution and its associated conservation law, and (ii) the clustered spatial pattern of attractivity parameters µ c whose size distribution match Zipf's law. Current models of human mobility cannot simultaneously account for both these observations. The popular exploration and preferential return model (EPR) (5) , which we will discuss shortly, accounts for (i) but not (ii) (Fig. S4 ). Here, building on the EPR model, we develop a model that can produce both (i) and (ii). To account for clustered µ c , we introduce the notion of preferential exploration, resulting in a modification of the EPR model that we call preferential exploration and preferential return scaling collapse, and more importantly finding (ii), realistic hierarchical visitation patterns: a qualitatively similar spatial pattern of clusters ( Fig. 4D ) and a quantitatively accurate cluster size distribution ( Fig. 4F ). Regarding the spatial patterns, we say "qualitatively similar" since the exact layout of the model clusters is different to that of real data. For example, in the real data there is a large cluster located on the coast (corresponding to Boston city) surrounded by multiple smaller clusters, which is different to the simulation data ( Fig. 4D ). Reproducing the clustered spatial patterns at this level of accuracy is however beyond the scope of the PEPR model since it ignores many complexities which likely influence the development of human towns/cities such as natural resources, rivers, topography, etc (see SM). Furthermore, the PEPR model was run on a square lattice, whereas Boston has an irregular geometry.
Our results support the well-known Central Place Theory (9) of urban science which to date is (at large-scale) empirically unsupported. The theory asserts that 'urban centers' form an orderly hierarchy arranged in space, where larger centers, which provide more 'high-level'
services (e.g., shopping centers, museums, theaters), are surrounded by smaller centers, which provide 'local-level' services (e.g., groceries, primary schools, clinics). The rationale behind the theory is that such an arrangement minimizes the total distance traveled by the population, and is in that sense optimal. Our work corroborates both aspects of Central Place Theory: the clustered spatial pattern of µ c we observed ( Fig. 3) is consistent with the hierarchical structure, and in SM we show the conservation law E = const across space accords with the minimumdistance optimality. In addition, we show that the average distance traveled by individuals for a
given visiting frequency r f obeys the relation r f = K/f , which also serves as a validation of the Central Place Theory (Fig. S5 ).
Central Place Theory is rooted on an individual-level least-effort principle (11) , and an emerging self-organized optimality (22) . To strengthen the evidence for this intriguing possibility, we computed the Fermat-Toricelli Weber (23) metric of our dataset. This is a metric used in spatial economy to quantify optimality from the perspective of the activity centers in a city (buildings, shops etc). Each cell c is assigned an index ∆D total /D total ∈ [0, 1], where D total is the total distance traveled by the reference population that visits c, and ∆D total is the improvement in overall distance traveled by the reference population gained by relocating the destination cell to another position on the grid. If the location of a cell is already optimal for the reference population, D total cannot be reduced by relocating that cell and therefore the index is 0. If the location of the cell is suboptimal, the index is close to 1. Remarkably, Fig. S6 shows most cells in our Boston dataset are close to their "Weber optimal" locations, having ∆D total /D total ≈ 0.
We give a full account of FTW theory and our computations in SM.
This study provides evidences of self-organized optimality of a human collective behavior, namely, day-to-day mobility. In contrast, many results in game theory show that collective behavior is non-rational and far from the socially desired outcome (24, 25) . This non-rationality is thought to be due to cognitive limitations, that is, from the inability of the human mind to completely understand the complex system in which the human operates (26) . The results of this study stand as a clear counter example to this. They demonstrate that collectively, humans are able to overcome their cognitive bounds and achieve optimal group-level behavior -an important and hopeful finding for the human mind. 7) which showed that the visit density for a center, ρ c,f (r), can be well-approximated by a single function ρ c,f (r) = µ c /(rf ) −η , η 2, implying that the single parameter, rf , is sufficient to express the interplay between distance and the visiting-frequency, uncovered in ref. (7) . Here, data from Abidjan has been added to further confirm this result (R 2 s > 0.97 and standard errors of ηs are shown in parentheses). 
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Materials and Methods

Boston data
Individuals' movements in Greater Boston Area are inferred from mobile phone Call Detailed Records (CDR) data collected over a span of 4 months. The dataset is provided by a company, and has been used in our previous studies (7) . The raw data contains about 2 million anonymized users.
Dakar data
The Dakar dataset is based on anonymized Call Detailed Records (CDR) provided by the Data for Development (D4D) Challenge. The detailed information of this dataset is provided in (27) .
Here, we use the SET2, which includes individual trajectories for 300,000 sampled users in Senegal, and after the preprocess, we have 173,000 users and 173 cells in Dakar region during two weeks of January, 2013. We also use the datasets of March, June, and August of 2013 to verify the robustness of the observed universality of distance-frequency, see Fig. S3 .
Abidjan data
The Abidjan dataset is also based on anonymized CDR provided by the D4D Challenge. The structure of the data and the data preprocessing method are detailed in (28) . Here, we use the SET2 of the original dataset. It contains individual trajectories for 50,000 random sampled users in the Ivory Coast, and after the preprocess, we have 18,000 users and 183 1km × 1km cells in Abidjan during two weeks of December, 2011.
Data preprocessing
CDR are generated only for voice calls, text messages or data exchanges and therefore have limited resolution in time. The geographic location of the cell towers and their density determines the accuracy of location measurements through triangularization techniques. Therefore, the trajectories extracted from CDRs constitute a discrete approximation of the moving population M (x; y; t). There are several steps in preprocessing of the data before it can be suitable for use in our analysis.
The main steps are: i) Partitioning of the study area. The area under study is partitioned into a rectangular grid. ii) For each grid cell of size 1km × 1km, we identify the individuals that have visited the location with a given frequency f , for instance f = 5 distinct days in a month for Boston (or bi-weekly for Dakar and Abidjan), while staying there for a minimum time τ min = 2h. Performing a robustness analysis shows that the result of our study is not sensitive to small changes in τ min . iii) For each person, we determine the home location as the grid cell which has been visited during most nights, i.e. between 7pm and 7am of local time.
By summing over all days in a given time window (one month for Boston, and two weeks for Dakar and Abidjan), one can find the home cell with high level of confidence for the majority of subjects. The resident population P i of a given cell i is then defined as the the total number of assigned persons to that cell. The number of visitors for each cell is defined as the total number of distinct, non-resident individuals visiting that cell. The number of visits for each cell is the total number of times that cell has been visited during the time window of interest. In Fig. S1 , we present the visitation distributions for Boston, Dakar and Abidjan, respectively.
The duration of stay criterium on defining cell visits yields a list of cells visited by that subject during a day. By aggregating those visits over the course of a month (or two weeks) for each subject, we obtain a visiting-frequency vector of dimension N cells which is equal to the number of cells on the geographical grid. The i-th component of this vector represents the number of times the i-th cell has been visited by that subject. We then construct the overall visit matrix for each month M. The ij−component of this matrix is the number of times j-th cell have been visited by the i-th subject. Although this matrix is huge in dimensions, its sparseness allows fast computation to derive various aggregate mobility related measures.
Here, the distance between cells is calculated by the haversine formula, which derives the great-circle distance between two points on a sphere. To count the number of visitors that cell c received from origin distances [r, r + ∆r], we take ∆r = 2km for Boston, and ∆r = 1km
for Dakar and Abidjan as the latter two regions are much smaller compared with Boston area.
Meanwhile, to reduce the noise of the 'tail' part of the aggregated visit, we take log-bins for distances over 20km in Boston dataset and over 10km in Dakar and Abidjan datasets ( Fig. 1 D-F).
Quantifying spatial structure
We use City Clustering Algorithm (CCA) to derive spatial clusters of cell attractiveness. CCA, proposed in (18, 29) , defines a 'city' as a maximal, spatial continuous area with granular population data. The algorithm takes three steps: First, set a population threshold P * and binarize the study area into 0, 1 values -cells with population over P * are set to be 1, otherwise to be 0. Second, the algorithm picks a populated cell (value = 1) randomly and adds the nearest populated cells recursively until all the nearest neighbors are unpopulated cells (value = 0). Third, repeat the picking and merging process until all populated cells belong to one specific cluster. This method is intuitive and can divide the US metro area into different clusters as shown in (29) .
In fact, CCA is not limited to use population as the input layer. However, no matter what kind of input layers used to perform CCA, the common problem is finding the proper threshold P * to binarize the urban area. A recent study proposes to employ percolation theory to solve the parameter selecting problem of CCA (30) . The paper has demonstrated that tuning the threshold P * , a giant cluster would emerge as P * reaches a certain point in datasets of population, nighttime light, and road networks, which is in line with the two-dimensional percolation process (30) . We also find similar behavior when tuning the threshold of attractiveness µ c in our case, which is likely to reflect the self-organization nature of urban systems. By setting µ c at the critical value and performing the CCA, we have a giant cluster and a large number of smaller ones (Fig. 3B) . To test the Zipf's law, we then run the ordinary least squares (OLS) regression between the cluster size and its corresponding rank among all detected clusters:
where Rank i is the size rank of cluster i. We derive the parameter of interest β 1 , and report the regression results in the main text (Fig. 3D ). Zipf's law is considered to be a rank-size distribution of β 1 = −1.
Model and simulation EPR model
The EPR model is a random walk-like model. At each step, the walker decides whether to explore a new, previously unvisited location with probability P new = ρS −γ where S is the number of locations she has visited so far and ρ, γ are model parameters. If the walker decides to explore, she jumps a distance ∆r sampled from P (∆r) ∝ |∆r| −1−αα is another model parameter -at an angle θ chosen uniformly at random P (θ) = (2π) −1 (i.e., does a Lévy flight (20) , to make the jump sizes consistent with empirical data (31) ). But if the walker does not choose to explore (which occurs with probability probability 1−P new ) she returns to a previously visited location with probability proportional to the number of previous visits in each location.
PEPR model and simulation
We simulated 1 × 10 5 agents moving according to the model's rules on a 300 × 300 grid of cells.
Home locations for these agents were assigned uniformly at random across the grid. Analysis was performed only on the 100 × 100 center region to eliminate boundary effects. The model parameters for data shown in Fig. 4BC were found by strobing over a grid in parameter space and selecting the parameters which led to the desired scaling collapse (exponent 2). α, ρ, and γ used here are also consistent with empirical findings (5) . Similarly, those from Fig. 4D -F were those which led to a cluster size distribution which followed Zipf's law.
Weber equilibrium
We here analyze the role places of particular importance play in the formation of self-organized patterns of urban settlements by analyzing the efficiency of these cells from the point of view of spatial-economic theory. According to this theory, the urban population distribution is driven by centrifugal and centripetal forces which exist due to the economic competition in minimizing the transportation costs to important resources. We can investigate the efficiency of attractor cells quantitatively, by studying how close the total transportation cost of incoming visits to each cell is to the optimum transportation cost defined as the minimum possible value for the total transportation distance from visitors home-location. This problem can be formulated as the Fermat-Torricelli-Weber (FTW) problem on a square grid.
We define a bi-directed visit OD-flow spatial network in which the nodes correspond to geographical cells and the directed edges are weighted according to the number of visits exchanged between pairs of nodes. The visits flow matrix is an asymmetric square matrix which contains all the information about the visiting patterns and is defined as
Note that in general V ij = V ji .
In the Weber problem in location theory, the optimal point is a point which minimizes the total distance from n points on a plane - Fig. S6 . One can consider this problem on a grid where the optimum location can be chosen from a finite number of points corresponding to the centre of cells on a geographical grid, and the optimum is a cell which minimizes the overall transportation distances from where the visits originate from.
We define the Weber matrix as follows:
where T [C i → C j ] is the total distance travelled by visitors of i-th cell if this cell where placed in the location of j-th cell. Using the distance matrix D and the visits flow matrix V we can compute the Weber matrix
Each row of the Weber matrix contains all the possible values of the objective function defined according to the Weber problem on a grid for the corresponding cell. The question is how close the value of the actual total transportation distance for each cell, which correspond to the value on the diagonal axis of the matrix, is to the minimum possible value for each row, corresponding to the FTW cell. One way to measure this closeness is to see how much improvement can be gained for each cell if we move each cell to its FTW location. We define the fractional improvement as the ratio of the total energy improvement gained for each cell to the actual energy which is given as
The above quantity is always between zero and one. The value zero corresponds to the extremum case where no improvement can be gained, meaning that the cell's location coincides with the optimal transportation location. The value would be equal to one when the transportation distance can be reduced to zero by moving the cell. Since the number of visits a cell gets does not change as we relocate the cell, the fractional distance per visit improvement, i.e., ∆D iv D iv is equal to the fractional total distance improvement,
The average distance per visit can be quite large yet the highly important cells are very close to their FTW cell in the majority of the cases. In Fig. S6 we plot the total received visits by each cell versus the fractional improvement which can be gained by relocating them to their FWT point. As seen from the figure, the majority of the highly visited cells have low fractional improvement. The exceptions to this pattern are the few cells in the yellow box in Fig. S7 . To see why these cells were exceptional, we checked the location of the cells on the map and found that in the majority of cases, they correspond to tourism attraction points near beaches, lakes, etc, which explains why they are anomalous -these locations having an intrinsic reason to be located where there are, as opposed to being there so as to optimize their FTW score.
Topography
In the main text we showed that the spatial pattern of the visitation rates of the PEPR model ( Fig.   4D ) were different to those of the real Boston data (Fig. 3A) A thorough study of the role of topography in human movement is beyond the scope of the present work. We here however take a first step in this direction by running the PEPR model on a non-trivial geometry to see if it leads to more realistic spatial visitation patterns.
In the main text, the PEPR model was run on a square lattice, a crude approximation of the irregular geometry of Boston (Fig. 3A) . In Fig. S8 The schematic figure shows how the FTW efficiency is computed. The total distance travelled by visitors of a specific cell (red dot) can be minimized by moving the destination cell on the grid. The efficiency is ∆D total /D total , which is the ratio between ∆D total , i.e., the improvement gained in reducing the aggregate distance travelled by moving the cell from its actual location to the optimum FTW point, and the actual aggregate distance travelled by visitors to that cell, D total . B) Each density plot represents the number of cells with a particular number of visits and FTW efficiency for Greater Boston Area based on CDR for the month of August 2009. The FTW efficiency is computed for each cell based on visits made by visitors who live at distances larger than r c . These plots compare how density changes by increasing r c from 0 to 10 km. For r c = 0 the density is particularly high where the FTW efficiency is very high. As the number of visits is increased, the distribution becomes narrower and the FTW efficiency increases. This pattern still survives but becomes weaker as r c is increased as described in Supplementary Material. The higher the number of visitors, the higher is the chance that the cell is transportation efficient. As shown in B, C, the outliers to this pattern (the cells corresponding to points in the yellow box in (a)) are located near shores, lakes, etc., and are well-known touristic locations. 
