Introduction {#sec1-1}
============

Novel radiotherapy techniques are continuously developing. In this regard, radiation field sizes smaller than conventional dimensions are getting used to deliver higher gradient radiation doses to patients \[[@ref1],[@ref2]\]. For high precision in some novel radiotherapy practices such as intensity modulated radiotherapy (IMRT) and stereotactic radiosurgery, it is fundamental to determine the doses for small photon fields with a high accuracy. However, the accuracy of experimental dosimetry for small fields is limited due to the lack of lateral charge particle equilibrium, spectral changes as a function of field size, sensitivity variations of the detectors used and the non-negligible volume of detectors \[[@ref3],[@ref4]\]. On the other hand, all common dosimetry protocols are based on the measurements made under reference conditions \[[@ref5],[@ref6]\]. In such protocols, field sizes are usually normalized to the reference field size of 10×10 cm^2^ as standard. However, the accuracy and precision of dosimetric measurements in phantoms largely depend on the detectors used, diverse perturbation effects due to the presence of the detector in the medium, as well as deviations from calibration conditions \[[@ref3],[@ref4]\].

In common dosimetry protocol (based on either TRS398 \[5\] or TG51 \[[@ref6]\]), the dose to water $D_{{w,}_{Qmsr}}^{f_{msr}}$ is calculated by using Equation 1 for a small cylindrical shape of water (where the measuring chamber is located) in standard reference condition, while the dose to a PMMA phantom in non-reference conditions (small fields) $D_{{m,}_{Qmsr}}^{f_{msr}}$ is calculated by Equation 2 for a PMMA voxel having a radius of 0.1 mm and a height of 1 mm \[[@ref4]-[@ref6]\].

$D_{{w,}_{Qmsr}}^{f_{msr}} = M_{Q_{msr}}^{f_{msr}}.N_{{Dw,}Q_{0}}.K_{{Q,}Q_{0}}$ (1)

$D_{{m,}_{Qmsr}}^{f_{msr}} = M_{Q_{msr}}^{f_{msr}}.N_{{Dw,}Q_{0}}.K_{{Q,}Q_{0}}.K_{Q_{msr,q}}^{f_{msr,fref}}$ (2)

In these equations $M_{Q_{msr}}^{f_{msr}}$ , $K_{{Q,}Q_{0}}$ and $N_{{Dw,}Q_{0}}$ are the chamber reading, its calibration factor, and the radiation quality factor at the standard reference condition, while $K_{Q_{msr,q}}^{f_{msr,fref}}$ is an extra radiation quality factor proposed to be used for non-reference (small fields) conditions.

Based on some preliminary calculations, it has been stated \[[@ref7]\] that a further decrease in the voxel size will not change the dose to the voxel within the acceptable uncertainty limits (\<0.2%), even for the smallest field size, i.e. the volume averaging for the voxel size is claimed to be negligible. However, a common effect of non-water equivalent radiation detectors intended for measuring the absorbed dose to water, compared with the ideal small water-equivalent probe, is their over- or under-response to the photon fields with different amounts of low-energy photons \[[@ref8]\]. Thus, the response is defined as the quotient of the detector signal and the absorbed dose to water in the undisturbed medium at the position of an effective measurement point of the detector. Although spatially highly resolved measurements are achievable with some detectors such as radiographic films, thermoluminescent detectors and Si diodes, their over- or under-responses render them error-prone when applied in photon beams having radiation qualities different from that used in their calibration procedure \[[@ref6],[@ref7]\].

Hence, Alfonso et al \[[@ref9]\] proposed a new formalism for the small and non-standard field dosimetry procedures, introducing a new detector-dependent correction factor which may be determined only by Monte Carlo simulations \[[@ref3],[@ref4]\]. In several publications, correction factors or different notation of factors have been provided for various detectors in small radiation fields for several linacs \[[@ref7],[@ref9],[@ref10]\].

To overcome the problems encountered due to the variation of beam qualities and energy spectra in small field radiotherapy compared to conventional radiation field sizes, a new protocol has been recommended by a task group of AAPM \[[@ref11]\] TG155) to determine some correction factors required for such small field sizes. The recommended correction factors take into account the probable variation caused by the dosimeter response at the reference and non-reference conditions and increase the level of precision of experimental dosimetry procedures for small field sizes \[[@ref5],[@ref6],[@ref11]\].

Due to the variation of radiation quality in small field radiotherapy and the lack of precise knowledge and information on the correction factors proposed for such fields and the effect of these factors on related dosimetry parameters, the recommended TG155 correction factors \[[@ref11]\] have to be determined. TG155 recommends the application of further correction factors including the non-reference condition correction factors of K~NR~ (Non-reference condition correction factor), K~NCSF~ (Non-reference small field condition correction factor) to take into account the possible changes of the detector response under non-reference conditions. By definition, the correction factor is unity under reference conditions and deviates from unity in non-reference conditions. The TG155 correction factors (K~NR~, K~NCSF~) recommended for non-reference conditions were calculated in this study by using Monte Carlo calculations as well as experimental measurements for four small field sizes based on the novel protocol proposed by the AAPM task group \[[@ref11]\], the formalism proposed by Alfonso et al. \[[@ref9]\], and other previous studies made on small field dosimetry based on Monte Carlo calculations \[[@ref12]-[@ref14]\]. Our calculations/measurements were performed at 6 and 18 MV energies produced by a Varian Oncology Systems clinic linac (2100C/D) for three different ionizing detectors including a pinpoint chamber and two different diodes. In addition, experimental measurements were performed to estimate the electron beam spot size of the linac via comparing the experimental and simulated data.

Material and Methods {#sec1-2}
====================

Measurements {#sec2-1}
------------

### Radiation Source and Field Definitions {#sec2-1-1}

All experimental measurements were made at the radiotherapy department of Pars Hospital in Tehran/Iran. A Varian Oncology System clinic linac (2100C/D) equipped with small field collimators was used to deliver 6 and 18 MV photon beam energies.

### Small Field Collimators {#sec2-1-2}

Various small field sizes (including 5, 10, 20 and 30 mm) were defined by using separate circular collimators. In this regard, the external home-made small field collimators were attached to the linac.

### Detectors {#sec2-1-3}

Three Scanditronix p-type diodes (Germany) including an EPD-10, EPD-15 and EPD-20 recommended for in-vivo dosimetry of high energy photon beams were used. These detectors are designed to facilitate the implementation of a fast and accurate in-vivo dosimetry routinely. In addition to the diode dosimetry system, a pinpoint chamber having a 100 nC/Gy Typical sensitivity (PTW31006, Germany) and EBT2 films were used based on the protocol recommended and described in the TG155 report \[[@ref11]\]. [Table 1](#T1){ref-type="table"} shows the characteristics of the Scanditronix diodes used in this study.

###### 

Characteristics of Scanditronix Diodes

  Detector          Applications, build-up                                        Water equivalent   Sensitivity decrease at 250 Gy
  ----------------- ------------------------------------------------------------- ------------------ -------------------------------------------
  EDP-10 (green)    4-8 MV (photons,) entrance dose, few corrections, exit dose   10 mm              ≥℅1 (less than the mass accuracy) at 6 MV
  EDP-15 (red)      6-14 MV (photons) entrance dose, few corrections, exit dose   15 mm              ≥℅1 (less than the mass accuracy) at 6 MV
  EDP-20 (yellow)   8-18 MV(photons,) entrance dose, few corrections, exit dose   20 mm              ≥℅1 at 1 MV

### Measurement Setup {#sec2-1-4}

High-energy photon beams were directed vertically down into a 30×30×30 cm^3^ water tank phantom and a slab phantom equipped with a vertical translation stage centered on one of the slabs positioned appropriately beyond the buildup region for 6 and 18 MV photon energies. The detectors were attached to the linac head by means of acrylic holders so that they are fixed vertically along the secondary collimators under the linac treatment head. The SSD was set at 100 cm and the detectors were positioned at the beam isocenter at a known depth in the water phantom. For the ionization chamber setup, the point of measurement was set at 10 cm depth in the water phantom but for the diode set up this point was set at 5 cm depth in the slab phantom \[[@ref13],[@ref14]\].

### Correction Calibration of Diodes {#sec2-1-5}

The correction calibration is a complement to the sensitivity calibration of diodes that takes care of the difference in the detector response from that expected to the actual reading value. This correction factor is used to correct the detector response due to other specific (small) field sizes, SSDs, wedges, etc. to its common known normalized standard setup (made at 10×10 cm^2^ field size and SSD=100 cm). This correction factor will differ slightly from 1.00. Furthermore, if diodes had been in use since their last sensitivity calibration, extra recalibration must be done prior to the specific correction calibration. Extra correction factors are required to be made for different treatment set-ups (field sizes, SSDs, wedges) for several reasons. One reason is that diodes are not ideal. But, the main reason is that in in-vivo dosimetry when the dose is measured at the point of interest, the skin of the patient does not change proportionally to the dose at the D~max~ for different set-ups. This mainly depends on the larger contribution of secondary electrons at the skin of the patient than that at the D~max~. The good point is that the relation between the correction factors would be constant if a high quality detector is used whereby it needs to be measured normally just once. [Figure 1](#JBPE-9-37-g001.tif){ref-type="fig"} shows the diode calibration procedure made for entrance dose measurements.

![Diode calibration procedure for entrance dose measurements. The ionization chamber is positioned at the reference depth in the phantom and the diode at the entrance surface in the reference geometry.](JBPE-9-37-g001){#JBPE-9-37-g001.tif}

### Irradiation {#sec2-1-6}

All experimental measurements performed for the detectors were made by using the 6 and 18 MV photon beams of the Varian linac. The homogeneous phantom used in the study (a PMMA phantom) was irradiated to 6 and 18 MV linac energies at various circular small field sizes of interest (with 5, 10, 20 and 30 mm diameters). The dosimetry procedures were made with a pinpoint chamber and three types of diodes (EDP-20, EDP-15 and EDP-10) separately by placing several layers of similar thicknesses of the slab phantom as required for each circular small field size. To ensure the accuracy/reliability of the measurements, each measurement was repeated three times from which the average was calculated and used. The results measured experimentally from irradiating the homogeneous phantom were compared with those obtained from the Monte Carlo calculations.

Monte Carlo Simulations {#sec2-2}
-----------------------

### Validation of Linac Nominal Energies for Monte Carlo Simulations {#sec2-2-1}

To validate the calculated photon beams produced by Monte Carlo simulations for the Varian linac, the calculated photon spectra and dose distributions were compared with those measured experimentally with the pinpoint chamber. Several electron energies were simulated including 5.8, 6.0, and 6.2 MV; and 17.8, 18.0, and 18.2 MV for the nominal 6 and 18 MV energies, respectively. In this regard, the calculated PDDs were compared with the standard experimental measurements made for 6 and 18 MV nominal energies. The best matching of the assumed electron energies was chosen when the sum of the differences of the calculations made by MC simulations relative to the experimental measurements indicated the lowest values for the distance to agreement (DTA) and local dose difference (DD) parameters. As could be noted from the data presented in [Table 2](#T2){ref-type="table"}, the best matching energies for the nominal 6 and 18 MV energies of the linac have been 6.2 and 18.0 MV indicating less than 1% error being less than all other energies.

###### 

Comparing different parameters determined with the experimental measurements and Monte Carlo calculations at 6 and 18 MV photon energies

  Energy (MeV)   FWHM (mm)   DTA (mm) (mean ± SD)   DD (%) (mean ± SD)
  -------------- ----------- ---------------------- --------------------
  18             0.15        0.59 ± 0.38            0.53 ± 0.48
  6.2            0.20        0.24 ± 0.17            0.45 ± 0.33

### Monte Carlo Simulations {#sec2-2-2}

Monte Carlo simulations were carried out by using BEAMnrc and DOSXYZnrc codes for all the required dose calculations. Both of these codes are based on an electron gamma shower user code (EGSnrc) that comes as a package under the license of the National Research Council of Canada \[[@ref7],[@ref10],[@ref15]\]. The Varian linac (Varian Oncology Systems, 2100 C/D) head geometry was modeled by the BEAMnrc \[[@ref15]\]. All the materials and the structure of the linac head were defined based on the specifications provided by Varian Company.

The BEAMnrc simulations were performed with an energy threshold of ECUT=0.07 MeV for electrons as well as positrons and PCUT=0.01 MeV for photons \[[@ref16]-[@ref18]\]. A total of 3×10^9^ and 10^9^ histories were studied for the accelerator head calculations for the 6 and 18 MV energies respectively.

To improve the efficiency of Monte Carlo simulations, the variance reduction technique of directional Bremsstrahlung Splitting (DBS) was used \[[@ref15]\]. For the linear accelerator geometry, a splitting number of 1000 and 750 was selected for optimal simulation efficiency at 6 and 18 MV energies, respectively \[[@ref7],[@ref12]\]. According to Kawrakow et al recommendation \[[@ref16],[@ref17]\], a splitting field radius of 10 cm at a distance of 100 cm from the source was chosen for the 10×10 cm^2^ reference field. For other field sizes, the splitting radius was set equal to the side length of the radiation field (e.g. a splitting field radius of 3 cm at a distance of 100 cm from the source was chosen for the 30 mm cone size) \[[@ref16],[@ref17]\].

The primary output of the BEAMnrc simulation for the head of the linac is a file called phase space file (PHSP) having the information about all the particles leaving the accelerator. This file was scored in a plane perpendicular to the beam axis at 100 cm distance from the target. To model the initial electron beam in the treatment head, the BEAMnrc source ISOURCE=19 was used. The phase space files were generated with BEAMnrc for different field sizes and electron beam spot sizes. The circular field sizes varied from 5 to 30 mm and the initial electron beam spot size FWHM from 1.3 to 1.8 mm \[[@ref17],[@ref18]\]. The user code BEAMDP (BEAM utility program) was used to calculate the photon flounce from PHSP files created at a depth of 4 cm in the PMMA phantom \[[@ref17]\].

The BEAMDP program was used to read and process the data in the PHSP files and plot the energy spectra of the photon beams. To validate the Monte Carlo model for the photon-beam output of the Varian linac, four PHSP files were created for the 5, 10, 20 and 30 mm circular field sizes and the standard 10×10 cm^2^ square field size, at every 2 cm in the PMMA phantom \[[@ref12],[@ref14]\]. The resulting 112 PHSP files were used as the input files for DOSXYZnrc code to determine the dose distribution in the perspex (PMMA) phantom created by this program. The PMMA phantom was created by using the DOSXYZnrc code. The voxel size used to calculate the dose was 0.25 mm in the direction of measurement and 1.0 mm in the other two dimensions \[[@ref4],[@ref8],[@ref9],[@ref12]\].

The PMMA phantom was located at a source-to-surface distance (SSD) of 100 cm. These 112 PHSP files (one phase space file for every 2 cm) in the perspex phantom (having a depth of 28 cm for both of the 6 and 18 MV energies) were used as the input file for BEAMDP simulation program to determine the photon energy fluence spectra distribution in the perspex phantom created by DOSXYZnrc program. [Figure 2](#JBPE-9-37-g002.tif){ref-type="fig"} shows the geometry of the phantom used to model the diode detector in the PMMA medium using DOSXYZnrc in this study.

![The phantom used to model the diode detector in the PMMA medium using DOSXYZnrc MC code.](JBPE-9-37-g002){#JBPE-9-37-g002.tif}

The dose within the sensitive volume of three different types of detectors ([Table 1](#T1){ref-type="table"}) was calculated with the user code of "egschamber" \[[@ref19],[@ref20]\]. The detector geometries were modeled in detail according to the information given by the manufacturer (Scanditronix, Germany) using the user code of geometry package \[[@ref21],[@ref22]\]. The ionization chamber was modeled including all the details such as its central electrode, stem and capsule. The diode detectors were modeled including their whole silicon chip and surrounding material.

Non-reference Condition Correction Factors, K~NR~ and K~NCSF~ {#sec2-3}
-------------------------------------------------------------

The K~NR~ factor shall compensate for the change of the detector response in non-reference Y~t~(x) compared to the reference Y~t~(xref)condition \[[@ref8],[@ref23],[@ref24]\] as expressed in the following equation:

K~NR~ = Y~t~(x~ref~)/Y~t~(x) (3)

in which, X~ref~ and x represent the reference and non-reference conditions, respectively. Thus, if Y~t~(x) is larger than Y~t~(X~ref~), e.g. in the well-known case of over response of p-type diodes in the periphery of a phantom field where low energy scattered radiation dominates, the K~NR~ would be smaller than unity \[[@ref8]\]. The non-reference detector response Y~t~(x) is obtained from a formula suggested by Wulff et al. \[[@ref8],[@ref12]\] as follows:

${Yt}\left( x \right) = \frac{\sum\limits_{i=1}^{n}r_{t}\left( E_{i} \right)\left\lbrack \frac{\mu_{en}\left( E_{i} \right)}{\rho} \right\rbrack_{m}Q_{E_{Non-reference}}\left( E_{i} \right)E_{i}{\mathrm{\Delta}E}_{i}}{\sum\limits_{i=1}^{n}\left\lbrack \frac{\mu_{en}\left( E_{i} \right)}{\rho} \right\rbrack_{w}.Q_{E_{Non-reference}}\left( E_{i} \right)E_{i}{\mathrm{\Delta}E}_{i}}$ (4)

The details of the parameters used in this equation are described in [Table 3](#T3){ref-type="table"}. In this table the detector response parameters used in Equation 4 for determining Y~t~(x) are shown \[[@ref8],[@ref12]\]. The r~t~(E~i~) introduced in the table is the response of the detector type t, defined as the quotient of the detector signal and the absorbed dose to water at the point of measurement, to mono-energetic photons of energy E~i~ under the same conditions of use, such as the PMMA case for the set of EDP diodes, under which the detector is applied for the high energy photon beams. The r~t~(E~i~) values for the pinpoint chamber and unshielded Scanditronix diodes (EDP-10 and EDP-20) were measured and validated with those reported by Wulff \[[@ref12]\] and Edwards \[[@ref25]\] from Monte Carlo calculations \[[@ref11]\]. The factor $\left\lbrack \frac{\mu_{en}\left( E_{i} \right)}{\rho} \right\rbrack_{m}$ is the mass energy absorption coefficient of water and PMMA and *φE(E~i~)* the spectral photon fluence at energy *E~i~* \[[@ref24]\]. The photon fluence spectra *φE(E~i~)* values needed to be used in Equation 4 were determined by Monte Carlo simulations \[[@ref8],[@ref18],[@ref24]\]. The head structure of the Varian linac operating at nominal voltages of 6 and 18 MV was utilized. By using the calculated energy spectra, the response for each detector was achieved. The first necessary step was to calculate the values of the spectrum-weighted response for the reference and general conditions, Y~t~(x~ref~) and Y~t~(x). According to Equation 4, it was required to calculate the photon spectra under various conditions in- and outside the geometric field limits.

###### 

Non-reference Detector Response Y~t~(x) Parameters

  r~t~(E~i~) Response of detector type t                                                                                                    Response of detector at 6 MV energy in PMMA phantom for the diodes (EDP-10 and EDP-20) and Pinpoint dosimeters   Response of detector at 18 MV energy in PMMA phantom for the diodes (EDP-10 and EDP-20) and Pinpoint dosimeters
  ----------------------------------------------------------------------------------------------------------------------------------------- ---------------------------------------------------------------------------------------------------------------- -----------------------------------------------------------------------------------------------------------------
  $\left. \frac{\mu_{en}\left( E_{i} \right)}{\rho} \right\rbrack_{w}\left. ,\frac{\mu_{en}\left( E_{i} \right)}{\rho} \right\rbrack_{m}$   Mass energy absorption coefficient of water and PMMA                                                             Mass energy absorption coefficient of water
  Φ~E~(E~i~) Non-reference                                                                                                                  Spectral photon fluence at 6 MV energy (E±∆E = 6±%20)                                                            Spectral photon fluence at 18 MV energy (E ± ∆E = 18 ±%20)
  ∆E~i~constant bin width                                                                                                                   10 KeV                                                                                                           24 KeV
  (μ~en~/ρ)~w~Φ(Ei) Ei∆EiNon-reference                                                                                                      Absorbed dose to water(and PMMA) at the energy interval ∆Ei (10 KeV)                                             Absorbed dose to water(and PMMA) at the energy interval ∆Ei (24 KeV)

The K~NR~ for the small circular fields (with 30 mm diameter) were measured experimentally at various depths by using Equations 3 and 4 for the 6 and 18 MV energies.

In small field dosimetry, where a small field size of 4×4 cm^2^ is used as the reference, the associated non-reference condition factor is termed as the K~NCSF~. This factor is determined from the following equation:

K~NCSF~ = Y~t~(x~cal,SF~)/Y~t~(x) (5)

where xcal,SF represents the conditions of the small calibration field and x the general conditions. The conversion from the correction factor of K~NR~ to K~NCSF~ for any given condition x is given by combining Equation 3 and 5, through the following equation:

K~NCSF~(x) = K~NR~(x)/K~NR~ (x~cal,SF~) (6)

The K~NCSF~ for the small circular fields (with 5 and 10 mm diameters) were measured experimentally at various depths by using Equation 6 for the 6 and 18 MV energies.

Calculating K~NR~ and K~NCSF~ {#sec2-4}
-----------------------------

The values of K~NR~ and K~NCSF~ were calculated according to Equations 3, 4 and 5. Generally, the deviations of K~NR~ from unity for all the depths and field sizes were smaller for the 18 MV beam compared to the same conditions for the 6 MV beam due to the smaller spectral contribution of low-energy photons at 18 MV.

Results and Discussions {#sec1-3}
=======================

Some spectra calculated by BEAMDP program for the 6 and 18 MV incident plane parallel beams are plotted in [Figures 3](#JBPE-9-37-g003.tif){ref-type="fig"}-[](#JBPE-9-37-g004.tif){ref-type="fig"}[5](#JBPE-9-37-g005.tif){ref-type="fig"} for circular field sizes of 5, 10, 20, and 30 mm diameters and also the reference square field size of 10×10 cm^2^. All the spectra were calculated for different field sizes at 10 cm depth on the central axis. The spikes observed in some of the spectra are due to a discretization effect of the larger scored energy bin width of the scattered photons compared to the primary incident photons. It has already been concluded by Eklund and Ahnesjö \[[@ref24]\] that the discretization effect does not introduce any errors in the calculated spectra. For the small field sizes investigated in this study, the scattered component is negligible \[[@ref24],[@ref26],[@ref27]\]. Therefore, this component was not considered in the MC simulations. Based on international codes of practice for clinical high-energy photon beam dosimetry \[[@ref28]\], the quality factor K~Q~ only corrects the calibration factors of various dosimetric detectors as far as the detectors are used under reference condition and further correction factors, K~NR~ and K~NCSF~, are needed to correct for the changes of detectors' response occurred in non-reference conditions. The K~NR~ and K~NCSF~ calculated in this study were based on the detector responses for mono-energetic photons \[[@ref8],[@ref23],[@ref24]\]. The K~NR~ and K~NCSF~ values were calculated according to Equations 3, 4 and 5 for various dosimeters (EDP diodes and Pinpoint chamber). [Figures 6](#JBPE-9-37-g006.tif){ref-type="fig"}-[](#JBPE-9-37-g007.tif){ref-type="fig"}[](#JBPE-9-37-g008.tif){ref-type="fig"}[9](#JBPE-9-37-g009.tif){ref-type="fig"} show the depth dependence of the non-reference condition correction factor (K~NR~ and K~NCSF~) for various detectors at various points on the central beam axis at 6 and 18 MV photon beams for various field sizes. For the points of interest on the beam central axis using the 10×10 cm^2^ field size at 10 cm depth as the reference field, both K~NR~ and K~NCSF~ correction factors will be equal to 1.00 \[[@ref23],[@ref24]\]. The deviations of the non-reference condition correction factors of K~NR~ and K~NCSF~ from unity can be used to provide more accurate photon beam dosimetry in the phantoms under specific conditions of depths and field sizes different from the reference condition.

![Photon energy fluence spectra of 18 MV photon beam calculated at 10 cm depth on the central axis for various circular small field sizes, a: 5, b: 10, c: 20, d: 30 mm diameter. The plotted spectra are normalized to the total incident photon energy fluence φ0 .by using Equation (4).](JBPE-9-37-g003){#JBPE-9-37-g003.tif}

![Photon energy fluence spectra of 6 MV photon beam calculated at 10 cm depth on the central axis for various circular small field sizes, a: 5, b: 10, c: 20, d: 30 mm diameter. The plotted spectra are normalized to the total incident photon energy fluence φ0 by using Equation (4).](JBPE-9-37-g004){#JBPE-9-37-g004.tif}

![Photon energy fluence spectra for the reference 10×10 cm^2^ field size at 10 cm depth on the central axis, for the 6 (a) and 18 (b) MV photon beams. The plotted spectra are normalized to the total incident photon energy fluence φ0 by using Equation (4).](JBPE-9-37-g005){#JBPE-9-37-g005.tif}

![Depth dependence of the non-reference condition correction factor (K~NCSF~) for various detectors at various points on the central beam axis at 18 MV photon beam for the circular 5 mm diameter field size in the phantom defined by Equation (5).](JBPE-9-37-g006){#JBPE-9-37-g006.tif}

![Depth dependence of the non-reference condition correction factor (K~NCSF~)for various detectors at various points on the central beam axis at 18 MV photon beam for the circular 30 mm field size in the phantom defined by Equation (3).](JBPE-9-37-g007){#JBPE-9-37-g007.tif}

![Depth dependence of the non-reference condition correction factor (K~NCSF~)for various detectors at various points on the central beam axis at 6 MV photon beam for the circular 5 mm field size in the phantom defined by Equation (5).](JBPE-9-37-g008){#JBPE-9-37-g008.tif}

![Depth dependence of the non-reference condition correction factor (K~NCSF~) for various detectors at various points on the central beam axis at 6 MV photon beam for the circular 10 mm field size in the phantom defined by Equation (5).](JBPE-9-37-g009){#JBPE-9-37-g009.tif}

[Table 4](#T4){ref-type="table"} shows the calculated values of K~NR~ (X~cal~, SF) for the 6 and 18 MV photon energies and various radiation detectors at 10 cm depth of the homogeneous phantom shown in [Figure 1](#JBPE-9-37-g001.tif){ref-type="fig"}. The accuracy of the K~NR~ and K~NCSF~ values depend on the accuracy of the input values, i.e. the energy dependent responses r~t~(E~i~) of various detectors for mono-energetic photons as seen in Table 4. These uncertainties are detector dependent, and according to Equation 4 they will appear practically unmodified in the K~NR~ values. Thus, we estimated the deviations of the K~NR~ values from unity to have uncertainties of the order of 5%. The second source of numerical uncertainties comes from the Monte Carlo derived photon spectra, serving as the input to Equation 4 \[[@ref8],[@ref22],[@ref23]\].

###### 

Values of K~NR~ derived from Equation 3 for various detectors at 10 cm depth of the phantom for the circular 30 mm diameter field size.

  Detector type   6 MV    18 MV
  --------------- ------- -------
  Pinpoint        0.998   0.997
  Diode EDP-10    1.004   1.002
  Diode EDP-15    1.008   1.003
  Diode EDP-20    0.993   0.997

Generally, the deviations of K~NR~ from unity for all depths and field sizes were smaller for the 18 MV compared to 6 MV that can be attributed to the comparatively smaller spectral contribution of low energy photons at 18 MV \[[@ref24],[@ref27]\]. At 6 MV, the unshielded diode indicated an under-response by up to 6% for all the small field sizes that can be due to the smaller spectral contribution by low energy components for these field sizes compared to the 10×10 cm² standard reference field size \[[@ref28]\] However, for larger field sizes (\>5×5 cm^2^), a reverse effect (over-response) occurred for the unshielded diode by as much as 16% due to Compton scatter photons required to be corrected in practice. On the other hand, at 18 MV the under-response correction of the unshielded diode for the same small field sizes was about 2% and the over response for the same larger field size was about 5 %, being similar to other reports done with other types of detectors \[[@ref22],[@ref24],[@ref29]\].

Our results reported for the ionization chamber ([Figures 6](#JBPE-9-37-g006.tif){ref-type="fig"}-[](#JBPE-9-37-g007.tif){ref-type="fig"}[](#JBPE-9-37-g008.tif){ref-type="fig"}[9](#JBPE-9-37-g009.tif){ref-type="fig"}) were in close agreement with the K~NR~ values reported by Wulff \[[@ref12]\] and da Rosa \[[@ref30]\] calculated by Monte Carlo simulation. However, the increasing response estimated at MV energy ranges in our study is likely due to the relativistic density effect which affects the stopping power of water more than that of air \[[@ref31],[@ref32]\]. In other experiments in which TLD-100 (LiF:Mg,Ti) chips have been served as the reference detectors to observe the changes of ionization chamber responses, similar findings to ours are reported \[[@ref28],[@ref30]\].

The K~NR~ values measured by Scarboro et al \[[@ref33]\] for LiF:Mg,Ti thermoluminescence detectors were obtained for a Varian linac in Houston, Texas and compared with that of a PTW31002 ionization chamber. The maximum difference of our K~NR~ calculated values with the experimental measurements reported by Scarboro et al \[[@ref33]\] was 2%.

The unshielded diodes investigated by Dieteriche et al \[[@ref34]\] were not the same type as those investigated by Palmans \[[@ref35]\], which may explain the smaller K~NR~ variation found by Dieteriche et al \[[@ref34]\]. On the other hand, Wulff \[[@ref12]\] and da Rosa \[[@ref30]\] investigated the same type of unshielded diode on which our calculation was based, indicating that the unshielded diodes ([Figures 6](#JBPE-9-37-g006.tif){ref-type="fig"}-[](#JBPE-9-37-g007.tif){ref-type="fig"}[](#JBPE-9-37-g008.tif){ref-type="fig"}[9](#JBPE-9-37-g009.tif){ref-type="fig"}) can well be used for the measurements of depth and lateral dose profiles of photon beams. The calibration factor for a small field size of 3×3 cm^2^ reported by others \[[@ref11],[@ref28],[@ref36],[@ref37]\] has yielded a K~NCSF~ value close to unity inside the geometric field borders being similar to that estimated in this study for a small circular field size of 3 cm diameter.

Further experimental estimations of K~NR~ and K~NCSF~ values made with all the detectors used in our study indicate that EDP diode can serve well as a reference detector since very small changes of the K~NR~ and K~NCSF~ are noticed with this detector even at the peripheral regions ([Figures 6](#JBPE-9-37-g006.tif){ref-type="fig"}-[](#JBPE-9-37-g007.tif){ref-type="fig"}[](#JBPE-9-37-g008.tif){ref-type="fig"}[9](#JBPE-9-37-g009.tif){ref-type="fig"}).

Conclusion {#sec1-4}
==========

For special small-field dosimetry, we considered small-field calibration conditions with 4×4 cm² field size, and the conversion factor K~NCSF~ instead of K~NR~. Our calculations illustrated that for the restricted fields, the unshielded diodes can be used with small deviations of K~NR~ from unity similar to other reports done with TLDs. Most previous studies have calculated the correction factors for the small fields based on the common protocols (TRS398 and TG51) used for standard reference condition. However, the dosimetric parameters used in such protocols lead to significant errors when applied for small circular filed sizes having less than 30 mm diameter as experienced in this study and reported in other investigations.

Under such circumstances to reduce the effect of small changes in beam quality, implementing the correction factors measured/calculated based on the new dosimetry protocol proposed for small fields (TG155) increases the dosimetric precision and accuracy of radiotherapy procedures carried out for such field sizes.
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