Abstract. A classification exists for Lie algebras whose nilradical is the triangular Lie algebra T (n). We extend this result to a classification of all solvable Leibniz algebras with nilradical T (n). As an example we show the complete classification of all Leibniz algebras whose nilradical is T (4).
Introduction
Leibniz algebras were defined by Loday in 1993 [13, 14] . In recent years it has been a common theme to extend various results from Lie algebras to Leibniz algebras [1, 3, 17] .
Several authors have proven results on nilpotency and related concepts which can be used to help extend properties of Lie algebras to Leibniz algebras. Specifically, variations of Engel's theorem for Leibniz algebras have been proven by different authors [6, 9] and Barnes has proven Levi's theorem for Leibniz algebras [4] . Additionally, Barnes has shown that leftmultiplication by any minimal ideal of a Leibniz algebra is either zero or anticommutative [5] .
In an effort to classify Lie algebras, many authors place various restrictions on the nilradical [10, 16, 18, 20] . In [19] , Tremblay and Winternitz study solvable Lie algebras with triangular nilradical. It is the goal of this paper to extend these results to the Leibniz setting.
three-dimensional Heisenberg algebra. For this reason our primary example will be Leibniz algebras whose nilradical is the triangular algebra T (4).
Preliminaries
A Leibniz algebra, L, is a vector space over a field (which we will take to be C or R) with a bilinear operation (which we will call multiplication) defined by [x, y] which satisfies the Leibniz identity (1) [ for all x, y, z ∈ L. In other words L x , left-multiplication by x, is a derivation. Some authors choose to impose this property on R x , right-multiplication by x, instead. Such an algebra is called a "right" Leibniz algebra, but we will consider only "left" Leibniz algebras (which satisfy (1)). L is a Lie algebra if additionally [x, y] = −[y, x].
The derived series of a Leibniz (Lie) algebra L is defined by
some n. It should be noted that if L is nilpotent, then L must be solvable.
The nilradical of L is defined to be the (unique) maximal nilpotent ideal of L, denoted by
nilrad(L). It is a classical result that if
The triangular algebra T (n) is the 1 2 n(n − 1)-dimensional Lie algebra whose basis is the set of strictly upper-triangular matrices, {N ik |1 ≤ i < k ≤ n} defined by multiplications
Note that the elements [x, x] and [x, y] + [y, x] are in Ann ℓ (L), for all x, y ∈ L, because of (1).
An element x in a Leibniz algebra L is nilpotent if both (L x ) n = (R x ) n = 0 for some n.
In other words, for all y in L
A set of matrices {X α } is called linearly nilindependent if no non-zero linear combination of them is nilpotent. In other words, if
then X n = 0 implies that c α = 0 for all α. A set of elements of a Leibniz algebra L is called linearly nilindependent if no non-zero linear combination of them is a nilpotent element of L.
Classification
Let T (n) be the 1 2 n(n − 1)-dimensional triangular (Lie) algebra over the field F (C or R) with basis {N ik |1 ≤ i < k ≤ n} and products given by (3). We will extend T (n) to a solvable Leibniz algebra L of dimension 1 2 n(n − 1) + f by appending linearly nilindependent elements {X 1 , . . . , X f }. In doing so, we will construct an indecomposable Leibniz algebra whose nilradical is T (n).
We construct the vector N = (N 12 N 23 · · · N (n−1)n N 13 · · · N (n−2)n · · · N 1n ) T whose components are the basis elements of the nilradical ordered along consecutive off-diagonals (
, the brackets of L are given by (3) and
using Einstein summation notation on repeated indices (from here onward), where
To classify Leibniz algebras L(n, f ) we must classify the matrices A α and B α and the constants σ αβ pq . The Jacobi identities for the triples
As a consequence of (4a) and (4c), we also have that Similarly the Jacobi identities for the triples
Unlike the Lie case, these give nontrivial relations for f = 1 or α = β when f > 1.
The Jacobi identity for the triple {X α , X β , X γ } with 1 ≤ α, β, γ ≤ f gives us
Again, we do not require α, β, γ to be distinct, which in particular gives nontrivial relations for f ≥ 1.
In order to simplify the matrices A α and B α and the constants σ αβ pq we will make use of several transformations which leave the commutation relations (3) invariant. Namely
• Redefining the elements of the extension:
• Changing the basis of nilrad(L):
• Taking a linear combination of the elements X α .
The matrix G must satisfy certain restrictions discussed later in order to preserve the com-
Note that N 1n is not used in (8) since it commutes with all the elements in nilrad(L).
Since (7) gives relations between the matrices A α , B α and the constants σ αβ pq , the unused constant µ α 1n can be used to scale the constants σ αβ pq when f ≥ 2:
In this transformation A α is invariant, so we will be able to simplify some constants σ αβ pq .
Extensions of T (4)
In this paper we will focus on triangular algebras T (n) with n ≥ 4 because:
• T (2) is a one-dimensional algebra (hence by (2) L has dimension at most 2) and the Jacobi identity gives that the only family of solvable non-Lie Leibniz algebras
• T (3) is a Heisenberg Lie algebra, and Leibniz algebras with Heisenberg nilradical were classified in [8] .
Now we will consider the case when n = 4. In particular, N = (N 12 N 23 N 34 N 13 N 24 N 14 )
T and r = 6.
We can proceed by considering the relations in (4a) and (4b) for 1 (11b), we obtain the same relationships among the entries of B α .
Applying (12a) and (12b) in the same way, A α becomes: 
This gives us the matrices
Note that A (18) with β = 1, γ = 2 to (18) with β = 2, γ = 1.
On a related note, since [X
As a consequence of (5), (14), (16), (19) , and (20), we have the following result. Combining these results for f = 2, 3 and employing (20) for f = 1, we have: Now we will utilize matrices G to simplify the structure of matrices A α and B α . Perform transformation (9), given by N −→ G 1 N, with
Observe that G 1 acts invariantly on the commutation relations (3). It does, however, trans-
1 , respectively. In particular, G 1 transforms the following components 14 , would provide an isomorphism from a non-Lie Leibniz algebra to a Lie algebra. It is, however, possible to scale such entries, which we will consider in the next case.
Let the diagonal matrix G 2 be
Note that G 2 preserves commutation relations (3). Our transformation of nilrad(L) will be
ik,ab and
ik,ab , respectively, where
. Hence, we can scale up to three nonzero off-diagonal elements to 1. In the case of Lie algebras, it may be necessary to scale to ±1 over F = R. This issue does not arise in Leibniz algebras of non-Lie type, because we have greater restrictions on the number of nonzero entries.
Leibniz algebras L(4, 1). The Lie cases for nilrad(L) = T (4)
, with f = 1, have been previously classified in [19] , so we will focus on the Leibniz algebras of non-Lie type. We know that all such algebras will have A 1 14,14 = 0 by Lemma 4.1, where A = A 1 will be of the form found in [19] . Since A is not nilpotent and A 14,14 = 0, we know that there is at most 1 nonzero off-diagonal entry in A. Altogether, there are 10 classes of Leibniz algebras of non-Lie type. Of these, there are 2 two-dimensional families, and 8 one-dimensional families.
The matrices A and B for these can be found in Table 1 in the appendix.
Leibniz algebras L(4, 2)
. Again, all Lie cases for nilrad(L) = T (4), with f = 2, were classified in [19] . So, focusing on Leibniz algebras of non-Lie type, we again require that Table 1 or Table 2 .
5. Solvable Lie algebras L(n, f ) for n ≥ 4
We are now going to consider Leibniz algebras L with nilrad(L) = T (n). Recall from (5), ii. The only off-diagonal elements of A α and B α which may not be eliminated by an appropriate transformation on X α are:
Proof. The form of the matrices A α given in Lemma 5.1 follows from (4a) by induction on n, as shown in [19] . Similarly, properties i. and iii. follow for B α from (4b). Property ii. for matrices B α follows from (5).
As a consequence of property iii. and (5) 
Proof. The proof follows from the fact that the A α are nilindependent and that we have, at most, n − 1 parameters along the diagonal.
The form of the matrices A α implies that the only nonzero elements of [
As before, the linear independence of the N ik with equations (6a) and (6b), yields
From Lemma 5.1, (7) becomes
Lemma 5.3. Matrices A α and B α can be transformed to a canonical form satisfying 5.1. Change of basis in nilrad(L(n, f )). As before, we perform the transformation (9) on N by use of the matrix G 1 , with G 1 defined to be all zeroes except (G 1 ) ik,ik = 1, and implies that in the maximal case f = n − 1, L(n, n − 1) must be Lie. Such algebras have been classified in [19] , and in fact there is a unique algebra L(n, n − 1) where all A α are diagonal and the X α commute.
Theorem 5.5. Every solvable Leibniz algebra L(n, f ) with triangular nilradical T (n) has
Furthermore, the matrices A α and B α and the constants σ αβ satisfy: ii. B v. In the maximal case f = n − 1, there is only one algebra, which is isomorphic to the Lie algebra with all A α diagonal where all X α commute. 
