Contributions aux systèmes répartis en environnements ubiquitaires : adaptation, sensibilité au contexte et tolérance aux fautes by Conan, Denis
Contributions aux syste`mes re´partis en environnements
ubiquitaires : adaptation, sensibilite´ au contexte et
tole´rance aux fautes
Denis Conan
To cite this version:
Denis Conan. Contributions aux syste`mes re´partis en environnements ubiquitaires : adaptation,
sensibilite´ au contexte et tole´rance aux fautes. Calcul paralle`le, distribue´ et partage´ [cs.DC].
Te´le´com Ecole de Management, 2015. <tel-01255040>
HAL Id: tel-01255040
https://hal.archives-ouvertes.fr/tel-01255040
Submitted on 13 Jan 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.








Institut Mines-Te´le´com, Te´le´com SudParis
CNRS SAMOVAR UMR 5157, E´quipe ACMES
Le jeudi 9 juillet 2015
Contributions aux syste`mes re´partis en environnements




Didier Donsez Professeur, Universite´ Joseph Fourier Grenoble 1
Pascal Felber Professeur, Universite´ de Neuchaˆtel
Rachid Guerraoui Professeur, E´cole Polytechnique Fe´de´rale de Lausanne
Examinateurs
Marc-Olivier Killijian Directeur de Recherche CNRS, LAAS
Michel Riveill Professeur, Universite´ de Nice-Sophia Antipolis
Pierre Sens Professeur, UPMC Sorbonne Universite´s
Guy Bernard Professeur E´me´rite, Institut Mines-Te´le´com / Te´le´com SudParis
Bruno Defude Professeur, Institut Mines-Te´le´com / Te´le´com SudParis
Re´sume´
D’anne´es en anne´es, nous observons l’arrive´e sur le marche´ d’ordinateurs personnels de plus en plus
petits pour des utilisateurs de plus en plus nombreux, ainsi des assistants personnels nume´riques et
des objets dits connecte´s, en passant par les te´le´phones mobiles. Tous ces dispositifs tendent a` eˆtre
interchangeables du point de vue des ressources en me´moire, en calcul et en connectivite´ : par exemple,
les te´le´phones mobiles sont devenus des e´quipements informatiques de moins en moins spe´cialise´s ou de
plus en plus universels et font dore´navant office en la matie`re de portails d’acce`s aux capteurs pre´sents
dans l’environnement imme´diat de l’utilisateur.
L’enjeu aborde´ dans nos travaux est la construction de syste`mes re´partis incluant ces nouveaux
dispositifs mate´riels. L’objectif de mes recherches est la conception des paradigmes d’interme´diation
ge´ne´riques sous-jacents aux applications re´parties de plus en plus ubiquitaires. Plus particulie`rement, la
proble´matique ge´ne´rale de mes travaux est la de´finition du roˆle des intergiciels dans l’inte´gration des
dispositifs mobiles et des objets connecte´s dans les architectures logicielles re´parties. Ces architectures
logicielles reposaient tre`s majoritairement sur des infrastructures logicielles fixes au de´but des travaux
pre´sente´s dans ce manuscrit.
Dans ce manuscrit, je de´cris mes travaux sur trois sujets : 1) l’adaptation des applications re´parties
pour la continuite´ de service pendant les de´connexions, 2) la gestion des informations du contexte
d’exe´cution des applications re´parties pour leur sensibilite´ au contexte, et 3) les me´canismes de de´tection
des entraves dans les environnements fortement dynamiques tels que ceux construits avec des re´seaux mo-
biles spontane´s. Sur le premier sujet, nous fournissons une couche intergicielle ge´ne´rique pour la gestion
des aspects re´partis de la gestion des de´connexions en utlisant une strate´gie d’adaptation collaborative
dans les architectures a` base d’objets et de composants. Sur le deuxie`me sujet, nous e´tudions les para-
digmes architecturaux pour la construction d’un service de gestion de contexte ge´ne´rique, afin d’adresser
la diversite´ des traitements (fusion et agre´gation, corre´lation, de´tection de situation par apprentissage,
etc.), puis nous adressons le proble`me de la distribution des informations de contexte aux diffe´rentes
e´chelles de l’Internet des objets. Enfin, sur le troisie`me sujet, nous commenc¸ons par la de´tection des
modes de fonctionnement pour l’adaptation aux de´connexions afin de faire la diffe´rence, lorsque cela est
possible, entre une de´connexion et une de´faillance, et ensuite nous spe´cifions et construisons un service
de gestion de groupe partitionnable. Ce service est assez fort pour interdire la construction de partitions
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1 Introduction
Les travaux de´crits dans ce manuscrit correspondent a` mes activite´s de recherche re´alise´es a` Te´le´com
SudParis depuis septembre 2000. Ces activite´s ont pour objectif d’ame´liorer la conception et la mise
en œuvre des applications re´parties a` l’aide d’intergiciel (en anglais, middleware). Elles se situent donc
dans la communaute´ intergiciel ainsi qu’a` l’interface des domaines « syste`me re´parti », « informatique
mobile et ubiquitaire », et plus re´cemment « Internet des objets ». L’objectif ge´ne´ral est l’inte´gration
des dispositifs mobiles et des objets connecte´s dans les architectures re´parties. Pour ce faire, j’e´tudie
plus particulie`rement l’adaptation, la sensibilite´ au contexte et la tole´rance aux fautes. Mes travaux
visent a` aider les concepteurs a` maˆıtriser la complexite´ sans cesse croissante des applications re´parties
qui s’exe´cutent dans des environnements dynamiques et instables, de l’informatique en re´seau local a`
l’informatique mobile et ubiquitaire, et a` l’Internet des objets. Ils ont e´te´ mene´s en collaboration avec de
nombreux colle`gues et j’emploierai la premie`re personne du pluriel pour les pre´senter dans la mesure ou`
ils sont le re´sultat de nombreuses interactions.
Dans la suite de cette section, je pre´sente le contexte ge´ne´ral des travaux dans la section 1.1, la
proble´matique ge´ne´rale dans la section 1.2, les contributions dans la section 1.3, et le plan du document
dans la section 1.4.
1.1 Contexte ge´ne´ral
Classes de dispositifs informatiques. G. Bell relate l’histoire de l’industrie du mate´riel informatique
en de´finissant des classes de dispositifs informatiques caracte´rise´es par la meˆme gamme de prix ou un
environnement de programmation similaire ou encore une meˆme interface de communication [23]. Ces
classes e´voluent, au sens ou` de nouvelles classes apparaissent, selon trois chemins : prix constants avec
performances accrues, super-calculateurs (les plus puissants a` une date donne´e), et plus petits et moins
chers. Ensuite, l’auteur formule une loi indiquant que, sur chacun des chemins d’e´volution, une nouvelle
classe apparaˆıt chaque de´cennie qui permet la floraison de nouveaux cas d’utilisation et de nouveaux
services informatiques. Par exemple, sur le chemin d’e´volution des classes de dispositifs mate´riels plus
petits et moins chers, nous notons l’arrive´e sur le marche´ des ordinateurs personnels dans les anne´es
1980, des assistants personnels nume´riques dans les anne´es 1990, des te´le´phones mobiles (en anglais,
smartphones) dans les anne´es 2000, et des objets connecte´s dans les anne´es 2010. Tous ces dispositifs
tendent aujourd’hui a` eˆtre interchangeables du point de vue des ressources en me´moire, en calcul et en
connectivite´ : par exemple, les te´le´phones mobiles sont devenus des e´quipements informatiques de moins
en moins spe´cialise´s ou de plus en plus universels et font dore´navant office en la matie`re de ve´ritables
ordinateurs personnels. L’un des enjeux aborde´ dans nos travaux est la construction de syste`mes re´partis
incluant ces nouveaux dispositifs mate´riels, principalement les te´le´phones mobiles et de plus en plus les
objets connecte´s.
Intergiciels pour syste`mes re´partis. Pour suivre l’apparition de ces nouvelles classes d’ordinateurs,
la couche interme´diaire entre les syste`mes d’exploitation et les applications qui s’appelle l’intergiciel,
e´volue. Les travaux pre´sente´s dans ce manuscrit ciblent les intergiciels pour syste`mes re´partis dont le
roˆle est de faciliter la conception des applications re´parties en masquant l’he´te´roge´ne´ite´ des mate´riels
et les aspects bas niveaux de la re´partition dans des abstractions comme les patrons de conception
et les styles architecturaux [128]. Ainsi, dans le domaine des intergiciels pour syste`mes re´partis, les
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e´volutions cite´es plus haut correspondent aux noms e´vocateurs d’informatique mobile dans les anne´es
1990 [188], d’informatique ubiquitaire aussi appele´e informatique diffuse (en anglais, pervasive) dans les
anne´es 2000 [208, 186] et d’Internet des objets dans les anne´es 2010 [13]. Nous introduisons en quelques
mots chacune de ces e´volutions dans les paragraphes qui suivent.
Informatique mobile. Les recherches en informatique mobile prennent comme origine la mobilite´ des
dispositifs mate´riels ou des utilisateurs. Quatre contraintes syste`me sont alors incontournables [188] :
a) compare´s aux dispositifs mate´riels fixes, les dispositifs mobiles sont limite´s en termes de ressources
en me´moire (volatile et stable) et en calcul ; b) leur perte ou leur vol sont potentiellement plus fre´quents
et donc leur niveau de confiance est plus faible lorsqu’ils sont inse´re´s dans un syste`me plus vaste ; c) les
communications par re´seau sans fil sont moins performantes, moins fiables, et soumises a` des variations
de qualite´ plus fortes et plus fre´quentes ; et d) la de´pendance sur la batterie interne oblige a` ge´rer la
consommation d’e´nergie. En contexte de mobilite´, les solutions classiques des syste`mes re´partis doivent
eˆtre re´e´tudie´es. Citons deux exemples. Le sujet de l’acce`s distant a` l’information est revisite´ pour rechar-
ger en donne´es un appareil mobile de manie`re analogue a` la recharge en e´nergie avec une batterie pour un
acce`s ulte´rieur hors connexion [55]. Les solutions de tole´rance aux fautes conside`rent autrement le para-
digme client–serveur pour tole´rer les de´connexions [112]. En outre, de nouveaux proble`mes apparaissent
comme le support de l’adaptation dynamique des applications au mode de fonctionnement de´connecte´
ou comme la gestion de l’e´nergie. De nouveaux concepts et de nouveaux services intergiciels sont alors
mis en œuvre : par exemple, le concept d’ope´ration de´connecte´e pour la continuite´ de service pendant les
de´connexions [123] et le service de pre´diction de la consommation d’e´nergie pour de´cider de l’exe´cution
de code mobile a` distance sur une machine fixe [94].
Informatique ubiquitaire. L’expression « informatique ubiquitaire » est forge´e par M. Weiser
en 1991 [208]. Dans son article, il de´veloppe le principe selon lequel les technologies les plus profonde´ment
accepte´es sont celles qui disparaissent, c’est-a`-dire qui prennent en compte l’environnement humain et sont
suffisamment connues, et donc utilisables, pour que les utilisateurs finaux les manipulent inconsciemment.
Quelques mois avant le lancement du magazine IEEE Pervasive Computing en 2002, M. Satyanaraya-
nan fait le point sur les avance´es en syste`me re´parti depuis la vision de M. Weiser et donne une liste
de de´fis spe´cifiques a` l’informatique ubiquitaire [186]. Tout d’abord, il remarque que la mobilite´ est in-
trinse`que a` la vie de tous les jours. L’agenda de la recherche en informatique ubiquitaire inclut donc
celui de l’informatique mobile, avec une relecture des solutions existantes dans un environnement « sa-
ture´ » de dispositifs informatiques communicants [18]. Ensuite, un premier de´fi particulie`rement mis en
avant par l’informatique ubiquitaire est l’organisation d’espaces intelligents dans lesquels l’utilisateur est
immerge´ [182]. Un exemple typique est une salle de re´union e´quipe´e de capteurs et d’actionneurs. L’uti-
lisateur se voit offert l’acce`s a` de nouveaux services pour agir sur l’ambiance de la salle (air conditionne´,
e´clairage, etc.) et les applications existantes peuvent s’adapter au contexte de l’utilisateur (pre´sence, ni-
veau de bruit, etc.). Un second de´fi cite´ par M. Satyanarayanan et lie´ au premier est l’invisibilite´, dont un
objectif interme´diaire important est la minimisation de la « distraction » de l’utilisateur, c’est-a`-dire la
minimisation des interactions ge´ne´re´es a` cause de la pre´sence de dispositifs mate´riels enfouis dans l’espace
physique de l’utilisateur [85]. Enfin, notons l’importance prise par la proprie´te´ d’utilisabilite´ qui explique
le de´veloppement de nombreux sce´narios applicatifs dans les publications de la the´matique.
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Internet des objets. L’Internet des objets met en avant de nouvelles varie´te´s de mate´riels, qui sont si
petits qu’ils sont appele´s choses ou objets 1, tels que des e´tiquettes RFID, des capteurs et des actionneurs,
et qui, graˆce a` un sche´ma d’adressage unique, sont capables d’interagir entre eux et de coope´rer avec
leurs voisins pour atteindre un but commun [13]. Maintenant que ces objets sont accessibles depuis
Internet, ce ne sont pas seulement les donne´es en provenance des capteurs physiques a` proximite´ de
l’utilisateur, c’est-a`-dire dans l’espace ambiant de l’utilisateur, mais aussi les objets des espaces ambiants
distants qui acquie`rent une visibilite´ globale : par exemple, les te´le´phones mobiles deviennent des portails
d’acce`s aux capteurs pre´sents dans l’environnement imme´diat de l’utilisateur [95, 117, 109, 217]. En outre,
maintenant que ces objets connecte´s communiquent entre eux, ils doivent eˆtre vus non seulement comme
des producteurs d’informations mais aussi comme des consommateurs et des processeurs d’informations
implique´s dans des communications de machine a` machine (en anglais, machine to machine, M2M ). Une
conse´quence importante est que les syste`mes re´partis tendent a` devenir des syste`mes « socio-techniques »
avec l’utilisateur qui fait partie du syste`me [203]. Parmi les proble´matiques a` revisiter dans le contexte de
l’Internet des objets, citons la de´finition de la notion de contexte avec la transparence de la distribution des
informations de contexte [164]. Enfin, parmi les nouveaux de´fis, la visibilite´ globale des objets connecte´s
pose des questions concernant le respect de la vie prive´e des personnes immerge´es dans des environnements
ubiquitaires inte´gre´s a` Internet [134].
1.2 Proble´matique ge´ne´rale
L’un des traits singuliers de nos socie´te´s e´tant l’ubiquite´ de l’informatique et l’impact sur la vie quo-
tidienne de nos contemporains qui en de´coule, la communaute´ des chercheurs en informatique s’efforcent
d’aider les concepteurs d’applications grand public a` maˆıtriser la complexite´ sans cesse croissante de la
re´partition. Par conse´quent, l’objectif des recherches dans le domaine des intergiciels pour la re´partition
est de concevoir les paradigmes d’interme´diation ge´ne´riques sous-jacents aux applications re´parties de plus
en plus ubiquitaires. Plus particulie`rement, la proble´matique ge´ne´rale de mes travaux est la de´finition du
roˆle des intergiciels dans l’inte´gration des dispositifs mobiles et des objets connecte´s dans les architectures
logicielles re´parties. Ces architectures logicielles re´parties reposaient tre`s majoritairement sur des infra-
structures fixes, c’est-a`-dire sans mobilite´, au de´but des travaux pre´sente´s dans ce manuscrit. Ainsi, je
m’inte´resse aux intergiciels dans l’informatique mobile, dans l’informatique ubiquitaire et dans l’Internet
des objets.
Cette proble´matique recouvre des sce´narios applicatifs divers qui e´taient hier conside´re´s comme non
re´alisables. Certaines parties des sce´narios qui suivent sont aujourd’hui en cours de re´alisation, meˆme si
c’est encore souvent de manie`re laborieuse. Les contributions pre´sente´es dans la suite ont pour objectifs
d’aider a` leur mise en œuvre future. A` la suite de [208, 186, 18, 182], citons donc quelques domaines
applicatifs a` titre d’exemple : les applications re´parties collaboratives dont l’objectif est de permettre le
travail en mode de´connecte´ tout en convergeant vers un objectif partage´ ; les applications e-commerce
personnalise´es (par profil utilisateur par exemple) pour faciliter les achats dans une galerie marchande
avec annonce des ventes flash, gestion des bons de re´duction et des cartes de fide´lite´, et informations
comple´mentaires sur les produits (par exemple les veˆtements) augmente´s de capteurs ou de QR Code ; les
applications e-sante´ pour le suivi des soins a` domicile par des intervenants multiples, pour la de´tection de
1. Dans la suite du document, nous utilisons le terme ge´ne´rique d’objet connecte´ sans distinguer les objets autonomes
des objets alimente´s et sans faire la diffe´rence entre les objets dits pleinement fonctionnels qui sont en charge de sous-re´seaux
et ceux disposant de fonctionnalite´s plus re´duites qui ne peuvent communiquer qu’avec les premiers [199]. La raison est que
nous n’adressons pas la proble´matique de la gestion des re´seaux de capteurs.
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situations me´dicales a` risque pour des personnes fragilise´es, ou encore pour la gestion de crise lors d’un
plan rouge ; le e-tourisme avec des guides touristiques pro-actifs sur des mobiles appareille´s d’un dispositif
de re´alite´ augmente´e et inte´grant le partage d’informations via les re´seaux sociaux ; les applications pour
salles de re´unions intelligentes e´quipe´es de dispositifs relie´s entre eux tels que des tableaux, des murs et
des tables interactifs, et des de´tecteurs de pre´sence sur les chaises ; la ville intelligente pour des liaisons
multimodales douces, pour la connaissance de la qualite´ de vie par des mesures de la pollution, ou
encore pour la surveillance et l’optimisation de la consommation d’e´nergie ; les applications pour maison
intelligente qui controˆlent des e´quipements domotiques ; ou encore les jeux pervasifs multijoueurs sur
appareils mobiles e´quipe´s de capteurs et de dispositifs de re´alite´ augmente´e, et graˆce auxquels les joueurs
sont immerge´s dans des environnements physiques parseme´s d’objets connecte´s utilise´s dans le jeu.
Ces exemples d’applications re´parties sont la source de nombreuses questions pour notre proble´matique
ge´ne´rale, comme par exemple : en suivant [188, 112], qui, de l’application ou de l’intergiciel, fait quoi,
quand, et comment lorsque la continuite´ de service doit eˆtre assure´e alors que les conditions d’utilisa-
tion font alterner des pe´riodes de bonne connectivite´ re´seau et des pe´riodes de de´connexion ? ; en sui-
vant [118, 61], a` quoi de telles applications sont-elles sensibles ou quels e´le´ments constituent leur contexte
d’exe´cution ? comment le contexte est-il mode´lise´ ? comment est organise´e l’autonomie de ces applications
re´parties ? comment sont organise´s leur structure et leur comportement ? ; en suivant [87, 14], quelles sont
les caracte´ristiques des fautes dans ces environnements d’exe´cution ? quelles proprie´te´s de ces applications
re´parties dynamiques peuvent eˆtre garanties ?
La section qui suit pre´sente succinctement mes contributions effectue´es sur la proble´matique ge´ne´rale
de l’inte´gration des dispositifs mobiles et des objets connecte´s dans les architectures re´parties.
1.3 Contributions
Dans ce manuscrit, je pre´sente nos travaux sur les intergiciels pour les applications re´parties en
environnements mobiles et ubiquitaires, et dans l’Internet des objets, selon trois sujets : l’adaptation pour
la continuite´ de service pendant les de´connexions, la sensibilite´ au contexte des applications re´parties et
la tole´rance aux fautes des applications re´parties en environnement mobile. J’introduis nos contributions
sur ces trois sujets dans cette section.
Adaptation pour la continuite´ de service pendant les de´connexions. La nomadicite´ des utili-
sateurs et des dispositifs informatiques implique deux contraintes importantes lors de la conception des
syste`mes re´partis : la limitation des ressources mate´rielles impose´e par la taille et le poids des appa-
reils mobiles, et la variabilite´ de la qualite´ des communications re´seau. La contrainte sur les ressources
(me´moire, calcul et e´nergie) implique une re´partition des traitements « lourds » sur des machines fixes
acce´de´es par les dispositifs mobiles. La seconde contrainte implique la gestion de la continuite´ de ser-
vice en pre´sence de de´connexions. Ces deux contraintes qui expriment un compromis entre autonomie
et interde´pendance sont prises en compte dans la litte´rature par le maintien d’une connexion logique en
utilisant le concept d’ope´ration de´connecte´e [124, 123].
A` la fin des anne´es 1990, les travaux re´pertorie´s par J. Jing et coauteurs [112] mettent en avant les as-
pects comme par exemple l’extension du mode`le client–serveur, la transparence en modifiant le syste`me
d’exploitation (interception, appels retours [en anglais, callbacks], etc.), et la conception de re`gles de
re´conciliation conformes a` la se´mantique des ope´rations (sur un syste`me de fichiers ou sur des objets).
Dans les solutions de la litte´rature que sont Coda [124, 123], Rover [114, 113], et Bayou [165], l’adaptation
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est principalement de la responsabilite´ du syste`me d’exploitation et les applications n’interviennent que
tre`s peu dans les choix des me´canismes mis en jeu : choix des entite´s mandataires de´ploye´es avant et uti-
lise´es pendant les de´connexions, journalisation des ope´rations pendant les de´connexions, et re´conciliation
des ope´rations lors des reconnexions. Dans nos travaux, nous e´tudions l’approche consistant a` conside´rer
la continuite´ de service comme une extra-fonctionnalite´ ge´re´e au niveau de l’intergiciel et en mode colla-
boratif.
Historiquement, et au moment ou` nos recherches sur le sujet commencent au de´but des anne´es 2000,
le principal apport des intergiciels est la ge´ne´ricite´, vue entre autres a` travers les proprie´te´s de portabilite´
(en termes d’interfaces de protocoles re´seau, d’interfaces de syste`mes d’exploitation et de langages de
programmation) et d’interope´rabilite´ (entre les canevas logiciels des diffe´rents e´diteurs logiciels). Un
autre apport important des recherches en intergiciel est la mise en exergue de patrons de conception
aidant la structuration des fonctionnalite´s de la couche d’interme´diation entre l’application et le syste`me
d’exploitation, celle-la` meˆme qui orchestre l’adaptation de l’application aux conditions d’exe´cution. Nos
travaux s’inscrivent dans cette mouvance et notre objectif est de fournir une couche intergicielle ge´ne´rique
pour la gestion des aspects re´partis de la gestion des de´connexions. Ainsi, nous prenons l’exemple de
l’adaptation aux de´connexions pour e´valuer l’expression de la strate´gie d’adaptation collaborative dans
les intergiciels oriente´s objet et composant.
Nous commenc¸ons par une e´tude utilisant les paradigmes des intergiciels oriente´s objet de l’e´cosyste`me
CORBA de l’OMG [156] pour apporter la gestion de de´connexion aux applications patrimoniales, c’est-
a`-dire en rendant les services de fac¸on aussi transparente que possible par se´paration des pre´occupations.
Ensuite, nous e´tudions la strate´gie d’adaptation collaborative avec l’approche inge´nierie dirige´e par les
mode`les MDA [159] et le mode`le de composant CCM [158], avec une attention plus particulie`re sur les
points suivants : le processus de de´veloppement que nous de´sirons centre´ architecture et base´ composants,
l’extension du mode`le de conteneur de composants pour inte´grer les objets de controˆle pour la gestion de
de´connexion, et la prise en compte des de´pendances entre les composants pour la gestion d’un cache de
composants.
Sensibilite´ au contexte des applications re´parties. A` la suite des travaux sur l’adaptation pour
la continuite´ de service, nous nous sommes pose´s la question de la syste´matisation de la surveillance
de l’environnement d’exe´cution des applications. Cela nous ame`ne a` la notion de contexte d’exe´cution
et a` la the´matique de la sensibilite´ au contexte des applications en environnement ubiquitaire, puis des
applications au-desssus de l’Internet des objets.
L’informatique ubiquitaire et l’Internet des objets ciblent des environnements ouverts dans lesquels les
utilisateurs et les dispositifs apparaissent et disparaissent a` une fre´quence nouvelle. Si l’utilisateur final
doit ge´rer ces e´ve´nements, la charge cognitive induite est en contradiction avec la vision de M. Weiser des
technologies informatiques qui disparaissent car ne reque´rant pas d’intervention du tout ou uniquement
des manipulations inconscientes de la part de l’utilisateur. Dans un autre domaine, celui des syste`mes d’in-
formation, IBM a propose´ au de´but des anne´es 2000 l’informatique autonomique (en anglais, autonomic
computing) pour rassembler les travaux autour de l’autogestion des syste`mes informatiques et proposer
dans une architecture ge´ne´rique le principe de la boucle d’autonomie. La boucle d’autonomie est orga-
nise´e autour du sigle e´ponyme MAPE-K pour Monitor, Analyse, Plan, Execute, and Knowledge [118] : le
syste`me est suppose´ re´flexif (le K ) ; cette connaissance comprend les informations obtenues en surveillant
le syste`me dans son environnement d’exe´cution (le M ) ; ces informations sont analyse´es pour en de´duire
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une situation d’adaptation (le A) ; lorsqu’une adaptation est planifie´e (le P), un plan de de´ploiement ou
de configuration de certaines parties du syste`me est exe´cute´ (le E).
Dans la vision donne´e par IBM dans [118], les syste`mes cible´s sont des syste`mes d’information et
l’autonomie concerne l’administration de ces syste`mes : le M de MAPE-K correspond principalement a`
la supervision des entite´s ge´re´es. En informatique ubiquitaire, la capacite´ d’adaptation aux changements
de situations de l’environnement est appele´e la sensibilite´ au contexte [190, 67, 214]. Les applications
sensibles au contexte sont consommatrices d’informations dites de contexte, car obtenues apre`s filtrage
et traitement de nombreuses informations brutes issues directement de l’environnement d’exe´cution :
ressources syste`me, pre´fe´rences donne´es par l’utilisateur, donne´es provenant des capteurs, etc. L’entite´
logicielle responsable de la collecte, du traitement (filtrage, agre´gation, etc.) et de la pre´sentation des
informations de contexte aux applications s’appelle commune´ment un gestionnaire de contexte [61].
Sans ce service intergiciel de gestion de contexte, l’application doit elle-meˆme ge´rer les acce`s aux
sources de contexte et les traitements des informations de contexte. Il en re´sulte un entremeˆlement des
parties de l’application de´die´es a` la gestion des informations de contexte avec les parties dites fonction-
nelles. Cette non-se´paration des pre´occupations complique la constitution de bibliothe`ques de patrons de
conception et d’idiomes pour la gestion de contexte, et rend ainsi difficile la re´utilisation de la gestion
de contexte d’une application a` une autre. L’objectif des travaux sur ce sujet est de fournir un service
intergiciel qui ge`re de multiples clients et qui organise la distribution et le traitement des informations
de contexte depuis les sources de donne´es jusqu’aux applications sensibles au contexte.
Nous commenc¸ons par une e´tude sur les paradigmes architecturaux pour la construction d’un service
de gestion de contexte ge´ne´rique, afin d’adresser la diversite´ des traitements des informations de contexte
(fusion et agre´gation d’e´ve´nements, corre´lation d’e´ve´nements, de´tection de situation par apprentissage,
etc.). En outre, le service est flexible pour permettre l’ajout de fonctionnalite´s comme le traitement de la
qualite´ de contexte. Plus re´cemment, nous adressons le proble`me de la distribution des informations de
contexte aux diffe´rentes e´chelles de l’Internet des objets avec une attention particulie`re aux spe´cificite´s
de la gestion de contexte : la fourniture des modes observation et notification, la gestion du respect de la
vie prive´e, et surtout le passage a` l’e´chelle avec le nouveau paradigme du multi-e´chelle.
Tole´rance aux fautes des applications re´parties en environnement mobile. En paralle`le des
travaux sur l’adaptation des applications re´parties aux de´connexions et de leur sensibilite´ au contexte,
nous nous posons la question de la tole´rance aux fautes des applications re´parties utilise´es en situation
de mobilite´.
L’immersion des utilisateurs dans les environnements ubiquitaires entraˆıne une de´pendance forte vis-a`-
vis de syste`mes informatiques complexes. La suˆrete´ de fonctionnement (en anglais, dependability) [135, 14]
d’un syste`me informatique est « la qualite´ du service qu’il de´livre, qualite´ telle que les utilisateurs puissent
lui accorder une confiance justifie´e » [136]. Le but est de concevoir, re´aliser et utiliser des syste`mes
informatiques ou` la faute est naturelle, pre´vue et tole´rable. Les deux attributs que nous e´tudions dans
nos travaux sont la fiabilite´ et la disponibilite´. Le moyen que nous utilisons est la tole´rance aux fautes
a` l’aide de services intergiciels. Dans nos travaux, nous conside´rons les fautes qui sont appele´es des
de´te´riorations physiques [14]. Sans traitement particulier, ces fautes ne sont pas tole´re´es et font de´vier les
applications re´parties du fonctionnement attendu ; ce sont alors des de´faillances. Nous nous limitons a` la
tole´rance aux fautes par masquage : les proprie´te´s de correction et de vivacite´ du syste`me sont toujours
respecte´es en pre´sence des fautes conside´re´es [87].
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Les de´faillances suite a` des de´te´riorations physiques qui sont les plus couramment rencontre´es en
situation de mobilite´ sont les arreˆts francs de machines ou de liens de communication, les de´connexions
de machines (suite a` des arreˆts francs, a` la faible qualite´ du re´seau sans fil, ou encore a` la de´cision de
l’utilisateur de s’isoler pour pre´server la batterie de son dispositif mobile 2) et les partitionnements re´seau
(suite a` des arreˆts francs ou des de´connexions). Lors d’une de´connexion, un appareil mobile est isole´ du
reste du syste`me, et lors d’un partitionnement, c’est un ensemble de machines communiquant entre elles
qui est isole´. La tole´rance aux fautes est obtenue en mettant en œuvre deux types de me´canismes : la
de´tection et le recouvrement (aussi appele´ correction).
Reprenons a` titre d’exemple les deux sujets de l’adaptation aux de´connexions et de la sensibilite´ au
contexte. Dans le premier, par exemple dans les applications de travail collaboratif telles que des e´diteurs
de documents, les entite´s de´connecte´es utilisent des donne´es re´plique´es pendant les phases de de´connexion
ou de faible connectivite´, et une re´conciliation des donne´es s’ope`re lors des reconnexions ; ce sont les
techniques de re´plication optimiste de donne´es [184] qui permettent le recouvrement par poursuite [14]
de l’application re´partie. Dans le second sujet, par exemple dans les jeux pervasifs multijoueurs, les
communications s’effectuent entre des entite´s appartenant a` un groupe ; l’une des approches les plus
courantes pour tole´rer les fautes utilise un service de gestion de groupe [29, 171, 57], qui permet d’obtenir
la redondance spatiale avec des communications fiables, voire avec des proprie´te´s d’ordre comme la
causalite´ ou l’atomicite´. Dans ces deux exemples, les applications re´parties sensibles au contexte peuvent
eˆtre inte´resse´es par faire la diffe´rence entre de´connexions et arreˆts francs : la cause phe´nome´nologique de
la de´connexion (un de´tecteur local surveillant la qualite´ du re´seau sans fil ou l’utilisateur se de´connectant)
peut dans certains cas eˆtre identifie´e et fournie aux autres membres du groupe qui changent alors leur
mode d’utilisation de l’application. Enfin, en situation de forte mobilite´ dans des environnements avec
re´seaux sans fil spontane´s, les participants forment des partitions autonomes fortement dynamiques et
les applications souhaitent connaˆıtre a` un instant donne´ la composition du groupe.
Nos contributions concernent les me´canismes de de´tection. Nous commenc¸ons par une e´tude de la
de´tection des modes de fonctionnement pour l’adaptation aux de´connexions afin de faire la diffe´rence,
lorsque cela est possible, entre une de´connexion et une de´faillance. Ensuite, nous adressons le proble`me de
la gestion de groupe partitionnable pour les applications re´parties utilisant des re´seaux mobiles spontane´s
pour leurs communications.
1.4 Plan du document
Les trois sujets pre´ce´demment pre´sente´s, nomme´ment l’adaptation pour la continuite´ de service pen-
dant les de´connexions, la sensibilite´ au contexte des applications re´parties autonomiques, et la tole´rance
aux fautes des applications re´parties en environnement mobile, sont de´veloppe´s respectivement dans les
sections 2, 3 et 4. Dans la section 5, je conclus et trace des perspectives ge´ne´rales a` ces travaux.
2. La faiblesse du niveau de la batterie est dans ce cas la de´te´rioration physique a` l’origine de la de´connexion. Mais,
nous passerons sous silence dans la suite ce type de faute et ne conside´rerons que les de´faillances qu’elles provoquent : les
de´connexions.
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2 Adaptation pour la continuite´ de service pendant les
de´connexions
Une application s’exe´cutant sur un dispositif en situation de mobilite´ posse`de quatre modes de fonc-
tionnement : connecte´, partiellement ou faiblement connecte´, de´connecte´ et veille [167]. Dans le mode
connecte´, le terminal mobile dispose d’une bonne connexion au re´seau, a` la manie`re d’une station fixe.
Dans le mode faiblement connecte´ [149], le terminal mobile ne dispose plus pour communiquer avec le
re´seau que d’un lien a` faible de´bit ou a` latence e´leve´e par exemple a` la suite de perturbations du re´seau
hertzien. Dans le mode de´connecte´, le terminal mobile est isole´ soit parce qu’il n’est plus physiquement
relie´ au re´seau soit parce qu’il est impossible de maintenir une connexion sans fil de qualite´ suffisante.
Si le dispositif est un te´le´phone mobile, un quatrie`me mode de fonctionnement existe : le mode veille
utilise´ notamment pour pre´server les ressources e´nerge´tiques. L’objectif de notre e´tude est la gestion des
de´connexions pour la continuite´ de service. Nous conside´rons les modes connecte´, faiblement connecte´ et
de´connecte´.
Nous distinguons deux types de de´connexion : volontaires et involontaires. Les de´connexions volon-
taires sont de´clenche´es par l’utilisateur afin de pre´server les ressources e´nerge´tiques de son appareil ou le
forfait des communications sans fil, afin d’e´viter d’eˆtre perturbe´, ou lorsque les transmissions par re´seau
sans fil sont interdites dans des situations particulie`res comme pendant les phases de de´collage et d’atter-
rissage d’un avion. Les de´connexions involontaires sont dues a` des de´placements dans des zones d’ombre
radio ou faiblement couvertes par des re´seaux sans fil, et lors de brusques transferts intercellulaires (en
anglais, handover).
Au de´but des anne´es 2000, les principales solutions sur le sujet (Coda [124, 123], Rover [114, 113], et
Bayou [165]) mettent en œuvre le concept d’ope´ration de´connecte´e et appliquent une strate´gie d’adapta-
tion dite transparente [188], c’est-a`-dire sans modification de l’application mais par une prise en charge
comple`te par le syste`me d’exploitation. L’e´tat de l’art de J. Jing et coauteurs montre que la strate´gie
d’adaptation transparente est limite´e [112]. A` la meˆme e´poque, quelques essais existent sur l’utilisation
des intergciels pour la tole´rance aux de´connexions. Π2 [181] et ALICE [27] utilisent une version minimum
de CORBA a` destination des petits mate´riels [154] et la spe´cification CORBA « Wireless Access and
Terminal Mobility in CORBA » [157] pour ge´rer les de´connexions de courte dure´e. Mais, le proble`me
des de´connexions de longue dure´e avec mandataires n’est pas aborde´. Nous e´tudions la mise en place de
mandataires pour les de´connexions de longue dure´e par l’utilisation du concept d’ope´ration de´connecte´e
dans les intergiciels oriente´s objet et composant. Notre approche se base sur les capacite´s de re´flexivite´ des
intergiciels [121, 80, 44] et met en œuvre une strate´gie d’adaptation par collaboration entre l’application
et l’intergiciel [188].
Dans la section 2.1, je motive l’approche suivie en introduisant les strate´gies, les types et les moyens
d’adaptation choisis. Ensuite, j’organise la pre´sentation de nos contributions en deux temps : dans la
section 2.2, la structuration des applications sur les appareils mobiles selon qu’elles sont oriente´es objet
ou composant, et dans la section 2.3, la gestion du cache des composants de´connecte´es sur le client. Enfin,
je conclus dans la section 2.4 par un bilan sur ces re´sultats.
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2.1 Motivations
L’adaptation aux de´connexions est la capacite´ d’un syste`me a` s’ajuster pour continuer a` fonctionner
en pre´sence de de´connexions. Une adaptation se de´finit par une strate´gie (qui de´finit qui de l’application
ou de l’intergiciel intervient dans l’adaptation), un type (qui indique a` quel moment du de´veloppement
ou de l’exe´cution l’adaptation est effectue´e) et des moyens (quels me´canismes sont mis en œuvre pour
l’adaptation, et plus particulie`rement, quels me´canismes de se´paration des pre´occupations sont utilise´s).
Strate´gies d’adaptation. L’intervalle des strate´gies d’adaptation est de´limite´ par deux
extre´mite´s [188]. Dans la strate´gie « laisser-faire », l’adaptation est entie`rement de la responsabi-
lite´ des applications. Cela e´vite de recourir a` un support syste`me (syste`me d’exploitation ou intergiciel).
A` l’autre extre´mite´, la strate´gie « transparence » fait en sorte que l’adaptation soit entie`rement de la
responsabilite´ d’un intergiciel ou d’un syste`me d’exploitation. Entre ces deux extreˆmes, dans la strate´gie
d’adaptation « collaboration », l’application et l’intergiciel se concertent. L’intergiciel surveille les
ressources, signale aux applications tout changement significatif, et fournit les me´canismes d’adaptation.
L’application, quant a` elle, fournit les politiques d’adaptation. Les nombreux travaux synthe´tise´s
dans [112] montrent que les strate´gies laisser-faire et transparence ne sont pas ade´quates pour supporter
les de´connexions. En effet, dans la strate´gie laisser-faire, il manque un controˆleur central arbitrant les
demandes de ressources concurrentes en conflit et les de´veloppeurs doivent e´galement ge´rer les aspects
extrafonctionnels. Dans la strate´gie transparence, certaines adaptations peuvent eˆtre insatisfaisantes ou
meˆme contre-productives pour certaines applications car elles ne prennent pas en compte la se´mantique
des applications. C’est donc la strate´gie collaboration que nous e´tudions pour la gestion de de´connexion.
Par ailleurs, comme dans [187], nous introduisons l’utilisateur comme troisie`me acteur de l’adaptation,
en plus de l’application et de l’intergiciel. L’utilisateur peut intervenir de trois fac¸ons diffe´rentes : en
guidant l’application pour changer son comportement, en demandant a` l’intergiciel de garantir un certain
niveau de ressources ou de qualite´ de service, et enfin en re´pondant a` des suggestions de l’intergiciel ou
de l’application.
Type d’adaptation. Trois types d’adaptation existent [40] : adaptation statique, adaptation dyna-
mique et auto-adaptation. Premie`rement, l’adaptation statique intervient pendant le de´veloppement ou
avant l’exe´cution, soit en modifiant le code, soit en modifiant les options de compilation ou de de´ploiement.
Elle ne´cessite de connaˆıtre a priori l’environnement d’exe´cution de l’application. Deuxie`mement, l’adap-
tation dynamique intervient pendant l’exe´cution de l’application. Elle est re´alise´e par une intervention
exte´rieure, la plupart du temps humaine. Troisie`mement, l’auto-adaptation intervient e´galement pendant
l’exe´cution, mais peut eˆtre initie´e par l’application elle-meˆme ou par l’intergiciel. Les choix sont par
exemple effectue´s de manie`re automatique par l’intergiciel a` partir de politiques fixe´es par l’application.
Dans nos travaux, pour exprimer nos solutions de collaboration, nous utilisons tous les types d’adap-
tation et exprimons classiquement nos solutions sous la forme de me´canismes (qui ope`rent des actions
d’adaptation) et de politiques (qui agencent les me´canismes mis en œuvre).
Moyens de l’adaptation et se´paration des pre´occupations. La se´paration des pre´occupations est
une approche visant a` simplifier la conception des applications. Selon cette approche, une application
contient deux parties distinctes : les pre´occupations fonctionnelles et les pre´occupations extrafonction-
nelles. Les pre´occupations fonctionnelles sont celles qui re´alisent le service de cœur rendu par l’application.
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Les pre´occupations extrafonctionnelles repre´sentent la partie qui adapte les pre´occupations fonctionnelles
a` un environnement et/ou a` une utilisation particulie`re, ici la gestion de de´connexion en environne-
ment mobile. Cinq techniques sont commune´ment utilise´es comme moyens d’adaptation par se´paration
des pre´occupations : les me´canismes d’interception, la re´flexivite´, le paradigme composant/conteneur,
l’inge´nierie dirige´e par les mode`les (par exemple MDA dans le monde CORBA), et la programmation
oriente´e aspect.
Les me´canismes d’interception mettent en œuvre le patron de conception intercepteur [191, 155] qui
permet aux applications d’e´tendre un environnement d’exe´cution de fac¸on transparente en inte´grant de
nouvelles pre´occupations extrafonctionnelles graˆce a` des interfaces pre´de´finies. Nous utilisons les inter-
cepteurs dits de re´fe´rences IOR (Interoperable Object Reference) qui offrent la possibilite´ de modifier les
politiques de gestion d’objets ainsi que les intercepteurs de requeˆtes qui interceptent le flux de requeˆtes–
re´ponses a` travers l’ORB (Object Request Broker).
Selon le concept de re´flexivite´ [121, 80, 44], un programme peut posse´der une repre´sentation de lui-
meˆme et s’en servir pour raisonner (introspection) et se modifier (adaptation). L’adaptation peut eˆtre
structurelle (modification de la structure du syste`me) ou comportementale (changer le comportement
du syste`me). Dans nos travaux, nous utilisons les deux types de re´flexivite´ pour ajouter des objets
mandataires et ope´rer des redirections de messages.
Dans les architectures a` base de composants [196], le composant qui correspond a` la partie fonctionnelle
est encapsule´ dans un conteneur qui contient les objets de controˆle de la partie extrafonctionnelle. Dans
nos travaux, nous proposons une architecture de conteneur pour composant dit de´connecte´ pour inte´grer
le concept d’objet de´connecte´ [123] dans les plateformes CCM [158].
L’approche MDA de conception architecturale base´e mode`les [159] propose de construire un mode`le du
syste`me inde´pendant des plateformes (en anglais, Platform Independant Model, PIM) avant d’obtenir par
transformation et spe´cialisation des mode`les de´pendants d’une plateforme (en anglais, Platform Specific
Models, PSM). Le PIM spe´cifie la structure et le comportement du syste`me en faisant abstraction des
de´tails spe´cifiques comme le mode`le de composants. Un PSM sert essentiellement de base a` la ge´ne´ration
du code vers la plateforme vise´e. C’est dans le PSM que s’effectue ge´ne´ralement le lien entre les parties
fonctionnelles et les parties extrafonctionnelles. Dans nos travaux, nous de´finissons un me´ta-mode`le pour
la gestion du cache des objets de´connecte´s. Ce me´ta-mode`le est inde´pendant des mode`les de composants.
Une dernie`re solution pour la se´paration des pre´occupations est la programmation oriente´e as-
pect [122]. Un programme oriente´ aspect est constitue´ de deux parties : un programme de base qui
de´finit les pre´occupations fonctionnelles de l’application, et un ou plusieurs programmes se´pare´s, e´crits
dans des langages e´ventuellement spe´cialise´s, qui de´finissent les pre´occupations extrafonctionnelles a` as-
socier. La coordination entre les deux parties se fait par un proce´de´ d’insertion appele´ tissage (en anglais,
weaving), qui peut eˆtre statique ou dynamique. Le principe est de spe´cifier les endroits ou` le tissage
doit eˆtre effectue´ dans le code fonctionnel. Dans nos travaux, nous n’avons pas utilise´ la programmation
oriente´e aspect.
2.2 Structuration des applications sur les appareils mobiles
Les recherches effectue´es dans les anne´es 1990 montrent que la strate´gie « transparence », intense´ment
e´tudie´e a` la fin de la de´cennie 1980 (par exemple [69, 72, 201]), n’est pas ade´quate pour la continuite´ de
service en environnement mobile. Plus pre´cise´ment, les re´sultats des projets Coda [124, 123] et Odys-
sey [149, 152], Rover [114, 113], et Bayou [165] emploient le concept d’ope´ration de´connecte´e pour
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fournir de bonnes performances en situation de variation importante de la bande passante. Mais, ces
travaux de´montrent aussi le besoin d’une intervention de l’application pour obtenir une meilleure agilite´
en termes de vitesse de re´action et de pre´cision (expression par l’application des conditions spe´cifiques
pour de´clencher une adaptation) et une meilleure fide´lite´ en termes de cohe´rence de donne´es (expression
par l’application des re`gles de re´conciliation a` appliquer lors de la reconnexion).
Apre`s les travaux de la de´cennie 1980 en syste`me d’exploitation re´parti sur les micro-noyaux (par
exemple [31, 1, 38, 179, 180]), les anne´es 1990 ont vu l’installation de la the´matique des intergiciels avec
la perce´e de standards comme CORBA [218] de l’OMG. Les apports des intergiciels sont la ge´ne´ricite´
avec une architecture unifie´e, une description architecturale des applications inde´pendante des langages
de programmation, des syste`mes d’exploitation et des protocoles de communication, et la se´paration des
pre´occupations avec les services intergiciels qui sont se´pare´s des entite´s fonctionnelles applicatives et qui
proposent des services extrafonctionnels a` ces entite´s applicatives.
Ainsi, au de´but des anne´es 2000, nous avons conside´re´ qu’il serait inte´ressant d’e´tudier les apports des
intergiciels en termes de ge´ne´ricite´ et de se´paration des pre´occupations pour la continuite´ de service des
applications mobiles, et en e´tudiant le concept d’ope´ration de´connecte´e sous deux acceptions : objets et
composants. Nous commenc¸ons notre e´tude par l’organisation de la micro-architecture des applications
sur les appareils mobiles. Dans un premier temps, nous mettons l’accent sur la strate´gie « transparence »
pour la tole´rance aux de´connexions des applications patrimoniales CORBA en utilisant les me´canismes
d’interception portables de CORBA. Dans un second temps, nous e´tudions la strate´gie « collaboration »
avec le paradigme composant/conteneur et proposons une structuration des conteneurs.
Objets de´connecte´s pour applications patrimoniales CORBA. En 1998, l’OMG propose une
version minimum de CORBA a` destination des petits mate´riels comme les assistants personnels
nume´riques (en anglais, personal digital assistants) [154]. Il s’ensuit l’apparition de canevas logiciels
fonctionnant sur des syste`mes d’exploitation comme GNU/Linux Familiar ou Microsoft WindowsCE. En
2001, l’OMG adopte la spe´cification « Wireless Access and Terminal Mobility in CORBA » [157]. Elle
cible les de´connexions transitoires en de´finissant un cadre pour ge´rer les transferts intercellulaires avec
le concept de re´fe´rence d’objet mobile (mobile IOR) et la mise en place de tunnels avec GIOP (Gene-
ral Inter-ORB Protocol). Ces deux spe´cifications ouvrent la possibilite´ de concevoir des expe´riences de
continuite´ de service pour des applications s’exe´cutant a` l’e´poque sur des PDAs. Π2 [181] et ALICE [27]
utilisent ces deux spe´cifications pour ge´rer deux mandataires (un sur le client et un sur le serveur) afin
de tole´rer les de´connexions lors de changements de cellules dans les re´seaux sans fil. Dans les deux cas,
seules des de´connexions de courte dure´e sont tole´re´es et ge´re´es de manie`re transparente car les requeˆtes en
erreur pendant les de´connexions longues le`vent une exception que le client doit traiter. Dans nos travaux,
nous nous appuyons en plus sur le concept d’intercepteur portable, dont la spe´cification est publie´e en
2001 [155], pour une gestion transparente des de´connexions au niveau des intercepteurs.
Les ide´es principales de notre proposition sont les suivantes. Un objet CORBA mandataire de l’objet
distant que nous appelons objet de´connecte´, est de´ploye´ automatiquement sur l’appareil mobile. Afin de
ge´rer les potentiels conflits entre les diffe´rents objets clients sur l’appareil, la gestion des ressources du
dispositif mobile est centralise´e au niveau de l’intergiciel. Cela concerne la gestion des ressources re´seau
et la gestion des journaux des ope´rations effectue´es pendant les phases de de´connexion. Par ailleurs, ces
services sont assure´s par des objets CORBA qui sont donc accessibles par les applications ; cela facilite
la mise en place de la collaboration. Aussi, c’est l’objet CORBA du service de journalisation qui envoie
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directement le contenu des journaux lors des reconnexions et ce meˆme objet rec¸oit sous la forme de
CORBA Objects By Value les instructions de l’application pour la gestion des journaux : par exemple, les
ope´rations de compression d’un journal et les ope´rations de re´conciliation qui de´pendent de la se´mantique
applicative. La fide´lite´ s’en trouve ainsi ame´liore´e [16]. Par ailleurs, e´tant un objet CORBA, l’objet ge´rant
les journaux dispose d’un acce`s simple aux autres services de l’intergiciel comme le nommage. Enfin, un
objet de´connecte´ est similaire, en termes d’interface et de conception, a` l’objet distant qu’il repre´sente.
Mais, cet objet de´connecte´ est spe´cifiquement construit pour ge´rer les phases de faible connectivite´ et de
de´connexion. Par conse´quent, c’est le concepteur de l’application qui choisit entre une conception simple
ou complexe pour obtenir un service fortement ou faiblement de´grade´ lors des phases de de´connexion.
La solution est mise en œuvre avec le canevas logiciel ORBacus 4.1.0. Une campagne de mesures
des performances a e´te´ effectue´e sur iPAQ cadence´ a` 206 Mhz, disposant de 16 MB de ROM et 32 MB
de RAM, et exe´cutant le syste`me d’exploitation GNU/Linux Familiar ou Microsoft WindowsCE et la
machine virtuelle J2ME IBM J9. L’ordre de grandeur de la dure´e du traitement d’une requeˆte de petite
taille envoye´e par un iPAQ a` un objet sur une machine fixe est de 50ms et 20ms pour Familiar et
WindowsCE, respectivement. Le surcouˆt duˆ aux intercepteurs portables est e´value´ entre 7% a` 13% sur
Familiar et entre 1% a` 33% sur WindowsCE, le maximum e´tant observe´ pour les messages de petite taille
correspondant a` une requeˆte contenant des arguments de moins de 128 octets sans valeur de retour. Bien
que non ne´gligeable, le couˆt des intercepteurs apparaˆıt comme raisonnable et prometteur, compte tenu
de l’e´volution des performances des appareils mobiles.
Conteneurs de composants CORBA pour ope´rations de´connecte´es. Pour une meilleure
se´paration des pre´occupations et afin de capitaliser les bonnes pratiques mises en exergue dans les in-
tergiciels oriente´s objet, le concept de composant est aujourd’hui fortement pre´conise´ dans la conception
d’intergiciel. Un autre inte´reˆt des composants est leur meilleure inte´gration, par rapport aux objets, dans
une conception centre´e architecture. En effet, le composant est un concept particulie`rement pertinent
lorsque le mode`le de composant est hie´rarchique et autorise le partage : un composant composite peut
eˆtre « ouvert » et ainsi montre´ un de´tail de l’architecture ; le composant primitif constitue´ de quelques
classes est celui qui sera effectivement mis en œuvre dans un langage de programmation oriente´ objet ;
le partage de composants permet d’exprimer la mise a` disposition d’un service a` plusieurs applications
d’un hoˆte.
Un composant est une entite´ logicielle qui fournit et requiert des services, regroupe´s au sein d’interfaces
dites offertes et requises. Les composants sont assemble´s a` l’aide de liaisons repre´sentant des chemins de
communication entre une interface requise par un composant et une interface compatible fournie par un
autre composant. L’orientation composant est souvent associe´e a` un langage de description d’architecture.
Dans le domaine des intergiciels, le concept associe´ au composant et qui donne lieu a` beaucoup d’e´tudes,
est le conteneur. Le conteneur est l’hoˆte d’accueil du composant qui de´finit l’environnement intergiciel
du composant ; historiquement, le conteneur est apparu comme le lieu de mise en œuvre des patrons de
conception e´tablis comme les meilleures pratiques des intergiciels oriente´s objet : patron de nommage,
patrons d’interception, etc. C’est donc tout naturellement que nous nous sommes inte´resse´s a` la conception
de conteneurs pour la continuite´ de service.
Dans notre canevas logiciel DOMINT, l’architecture des conteneurs que nous employons est inspire´e
de l’architecture des conteneurs ouverts [202] de OpenCCM [79], qui est une mise en œuvre du mode`le
de composant CCM [158]. Comme repre´sente´ dans la figure 1, le conteneur controˆle les interactions des
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composants avec le monde exte´rieur a` travers des entite´s appele´es objets 3 de controˆle. Pour la gestion des
de´connexions, nous proposons une architecture des conteneurs pour des applications mobiles ou` les hoˆtes
peuvent eˆtre des clients et des serveurs pour d’autres hoˆtes. Nous de´finissons cinq objets de controˆle dans
le conteneur : un de´tecteur local de connectivite´, un controˆleur d’acce`s au service de gestion du cache des
composants de´connecte´s, un gestionnaire de connecteurs, et les intercepteurs des requeˆtes entrantes et
sortantes. Les services de journalisation des requeˆtes pendant les de´connexions et de re´conciliation lors
des reconnexions font partie des travaux d’autres membres de l’e´quipe (cf. [48]). Le principe du de´tecteur
de connectivite´ est pre´sente´ dans la section 4. Nos contributions sur la gestion de cache des composants
mandataires sont de´veloppe´es dans la section qui suit.








Figure 1 – Architecture du conteneur de DOMINT
2.3 Gestion de cache de composants de´connecte´s
Comme dessine´e dans la section pre´ce´dente, l’architecture de re´alisation du paradigme « ope´ration
de´connecte´e » requiert l’instanciation et la gestion d’une entite´ dite de´connecte´e, qui est le mandataire
de l’entite´ distante non accessible lors des de´connexions. Les travaux que je de´cris maintenant concernent
la gestion du cache de ces entite´s de´connecte´es, qui sont des composants de´connecte´s dans notre e´tude.
Nous avons e´tudie´ la litte´rature dans l’e´tat de l’art publie´ dans l’article [245]. Les premie`res solutions
de gestion de cache pour tole´rer les de´connexions apparaissent dans les syste`mes d’exploitation pour
modifier le syste`me de gestion re´partie de fichiers (par exemple Coda [123, 295] et Odyssey [152], Ami-
gos [10], Seer [130] et Roam [170], PFS [71]). Meˆme s’ils apparaissent beaucoup plus tard dans les travaux
de la litte´rature, viennent ensuite conceptuellement les syste`mes oriente´s page Web, qui introduisent les
liens hypertextuels, qui sont une manie`re de rendre explicites des relations de de´pendances entre fichiers
(par exemple [20], WebExpress [105], SliCache [116], SIZE [210], GDSF [54], Ariadne [183]). Puis, c’est la
structure interne des fichiers qui est de´compose´e logiquement en tables, enregistrements et champs dans
les bases de donne´es. Les solutions profitent alors des concepts de relation entre tables et de transaction
pour de´limiter des portions de code exe´cute´es de fac¸on isole´e etatomique. La gestion du cache et de la
re´conciliation devient ainsi plus fine (par exemple [26], Bayou [165, 200], Oasis [172], Deno [46]). Ensuite,
l’orientation objet apparaˆıt de fac¸on concomitante a` l’essor des me´thodes de conception logicielle, don-
nant naissance aux premie`res me´thodes de conception d’applications re´parties tole´rant les de´connexions.
3. Le terme « objet » est ici pris dans son acception ge´ne´rale. Dans la mise en œuvre, nous utilisons des composants
Fractal [41, 42].
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En outre, les proprie´te´s des objets, principalement l’encapsulation et le polymorphisme, permettent de
commencer a` concevoir des solutions se´parant en partie la gestion des de´connexions du code me´tier de
l’application re´partie (par exemple Rover [114, 113] et CASCADE [56]). Enfin, le mode`le de conception
oriente´ composant est plus puissant pour exprimer l’adaptation pour la gestion du cache (par exemple
DisconnectP [142] et Achilles [126]). En effet, les mode`les de composants de´finissent un composant comme
une unite´ de de´ploiement et rendent explicites les de´pendances entre composants via les interfaces offertes
et requises. Les travaux sur les politiques de de´ploiement et de remplacement du cache largement e´tudie´es
dans les autres orientations sont alors applicables. Ces politiques be´ne´ficient en plus des me´canismes de
re´flexivite´ abondamment utilise´s dans les architectures a` base de composants pour introduire et mani-
puler des me´ta-donne´es. Ces me´ta-donne´es permettent une connaissance du contexte : environnement
d’exe´cution, profil architectural de l’application, profil de l’utilisateur final, etc. Cette connaissance du
contexte autorise par conse´quent l’exploration de nouvelles politiques de de´ploiement et de remplacement.
Le gestionnaire du cache doit offrir trois politiques de de´ploiement, de remplacement et de
cohe´rence [83]. La politique de de´ploiement de´termine les entite´s de´connecte´es a` cre´er dans le cache
du terminal mobile, a` quel moment et pour quelle dure´e. La politique de remplacement de´cide quelles en-
tite´s de´connecte´es doivent eˆtre supprime´es lorsqu’il n’existe plus assez d’espace me´moire. La politique de
cohe´rence maintient la cohe´rence entre l’e´tat des entite´s dans le cache et l’e´tat des entite´s distantes. Dans
nos travaux, je n’adresse pas la question de la cohe´rence, ce sujet e´tant aborde´ par d’autres membres
de l’e´quipe [48]. Avec l’ave`nement de l’orientation composant, nous conside´rons qu’il est inte´ressant
1) d’exploiter les de´pendances entre les entite´s architecturales pour concevoir de nouvelles politiques de
de´ploiement et de remplacement, et 2) d’exprimer les e´le´ments configurables de ces politiques dans la
mode´lisation des e´le´ments de l’architecture afin d’ame´liorer l’utilisabilite´ et la fide´lite´. Nous commenc¸ons
par la mode´lisation de l’architecture avant de pre´senter les politiques de de´ploiement et de remplacement.
Mode´lisation. Nous de´fendons l’ide´e selon laquelle les points de variation de la structure ou du compor-
tement d’une architecture doivent eˆtre identifie´s et mode´lise´s, avant d’eˆtre manipule´s pendant l’exe´cution.
Ce principe est tout particulie`rement approprie´ pour la gestion d’extrafonctionnalite´s qui mettent en
œuvre la strate´gie d’adaptation « collaboration ». Avec une approche dirige´e par les mode`les, nous ren-
dons explicites les roˆles des diffe´rents intervenants, de l’utilisateur qui e´met des pre´fe´rences dans un
profil au de´veloppeur qui orchestre les me´canismes d’adaptation, en passant par l’architecte qui de´finit
la politique d’adaptation. Les choix de l’architecte comple´te´s des pre´fe´rences de l’utilisateur sont des
informations ge´re´es par l’intergiciel lors de l’exe´cution. Notre approche collaborative de gestion du cache
est mise en œuvre dans le processus de de´veloppement appele´ MADA (Mobile Application Development
Approach) qui est dirige´ par les mode`les, centre´ architecture, et base´ composants.
Nous introduisons un me´ta-mode`le pour de´finir les me´ta-donne´es de gestion du cache de composants
de´connecte´s. Premie`rement, la me´ta-donne´e « de´connectabilite´ » indique si le composant re´sidant sur un
hoˆte distant peut avoir un mandataire sur le terminal mobile que nous appelons un composant de´connecte´.
Si c’est le cas, le composant distant est dit de´connectable. C’est l’architecte qui spe´cifie cette proprie´te´
car c’est lui qui posse`de la meilleure connaissance des fonctionnalite´s et des contraintes de l’architecture
de l’application. Par exemple, pour des raisons de se´curite´, l’architecte peut interdire la de´connectabilite´
de certains composants. Ensuite, la me´ta-donne´e « ne´cessite´ » applique´e a` un composant de´connectable
est utilise´e par l’architecte puis l’utilisateur pour indiquer la ne´cessite´ de la pre´sence d’un mandataire
sur l’appareil mobile. L’utilisateur peut ainsi rendre ne´cessaire un composant de´connectable mis non
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ne´cessaire par l’architecte. Par ailleurs, les liens de de´pendance entre composants sont aussi estampille´s
pour indiquer qu’un composant de´connecte´ est ne´cessaire lorsque le composant qui l’appelle (qui en
de´pend) devient ne´cessaire. Enfin, la me´ta-donne´e « priorite´ » permet d’arbitrer les choix restants lorsque
des composants de´connecte´s doivent eˆtre e´vince´s du cache.
Nous mettons en œuvre le patron de conception Fac¸ade [84] et la mode´lisation de l’architecture
selon “4+1” vues [129]. Le patron de conception Fac¸ade permet de simplifier l’acce`s au syste`me par un
unique point d’entre´e pour tous les cas d’utilisation. Dans la vue « cas d’utilisation », l’architecte montre
explicitement a` l’utilisateur quels sont les cas d’utilisation de´connectables, rendant ainsi de´connectables,
voire ne´cessaires, certains des composants actifs dans les cas d’utilisation de´connectables. Pour chaque cas
d’utilisation de´connectable, l’architecte indique, par un nouveau cas d’utilisation adjoint au premier, le
comportement du syste`me pendant les de´connexions pour la fonctionnalite´ concerne´e. En d’autres termes,
l’architecte spe´cifie le mode de´grade´ du syste`me pendant les de´connexions. L’architecture indique aussi
des priorite´s sur les cas d’utilisation. L’utilisateur peut surcharger ces me´ta-donne´es pendant l’exe´cution
en e´mettant des pre´fe´rences sur les cas d’utilisation de´connectables non ne´cessaires. Le me´ta-mode`le de
MADA est repre´sente´ dans la figure 2. Notons que le profil de l’application est mode´lise´ avec les me´ta-
mode`les EDOC [160] et UML4CCM [161], et que les cas d’utilisation sont (par abus de langage) nomme´s



























































Figure 2 – Me´ta-mode`le de MADA
Politiques de de´ploiement et de remplacement. Nous de´finissons trois instants d’utilisation de
la politique de de´ploiement. Premie`rement, lors du de´marrage de l’application sur l’appareil mobile, les
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composants de´connecte´s estampille´s comme e´tant ne´cessaires par l’architecte et correspondant aux cas
d’utilisation de´connectables sont de´ploye´s dans le cache de composants de´connecte´s. Nous supposons
que la taille du cache est strictement supe´rieure a` la taille requise par ce premier de´ploiement. Sinon,
l’application ne de´marre pas. Deuxie`mement, pendant l’exe´cution, l’utilisateur peut surcharger les me´ta-
donne´es de ne´cessite´ et le gestionnaire du cache essaie alors de de´ployer les composants de´connecte´s
estampille´s ne´cessaires par l’utilisateur. Troisie`mement, lors d’une invocation, le gestionnaire du cache
essaie de de´ployer les composants de´connecte´s correspondant aux composants de´connectables mais non
ne´cessaires. Le de´ploiement d’un composant de´connecte´ non ne´cessaire peut impliquer le de´ploiement
d’autres composants de´connecte´s dans le cas ou` des liens de de´pendances sont estampille´s ne´cessaires.
Nous de´finissons deux cas d’utilisation de la politique de remplacement. Dans le premier cas appele´
remplacement a` la demande de l’utilisateur, ce dernier retire la ne´cessite´ sur des cas d’utilisation pour
e´viter de provoquer l’e´viction de composants de´connecte´s. Un composant de´connecte´ est retire´ du cache
s’il ne reste pas d’ope´ration le concernant dans le journal, c’est-a`-dire d’ope´ration non encore exe´cute´e
par le composant distant, et si le composant n’est pas ne´cessaire pour des composants de´connecte´s qui
restent dans le cache. Toujours a` la demande de l’utilisateur, un cas d’utilisation qui devient ne´cessaire
peut provoquer l’e´viction de composants de´connecte´s non ne´cessaires et ayant une priorite´ moindre. Dans
le second cas, pe´riodiquement, le gestionnaire du cache analyse l’espace libre et libe`re de l’espace pour
garder une taille minimale afin d’anticiper les futurs besoins et d’acce´le´rer les futurs de´ploiements.
Nous proposons une nouvelle politique de remplacement appele´e LFUPP pour Least Frequently Used
with Periodicity and Priority, qui ame´liore la politique LFU (Least Frequently Used). Le gestionnaire
du cache calcule la fre´quence d’utilisation d’un composant de´connecte´ en remettant pe´riodiquement la
valeur a` 0 afin d’e´viter la pe´nalisation due aux sce´narios d’utilisation en rafale de fac¸on sporadique. Le
composant de´connecte´ posse´dant la fre´quence la plus basse est retire´, la priorite´ servant a` de´partager au
besoin. LFUPP utilise bien e´videmment les me´ta-donne´es de ne´cessite´ avant d’utiliser la fre´quence et la
priorite´.
Le gestionnaire de cache de DOMINT est re´alise´ avec le mode`le de composant Fractal [226] en utilisant
le composant Cache manager de Perseus [235] et la librairie NanoXML [233] pour Windows Mobile 2003.
Un outil de gestion des me´ta-donne´es de de´connectabilite´, de ne´cessite´ et de priorite´ a aussi e´te´ prototype´.
Les mesures montrent que le temps ne´cessaire pour la manipulation du graphe de de´pendances avant le
lancement du de´ploiement au pre´-chargement est de l’ordre de la milliseconde. Concernant la politique
de remplacement LFUPP, nous la comparons a` deux politiques traditionnelles, LFU et LRU, et deux
autres utilise´es dans le domaine des caches Web, GDSF [56] et SIZE [209]. Comme montre´ dans la
figure 3, LFUPP offre une meilleure disponibilite´ pour les caches de petite taille car elle be´ne´ficie de la
connaissance du profil de l’application : de´pendances, priorite´s, granularite´ fine des composants. Pour les
caches de grande taille, toutes les politiques offrent des re´sultats comparables.
2.4 Bilan
Dans cette section, nous avons montre´ que le passage de l’orientation objet a` l’orientation composant
permet une meilleure se´paration des pre´occupations, et facilite l’identification des points de variation et la
gestion des de´pendances entre entite´s pour l’adaptation aux de´connexions. Ces e´le´ments sont importants
pour la gestion des extrafonctionnalite´s qui requie`rent la collaboration entre l’application et l’intergiciel.
Par ailleurs, la mode´lisation dans l’architecture des points de variation permet une clarification des
roˆles des diffe´rents intervenants. Dans notre cas, l’architecte de´finit les points de variation, identifie les
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Figure 3 – E´valuation de la politique de remplacement de DOMINT
composants de´connectables, et spe´cifie la politique d’adaptation ; les de´veloppeurs mettent en œuvre la
politique d’adaptation avec des me´canismes d’adaptation ; et les utilisateurs finaux peuvent indiquer des
pre´fe´rences pendant l’exe´cution. Ainsi, les diffe´rents intervenants manipulent un profil de l’application
qui est pris en compte par l’intergiciel pour ge´rer un cache de composants de´connecte´s.
La ge´ne´ricite´ est obtenue en proposant un me´ta-mode`le de la gestion des de´connexions (MADA) et
des services ge´ne´riques (DOMINT). L’utilisabilite´ a e´te´ e´value´e dans le cadre des projets ITEA Eureka
VIVIAN (2000-2002) et OSMOSE (2003-2005), et du projet RNTL franco-finlandais AMPROS (2003–
2005). Plus particulie`rement, avec les partenaires du projet AMPROS, nous avons e´labore´ un sce´nario de
gestion de crise « plan rouge » en Finlande qui utilise des e´quipements de premie`re urgence posse´dant
des capteurs, par exemple des « sarcophages » pour prote´ger du froid. La de´monstration de´crivait la
gestion des fiches me´dicales en situations de de´connexion avec continuite´ de service et de reconnexion
avec re´conciliation.
Ce travail a e´te´ effectue´ en collaboration avec Guy Bernard, Sophie Chabridon et Chantal Taconet. Il
comprend la contribution de la the`se de Nabil Kouici [127]. Les principales publications sur ce sujet sont les
suivantes : ANTe [245], DOA’2003 [259], et IPDPS Workshops’2002 [289] et EDOC Workshop’2002 [288].
Les travaux sur ce sujet ainsi que le de´veloppement de la plateforme DOMINT ont e´te´ arreˆte´s en 2006.
Dans cette section, nous avons montre´ l’apport des intergiciels re´flexifs dans l’adaptation des applica-
tions pour la continuite´ de service en situations de de´connexion ou de faible connectivite´. Dans la section
qui suit, nous pre´sentons comment les applications sensibles a` leur contexte d’exe´cution peuvent de´tecter
ces situations d’adaptation.
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3 Sensibilite´ au contexte des applications re´parties autono-
miques
L’adaptation pour la continuite´ de service en situation de de´connexion est une proble´matique impor-
tante de l’informatique mobile. Le passage a` l’informatique ubiquitaire renforce le besoin de structurer,
par exemple sous la forme de boucles d’autonomie [118], les syste`mes re´partis pour leur adaptation a`
des conditions d’exe´cution varie´es. Par exemple, la prolife´ration des dispositifs mate´riels disperse´s dans
le monde physique requiert une meilleure structuration du service intergiciel de de´tection des situations
d’adaptation. Nous sommes ainsi passe´s du proble`me spe´cifique de la surveillance de la connectivite´ re´seau
pour de´tecter les de´connexions au sujet plus ge´ne´ral de la gestion de contexte. Fonctionnellement, l’archi-
tecture d’un gestionnaire de contexte est classiquement organise´e en trois couches : collecte des donne´es,
perception du contexte et pre´sentation des informations de contexte [61, 68, 214].
Au moment ou` nous commenc¸ons nos recherches sur ce sujet, la gestion de contexte n’est pas identifie´e
comme une fonctionnalite´ fournie par un service intergiciel a` part entie`re. En outre, les solutions ad hoc
existantes sont limite´es aux re´seaux locaux, c’est-a`-dire aux environnements ambiants qui entourent
quelques utilisateurs (cf. l’e´tat de l’art dans [17]).
Historiquement, deux approches distinctes existent dans la litte´rature pour la gestion de contexte :
centre´e utilisateur et supervision syste`me. Dans l’approche centre´e utilisateur, comme identifie´ dans les
e´tats de l’art [148, 101] du milieu des anne´es 2000, les limites des solutions existantes sont le manque de
composition aise´e des informations de contexte, le passage a` l’e´chelle, tant en termes de quantite´ d’in-
formations de contexte que de nombre d’applications clientes, et le manque de re´utilisabilite´. A` la meˆme
e´poque, l’approche par supervision qui est ancienne [192], voit un regain d’inte´reˆt avec l’e´mergence des
grappes et des grilles de machines (par exemple, Phoenix [34], LeWYS [47]). La faiblesse de cette ap-
proche est le niveau d’abstraction des donne´es collecte´es, qui restent souvent nume´riques et sont difficiles
a` interpre´ter symboliquement. Nos premiers travaux visent a` concilier les approches centre´es utilisateurs
et supervision pour allier l’utilisabilite´ et l’expressivite´ des de´tections de situations de haut niveau d’abs-
traction, avec controˆle des disse´minations dans les syste`mes a` large e´chelle, avec la structuration de
l’intergiciel a` base de composants pour ame´liorer la composition des informations de contexte.
La gestion de contexte est un proble`me traite´ ge´ne´ralement dans le cadre d’environnements ambiants,
c’est-a`-dire autour de petits groupes d’utilisateurs co-localise´s. Dans le cadre de syste`mes impliquant
des re´seaux ambiants, des nuages, et des objets de l’Internet des objets, la gestion de contexte devient
autrement plus complexe [24, 164]. Elle doit prendre en compte l’he´te´roge´ne´ite´ des donne´es, re´partir les
traitements et les flux d’informations, et autoriser la mobilite´ des e´le´ments de l’architecture. En outre,
de nouveaux proble`mes sont mis en exergue comme par exemple la mise a` disposition d’informations sur
le contexte de l’utilisateur qui exposent la vie prive´e des personnes a` proximite´ des objets connecte´s a`
l’Internet. Dans nos seconds travaux pre´sente´s dans cette section, nous concevons un service re´parti de
gestion de contexte base´ sur le mode notification (e´ve´nementiel) mais autorisant aussi le mode observation
(par requeˆte), les deux e´tant ne´cessaires pour les applications. En outre, nous abordons l’ajout du respect
de la vie prive´e [134] dans les syste`mes re´partis a` base d’e´ve´nements [74, 151]. Enfin, nous explorons
le nouveau paradigme du support de l’aspect multi-e´chelle [177, 176] pour aborder la distribution des
informations de contexte en provenance de l’Internet des objets dans un syste`me a` large e´chelle.
Dans la section 3.1, je pre´sente les exigences du service de gestion de contexte sur lesquelles nos travaux
se concentrent. Ensuite, dans les sections 3.2 et 3.3, je de´veloppe nos contributions en termes de structu-
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ration du service de gestion de contexte et de distribution des informations de contexte, respectivement.
Enfin, je conclus dans la section 3.4 par un bilan sur ces travaux.
3.1 Motivations
Par rapport au proble`me ge´ne´ral de la gestion de flux d’informations [63], les besoins particuliers a` la
gestion des informations de contexte sur lesquels portent nos contributions, sont les suivants [17, 24, 164] :
les modes observation et notification, la gestion de la qualite´ de contexte et du respect de la vie prive´e,
le controˆle de la disse´mination dans les syste`mes a` large e´chelle et le support de l’aspect multi-e´chelle, et
enfin l’utilisabilite´ et l’extensibilite´.
Modes observation et notification. Le mode d’e´change des informations de contexte est de deux
types : observation versus notification. Dans le mode observation, c’est le client qui initie par une requeˆte
l’e´change des informations de contexte. Puisque le client controˆle les e´changes, il n’est pas de´range´ de
manie`re abusive. Mais, en plus de la connaissance de ses besoins en termes d’informations de contexte,
le client doit aussi connaˆıtre les moments pertinents pour envoyer ses requeˆtes, cette pertinence e´tant
e´value´e par rapport a` la probabilite´ de changements de valeurs des informations de contexte utilise´es par
l’application.
Dans le mode notification, le client souscrit un abonnement aupre`s du gestionnaire de contexte pour
recevoir ulte´rieurement les informations de contexte. La notification peut eˆtre pe´riodique ou suite a` des
changements de valeurs. Le client doit donc fournir dans la souscription les informations de contexte
utilise´es par l’application ainsi que les formules permettant de de´tecter les changements de valeur. Il en
re´sulte donc une meilleure re´activite´. En conclusion, nous estimons que les deux modes sont ne´cessaires.
Qualite´ de contexte et respect de la vie prive´e. L’Internet des objets permet la collecte d’une
quantite´ tre`s importante d’informations de contexte. Mais, ces informations sont connues pour eˆtre impar-
faites et incertaines [100]. La gestion de la qualite´ de contexte est la capacite´ a` qualifier les informations
de contexte avec des me´ta-donne´es (de qualite´). Les crite`res de qualite´ sont nombreux et la liste ne doit
pas eˆtre fige´e. A` titre d’exemple, les crite`res les plus courants sont la pre´cision, la probabilite´ de justesse,
la re´solution et la fraˆıcheur. La gestion du respect de la vie prive´e est vue comme la capacite´ a` controˆler
« quoi », « comment », « quand », « ou` », « avec qui » partager des informations et dans quelles circons-
tances [134]. Ces deux sujets sont traite´s par d’autres membres de l’e´quipe [48, 108]. Notre objectif est
donc que ces re´sultats puissent s’inse´rer dans nos solutions.
Controˆle de la disse´mination et support de l’aspect multi-e´chelle. Classiquement, le passage
a` l’e´chelle est la capacite´ du gestionnaire de contexte a` ne pas avoir des performances qui s’e´croulent
lorsque le nombre de clients ou la quantite´ d’informations de contexte augmentent. Quant au paradigme
du support de l’aspect multi-e´chelle [177, 176], il est emprunte´ aux travaux de membres de l’e´quipe et de
participants au projet INCOME, et plus particulie`rement a` Sam Rottenberg dans le cadre de ses travaux
de the`se en collaboration avec Chantal Taconet, Se´bastien Leriche, Claire Lecocq et Thierry Desprats.
La de´finition, que nous de´veloppons ci-dessous, du support de l’aspect multi-e´chelle (en anglais, multis-
calability) est la suivante : c’est la capacite´ de couvrir plusieurs e´chelles dans au moins une dimension.
La distribution multi-e´chelle est diffe´rente conceptuellement de la distribution a` large e´chelle. L’aspect
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large e´chelle posse`de une signification quantitative alors que l’aspect multi-e´chelle est d’abord attache´ a`
une signification qualitative due a` l’he´te´roge´ne´ite´.
Dans des e´tudes re´centes [32, 82, 120], l’expression « syste`me re´parti multi-e´chelle » est utilise´e
pour mettre en avant la complexite´ conse´cutive a` diffe´rents types d’he´te´roge´ne´ite´ : re´seaux parcourus,
mate´riels utilise´s, re´partition ge´ographique des mate´riels, organisation des groupes d’utilisateurs, etc.
Nous de´fendons l’ide´e que certaines sources d’he´te´roge´ne´ite´ posse`dent un fort impact sur la distribution
des informations de contexte en provenance de l’Internet des objets et peuvent aussi eˆtre utilise´es pour
attaquer le proble`me du passage a` l’e´chelle.
Voici la terminologie utilise´e pour la caracte´risation de l’aspect multi-e´chelle des syste`mes re´partis.
Lors de l’e´tude de l’architecture logicielle d’un syste`me re´parti, tout point de vue architectural [111] est
potentiellement e´tudie´ selon plusieurs dimensions. Une dimension est le mesurage d’une caracte´ristique et
est associe´e a` une mesure nume´rique ou se´mantique. En utilisant la mesure donne´e, une dimension peut
eˆtre divise´e en e´chelles ordonne´es. Les auteurs proposent un vocabulaire de points de vue, dimensions et
e´chelles. Par exemple, dans le point de vue « utilisateur », il est inte´ressant, par exemple pour le respect de
la vie prive´e, de conside´rer les dimensions « appartenance a` un groupe » avec comme e´chelles les niveaux
dans la hie´rarchie des groupes d’utilisateur [24]. Dans le point de vue « re´seau », il est inte´ressant d’e´tudier
plusieurs dimensions comme par exemple la « porte´e de transmission », la « latence » ou le « de´bit » et
de classer les re´seaux parcourus dans des e´chelles diffe´rentes (PAN, LAN, MAN, WAN, etc.) [120]. Enfin,
dans le point de vue « ge´ographie », la distinction des e´chelles « adresse », « rue », « quartier », « ville »...
dans la dimension « zone administrative » est inte´ressante pour ge´rer la pertinence de la disse´mination
d’informations [82].
Utilisabilite´ et extensibilite´ L’utilisabilite´ est caracte´rise´e par un ensemble d’attributs contri-
buant a` l’effort (englobant la compre´hension, l’apprentissage, l’applicabilite´, l’application et le controˆle
ope´rationnel des concepts logiques) requis pour l’utilisation d’un logiciel par un ensemble d’utilisateurs
ave´re´ ou implicite [110]. Nous incluons ainsi dans l’utilisabilite´ la possibilite´ d’exprimer des besoins en
informations de contexte, soit en exprimant les informations demande´es (l’utilisateur est le client qui
demande les informations) soit sous la forme de traitements a` effectuer (l’utilisateur est le concepteur de
ces traitements). Les me´thodologies et l’outillage font aussi partie de la mesure de l’utilisabilite´.
L’extensibilite´ est caracte´rise´e par un ensemble d’attributs contribuant a` l’effort demande´ pour prendre
en compte de nouveaux besoins en termes de conception et d’exe´cution. Cela inclut la modifiabilite´ et
l’interope´rabilite´ avec d’autres syste`mes [110]. En gestion de contexte, cette qualite´ est recherche´e pour
l’inte´gration des technologies de l’Internet des objets et pour la combinaison des diffe´rents types de
traitement de l’information de contexte (fusion et agre´gation d’e´ve´nements, corre´lation d’e´ve´nements,
de´tection de situation par apprentissage, etc.).
Dans la section qui suit, je commence par la partie locale de l’architecture de gestion de contexte qui
prend en compte les exigences que je viens d’introduire. Les aspects lie´s a` la distribution seront e´tudie´s
ensuite.
3.2 Structuration de la gestion de contexte
Concevoir la gestion de contexte comme un service de l’intergiciel nous ame`ne a` e´tudier la structura-
tion de ce service, toujours avec les objectifs de ge´ne´ricite´ et de se´paration des pre´occupations. Au de´but
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des anne´es 2000, les travaux de la litte´rature se classent en deux grandes familles de styles architectu-
raux [211] : l’orientation donne´e et l’orientation processus. Dans l’orientation donne´e, citons CASS [75],
Gaia [173], CoBrA [53], CMF [125], SOCAM [91], et PACE [101]. Les patrons de conception mis en
exergue s’appellent « Tableau noir » et « Espace de n-uplets ». La gestion des informations de contexte
est centralise´e dans une base de donne´es accessible comme un tableau noir ou dans une me´moire virtuelle
partage´e ge´rant l’espace comme un ensemble d’enregistrements ou n-uplets. Dans cette orientation, de
nombreux travaux s’inte´ressent a` l’expressivite´ du nommage et des langages de requeˆtes. Les forces de
cette orientation sont la simplicite´ du paradigme, la facilite´ d’ajout et de suppression de nouvelles sources
et de nouveaux clients, et l’asynchronisme entre producteurs et consommateurs. La faiblesse principale
est la gestion centralise´e.
Face a` l’orientation donne´e, l’orientation processus encapsule toutes les acquisitions et transformations
d’informations de contexte dans des entite´s de traitement se´pare´es appele´es : « objet » pour Context
Toolkit [68], RCSM [214], SAJE [60], Hydrogen [103], MoCA [64], et WildCAT [66] ; ou « composant »
pour MoCoA [194], Draco [169], Le Contexteur [62], et DigiHome [175]. L’expression des de´pendances
et des flots d’informations entre ces entite´s de´pend du paradigme de conception choisi. Le concepteur
dessine un graphe (une foreˆt) de ces entite´s pour exprimer ses besoins en informations de contexte. Il
peut aussi re´utiliser des parties de graphes conc¸us par d’autres. Dans cette orientation, les travaux de
la litte´rature s’inte´ressent beaucoup a` l’encapsulation des entite´s de traitement et a` leur re´utilisation.
Les forces principales de l’orientation processus sont l’efficience permise par le controˆle des ressources
consomme´es par le graphe et par les e´changes directs sans interme´diation. La difficulte´ principale est la
complexite´ globale de la gestion du graphe.
Ces deux orientations sont de notre point de vue comple´mentaires. Les solutions de l’orientation donne´e
supposent que les donne´es sont directement accessibles, et cherchent a` de´tecter des situations les plus
complexes possibles. Les solutions de l’orientation processus structurent les traitements en introduisant
des possibilite´s de partage et de re´partition. Plus pre´cise´ment, nous de´fendons l’ide´e selon laquelle un
gestionnaire de contexte doit eˆtre 1) centre´ utilisateur pour fournir des informations de contexte de haut
niveau aise´ment interpre´tables, 2) construit a` partir d’e´le´ments compose´s plutoˆt que programme´s pour
faciliter la conception, et 3) performant en controˆlant et minimisant l’utilisation des ressources.
Nous proposons un canevas logiciel pour la composition d’informations de contexte dont l’originalite´
est l’expression de la composition de contexte dans un langage de de´finition d’architecture logicielle et
la projection de cette architecture sur un graphe de composants. Ainsi, nous facilitons la conception, la
composition, l’adaptation et la re´utilisation des politiques de gestion de contexte.
Architecture a` base de composants. L’architecture globale du gestionnaire de contexte est classi-
quement organise´e en trois couches [61, 68, 214]. La premie`re couche de l’architecture est constitue´e de
la collecte des donne´es brutes et a pour roˆle d’inte´grer les nombreux canevas logiciels utilise´s pour les
diffe´rentes sources d’informations de contexte. La couche de collecte fournit les donne´es brutes a` la base
de traitements (fusion et agre´gation d’e´ve´nements, corre´lation d’e´ve´nements, de´tection de situation par
apprentissage, etc.) pour obtenir des informations de contexte symboliques de plus haut niveau d’abs-
traction. Ces traitements constituent la couche de perception du contexte. La troisie`me couche pre´sente
les informations de contexte aux clients, qui sont des applications ou d’autres services intergiciels.
Nous supposons que l’application est construite avec des composants, l’acce`s aux informations de
contexte s’effectuant via le conteneur du composant applicatif. Les couches logicielles collecte, perception,
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et pre´sentation correspondent a` des me´tiers divers : des fournisseurs d’informations brutes aux concepteurs
d’applications sensibles au contexte. Les cycles de vie des e´le´ments physiques ou logiques observables
sont tre`s diffe´rents, avec des besoins en ressources syste`me diffe´rents. Contrairement aux solutions de
la litte´rature, notre architecture de gestion de contexte est construite a` base de cycles inde´pendants
« collecte / perception / pre´sentation ». De tels cycles complets sont pre´sents dans les collecteurs de
contexte, plusieurs autres dans les processeurs de contexte, et de meˆme pour le conteneur sensible au
contexte.
Pour la conception de notre solution, nous appliquons les principes de base de la construction d’inter-
giciels : le canevas logiciel est construit a` partir d’e´le´ments ge´ne´riques, des composants, spe´cialisables et
modulaires afin de composer plutoˆt que de programmer. Nous obtenons ainsi une vision unifie´e dans la-
quelle les meˆmes concepts (composant, liaison, interface) sont utilise´s pour de´velopper les applications et
le service intergiciel. Par ailleurs, la notion d’architecture logicielle associe´e a` celle de composant permet
d’exprimer la composition des entite´s logicielles inde´pendamment de leur mise en œuvre, rendant ainsi
plus aise´e la compre´hension de l’ensemble. La notion d’architecture logicielle favorise aussi la dynamicite´
en autorisant la rede´finition des liaisons, facilitant alors la reconfiguration. Notre proposition, COSMOS,
inte`gre donc les objectifs suivants : a) composer des informations de contexte de manie`re de´clarative,
a` opposer aux approches « par programmation » utilise´es dans les canevas logiciels existants, b) isoler
chaque couche de l’architecture de gestion de contexte des autres couches afin de promouvoir la se´paration
des pre´occupations et des cycles de vie, et c) fournir les concepts « syste`me » pour ge´rer finement les
ressources consomme´es par les diffe´rents traitements.
Le concept de base de COSMOS est le nœud de contexte, qui manipule une information de contexte
mode´lise´e par un composant. Les nœuds de contexte sont organise´s hie´rarchiquement, avec possibilite´ de
partage. Tous les composants d’une hie´rarchie sont potentiellement accessibles par les clients. La figure 4
montre un exemple de graphe de nœuds de contexte. Les proprie´te´s des nœuds sont les suivantes :
— passif ou actif : chaque nœud peut eˆtre passif ou actif avec exe´cution pe´riodique de taˆches dans
des activite´s ;
— observation ou notification : les informations de contexte circulant du bas vers le haut de la
hie´rarchie dans des messages, lorsque la circulation s’effectue a` la demande d’un nœud parent ou
d’un client, c’est une observation. Dans le cas contraire, c’est une notification ;
— passant ou bloquant : lors d’une observation, un nœud passant demande d’abord un nouveau
rapport d’observation a` ses enfants, puis calcule un rapport d’observation qu’il transmet. Lors
d’une notification, un nœud passant calcule un nouveau rapport d’observation avec la nouvelle
notification, puis transmet vers le haut l’information calcule´e. Dans le cas bloquant, le nœud
observe´ fournit l’information qu’il de´tient sans observer les enfants et le nœud notifie´ modifie son
e´tat interne sans notifier les parents ;
Pour la conception de graphes de nœuds, nous transposons dans le monde composant certains patrons
de conception du monde objet [84]. L’organisation d’informations de contexte sous forme arborescente
ne´cessite d’isoler avec le patron de conception « Composite » les diffe´rents sous-arbres afin de faciliter leur
composition. Chaque nœud de l’arborescence est construit a` partir d’un squelette qui de´crit l’assemblage
de l’ope´rateur avec les composants de gestion des ressources (me´moire et activite´) et les composants des
nœuds fils directs dans la hie´rarchie ; c’est le patron de conception « Patron de me´thodes ». Le patron de
conception « Poids-mouche » est utilise´ pour partager de manie`re performante de nombreux composants.

















































Figure 4 – Graphe de nœuds de contexte COSMOS pour le cas d’utilisation « vente flash »
par un nombre tre`s restreint de gestionnaires de messages et d’activite´s partage´s.
Le canevas logiciel COSMOS [219] est mis en œuvre avec le mode`le de composant Fractal [41, 42]
du consortium OW2 [226, 229, 230], auquel est associe´ le langage de description d’architecture Frac-
tal ADL [138, 227]. Nous utilisons e´galement la bibliothe`que de composants Dream [137, 222] pour
construire les gestionnaires de messages et d’activite´s. Pour faciliter la reconfiguration d’une applica-
tion a` base de composants Fractal, nous utilisons FPath [65, 224]. L’extensibilite´ de la solution est
de´montre´e en inse´rant la pre´occupation de gestion de qualite´ de contexte dans les traitements des nœuds
de contexte [48, 242] et en de´montrant la comple´mentarite´ avec l’approche base´e ontologie dans une
architecture hybride [253]. Par ailleurs, nous avons utilise´ COSMOS dans divers projets pour collecter
et interpre´ter des informations a` partir de sondes syste`me sur GNU/Linux, J2ME CLDC et Android,
et du simulateur de contexte Siafu [237]. Comme l’une des nouveaute´s est l’utilisation de composants a`
granularite´ tre`s fine, nous e´valuons l’utilisation de l’approche a` base de composants de petite taille sur des
te´le´phones mobiles. Prenons l’exemple d’un te´le´phone Samsung Galaxy S2 (Android 2.3.5, ARM Cortex-
A9 Dual-core cadence´ a` 1.2GHz, 16GB de ROM et 1GB de RAM, dont 660MB libres). La traverse´e d’un
nœud sans traitement est effectue´e en 1, 76ms ± 0, 06ms pour une nœud feuille et en 3, 62ms ± 0, 03ms
pour un nœud non feuille. Enfin, environ 5500 nœuds peuvent eˆtre instancie´s et la hauteur de l’arbre
entre deux nœuds bloquants peut atteindre 45 nœuds.
Me´ta-mode´lisation, langage de´die´ et inge´nierie dirige´e par les mode`les. L’architecture de base
de COSMOS est comple´te´e par la mode´lisation conceptuelle de la notion de contexte [198, 197] et par la
de´finition d’un langage de´die´ a` la conception de politiques de gestion de contexte, le tout mis en action
dans une approche d’inge´nierie dirige´e par les mode`les.
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Les nœuds de contexte sont conc¸us pour eˆtre hautement configurables via de nombreux attributs (8
par nœud). Par ailleurs, chaque nœud peut eˆtre partage´ par plusieurs autres nœuds, et ce quelle que soit
leur place « au-dessus » dans le graphe. L’inconve´nient est la complexite´ de la configuration : le langage
d’architecture Fractal ADL, s’il est tre`s expressif, pre´sente un aspect tre`s technique, verbeux et donc
peu suˆr, meˆme en utilisant les annotations Fraclet [178, 225]. Nous avons donc conc¸u le langage de´die´
COSMOS DSL [220], qui permet de de´clarer des nœuds de contexte, de les configurer et de les composer
simplement. Ces garanties sont assure´es par des constructions de haut niveau qui abstraient la complexite´
de la de´finition de l’architecture sous-jacente. La figure 5 pre´sente la de´claration d’une partie du graphe
de l’exemple de la figure 4. D’un point de vue pratique, le me´ta-mode`le de COSMOS est e´crit en EMF
(Eclipse Modeling Framework) [223]. Le langage COSMOS DSL et son outillage sont construits a` partir du
me´ta-mode`le avec Xtext [240]. Enfin, nous avons aussi spe´cifie´ formellement en Alloy [212] un syste`me de
type de message avec une proprie´te´ de substitution de messages [221], mais sans inclure cette ve´rification
de type dans l’outillage.
chunk position = {
classname : evry2mallqoc.PositionChunk,
typeparam : evry2mallqoc.PositionInfo }
message location = {
position, accuracy , freshness , trustworthiness }
operator computeGprsLocation = {
output : location,
classname : evry2mallqoc.ComputeGprsPosition,
input : gprs }
node gprsLocation = {
operator : computeGprsLocation,
children : gprsExtracter }
node stabilizedLocation = {
operator : computeStabilization,
children : gprsLocation gpsLocation wlanLocation }
operator computeNonAdjustedLocation = {
output : location,
classname : evry2mallqoc.ComputeNonAdjustedLocation,
input : location }
node nonAdjustedLocation = {
operator : computeNonAdjustedLocation,
children : stabilizedLocation }
operator computeAdjustedLocation = {
output : location,
classname : evry2mallqoc.ComputeAdjustedLocation,
input : location speed }
node adjustedLocation = {
operator : computeAdjustedLocation,









Figure 5 – Exemple de la figure 4 e´crit avec COSMOS DSL
Dans cette section, l’architecture a` base de composants conside`re par de´faut qu’un graphe de nœuds
est une entite´ de de´ploiement, meˆme si des travaux de l’e´cosyste`me Fractal permettent de re´partir le
graphe sur un ensemble de machines. Dans la section qui suit, nous pre´sentons les travaux en cours pour
architecturer la distribution des informations de contexte en un syste`me re´parti a` base d’e´ve´nements.
3.3 Distribution des informations de contexte
Les travaux de´crits dans cette section sont en cours et les premiers re´sultats sont en train d’eˆtre
finalise´s.
Nous ciblons les applications sensibles aux informations de contexte en provenance de l’Internet des
objets. Bien suˆr, il est possible d’utiliser tous les paradigmes de distribution existants, en conside´rant
que les informations de contexte ne sont qu’un type particulier d’informations a` disse´miner. L’approche
client–serveur, c’est-a`-dire avec une phase de de´couverte avant l’appel synchrone a` l’entite´ fournissant l’in-
formation de contexte est mise en œuvre dans MoCoA [194] (avec le concept d’objet sensible), CoBrA [53]
(construit sur un bus CORBA d’agents intelligents du mode`le FIPA), HiCon [131] et SPACES [273]
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(construit au-dessus de COSMOS avec le paradigme REST). EgoSpaces [115] est construit au-dessus de
Lime [150], qui met en œuvre le paradigme des espaces des n-uplets de Linda [88]. MUSIC [106] organise
des disse´minateurs d’informations de contexte re´unis dans un re´seau pair-a`-pair construit avec JXTA [231]
pour l’interme´diation entre les clients et les fournisseurs. Enfin, un dernier ensemble de solutions utilisent
le paradigme e´ve´nement : par exemple, Gaia [174, 173] et Mobile Gaia [195] avec un service de gestion
d’e´ve´nements CORBA, et Pervaho [73] avec JMS.
Parmi les approches intergicielles pour les syste`mes e´mergents de l’Internet des objets, le mode`le de
communication publier-souscrire [74] qui est mis en œuvre dans les syste`mes re´partis a` base d’e´ve´nements
fait partie des solutions les plus utilise´es pour les applications construites selon le paradigme sense and
respond. Le syste`me re´parti a` base d’e´ve´nements s’occupe du routage des notifications entre les produc-
teurs et les consommateurs. Les producteurs sont des clients qui publient des notifications tandis que les
consommateurs sont des clients qui re´agissent aux notifications transmises par le syste`me. Ce choix des
syste`mes re´partis a` base d’e´ve´nements est judicieux pour les trois proprie´te´s suivantes : 1) de´couplage
dans le temps entre les fournisseurs et les consommateurs, 2) de´couplage dans l’espace, et 3) de´couplage
de la synchronisation.
Les syste`mes re´partis a` base d’e´ve´nements sont classe´s en deux cate´gories principales selon le type de
filtrage utilise´ dans les annonces et les souscriptions. Dans le cas du filtrage dits « base´s contenu », tout
le contenu de la notification est analysable ; il n’y a donc pas lieu d’ajouter des me´ta-donne´es pour le
routage, comme cela est ne´cessaire pour le filtrage « base´ sujet ». Le principe du routage avec le filtrage
base´ sujet est de comple´ter les notifications a` router par une se´quence de mots pris dans un vocabulaire
de mots organise´ en foreˆt, et d’effectuer le routage a` l’aide d’expressions re´gulie`res. Ce dernier type de
filtrage est commune´ment mis en œuvre dans les architectures centralise´es pour mieux passer a` l’e´chelle
en termes de nombre de clients et de notifications : par exemple, le standard AMQP [8], avec des canevas
logiciels libres tre`s populaires tels que RabbitMQ [236], propose des facilite´s dites de clustering dans les
nuages. Les solutions base´es sujet ne sont pas suffisantes et doivent eˆtre comple´te´es par des solutions
base´es contenu pour les raisons suivantes : a) les solutions base´es sujet requie`rent un consensus sur
la taxonomie et la hie´rarchisation des sujets, ce qui pose proble`me dans les applications de l’Internet
des objets avec des clients tre`s varie´s et non connus lors de la conception ; b) l’expressivite´ du filtrage
base´ sujet est faible compare´e a` celle du filtrage base´ contenu. Par conse´quent, dans la suite, nous nous
inte´ressons aux solutions avec du filtrage base´ contenu.
Deux des classes de solutions parmi celles cite´es ci-avant re´alisent le mode`le de communication publier-
souscrire : les re´seaux logiques de courtiers (en anglais, brokers) [102, 151] et les re´seaux pair-a`-pair [119].
Les solutions re´pertorie´es dans la litte´rature [119] pour re´aliser des syste`mes re´partis a` base d’e´ve´nements
au-dessus de re´seaux pair-a`-pair et qui utilisent le filtrage base´ contenu supposent un mode`le de donne´es
structure´es : les filtres de souscription et d’annonce sont des conjonctions de filtres d’attributs. Comme
e´tudie´ dans la section 3.2, nous souhaitons autoriser tout type de traitement sur les informations de
contexte, y compris l’apprentissage ou d’autres me´thodes utilisant des ontologies, qui requie`rent un mode`le
de donne´es semi-structure´es a` la XML (RDF, OWL, etc.). Par ailleurs, les utilisateurs finaux, via leurs
appareils mobiles, sont de plus en plus des fournisseurs d’informations de contexte [109]. Ces utilisateurs
risquent d’eˆtre tre`s re´ticents a` l’ide´e que des informations sur leur contexte ambiant soient publie´es via des
pairs installe´s a` l’autre bout de la plane`te. Nous devons leur proposer des solutions utilisant le principe
de localite´, avec des liens entre courtiers de´ploye´s au plus pre`s des producteurs et des consommateurs
lorsqu’ils sont proches.
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Ainsi, nous conside´rons qu’il est inte´ressant d’e´tudier la distribution des informations de contexte en
provenance de l’Internet des objets a` l’aide de syste`mes re´partis a` base d’e´ve´nements construits comme des
re´seaux logiques de courtiers, qui mettent en œuvre du filtrage base´ contenu avec un mode`le de donne´es
semi-structure´es. Nous commenc¸ons par de´finir les fonctionnalite´s de notre solution avant d’aborder le
proble`me spe´cifique de la distribution a` large e´chelle.
Distribution avec un syste`me re´parti a` base d’e´ve´nements. Nous commenc¸ons par re´pondre
aux besoins exprime´s dans la section 3.1. Premie`rement, l’extensibilite´ se traduit entre autres par la prise
en compte des gestionnaires de contexte base´s ontologie et l’inte´gration des multiples canevas logiciels
de collecte des informations en provenance de capteurs divers. Une conse´quence est le choix du mode`le
de donne´es semi-structure´es XML. Dans ce mode`le de donne´es, meˆme en contraignant le de´veloppeur
a` concevoir ses filtres d’annonce et de souscription comme des conjonctions de filtres construits sur
des expressions XPATH, ce qui serait en contradiction avec le besoin d’utilisabilite´, il nous paraˆıt tre`s
difficile d’optimiser le routage en utilisant des proprie´te´s de couverture, d’intersection, ou de fusion
de filtres XPATH [151]. Nous utilisons donc dans nos premiers travaux un routage simple qui, pour
chaque souscription, organise un graphe oriente´ vers le courtier d’acce`s du consommateur, et dans lequel
les notifications suivent les arcs vers le consommateur. Cela exacerbe le proble`me du controˆle de la
disse´mination dans les syste`mes a` large e´chelle, que nous abordons dans un prochain paragraphe.
Deuxie`mement, le mode de fonctionnement natif des syste`mes re´partis a` base d’e´ve´nements e´tant la
notification, nous devons e´tudier plus particulie`rement la mise en œuvre du mode observation ne´cessaire
a` la gestion de contexte. Le cas d’usage typique est celui dans lequel la fre´quence de publication de
l’information de contexte est faible et le consommateur se connecte au syste`me re´parti de gestion de
contexte pour obtenir une information de contexte et se de´connecter aussitoˆt. C’est pourquoi, pour des
raisons d’utilisabilite´ et en indiquant que cette fonctionnalite´ est a` utiliser avec beaucoup de parcimonie,
nous ajoutons un mode d’observation par requeˆte anonyme avec re´ponses multiples. L’observation est
anonyme car le consommateur ne connaˆıt pas le producteur pour lui adresser sa requeˆte. Le consommateur
e´met une demande avec un filtre similaire a` un filtre de souscription ; la demande est diffuse´e dans le
re´seau de courtiers ; chaque courtier garde en me´moire la dernie`re notification de chaque filtre d’annonce ;
un algorithme de vague E´cho [193] « rame`ne » vers le consommateur les notifications qui passent le filtre
de la demande. Les re´ponses sont donc multiples.
Troisie`mement, comme explique´ ci-avant, dans un syste`me re´parti a` base d’e´ve´nements classique, les
filtres d’annonces sont de´pose´s sur le courtier d’acce`s du producteur et les filtres de souscription sont
diffuse´s dans le re´seau logique de courtiers. Ce mode de fonctionnement est le plus inte´ressant lorsque
les producteurs sont plus « stables » que les consommateurs. Afin d’autoriser des consommateurs plus
volatiles, nous ajoutons le mode de fonctionnement dual : les souscriptions restent locales aux courtiers
d’acce`s des consommateurs et les annonces sont installe´es sur tous les courtiers ; les notifications de ce
type d’annonces sont diffuse´es dans tout le re´seau de courtiers. Encore une fois, cette caracte´ristique
exacerbe le proble`me du controˆle de la disse´mination dans les syste`mes a` large e´chelle. En conse´quence,
lors de l’annonce ou de la souscription, les clients indiquent si l’ope´ration est locale ou globale. Nous
autorisons le cas extreˆme de souscriptions et annonces locales. Cette situation peut survenir par exemple
lorsque le producteur et le consommateur sont dans le meˆme espace physique ge´re´ par un courtier unique.
La solution est spe´cifie´e formellement en logique temporelle et mise en œuvre par le canevas logiciel
libre muDEBS [232]. Nous avons tout d’abord donne´ les proprie´te´s du syste`me re´parti avec annonce :
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(suˆrete´) 1) la notification doit passer le filtre d’annonce via lequel elle est publie´e ; 2) un client ne rec¸oit
que les notifications auxquelles il a souscrit ; 3) il ne rec¸oit que des notifications qui ont e´te´ produites ; 3) il
ne rec¸oit la notification qu’une seule fois ; et (vivacite´) 4) il rec¸oit toutes les notifications qui passent son
filtre de souscription. Ensuite, nous avons spe´cifie´ les proprie´te´s du routage distribue´ et montre´ qu’elles
respectent les proprie´te´s pre´ce´dentes. Les proprie´te´s du routage re´parti sont les suivantes : (validite´
locale) a) seules les notifications qui passent un filtre d’annonce sont route´es ; b) seules les notifications
qui passent un filtre de souscription sont livre´es et le sont imme´diatement ; (validite´ distante monotone
ultime) c) lorsqu’un consommateur souscrit a` un filtre et que ce filtre n’est pas re´silie´, il existe un instant
apre`s lequel toutes les notifications passant ce filtre sont notifie´es au consommateur. Nous avons de´montre´
que les algorithmes de muDEBS respectent les proprie´te´s du routage re´parti. Enfin, muDEBS utilisent
Java nio pour les communications et google-gson [228] pour la se´rialisation, et fonctionne donc sur les
te´le´phones mobiles Android.
Qualite´ de contexte et respect de la vie prive´e. Comme explique´ dans la section 3.1, des membres
de l’e´quipe abordent dans leurs recherches les proble´matiques de la qualite´ de contexte et du respect de
la vie prive´e. Les contributions qui suivent concernent l’e´laboration de ces propositions dans un syste`me
re´parti a` base d’e´ve´nements construit au-dessus d’un re´seau logique de courtiers.
L’originalite´ de l’approche est le traitement conjoint des deux aspects : qualite´ de contexte et respect de
la vie prive´e. S. Chabridon et coauteurs dans [49] montrent la ne´cessite´ d’une solution inte´gre´e reposant
sur les notions d’exigence et de garantie. Les producteurs d’informations de contexte expriment des
garanties sur la qualite´ des donne´es qu’ils produisent et des exigences de respect de leur vie prive´e quant
a` l’utilisation qui en sera faite. Inversement, les consommateurs expriment des exigences en matie`re de
qualite´ de contexte et des garanties de respect de la vie prive´e. Concernant la gestion de la qualite´ de
contexte, notre contribution est d’exprimer les garanties de qualite´ de contexte dans les filtres d’annonce
des producteurs et les exigences dans les filtres de souscription des consommateurs.
Concernant le respect de la vie prive´e, nous conside´rons que les courtiers sont suˆrs et que les noti-
fications produites sont authentiques. Dans le cas contraire, des me´canismes de confidentialite´ doivent
eˆtre ajoute´s : par exemple, par encryptage des filtres et des notifications [19]. Dans nos travaux, nous
nous focalisons sur le me´canisme du controˆle d’acce`s. Une architecture inte´grant le mode`le de controˆle
d’acce`s a` base de roˆles (RBAC) a e´te´ propose´e dans [25]. Cependant, comme explique´ dans [49], le mode`le
RBAC est trop limite´ pour exprimer des contraintes de vie prive´e. Des concepts plus complexes tels que
l’intention ou le consentement doivent eˆtre exprime´s. C’est pour cela que les partenaires du projet ANR
INCOME ont choisi l’approche du controˆle d’acce`s a` base d’attributs (ABAC pour Attribute-Based Ac-
cess Control) : une politique attache´e a` une ressource de´crit les ope´rations autorise´es ; les demandeurs
fournissent des attributs appele´s les informations ABAC ; ces attributs et les conditions d’exe´cution sont
analyse´s avant l’acce`s a` la ressource pour une ope´ration donne´e. Dans notre solution, chaque courtier
inclut une entite´ appele´e Policy Enforcement Point du standard OASIS XACML [213]. Les annonces
sont comple´te´es par des politiques d’acce`s et les souscriptions par des informations ABAC.
Distribution multi-e´chelle pour le controˆle de la disse´mination a` large e´chelle. Dans les
syste`mes base´s contenu re´alise´s au-dessus de re´seaux de courtiers, l’installation des filtres d’annonce et de
souscription ainsi que le routage peuvent ge´ne´rer beaucoup de messages et impliquer de nombreux cour-
tiers. Le couˆt en termes de nombre de messages et de nombre d’ope´rations de filtrage est une proble´matique
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importante pour les syste`mes de´ploye´s a` une grande e´chelle et tout spe´cialement les syste`mes he´te´roge`nes
impliquant des nuages, des nuages de proximite´ (en anglais, cloudlets), des ordinateurs fixes, des ordina-
teurs portables, des tablettes, des te´le´phones, des objets connecte´s, etc. Par conse´quent, une attention
particulie`re doit donc eˆtre porte´e a` la capacite´ d’adresser les syste`mes a` large e´chelle.
La mode´lisation et la caracte´risation de l’he´te´roge´ne´ite´ des syste`mes re´partis sont e´tudie´es par des
membres de l’e´quipe qui proposent le canevas logiciel de caracte´risation multi-e´chelle MuSCa [177, 176].
Notre contribution au proble`me du routage des informations de contexte dans les syste`mes a` large e´chelle
est construite avec MuSCa. Nous associons le concept syste`me d’e´chelle (des syste`mes re´partis multi-
e´chelles [cf. section 3.1]) au concept de porte´e de distribution (en anglais, le concept de scope des syste`mes
re´partis a` base d’e´ve´nements [77, 76]), et nous introduisons l’expression « distribution multi-e´chelle » (en
anglais, multiscoping distribution) pour exprimer que la porte´e de distribution d’une notification est
contrainte selon plusieurs crite`res, c’est-a`-dire dans plusieurs zones logiques correspondant chacune a` une
e´chelle dans une dimension d’un point de vue de l’architecture re´partie. Nous de´fendons l’ide´e de limiter le
routage dans des porte´es de distribution : « une porte´e de distribution est une abstraction qui rassemble un
ensemble de clients (producteurs et consommateurs) de telle manie`re que les notifications des producteurs
sont confine´es aux consommateurs appartenant a` la meˆme porte´e ; une porte´e peut eˆtre re´cursivement
membre d’autres porte´es » [76]. Les clients estampillent leurs filtres d’annonce et de souscription avec un
ensemble de porte´es, une par dimension ; une notification publie´e par un producteur est visible pour un
consommateur si elle est visible dans pour ce consommateur toutes les dimensions. Nous proposons une
solution pour spe´cifier la demande des clients et re´aliser le routage correspondant a` cette demande.
La figure 6 montre deux graphes de porte´es de distribution, avec les pseudo-porte´es ⊥ (bottom) et
> (top), dont les roˆles sont explique´s plus loin. Les areˆtes des graphes mode´lisent la relation « est une
porte´e enfant de ». Dans chaque dimension, le re´seau logique de courtiers est divise´ en zones ; chaque zone
correspond a` une porte´e de distribution ; chaque courtier connaˆıt quelques porte´es ; deux zones voisines
relie´es par une relation « est une porte´e enfant de » posse`dent au moins un courtier en commun ; les
courtiers en commun sont responsables des passages entre zones. Pour passer d’une porte´e a` une autre,
une notification doit passer un filtre dit de visibilite´, qui est aussi base´ contenu. Les notifications circulent
logiquement dans le graphe d’une dimension en de´finissant ce que nous appelons un chemin de visibilite´
avec les contraintes suivantes : lorsque publie´e, une notification est visible dans la porte´e du producteur
et transitivement dans les porte´es parentes ; une notification visible dans une porte´e est visible dans
les porte´es enfants. Les chemins de visibilite´ sont donc compose´s de deux parties, possiblement vides :
une partie montante suivie d’une partie descendante. Dans un contexte multi-e´chelle, c’est-a`-dire avec
plusieurs dimensions ayant chacunes leur graphe de porte´es de distribution, une notification est visible
pour un consommateur s’il existe un chemin de visibilite´ entre le producteur et le consommateur dans
chacune des dimensions.
Puisqu’il n’est pas raisonnable d’obliger les clients a` indiquer dans leurs annonces et leurs souscriptions
une porte´e pour chaque dimension du syste`me, afin de permettre de faire e´voluer le nombre de dimensions,
et pour des raisons de compatibilite´ avec les syste`mes sans concept de porte´e, nous utilisons les pseudo-
porte´es ⊥ et > comme suit. Un client qui indique ⊥ dans une annonce de´clare que, pour les dimensions
pour lesquelles il n’a pas spe´cifie´ de porte´e, il ne contraint pas la distribution des informations de contexte.
Un client qui indique > dans une souscription souhaite eˆtre notifie´ sans contrainte de visibilite´ dans les
dimensions pour lesquelles il n’a pas spe´cifie´ de porte´e.
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Figure 6 – Exemple de graphe de porte´es de distribution de deux dimensions
de courtier en courtier qui construit des chemins dits de routage entre les producteurs et les consomma-
teurs, et le routage dans les graphes de porte´es de distribution qui de´finit des chemins dits de visibilite´
entre les producteurs et les consommateurs. Le routage « complet » construit des chemins dits de transi-
tion entre producteurs et consommateurs qui sont des concate´nations de morceaux de chemins de routage
et de visibilite´.
Les proprie´te´s d’un syste`me re´parti multi-e´chelle a` base d’e´ve´nements sont les suivantes : (suˆrete´) 1) la
notification doit passer le filtre de l’annonce via laquelle elle est publie´e ; 2) un client ne rec¸oit que les
notifications auxquelles il a souscrit ; 3) il ne rec¸oit que des notifications qui ont e´te´ produites et qui sont
visibles ; 3) il ne rec¸oit la notification qu’une seule fois ; et (vivacite´) 4) il rec¸oit toutes les notifications
qui passent son filtre de souscription et qui sont visibles. Les proprie´te´s du routage distribue´ multi-e´chelle
sont les suivantes : (validite´ locale) a) seules les notifications qui passent un filtre d’annonce sont route´es ;
b) seules les notifications qui passent un filtre de souscription sont notifie´es et le sont imme´diatement ;
(validite´ distante monotone ultime) c) les tables de routage construisent des chemins de routage corrects
des producteurs vers les consommateurs ; et d) les tables de routage construisent des chemins de visibilite´
corrects des producteurs vers les consommateurs. Nos algorithmes sont e´crits et prouve´s, et mis en œuvre
dans muDEBS. Nous re´alisons actuellement une premie`re campagne d’e´valuation des performances.
Le concept de porte´e de distribution a e´te´ introduit dans les re´seaux logiques de courtiers par L. Fiege
et coauteurs [76] et par H. Parzyjegla dans [162], mais les exigences du routage re´parti n’e´taient ni
explicites ni formalise´es. En outre, notre solution n’impose pas de spe´cifier les porte´es de toutes les
dimensions sur toutes les annonces et toutes les souscriptions. Dans [76, 162], seuls les principes des
algorithmes sont donne´s, et sans ide´e de preuve. Par ailleurs, les graphes de porte´es de distribution
ressemblent beaucoup a` des hie´rarchies de sujets des filtres base´s sujet et les auteurs ne donnent pas
d’indication pre´cise sur la manie`re de projeter les porte´es sur le graphe des courtiers. Plus ge´ne´ralement,
l’ide´e de limiter la porte´e de distribution apparaˆıt dans quelques gestionnaires de contexte de la litte´rature,
mais de fac¸on plus limite´e et moins ge´ne´rique. Dans HiCon [131], l’architecture posse`de seulement trois
niveaux : personnel, re´gional et global. Mobile Gaia [195] regroupe des nœuds dans des groupes spontane´s
et organise la distribution des informations de contexte dans ces groupes, mais sans possibilite´ de passage
d’un groupe a` l’autre.
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3.4 Bilan
Nous avons pre´sente´ nos contributions sur un service intergiciel de gestion de contexte pour les appli-
cations sensibles aux informations de contexte en provenance de l’environnement ambiant et de l’Internet
des objets. Le gestionnaire de contexte est construit en deux temps : les entite´s de´ploye´es sont des graphes
de nœuds de contexte, qui sont des composants, et sont construites avec le canevas logiciel COSMOS ;
et la distribution des informations de contexte entre graphes est prise en charge par muDEBS, qui est
base´ sur un re´seau logique de courtiers re´alisant un syste`me re´parti a` base d’e´ve´nements pour mode`le de
donne´es semi-structure´es avec filtrage base´ contenu et routage simple.
Concernant les besoins initialement exprime´s en section 3.1, les modes observation et notification sont
nativement fournis par les interfaces des nœuds de contexte de COSMOS. Pour obtenir le mode observa-
tion dans muDEBS, nous ajoutons la notion de requeˆte anonyme synchrone avec re´ponses multiples. La
qualite´ de contexte est obtenue en comple´tant le mode`le de contexte avec des me´ta-donne´es de qualite´
de contexte. La solution mise en œuvre pour la gestion du respect de la vie prive´e repose sur un controˆle
d’acce`s base´ attributs mis en forme avec XACML. Nous proposons le concept de multiples porte´es de
distribution (en anglais, multiscoping) afin d’adresser les syste`mes a` large e´chelle avec de nombreux clients
et courtiers. Pour une meilleure utilisabilite´, dans COSMOS, le de´veloppeur be´ne´ficie du langage de´die´
COSMOS DSL. Dans muDEBS, nous fournissons la possibilite´ d’e´crire des filtres complexes (en Java-
Script) sur des sche´mas XML. Remarquons que le lien entre COSMOS DSL et les contrats de muDEBS
serait inte´ressant a` effectuer. Enfin, pour l’extensibilite´, les deux canevas logiciels sont dote´s d’interfaces
et sont utilisables sur les syste`mes d’exploitation des te´le´phones mobiles.
Ce travail a e´te´ effectue´ en collaboration avec de nombreuses personnes. Les travaux sur COSMOS
ont de´marre´ avec Romain Rouvoy et Lionel Seinturier dans le cadre d’un se´jour d’e´tude dans l’e´quipe
INRIA ADAM (devenue SPIRALS) de janvier a` juin 2006. Les travaux ont ensuite e´te´ mene´s avec So-
phie Chabridon (qualite´ de contexte), Chantal Taconet (mode`le de contexte et inge´nierie dirige´e par les
mode`les), Le´on Lim (stage M2 au premier semestre 2008 sur COSMOS DSL), et Cong Kinh Nguyen
(CDD inge´nieur de novembre 2008 a` de´cembre 2010 sur Android et COSMOS DSL). COSMOS a e´te´
de´veloppe´ et utilise´ dans le cadre du projet FUI du Poˆle de Compe´titivite´ Industries du Commerce CAP-
PUCINO (2007–2010), de l’ARC INRIA BROCCOLI (2008–2009), du projet Incitatif Institut Te´le´com
CASAC (2008), et du projet TOTEM du Programme Inter Carnot-Fraunhofer (2009–2012). Les princi-
pales publications sur ce sujet sont les suivantes : SCICO (2013) [242], TSI (2008) [244], IEEE DSOnline
(2008) [243], DAIS’2007 [257], DOA’2009 [255], ICDIM’2010 [253], et DAIS’2011 [251].
Le travail sur muDEBS s’effectue en collaboration avec Sophie Chabridon (TSP), Thierry Desprats
(IRIT), Thierry Laborde (IRIT), Samer Machara Marquez (TSP) et Pierrick Marie (IRIT) sur la qualite´
de contexte et le respect de la vie prive´e, Chantal Taconet, Claire Lecocq et Sam Rottenberg pour
la caracte´risation de syste`mes re´partis multi-e´chelles, et Le´on Lim dans le cadre de son post-doctorat
(octobre 2013–aouˆt 2015) sur la distribution multi-e´chelle a` base de multiples porte´es. muDEBS est
de´veloppe´ et utilise´ dans le cadre du projet ANR INCOME (2012–2015). Les premie`res publications sur
ce travail sont les suivantes : M4IoT’2014 [276], et MW4NG’2014 [277].
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4 Tole´rance aux fautes des applications re´parties en environne-
ment mobile
Dans nos travaux sur le the`me de la tole´rance aux fautes, nous nous focalisons sur la de´tection
des de´te´riorations physiques [135], c’est-a`-dire des fautes mate´rielles (pas de fautes dans le logiciel),
ope´rationnelles (pas de fautes dans le de´veloppement), non malicieuses (dans l’objectif), non de´libe´re´es
(dans l’intention), et permanentes comme transitoires. Nous conside´rons les re´seaux sans fil les plus dy-
namiques, c’est-a`-dire sans infrastructure : les re´seaux mobiles spontane´s (en anglais, Mobile Ad hoc
NETWorks ou MANETs). Les MANETs sont constitue´s de nœuds mobiles auto-organise´s. Les syste`mes
conc¸us au-dessus des MANETs sont dynamiques : les nœuds peuvent rejoindre et quitter le syste`me aussi
arbitrairement que rapidement. De plus, les de´faillances, les de´connexions et les mouvements des nœuds
peuvent isoler un nœud ou un groupe de nœuds du reste des participants de l’application re´partie. Les
e´tudes expe´rimentales confirment la fre´quence importante de partitionnements du re´seau MANET [96].
En plus du partitionnement du re´seau provoque´ par des e´ve´nements impre´vus, les applications doivent
e´galement supporter les ope´rations de de´connexions volontaires. Par exemple, un participant peut volon-
tairement de´cider de se de´connecter afin d’exe´cuter les applications en local.
Dans nos premiers travaux pre´sente´s dans cette section, nous conside´rons comme dans [184] que les
de´connexions et les partitionnements sont transitoires, mais peuvent durer suffisamment longtemps pour
geˆner les utilisateurs qui souhaitent continuer « a` travailler », au risque d’avoir a` ge´rer ulte´rieurement
de potentiels conflits lors des re´conciliations. Dans cette proble´matique de la re´plication optimiste, il est
inte´ressant de faire si possible la diffe´rence entre les de´connexions et les de´faillances. En effet, dans une
approche collaborative de l’adaptation aux de´connexions, l’utilisateur participe a` l’adaptation en chan-
geant son comportement pendant ses phases de de´connexions, voire lorsque d’autres participants sont
de´connecte´s. Nous proposons une architecture constitue´e d’un de´tecteur local du mode de fonctionne-
ment de l’appareil mobile et de de´tecteurs re´partis non fiables pour les de´faillances, les de´connexions et
les partitions. Ces de´tecteurs permettent la mise en œuvre d’une des primitives de communication fonda-
mentales pour la tole´rance aux fautes dans les syste`mes re´partis partiellement asynchrones : le consensus.
Le consensus permet a` un ensemble de processus, chacun posse´dant sa propre valeur initiale, de de´cider
ultimement une valeur unique [78]. Le de´tecteur de partition peut aussi servir de de´tecteur de partici-
pants [45] pour un service de gestion de groupe dit partitionnable [7, 57] dans laquelle chaque participant
appartient a` une partition et peut continuer « a` travailler » avec les participants de sa partition. Ainsi,
plusieurs partitions disjointes e´voluent concurremment et inde´pendamment les unes des autres.
Avec le de´tecteur de partition des premiers travaux pre´sente´s dans cette section, le syste`me reste in-
stable tant que les partitions ne sont pas « e´tanches », c’est-a`-dire tant que des participants de partitions
diffe´rentes arrivent par intermittence a` e´changer des messages. C’est pourquoi cette gestion de groupe
partitionnable construit des composantes dites comple`tement stables [57] dans lesquelles les participants
mutuellement atteignables sont isole´s des participants des autres composantes stables. Mais, S. Pleish et
coauteurs montrent dans [168] qu’une spe´cification de gestion de groupe partitionnable pour composantes
comple`tement stables permet des mises en œuvre autorisant l’installation de vues capricieuses (en anglais,
spurious views) : l’installation de vues capricieuses correspond au fait qu’un ensemble de participants est
autorise´ a` installer une nouvelle vue a` n’importe quel instant et sans aucune raison en supprimant de
manie`re arbitraire des participants corrects et mutuellement connecte´s. En d’autres termes, ces installa-
tions de vues ne sont pas justifie´es car elles ne refle`tent pas des e´ve´nements qui se sont produits dans
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l’environnement. La conse´quence est que le service de gestion de groupe partitionnable n’aide pas a` ob-
tenir des informations correspondant a` la re´alite´ de l’environnement. Ainsi, la spe´cification de gestion de
groupe partitionnable doit faire face aux deux exigences antagonistes suivantes [9] : 1) eˆtre forte pour fa-
ciliter la conception des applications re´parties dans les syste`mes partitionnables et 2) eˆtre faible pour eˆtre
re´soluble. Dans [168], les auteurs montrent que les spe´cifications existantes (par exemple, celles de G. Cho-
ckler et coauteurs [57], dont se rapprochent nos premiers travaux, et de O¨. Babaogˇlu et coauteurs [15])
ne satisfont pas ces deux exigences. Dans nos travaux, nous proposons un mode`le de syste`me re´parti
construit au-dessus des MANETs, puis une spe´cification, a` notre connaissance la premie`re spe´cification,
qui satisfait les deux exigences pre´-cite´es. Ensuite, nous construisons un service de gestion de groupe
partitionnable comme une se´quence de consensus abandonnables qui met en œuvre cette spe´cification.
Dans la section 4.1, je pre´sente les e´le´ments structurants et motivants de nos travaux. Ensuite, dans les
sections 4.2 et 4.3, je de´veloppe nos contributions en termes de de´tection de de´connexion, de de´faillance
et de partition, puis de de´tection de participants et de gestion de groupe partitionnable.
4.1 Motivations
Les travaux sur les me´canismes de de´tection que nous de´veloppons sont contraints par un certain
nombre de re´sultats d’impossibilite´ et s’inte´ressent a` la proprie´te´ de dynamicite´, qui est intrinse`que aux
environnements mobiles.
Impossibilite´ du consensus et de la gestion de groupe, et the´ore`me CAP. Dans un syste`me
re´parti asynchrone, c’est-a`-dire dans lequel il n’existe pas de borne sur la vitesse de calcul des processeurs
ou sur le temps de transmission des messages, il est impossible de re´soudre le proble`me du consensus
entre processus re´partis de`s qu’un seul d’entre eux peut de´faillir par arreˆt franc [78]. La raison est que
nous ne pouvons pas dire si un processus est de´faillant ou simplement tre`s lent a` s’exe´cuter et a` re´pondre.
Dans les syste`mes de communication par passage de messages, les travaux de la litte´rature s’attaquent au
proble`me du consensus de trois manie`res diffe´rentes : par des algorithmes non de´terministes qui cherchent
a` obtenir un consensus avec une probabilite´ e´gale a` 1 [35, 12], par le renforcement des hypothe`ses sur
l’asynchronie du syste`me jusqu’a` permettre la re´solution du consensus [70, 4, 5], et ou abstraction des
conditions de synchronie dans des de´tecteurs de de´faillance non fiables qui permettent aux processus non
de´faillants de s’organiser entre eux pour atteindre le consensus [52]. Nous nous limitons aux algorithmes
de´terministes et nous supposons que le mode`le de syste`me re´parti est partiellement synchrone [70] tel
que les de´lais de calcul et de transmission ne sont pas connus, mais il existe un instant et des bornes
tels que, apre`s cet instant, les de´lais sont infe´rieurs a` ces bornes. Dans les premiers travaux que je
pre´sente dans cette section, nous comple´tons les de´tecteurs de de´faillance non fiables avec des de´tecteurs
de de´connexion et des de´tecteurs de partition. Concernant les de´tecteurs de de´faillance non fiables, deux
proprie´te´s les caracte´risent : la comple´tude et la pre´cision. De fac¸on ge´ne´rale, la comple´tude de´finit les
exigences en termes de de´faillances de´tecte´es, tandis que la pre´cision de´finit les exigences en termes de
fausses suspicions.
Contrairement aux syste`mes de partition primaire, dans les syste`mes dits partitionnables, plusieurs
partitions e´voluent concurremment et inde´pendamment les unes des autres [7, 57]. En autorisant les
ope´rations de fusion et de se´paration ainsi que l’exe´cution concurrente dans des groupes distincts, c’est-a`-
dire puisqu’elle ne requiert aucun accord « global », la gestion de groupe partitionnable e´chappe au re´sultat
d’impossibilite´ en cas de de´faillance par arreˆt franc d’un seul processus [51]. Par ailleurs, selon le the´ore`me
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CAP (pour Consistency, Availability et Partition-tolerance) [81, 36, 90], un syste`me re´parti asynchrone
sujet a` des de´faillances par arreˆt franc ne peut pas fournir en meˆme temps les trois proprie´te´s suivantes :
1) la cohe´rence (le « C ») stipulant que les donne´es sont cohe´rentes et a` jour, 2) la haute disponibilite´
(le « A ») imposant que le service est toujours disponible, et 3) la tole´rance au partitionnement du
re´seau (le « P ») impliquant que l’application re´partie progresse malgre´ le fait que certains messages
peuvent eˆtre perdus a` cause d’un partitionnement du re´seau. Si le syste`me est partiellement synchrone
alors il est possible d’assurer deux des trois proprie´te´s. Dans notre e´tude, puisque le partitionnement du
re´seau est une caracte´ristique intrinse`que des MANETs, le « P » doit eˆtre assure´ tout en fournissant
un compromis 4 entre le « C » et le « A » : les groupes de participants e´voluent de fac¸on autonomes
et continuent a` offrir autant de services que possible. Pour cela, il est ne´cessaire d’avoir un me´canisme
(ou service intergiciel) qui organise de manie`re explicite les participants dans des groupes afin de re´duire
les effets des partitionnements du re´seau sur le « C » et le « A ». C’est le service de gestion de groupe
partitionnable.
Dynamicite´ Les mouvements des nœuds et la variabilite´ de la qualite´ des communications sans fil
modifient la topologie et rendent le graphe dynamique. Sur une pe´riode de temps donne´e, nous distinguons
trois types de liens de communication : a) ultimement actif, b) ultimement inactif et c) actif par
intermittence (pour toujours). Un lien ultimement actif transporte ultimement les messages sans perdre
aucun d’entre eux. Un lien ultimement inactif arreˆte ultimement de transporter des messages. Enfin,
les messages transporte´s par un lien actif par intermittence peuvent eˆtre perdus. Les liens actifs par
intermittence sont la source de l’instabilite´ du syste`me. Cela se traduit par le fait que deux participants
sont mutuellement atteignables seulement par intermittence. Dans le pire des cas, aucune exe´cution utile
ne peut eˆtre termine´e si deux participants ne sont pas mutuellement atteignables aux moments ou` ils
tentent d’e´changer des messages.
Par ailleurs, dans notre seconde contribution pre´sente´e dans la section 4.3, nous adressons les applica-
tions re´parties avec un ensemble de participants non connu au de´but de l’exe´cution et qui e´volue tout au
long de l’exe´cution. Ainsi, contrairement aux syste`mes statiques, les participants ne se connaissent pas
ne´cessairement les uns les autres avant de se rencontrer. Chaque participant est cependant identifie´ de
manie`re unique. Nous conside´rons le mode`le d’arrive´e infinie avec acce`s simultane´ borne´ (en anglais, infi-
nite arrival model with bounded concurrency) [145, 146] : sur une pe´riode de temps finie, seul un nombre
fini de participants (ou nœuds) exe´cutent l’application re´partie, mais le nombre total de participants dans
une exe´cution peut cependant croˆıtre a` l’infini au fil du temps. Autrement dit, chaque exe´cution posse`de
un niveau d’acce`s simultane´ fini mais inconnu.
Enfin, dans les MANETs, les dispositifs mobiles communiquent entre eux en diffusant des messages
qui sont rec¸us par les voisins directs qui se trouvent dans leur porte´e de transmission. Les liens de
communication sont unidirectionnels. La communication entre deux nœuds non voisins est possible via des
chemins qui sont mode´lise´s par des se´quences de liens sans fil e´tablis dynamiquement entre les diffe´rents
nœuds du re´seau.
Des travaux de la litte´rature tels que [147, 11, ?] conside`rent ce type de dynamicite´ avec l’ensemble des
participants inconnus, des communications sans fil avec une primitive diffusion aux voisins, et une mobilite´
des participants. Nous y ajoutons la tole´rance aux partitions sans pre´sence d’une partition primaire.
4. Les travaux sur la re´plication optimiste [184] existe pre´cise´ment a` cause de l’impossibilite´ d’avoir le « C » et le « A »
en cas de partitionnement.
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4.2 De´tections de de´connexion, de de´faillance et de partition
Le mode de fonctionnement d’un appareil mobile est e´tabli par ce que nous appelons un de´tecteur de
connectivite´. Il donne des informations sur une ressource telle que la bande passante ou la batterie pour
de´terminer localement si l’appareil mobile peut ou non utiliser telle ou telle interface re´seau. La pre´diction
du niveau de ressource de l’appareil mobile joue un roˆle cle´ dans l’e´tablissement du mode de fonction-
nement. Dans la proble´matique de gestion de la carence des ressources de communication, la pre´diction
permet d’anticiper les besoins de chargement du cache en pre´vision de de´connexions (cf. section 2). Par
contre, dans une situation de tre`s bonne connectivite´, elle pourrait eˆtre utilise´e pour de´cider le lancement
d’exe´cutions distantes (en anglais, off-loading) afin de pre´server les ressources locales (processeur, batte-
rie, me´moire, etc.). Nous proposons une solution de surveillance locale du re´seau sans fil et du niveau de
la batterie, qui sont les deux causes physiques des de´connexions, pour e´tablir le mode de fonctionnement
d’un dispositif mobile en e´vitant les phe´nome`nes d’instabilite´.
Les informations de de´connexion et de reconnexion du de´tecteur de connectivite´ restent locales. Une
information de de´connexion globale est souhaitable afin d’en tenir compte dans les solutions de recou-
vrement suite aux de´connexions. Dans le mode faiblement connecte´, le dispositif mobile n’est peut-eˆtre
pas capable d’envoyer des messages applicatifs, mais nous pouvons essayer d’envoyer des messages de
controˆle. Ainsi, nous introduisons, dans l’architecture de de´tection, un de´tecteur de de´connexion qui
e´change les informations sur les e´ve´nements de de´connexion et de reconnexion avec les autres de´tecteurs
de de´connexion.
Avec l’utilisation des re´seaux sans fil, les partitionnements du re´seau deviennent fre´quents a` cause des
de´connexions. Afin de limiter l’impact d’un partitionnement, les participants dans une partition peuvent
mettre en place un mode de´grade´ des applications re´parties ; la distinction des causes de non-pre´sence
(de´faillance ou de´connexion) d’un participant dans une partition est une information potentiellement
inte´ressante pour organiser ce mode de´grade´. Pour faciliter le travail autonome des participants d’une
partition autonome comple`tement stable, nous proposons un de´tecteur de partition non fiable qui assure
les proprie´te´s suivantes : un processus correct de´tecte ultimement tous les processus qui n’appartiennent
pas a` sa partition et suspecte ultimement tous les processus corrects hors de sa partition.
Je pre´sente maintenant les de´tecteurs les uns apre`s les autres en commenc¸ant par le plus e´le´mentaire,
le de´tecteur de connectivite´.
De´tection de connectivite´. Le de´tecteur de connectivite´ est l’entite´ donnant les informations sur une
ressource telle que, si le niveau de disponibilite´ de cette ressource est insuffisant, le processus doit eˆtre
de´connecte´. Des exemples de ressources a` controˆler pour la connectivite´ sont le niveau de la batterie de
l’appareil mobile et le pourcentage de la bande passante du re´seau sans fil.
L’objectif du de´tecteur de connectivite´ est de stabiliser l’application re´partie afin de minimiser le
nombre de transferts d’e´tats. L’effet « ping-pong » intervient si le niveau de disponibilite´ de la ressource
oscillant autour d’une valeur frontie`re (seuil) entre deux modes de connectivite´, provoque des changements
re´pe´te´s. Dans [97], R. Harbus note un effet similaire qu’il appelle « effet boomerang » dans le contexte
de la migration de processus. Nous cherchons donc a` obtenir une proprie´te´ de pre´vention contre l’effet
« ping-pong » : un niveau de disponibilite´ de ressource qui oscille autour d’un seuil provoque un seul
changement de mode.
La solution classique au proble`me de l’effet ping-pong est d’introduire un double seuil. Dans notre cas,
puisque l’effet intervient dans deux situations (de´connexion et reconnexion), un me´canisme d’hyste´re´sis
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comprenant deux doubles seuils est ne´cessaire. Le de´tecteur de connectivite´ utilise un me´canisme
d’hyste´re´sis pour lisser les variations du niveau de disponibilite´ d’une ressource. En conse´quence, est
introduit le mode partiellement connecte´, ajoute´ aux modes connecte´ et de´connecte´. Pratiquement, dans
le mode partiellement connecte´, les messages sont transmis aux mandataires pre´sents localement, puis
aux processus distants (cf. section 2).
De´tections de de´faillance, de de´connexion et de partition. Nous conside´rons un syste`me re´parti
partiellement synchrone dans lequel il existe des bornes sur les de´lais d’exe´cution des processeurs et de
transmission de messages, mais ces bornes ne sont pas connues et n’existent qu’a` terme, c’est-a`-dire apre`s
une dure´e globale de stabilisation (en anglais, Global Stabilisation Time). La topologie du graphe change
suite aux mouvements des nœuds, aux de´faillances et aux de´connexions, mais ce sont toujours les meˆmes
processus. Puisque les dispositifs mobiles consomment plus d’e´nergie pour e´mettre que pour recevoir un
message, nous conside´rons que les liens entre processus sont unidirectionnels.
Les processus et les liens peuvent de´faillir par arreˆt franc. Par de´finition, les processus non de´faillants
sont dits corrects. Les liens corrects sont suppose´s e´quitables : un lien e´quitable peut perdre des messages
mais lorsque l’e´metteur e´met le meˆme message un nombre non borne´ de fois a` un re´cepteur correct,
alors le re´cepteur rec¸oit le message un nombre non borne´ de fois. En outre, puisque dans ces premiers
travaux nous ciblons les applications collaboratives mettant en œuvre la re´plication optimiste pour tole´rer
les de´connexions et les partitionnements, nous supposons comme dans [163] que les processus corrects
commencent et terminent en mode connecte´ et qu’ils ne de´faillent pas pendant les de´connexions.
Nous e´quipons chaque nœud de trois de´tecteurs : le de´tecteur de de´faillance non fiable a` base de
battements de cœur HBFD, le de´tecteur de de´connexion a` base de vecteurs VBDD et le de´tecteur de
partition ultimement parfait EPPD. Le de´tecteur de de´faillance non fiable HBFD est inspire´ de la classe
des de´tecteurs de de´faillance non fiables propose´e par M.K. Aguilera et coauteurs dans [2, 3]. L’argument
principal pour ce choix est la ne´cessite´ de construire des algorithmes dits silencieux, c’est-a`-dire qui
arreˆtent d’e´mettre des messages a` terme meˆme en cas de partitionnement du re´seau. Nous avons besoin de
cette proprie´te´ pour le de´tecteur de de´connexion. Une autre raison justifiant ce choix est que ces de´tecteurs
de de´faillance n’utilisent pas de temporisation. Dans notre mise en œuvre algorithmique, HBFD fournit
en plus des compteurs de battements de cœur des informations sur la topologie en gardant la liste des
processus accessibles via les voisins. Pour chaque voisin, nous avons ainsi la liste des processus atteignables
en passant par ce voisin. La proprie´te´ d’atteignabilite´ est exprime´e comme suit : pour chaque processus
p, pour chaque processus voisin r, l’ensemble des processus atteignables par r contient ultimement tous
les processus corrects, par exemple q, tel qu’il existe un chemin e´quitable de p vers q via r et un chemin
e´quitable de q vers p via r. Par ailleurs, HBFD accepte des requeˆtes de re´-initialisation a` l’ensemble vide
des ensembles de processus atteignables par les voisins, ceci afin de rede´marrer une phase de de´couverte
de la topologie. Cette fonctionnalite´ est utilise´e par notre de´tecteur de partition EPPD. Les proprie´te´s
du de´tecteur de de´faillance non fiable HBFD sont les suivantes :
— comple´tude : sur chaque processus correct p, la valeur du compteur de battements de cœur d’un
processus hors partition est borne´e ;
— pre´cision : sur chaque processus correct p, les compteurs de battements de cœur ne de´croissent pas
et les valeurs des compteurs des processus corrects dans la meˆme partition sont non borne´s.
Contrairement aux de´faillances qui sont comple`tement impre´visibles, les de´connexions qui sont la
conse´quence d’un faible niveau de connectivite´, autorisent l’essai d’e´mission de messages de controˆle
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meˆme si la qualite´ du lien re´seau sans fil est mauvaise. Ainsi, durant la courte pe´riode entre le mode
connecte´ et le mode de´connecte´, nous pouvons essayer d’alerter les autres processus. En d’autres termes,
nous be´ne´ficions du de´tecteur de connectivite´ pour « voir venir » une de´connexion et pour stabiliser le
syste`me (cf. la proprie´te´ de pre´vention contre l’effet « ping-pong »). En outre, lorsque l’utilisateur se
de´connecte volontairement, nous prenons le temps d’informer les autres processus. Cependant, lors d’une
de´connexion soudaine, le processus est suspecte´ de de´faillance ; cette fausse suspicion est corrige´e lors de la
reconnexion. VBDD fournit un vecteur de compteurs d’ope´rations de de´connexion et de reconnexion, une
entre´e par processus. Les de´connexions sont nume´rote´es avec des nume´ros impairs et les reconnexions avec
des nume´ros pairs. La diffusion des e´ve´nements de de´connexion et de reconnexion est effectue´e a` l’aide
d’une primitive re´alisant un lien teˆtu [93] : si l’e´metteur correct e´met un message vers un re´cepteur correct
et que l’e´metteur retarde inde´finiment l’envoi du message suivant, alors le re´cepteur recevra ultimement
le premier message. Par ailleurs, graˆce a` HBFD, la mise en œuvre algorithmique de cette abstraction est
silencieuse. Les proprie´te´s de VBDD sont les suivantes :
— comple´tude : ultimement, tous les e´ve´nements de de´connexion et de reconnexion d’un processus
sont connus par tous les processus corrects dans sa partition ;
— pre´cision : aucun processus ne connaˆıt l’e´ve´nement de de´connexion (respectivement, reconnexion)
avant la de´connexion (respectivement, de´connexion) effective du processus concerne´.
Par-dessus les de´tecteurs de de´faillance et de de´connexion, le de´tecteur de partition ultimement parfait
EPPD calcule l’ensemble des processus dans la meˆme partition. EPPD est caracte´rise´ par les proprie´te´s
qui suivent :
— comple´tude forte : si un processus q reste inatteignable pour toujours pour un processus correct
p, alors ultimement p suspectera pour toujours q de ne pas eˆtre dans sa partition ;
— pre´cision forte ultime : si un processus q reste atteignable pour toujours pour un processus correct
p, alors ultimement p ne suspectera plus q de ne pas eˆtre dans sa partition.
EPPD se rapproche du de´tecteur 3P propose´ par G.V. Chockler et coauteurs dans [57], avec en plus
la possibilite´ de diffe´rencier les causes de non-atteignabilite´, la prise en compte de liens unidirectionnels
et enfin la proprie´te´ de silence. EPPD re´alise une partie du de´tecteur de participants pour partitions
re´seau introduit par D. Cavin et coauteurs [45] : l’ensemble des participants est l’ensemble des processus
atteignables et un consensus est relance´ lorsque cet ensemble change ; la seconde proprie´te´ du de´tecteur de
participants, qui est appele´e information inclusion par les auteurs, n’est pas prise en compte dans notre
proposition car nous supposons que l’ensemble des processus Π est connu au de´marrage du syste`me ; cette
restriction est leve´e dans les travaux qui suivent.
4.3 De´tection de participants et gestion de groupe partitionnable
Apre`s la conception d’un service de de´tection de partition comple`tement stable dans les environne-
ments a` mobilite´ faible, nous nous inte´ressons a` la conception d’un service de gestion de groupe partition-
nable pour environnements tre`s dynamiques. La gestion de groupe partitionnable est un service intergiciel
de base pour les syste`mes re´partis tole´rant les partitionnements du re´seau.
Les spe´cifications existantes de ce service ne satisfont pas les deux exigences antagonistes suivantes :
la spe´cification doit eˆtre 1) forte pour faciliter la conception des applications re´parties et 2) faible pour
eˆtre re´soluble. Les deux spe´cifications les plus prometteuses sont propose´es dans [15] et [57]. Elles se
diffe´rencient par leur proprie´te´ de vivacite´ : la vivacite´ doit eˆtre seulement assure´e dans les partitions
comple`tement stables [57] ou la vivacite´ doit eˆtre assure´e dans toutes les partitions [15]. Plus pre´cise´ment,
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dans [57], les auteurs de´finissent une partition ultimement comple`tement stable comme « un ensemble
de processus qui sont ultimement corrects et mutuellement connecte´s, et pour lesquels tous les liens
entre les processus dans cet ensemble sont actifs, et les liens entre les processus de cet ensemble et
les autres processus se trouvant a` l’exte´rieur de l’ensemble sont inactifs ». En conse´quence, la vivacite´
ne peut pas eˆtre assure´e lorsque deux participants sont connecte´s par intermittence pour toujours. Ce
sce´nario d’instabilite´ disparaˆıt dans la spe´cification de [15]. Pour cela, les auteurs conside`rent que les
liens de communication entre les participants d’une meˆme partition (c’est-a`-dire, qui sont mutuellement
atteignables) sont e´quitables. Cependant, comme montre´ dans [168], la spe´cification de [57] peut eˆtre
satisfaite par une implantation « triviale mais inutile » 5 et le mode`le de syste`me re´parti enrichi avec
les liens e´quitables de [15] est en contradiction avec les syste`mes dynamiques et instables 6. En outre, le
mode`le de syste`me re´parti de ces deux spe´cifications n’est pas adapte´ pour les MANETs car l’ensemble
des processus dans le syste`me est connu et fixe.
Dans nos travaux, nous proposons un mode`le de syste`me re´parti construit au-dessus des re´seaux
mobiles spontane´s, puis la spe´cification de la gestion de groupe partitionnable et sa mise en œuvre
par transformation de la gestion de groupe en une se´quence de consensus abandonnables. Le consensus
abandonnable est la combinaison d’un de´tecteur ultime des α participants d’une partition et d’un registre
ultime par partition.
Mode`le de syste`me re´parti dynamique. Nous conside´rons le mode`le d’arrive´e infinie avec acce`s
simultane´ borne´ [145]. Le syste`me consiste en un ensemble infini de´nombrable de participants qui ne se
connaissent pas ne´cessairement les uns les autres avant de se rencontrer. Nous conside´rons un participant
par nœud, et dans la suite, les mots « participant », « nœud » et « processus » sont interchangeables.
Chaque processus peut acce´der a` une me´moire locale stable qui permet au processus de sauvegarder son
e´tat, puis de rede´marrer apre`s une de´faillance en recouvrant son e´tat.
Dans les MANETs, les nœuds communiquent en diffusant des messages a` leurs voisins. Pour e´viter
les sce´narios de´grade´s, nous supposons maintenant que les liens actifs par intermittence pour toujours,
incluant les liens ultimement actifs, sont e´quitables. Nous de´finissons la relation d’atteignabilite´ comme
suit : le processus q est atteignable par p si et seulement si le chemin de p a` q est e´quitable. Ainsi,
diffe´remment de [15] et comme sugge´re´ dans [168], les de´finitions de lien e´quitable et d’atteignabilite´ sont
inde´pendantes du temps. Ensuite, une partition est un ensemble de processus mutuellement atteignables.
Avec uniquement des liens e´quitables, le syste`me peut souffrir des pertes de messages et des de´lais de
transmission de messages arbitraires. Aussi, nous introduisons le concept de lien SADDM (Simple Average
Delayed/Dropped of a Message), qui est inspire´ de [185]. Un lien SADDM autorise que des messages soient
perdus et que d’autres soient transmis avec des de´lais de transmission non borne´s, mais assure qu’un sous-
ensemble des messages est ultimement rec¸u et que les messages de cet ensemble ne sont pas trop disperse´s
dans le temps. Un lien SADDM est de´fini comme suit : Soient β et δ deux constantes, et soit I = [t1, t2]
un intervalle de temps fini durant lequel le processus p diffuse un message m au processus correct q au
moins β fois ; le lien p; q est un lien SADDM si q rec¸oit le message m au moins une fois avant l’instant
t1 + δ, avec δ > t2 − t1. Par conse´quent, une partition est stable durant une pe´riode lorsque tous les
5. Un ensemble de processus est autorise´ a` installer une vue capricieuse [9] a` n’importe quel instant et sans aucune
raison. Dans le pire des sce´narios, comme montre´ dans [168], suite a` une installation d’une nouvelle vue, chaque participant
installe une vue singleton ne contenant que lui. Dans ce cas, le service de gestion de groupe partitionnable n’aide pas a`
obtenir des informations correspondant a` la re´alite´ de l’environnement.
6. Si un participant p envoie un message m a` q a` l’instant t alors q rec¸oit m si et seulement si q est atteignable par p a`
l’instant t. Or, comme explique´ dans [168], la relation d’atteignabilite´ n’est pas un invariant dans le temps.
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processus de la partition peuvent communiquer les uns avec les autres via des chemins SADDM durant
cette pe´riode.
Comme dans [147], nous de´coupons l’exe´cution d’une application re´partie en intervalles de temps,
conside´rons seulement une pe´riode, et de´finissons la stabilite´ d’une partition apre`s un instant de sta-
bilisation local (Local Stabilisation Time), qui est inconnu des processus. La partition stable de p est
l’ensemble des processus corrects tel qu’il existe un instant LSTp apre`s lequel il existe au moins un che-
min SADDM de p vers chaque processus de la partition stable et des chemins SADDM pour le retour
vers p.
Un processus est stable dans une partition s’il existe des chemins SADDM de ce processus vers
tous les autres processus de la partition, et vice versa. Puisque des processus stables et instables peuvent
coexister dans la meˆme partition et puisque LSTp n’est pas connu des processus, il est souhaitable d’e´viter
que les processus instables empeˆchent la progression des processus stables. Par conse´quent, l’application
re´partie devrait eˆtre exe´cute´e seulement par un ensemble constitue´ d’au moins α processus stables dans
la partition. α exprime le compromis entre l’accord et la progression parmi les processus d’une partition.
Dans notre mode`le, α est un parame`tre de´pendant de l’application. C’est l’application qui choisit pour
chaque processus la valeur de α, c’est-a`-dire le nombre minimum de processus stables ne´cessaire pour
continuer « a` travailler ». En re´sume´, nous de´finissons la condition de stabilite´ suivante : chaque processus
choisit une valeur α de´note´e αp et toute partition de p doit contenir au minimum αp processus.
La se´lection des processus stables est base´e sur un crite`re de stabilite´ utilise´ afin de de´terminer les
processus mutuellement atteignables qui sont les plus stables, c’est-a`-dire ceux qui peuvent eˆtre conside´re´s
comme faisant partie d’une e´ventuelle partition stable. En nous inspirant de nos travaux pre´ce´dents
(cf. section 4.2), nous conside´rons le crite`re de stabilite´ HB(p, q), avec HB qui est une fonction qui
de´pend du nombre de battements de cœur multi-sauts rec¸us par p de la part de q, et une valeur seuil. En
utilisant ce crite`re de stabilite´, nous pouvons e´liminer un processus lorsqu’il quitte cette partition tout
en tole´rant les de´connexions sporadiques.
La figure 7 illustre les concepts de chemin SADDM, de condition de stabilite´ et de partition stable. Les
disques noirs repre´sentent les processus instables tandis que les disques blancs sont les processus stables.
Chaque partition stable est entoure´e par un cercle en trait plein. Sont dessine´es cinq partitions stables
avec leur valeur de α. La valeur de α pour le processus o est e´gale a` 1 par exemple pour exprimer le fait
que le processus de l’application s’exe´cutant sur o accepte de progresser seul. α de p exprime quant a`
lui que les participants de cette partition requie`rent, selon p, au moins 4 membres pour progresser. Une
partition stable n’est pas ne´cessairement isole´e. Par exemple, le processus u dans la partition stable du
processus w peut recevoir des messages diffuse´s par les processus dans la partition de p via des chemins
SADDM, mais il n’existe pas de chemin SADDM des processus de la partition w vers u.
Spe´cification de la gestion de groupe partitionnable a` base de consensus abandonnable. La
figure 8 illustre l’architecture de la gestion de groupe partitionnable PGM, qui est construit au-dessus du
consensus abandonnable AC. AC combine deux modules : le de´tecteur des α participants d’une partition
♦PPD et le registre ultime par partition ♦RPP. ♦PPD et ♦RPP correspondent respectivement aux
versions adapte´es du leader ultime ♦Leader et du registre ultime ♦Register de [33]. Le roˆle de ♦PPD
est de construire l’ensemble αSet constitue´s d’au moins α processus stables et d’e´lire un leader parmi
cet ensemble. Le roˆle de ♦RPP est de proposer et de de´cider une valeur parmi les processus dans αSet.



























liens sans proprie´te´ SADDM
Figure 7 – Partitions stables et leur condition de stabilite´ durant une pe´riode
chemins SADDM. ♦RPP utilise aussi le module ♦PPD afin de de´cider si une valeur propose´e doit eˆtre
abandonne´e lorsqu’un ou plusieurs participants disparaissent de la partition. La couche applicative de´cide
d’inclure ou d’exclure les processus en proposant d’installer une nouvelle vue en utilisant PGM. PGM
utilise le module de retransmission pour diffuser les nouvelles vues installe´es. L’ensemble des membres
potentiels de la nouvelle vue doivent eˆtre inclus dans αSet. Pour cela, ♦PPD notifie l’application lorsqu’il
de´tecte un changement dans la composition de αSet.
utilise le module de retransmission pour diffuser les vues installe´es)
(utilise AC pour proposer les vues suivantes,
PGM
MANET




(mate´rialise une me´moire stable partage´e)
RM
(diffuse de manie`re fiable les messages via des chemins SADDM)
(utilise ♦PPD en conjonction avec ♦RPP : seuls les leaders
qui de´tectent au moins α processus stables proposent des valeurs)
Figure 8 – Architecture de PGM
Nous pre´sentons maintenant les proprie´te´s des diffe´rentes briques logicielles, en commenc¸ant par les
couches basses de l’architecture.
Le de´tecteur ultime des α participants d’une partition ♦PPD est un oracle re´parti qui de´tecte ultime-
ment l’ensemble αSet des processus stables dans une partition. Les processus dans αSet sont se´lectionne´s
selon le crite`re de stabilite´ HB(p, q). En meˆme temps, ♦PPD e´lit le leader de αSet. Puisque les processus
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ne savent pas quand la composition de αSet se stabilise, plusieurs processus peuvent croire pendant un
moment qu’ils sont leaders. Cependant, quand la condition de stabilite´ est satisfaite apre`s LSTp (ou pour
une pe´riode de temps suffisamment longue), un leader unique est e´lu. ♦PPD satisfait les deux proprie´te´s
suivantes : 1) (stabilite´ du αSet) il existe un instant apre`s lequel deux processus p et q d’un ensemble
αSet de processus stables posse`dent la meˆme connaissance αSet ; 2) (accord sur l’e´lection du leader) il
existe un instant apre`s lequel deux processus p et q d’un ensemble αSet de processus stables e´lisent le
meˆme processus l ∈ αSet comme le leader.
Le registre ♦RPP mate´rialise la me´moire stable partage´e. A` la diffe´rence de [33], le registre est
partage´ uniquement par les α processus stables de la partition, et la tentative de stocker une valeur dans
le registre peut ne pas aboutir dans deux cas : 1) contention ou 2) condition de stabilite´ non satisfaite. Le
premier cas est le meˆme que celui du module ♦Register de [33] : un proposeur (c’est-a`-dire un processus
qui propose une valeur dans l’algorithme de consensus [de la couche au-dessus]) peut abandonner une
proposition s’il existe un autre proposeur dans la meˆme partition qui a commence´ a` proposer une valeur
de fac¸on concurrente. Notons que dans ce cas, le consensus n’est pas abandonne´. Dans le second cas, le
proposeur n’abandonne pas seulement sa proposition, mais aussi l’instance du consensus associe´e car il
n’existe pas α processus stables dans sa partition. ♦RPP satisfait les proprie´te´s suivantes : 1) (accord
par partition) dans une partition, ultimement, deux processus de l’ensemble des processus stables αSet
n’e´crivent pas diffe´rentes valeurs ; 2) (terminaison par partition) dans une partition, soit un processus p
qui propose une valeur. S’il existe un ensemble αSet constitue´ d’au moins α processus stables incluant p,
alors p e´crit sa valeur ultimement. Sinon, p abandonne ; 3) (non-trivialite´ d’abandon) dans une partition,
s’il existe un ensemble αSet de processus stables constitue´ d’au moins α processus et si un processus p
de cet ensemble propose une infinite´ de fois une valeur val′ = (vset, vid′), avec vset ⊆ αSet∧ |vset| > α,
alors p de´cide ultimement val = (vset, vid), avec vid′ 6 vid ; s’il n’existe pas un ensemble αSet constitue´
d’au moins α processus stables, alors p abandonne.
Le module de retransmission RM est utilise´ pour permettre aux processus de diffuser des messages de
manie`re fiable et teˆtue a` travers les chemins SADDM. RM satisfait la proprie´te´ suivante : (diffusion fiable
a` un ensemble de destinataires) soit p un processus stable et dest un ensemble de processus stables inclus
dans ♦PARTp ; si p diffuse un message m βn fois et si dest est l’ensemble des processus destinataires de
m, alors le message m originellement diffuse´ par p arrive a` chaque processus q ∈ dest au plus en βnη+nδ
secondes, avec η la pe´riode de temps maximale qui se´pare deux diffusions conse´cutives du message m et
n la longueur du chemin SADDM le plus long.
Dans le consensus abandonnable AC, par analogie avec le consensus Synod de Paxos [132, 133],
seuls les processus qui pensent eˆtre des leaders proposent une valeur. Dans le roˆle du proposeur, p
propose un ensemble vset et un identifiant vid qui correspondent aux membres et a` l’identifiant de la
vue potentiellement successeur de la vue courante. La valeur retourne´e peut eˆtre (⊥, ⊥), signifiant alors
que le consensus a e´te´ abandonne´. Si la valeur retourne´e est diffe´rente de (⊥,⊥) alors le consensus est
dit atteint. AC satisfait la proprie´te´ de validite´ par partition et les deux proprie´te´s suivantes : 1) (accord
par partition) dans une partition, deux processus de l’ensemble des processus stables αSet ne de´cident
pas ultimement diffe´rentes valeurs ; 2) (terminaison par partition) dans une partition, soit un processus
p qui propose une valeur. S’il existe un ensemble αSet constitue´ d’au moins α processus stables incluant
p, alors p de´cide ultimement. Sinon, p abandonne ;
Les proprie´te´s de la gestion de groupe partitionnable ainsi construite sont les suivantes :
— les proprie´te´s concernant l’installation de vues :
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— auto-inclusion : si le processus p installe la vue v alors p est un membre de v ;
— monotonicite´ locale : si le processus p installe la vue v apre`s avoir installe´ la vue v′ alors
l’identifiant de v est plus grand que celui de v′ ;
— e´ve´nement de vue initiale : chaque e´ve´nement applicatif est exe´cute´ dans le contexte d’une
vue ;
— les proprie´te´s justifiant l’installation d’une vue et la stabilite´ :
— validite´ par partition : si le processus p installe la vue v = (vset, vid) alors v′ = (vset, vid′) a
e´te´ propose´e par un processus q (possiblement p) dans vset, avec |vset| > αp et vid′ 6 vid ;
— accord sur la vue finale : dans une partition, s’il existe un ensemble S ⊆ αSet ⊆ ♦PARTp de
processus stables, avec ∀q ∈ αSet, |S| > αq, qui souhaitent installer la vue vf ′ = (vset, vid′)
avec vset = S, alors tous les processus dans S installent la meˆme vue finale vf = (vset, vid),
avec vid′ 6 vid.
La proprie´te´ d’accord sur la vue finale garantit la vivacite´ d’une partition meˆme si la partition n’est pas
comple`tement stable. La particularite´ de notre approche re´side dans la manie`re de de´tecter l’ensemble
αSet. En outre, l’installation de vues capricieuses n’est pas autorise´e car une vue ne peut eˆtre installe´e
par un ensemble de processus S que si elle a e´te´ propose´e par un processus de S et contient au moins
α membres (le nombre minimum de processus stables requis par chacun des processus de S). Enfin,
remarquons que la vue retourne´e posse`de le nume´ro vid et non vid′, avec vid′ 6 vid : le processus p
propose une valeur et en attendant que la partition se stabilise, p peut eˆtre amene´ a` proposer plusieurs
fois sa valeur.
Toutes les briques logicielles de l’architecture du gestionnaire de groupe partitionnable ont e´te´ mises
en œuvre dans des algorithmes re´partis, et la correction des algorithmes a e´te´ prouve´e.
4.4 Bilan
Dans cette section, nous avons pre´sente´ nos contributions en tole´rance aux fautes pour les applica-
tions re´parties en environnement mobile. Dans les premiers travaux, nous ciblons les syste`mes re´partis
pre´sentant des de´faillances, des de´connexions, et des partitionnements du re´seau. Nous pre´sentons trois
contributions : 1) une version modifie´e du de´tecteur de de´faillance non fiable a` base de « battements
de cœur » [2], qui en plus d’offrir des informations sur la suspicion des participants et la possibillite´
de re´aliser une primitive de diffusion fiable silencieuse [3] et teˆtue [93], fournit des informations sur les
chemins de la topologie ; 2) un de´tecteur de de´connexion qui diffuse les informations sur les de´connexions
et les reconnexions ; 3) un de´tecteur de partition non fiable qui de´tecte les participants dans les partitions
comple`tement stables. Ces de´tecteurs peuvent eˆtre utilise´s pour construire une primitive de consensus ou
un service de gestion de groupe dans des partitions comple`tement stables [57].
Les seconds travaux pre´sente´s dans cette section concernent la gestion de groupe partitionnable,
un service intergiciel de base pour les syste`mes re´partis tole´rants aux partitionnements du re´seau. Les
spe´cifications existantes de ce service ne satisfont pas les deux exigences antagonistes suivantes : la
spe´cification doit eˆtre 1) assez forte pour faciliter la conception des applications re´parties et 2) assez
faible pour eˆtre re´soluble. Nous proposons un mode`le de syste`me re´parti construit au-dessus des re´seaux
mobiles spontane´s, puis la spe´cification de la gestion de groupe partitionnable et sa mise en œuvre
algorithmique par transformation de la gestion de groupe en une se´quence de consensus abandonnables.
Le consensus abandonnable est la combinaison d’un de´tecteur ultime des α participants d’une partition
et d’un registre ultime par partition. La spe´cification est assez forte car elle interdit l’installation des
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vues capricieuses durant les pe´riodes stables, et assez faible pour eˆtre re´soluble car elle est mise en œuvre
algorithmiquement.
Le travail sur la de´tection de de´connexion, de de´faillance et de partition a ete´ effectue´ en collaboration
avec Matthieu Bouillaguet, Luciana Arantes, Pierre Sens et Gae¨l Thomas, notamment dans le cadre
d’un se´jour d’e´tude dans l’e´quipe REGAL de septembre 2006 a` fe´vrier 2007, et avec Lynda Temal,
Usman Bhatti et Tuan Dung Nguyen dans le cadre de leur stage de Master 2 Recherche. Les travaux
sur la gestion de groupe partitionnable comprennent la contribution de la the`se de Le´on Lim [140].
Les principales publications sur ce sujet sont les suivantes : NCA’2010 [252] et NCA’2008 [256] pour la
premie`re contribution, JPDC (2014) [241] et EDCC’2012 [248] pour la seconde.
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5 Conclusion et perspectives
Cette section est l’occasion de dresser un bilan de mes activite´s de recherche pre´sente´es dans ce
manuscrit et d’exposer des perspectives pour de nouvelles contributions. Dans la section 5.1, je pre´sente
une synthe`se de mes contributions. Dans la section 5.2, je de´veloppe les perspectives a` court et moyen
termes.
5.1 Bilan
J’ai pre´sente´ dans ce manuscrit mes contributions en termes de conception et de mise en œuvre
des applications re´parties en environnements mobile et ubiquitaire, et dans l’Internet des objets a` l’aide
d’intergiciels. La ligne conductrice de ces travaux est la de´finition du roˆle des intergiciels dans l’inte´gration
des dispositifs mobiles et des objets connecte´s dans les architectures logicielles re´parties. Les contributions
sont exprime´es en termes de :
— spe´cifications de mode`les de syste`mes re´partis et de proprie´te´s,
— mises en œuvre algorithmiques,
— architectures re´parties,
— mises en œuvre logicielles dans des services intergiciels, et
— outils de de´veloppement d’applications re´parties.
Les sujets aborde´s sont l’adaptation aux de´connexions, la sensibilite´ au contexte d’exe´cution et la
tole´rance aux fautes.
Les premie`res contributions relate´es concernent chronologiquement nos premiers travaux dans le
domaine de l’informatique mobile avec le sujet de l’adaptation aux de´connexions. Les causes des
de´connexions proviennent des contraintes fortes en ressources des appareils mobiles et de la variabi-
lite´ des communications sans fil. Lorsque nous avons de´bute´ nos recherches sur le sujet, les principales
solutions existantes visaient a` rendre l’adaptation aux de´connexions transparente aux applications avec
des me´canismes inte´gre´s au niveau du syste`me d’exploitation. Nous avons alors e´tudie´ la conception de
strate´gies d’adaptation collaboratives entre l’application et l’intergiciel. La premie`re contribution est la
structuration des applications sur appareils mobiles (au moment de l’e´tude, des assistants personnels
nume´riques). Les objets assurant la continuite´ de service pendant les de´connexions sont appele´s des ob-
jets de´connecte´s. Nous adressons dans ces premiers travaux les applications patrimoniales a` base d’objets
CORBA. Plus pre´cise´ment, nous montrons comment les me´canismes comme les intercepteurs portables
et le passage des objets par valeur sont utilise´s pour se´parer les pre´occupations. Ensuite, nous nous
inte´ressons aux composants CORBA et proposons une approche pour concevoir des applications a` base
de composants s’adaptant aux de´connexions. Nous de´crivons comment l’apport du paradigme composant–
conteneur ame´liore encore la se´paration des pre´occupations et aide a` la conception de strate´gies d’adap-
tation collaboratives : l’application re´partie fournit des fonctionnalite´s, qui sont mises en œuvre par des
composants interconnecte´s ; l’architecte identifie des points de variation, par exemple les connexions et les
composants a` activer ou de´sactiver pour la gestion des de´connexions, et spe´cifie la politique d’adaptation ;
les de´veloppeurs mettent en œuvre la politique d’adaptation avec des me´canismes d’adaptation inse´re´s
dans les conteneurs ; et les utilisateurs finaux donnent des indications pendant l’exe´cution afin d’ame´liorer
la qualite´ du service. Dans cette seconde contribution, nous proposons aussi des politiques de de´ploiement
et de remplacement pour la gestion du cache de composants de´connecte´s sur l’appareil mobile. Ces deux
contributions sont mises en œuvre dans le canevas logiciel DOMINT et valide´es dans un sce´nario appli-
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catif de gestion de crise plan rouge. Les principales publications sur ce sujet sont les suivantes : ANTe
(2006) [245], DOA’2003 [259], et IPDPS Workshops’2002 [289] et EDOC Workshop’2002 [288].
Nos travaux suivants s’inscrivent dans le domaine de l’informatique ubiquitaire dans lequel les environ-
nements d’exe´cution sont ouverts et changeant avec de nombreux utilisateurs et objets connecte´s mobiles
et volatiles. Afin de be´ne´ficier des informations en provenance de leur contexte d’exe´cution, les applications
deviennent sensibles au contexte et s’adaptent en fonction des situations. Dans ce cadre, nous e´tudions
l’une des briques de base de la boucle d’autonomie : la gestion de contexte. Lorsque nous commenc¸ons nos
recherches sur ce sujet, les solutions de la litte´rature sont soit issues des travaux en supervision syste`me,
donc avec une abstraction des informations de contexte de faible niveau ou tre`s spe´cifique a` la supervision
syste`me, soit construites de fac¸on ad hoc, c’est-a`-dire sans organisation de la fonctionnalite´ dans un service
intergiciel. Nos contributions sont alors organise´es selon deux axes de recherche, qui sont la structuration
de la gestion de contexte dans un service intergiciel et l’inge´nierie dirige´e par les mode`les des applications
sensibles au contexte. Notre premie`re contribution est la structuration du service intergiciel de gestion
de contexte comme une foreˆt de nœuds de contexte, qui prennent en entre´e des informations de contexte,
appliquent un traitement, par exemple de filtrage, et produisent des informations de contexte de plus haut
niveau d’abstraction. Nous de´finissons un me´ta-mode`le de ces nœuds de contexte, fournissons un langage
de´die´ permettant de les composer pour former des hie´rarchies avec partage, et ge´ne´rons l’architecture
du service ainsi que les squelettes des composants nœuds de contexte. La ge´ne´ricite´ de l’architecture des
nœuds de contexte est de´montre´e en la spe´cialisant pour de nouvelles pre´occupations comme la gestion
de la qualite´ de contexte. La seconde contribution concerne la distribution des informations de contexte
a` l’aide d’un syste`me re´parti a` base d’e´ve´nements, qui est augmente´ spe´cifiquement pour la gestion de
contexte : par exemple avec du controˆle d’acce`s pour le respect de la vie prive´e. Nous mettons aussi
en avant le concept de distribution multi-e´chelle (en anglais, multiscoping distribution) avec le concept
de porte´e de distribution (en anglais, scope) pour exprimer que les informations de contexte des pro-
ducteurs sont confine´es aux consommateurs appartenant a` la meˆme porte´e de distribution. Une porte´e
peut eˆtre re´cursivement membre d’autres porte´es et des filtres de visibilite´ controˆlent les transitions entre
porte´es. La solution obtenue permet de structurer le re´seau logique de courtiers du syste`me re´parti a` base
d’e´ve´nements selon des pre´occupations fonctionnelles comme l’organisation de groupes de clients et ex-
trafonctionnelles comme la localisation ge´ographique. La premie`re contribution sur ce sujet de la gestion
de contexte est mise en œuvre dans le canevas logiciel COSMOS et valide´e dans un sce´nario applicatif
de commerce mobile. La seconde contribution est en cours de finalisation avec une spe´cification et une
mise en œuvre algorithmique dans le canevas logiciel muDEBS, et est en cours de de´monstration dans
un sce´nario applicatif de ville intelligente avec transport multimodal. Les principales publications sur la
premie`re contribution sur ce sujet sont les suivantes : SCICO (2013) [242], TSI (2008) [244], IEEE DSOn-
line (2008) [243], DAIS’2007 [257], DOA’2009 [255], ICDIM’2010 [253], et DAIS’2011 [251]. Les premie`res
publications sur la seconde contribution sont les suivantes : M4IoT’2014 [276], et MW4NG’2014 [277].
En outre, un article soumis a` Annales des Te´le´communications est se´lectionne´ avec re´vision majeure.
Les derniers travaux pre´sente´s dans ce manuscrit concernent le domaine de la tole´rance aux fautes des
applications mobiles. Nous nous inte´ressons aux syste`mes re´partis tre`s dynamiques construits avec des
re´seaux mobiles spontane´s. Conjointement a` nos travaux sur la gestion de contexte, nous nous inte´ressons
aux me´canismes de de´tection des entraves, avec une attention particulie`re aux de´connexions et aux
partitionnements re´seau fre´quents dans les re´seaux mobiles. Ces me´canismes de de´tection sont utilise´s
pour construire des primitives comme le consensus ou la gestion de groupe a` l’inte´rieur des partitions.
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Contrairement aux syste`mes dits de partition primaire dans lesquels seuls les participants de la parti-
tion regroupant une majorite´ de participants progressent, les syste`mes partitionnables autorisent tout
processus appartenant a` une partition quelque peu stable de continuer a` progresser, et donc a` diverger
par rapport aux processus des autres partitions. A` notre avantage, si on conside`re les syste`mes asyn-
chrones sujets a` des de´faillances par arreˆts francs, les re´sultats qui stipulent l’impossibilite´ du consensus
et de la gestion de groupe pour les syste`mes de partition primaire ne s’appliquent pas aux syste`mes
partitionnables. En revanche, dans les syste`mes partitionnables, il est impossible de maintenir a` la fois la
cohe´rence (sous-entendu forte), la disponibilite´ (permettant de progresser) et la tole´rance aux partitionne-
ments re´seau. Comme nous souhaitons tole´rer les partitionnements re´seau, nos contributions s’entendent
comme e´tant comple´mentaires des re´sultats en re´plication optimiste sur la gestion de la cohe´rence faible.
Dans notre premie`re contribution sur ce sujet de la de´tection, nous conside´rons les mode`les de syste`mes
re´partis avec des partitions dites comple`tement stables dans lesquels les partitions sont comple`tement
isole´es les unes des autres. Si ce n’est pas le cas, la stabilite´ des partitions non comple`tement isole´es est
compromise, ce qui entrave la progression des participants. Par rapport aux travaux de la litte´rature, nous
proposons de distinguer de manie`re optimiste les de´faillances par arreˆts francs des de´connexions, ceci afin
par exemple d’appliquer les re´sultats sur l’adaptation aux de´connexions : utilisation d’un cache d’entite´s
de´connecte´es, gestion des ope´rations pendant les de´connexions, et re´conciliation lors des reconnexions.
Dans notre seconde contribution sur le sujet de la de´tection, nous levons la contrainte d’isolation comple`te
des partitions pour autoriser que des liens unidirectionnels existent par intermittence entre participants
de partitions diffe´rentes. L’objectif est de de´tecter les participants d’une partition et de construire un
service de gestion de groupe partitionnable avec une spe´cification qui soit forte pour interdire la construc-
tion de partitions ne correspondant pas a` la re´alite´ de l’environnement a` un instant donne´ et qui soit
faible pour eˆtre mise en œuvre algorithmiquement. A` notre connaissance, aucune solution satisfaisante
n’existait dans la litte´rature. Pour obtenir notre solution, nous de´finissons un crite`re de stabilite´ (d’un
participant dans une partition), qui s’exprime en fonction de la qualite´ des liens re´seau. Ensuite, nous
appliquons une strate´gie collaborative entre l’application et le gestionnaire de groupe : chaque participant
formule sa condition de stabilite´ (de la partition), qui est le nombre minimum de participants stables dans
la partition pour accepter de progresser. Les mode`les de syste`mes re´partis et les spe´cifications de ces deux
contributions sont e´crites formellement et des mises en œuvre algorithmiques sont propose´es, avec leur
preuve. Les principales publications sur ce sujet sont les suivantes : NCA’2010 [252] et NCA’2008 [256]
pour la premie`re contribution, JPDC (2014) [241] et EDCC’2012 [248] pour la seconde.
5.2 Perspectives
Les intergiciels offrent des paradigmes de conception, des mode`les de programmation et des cane-
vas logiciels pour aider le de´veloppement et l’exe´cution d’applications re´parties. La construction de tels
syste`mes re´partis reste un de´fi a` cause de leur champ d’application tre`s vaste, et de la taille et de la
complexite´ des proble`mes adresse´s. Dans cette section, je de´veloppe trois sujets comme perspectives a`
mes travaux de´crits dans ce manuscrit. Le premier sujet concerne la disse´mination des informations en
provenance de l’Internet des objets. J’ai de´crit dans la section 3.3 les premiers re´sultats en termes de
controˆle de la disse´mination des souscriptions et des publications dans un syste`me a` large e´chelle. Je
pre´vois de continuer l’e´tude de l’approche multi-e´chelle et de m’inte´resser a` la mobilite´ des clients et
des courtiers. Le deuxie`me sujet s’inscrit dans la continuite´ des travaux sur la tole´rance aux fautes des
applications mobiles. J’ai pre´sente´ dans la section 4.3 une solution au proble`me de la gestion de groupe
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partitionnable dans laquelle les clients participent a` l’e´tablissement de la condition de stabilite´ pour la
formation des groupes ope´rationnels. Je me propose d’approfondir l’utilisation en situation de forte dy-
namicite´ de la gestion de groupe partitionnable comme abstraction de base pour les communications de
groupe, les machines a` e´tats ou les services de coordination dans les syste`mes partitionnables. Enfin, le
troisie`me sujet est nouveau par rapport a` mes activite´s pre´ce´dentes. Il s’agit de faciliter la conception
d’algorithmes re´partis par l’outillage autour du concept de langage de´die´. Je compte m’appuyer sur les
travaux dans le cadre des deux autres sujets pour participer au de´veloppement de logiciels libres pour la
recherche, l’enseignement, et le transfert vers le monde industriel.
Disse´mination des informations en provenance de l’Internet des objets. L’Internet des objets
est conside´re´ comme une e´volution importante des syste`mes ubiquitaires [204]. Des domaines applicatifs
comme la logistique, la sante´, la domotique, le controˆle environnemental, la ville intelligente, les jeux mul-
tijoueurs pervasifs, etc. sont de`s aujourd’hui tre`s demandeurs de solutions architecturales pour construire
rapidement, a` un couˆt raisonnable et avec une qualite´ controˆle´e des applications a` destination du grand
public. Comme de´fendu dans l’ensemble des travaux pre´sente´s dans ce manuscrit, ces solutions requie`rent
des briques logicielles d’interme´diation, c’est-a`-dire de l’intergiciel.
Historiquement, comme rappele´ dans [206], les choix architecturaux oscillent de manie`re cyclique
entre centralisation et re´partition. Dans l’approche centralise´e mettant en œuvre des solutions autour
de l’informatique en nuage pour la re´cupe´ration, le traitement et la pre´sentation des informations en
provenance de l’Internet des objets, le mode`le d’affaire suppose que les applications tole`rent des latences
possiblement e´leve´es, des couˆts de communication et e´nerge´tiques potentiellement e´leve´s, et une centra-
lisation des donne´es personnelles par des tiers. Dans les anne´es a` venir, avec l’augmentation attendue du
nombre d’objets connecte´s, ainsi que de leur utilisation, il est raisonnable de pre´voir que des solutions
plus fortement re´parties seront demande´es, qui impliquent par exemple des te´le´phones mobiles jouant le
roˆle de portails d’acce`s aux informations des capteurs de proximite´, ces te´le´phones e´tant en interaction
avec des nuages de proximite´ ou directement avec des pairs.
Parmi les de´fis souleve´s, citons l’un d’entre eux qui est identifie´ depuis longtemps mais qui reste per-
tinent : le passage a` l’e´chelle localise´ (en anglais, localised scalability), c’est-a`-dire un passage a` l’e´chelle
qui prend en compte les distances pour controˆler la distribution des donne´es [186]. Dans nos premiers
travaux sur muDEBS, nous dessinons une re´flexion plus large en permettant de structurer une topologie
de courtiers selon plusieurs dimensions de points de vue architecturaux comple´mentaires, donc pas uni-
quement la distance physique, mais aussi les caracte´ristiques des re´seaux traverse´s, l’organisation sociale
des utilisateurs, etc. Notons que ces structurations peuvent eˆtre effectue´es selon des pre´occupations fonc-
tionnelles, comme par exemple la constitution de groupes d’utilisateurs, et extrafonctionnelles, comme
par exemple des caracte´ristiques des re´seaux traverse´s ou la localisation ge´ographique. J’envisage donc
de continuer nos investigations sur ce que des colle`gues de l’e´quipe nomment la caracte´risation multi-
e´chelle des syste`mes re´partis (cf. section 3.1) et sur l’utilisation de cette caracte´risation pour ame´liorer et
controˆler la disse´mination des informations de contexte en provenance des objets connecte´s. L’objectif est
de laisser a` l’utilisateur et proprie´taire d’informations de contexte (en provenance par exemple d’objets
connecte´s qu’il posse`de ou controˆle) la possibilite´ de ge´rer son environnement ambiant tout en ayant un
acce`s limite´ aux espaces ambiants d’autres utilisateurs.
Concernant cette proble´matique, je pre´vois de continuer nos recherches sur les concepts de porte´e de
distribution (cf. section 3.3). Par ailleurs, je re´fle´chirai a` la prise en compte de la mobilite´ des utilisateurs,
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des objets connecte´s ainsi que des e´le´ments internes de l’architecture comme les courtiers. Enfin, une
troisie`me piste de re´flexion sera l’e´tude de la comple´mentarite´ avec les travaux sur les traitement complexes
d’e´ve´nements [63, 207] (par exemple la prise en compte d’informations de contexte avec des vocabulaires
he´te´roge`nes : ontologies diffe´rentes [166, 205], corpus spe´cifiques a` un domaine [98] ou folksonomie [99]).
Tole´rance aux fautes des applications mobiles. Les syste`mes informatiques pour les environne-
ments ubiquitaires et l’Internet des objets sont construits dans des environnements fortement dynamiques :
la varie´te´, la fre´quence et l’amplitude des changements de contexte d’exe´cution sont importants. Dans
ces conditions, le de´fi est la de´finition de proprie´te´s de suˆrete´ et de progression ainsi que la mise en œuvre
de solutions logicielles utilisables. Dans la section 4, nous avons vu que le the´ore`me CAP, qui stipule
qu’il est impossible de fournir a` la fois des garanties de cohe´rence (forte), de (haute) disponibilite´ et de
tole´rance aux partitionnements, a e´te´ formule´ dans le cadre de la fourniture de services Internet dans les
re´seaux a` large e´chelle [81, 36, 90]. Comme indique´ par S. Gilbert et N. Lynch dans [89], le sujet requiert
un re´examen dans le contexte des syste`mes mobiles sans fil. Les partitionnements du re´seau sont une
caracte´ristique intrinse`que des environnements ubiquitaires et de l’Internet des objets, tant a` cause de
l’utilisation de communications par re´seaux sans fil qu’a` cause de la mobilite´ des participants et de la
faible densite´ des appareils dans certaines zones. Par ailleurs, les applications dans les environnements
ubiquitaires et dans l’Internet des objets sont a priori diffe´rentes des applications classiquement e´tudie´es
dans le cadre des syste`mes informatiques construits a` l’e´chelle de l’Internet.
En conside´rant les partitionnements du re´seau ine´vitables, ce qui est ve´rifie´ dans les re´seaux mobiles
spontane´s [96], quatre approches sont re´pertorie´es dans la litte´rature pour ge´rer le compromis entre la
cohe´rence et la disponibilite´ [89] : l’approche choisie par exemple par certains services de coordinations et
de machines a` e´tats qui favorisent la cohe´rence au de´triment de la disponibilite´ [50] ; l’approche choisie par
certains gestionnaires de contenus a` base de cache, par exemple pour le Web, pour lesquels la disponibilite´
prime aux de´pens de la cohe´rence [153] ; la conciliation entre les exigences de cohe´rence et de disponibilite´
a` l’aide de la the´orie dite de la « cohe´rence continue » [215, 216] ; et la structuration du syste`me pour
de´finir des composants avec des exigences de cohe´rence et de disponibilite´ diffe´rentes (de´composition en
fonction des donne´es manipule´es, des ope´rations effectue´es, des services fournis, des utilisateurs, etc.).
Dans CAP, a` la suite de Brewer [37], je pense que la tole´rance aux partitions doit eˆtre ge´re´e expli-
citement comme un compromis entre cohe´rence et disponibilite´ avec des me´canismes de de´tection et de
recouvrement. Nos travaux pre´sente´s sur la gestion de groupe partitionnable sont un de´but de contribution
pour la partie de´tection. En outre, nos travaux sur la gestion de de´connexion avec les concepts d’ope´ration
de´connecte´e et de mode de fonctionnement (connecte´, faiblement connecte´ et de´connecte´) concernent la
partie recouvrement, et sont dans une moindre mesure une contribution a` la proble´matique. La nouveaute´
dans les syste`mes partitionnables est que la notion de partition primaire disparaˆıt, laissant ouverte la
question de la pertinence et de l’utilisabilite´ des services qu’il est possible de fournir lorsque tend a` dis-
paraˆıtre la notion de copie de re´fe´rence (unique ou multiple) de la re´plication optimiste. Autrement dit,
il n’est pas garanti que la terminaison de l’activite´ intervienne dans une partition unique ou de re´fe´rence,
ou qu’un invariant global a` la fois fort (pour eˆtre utilisable) et faible (pour eˆtre mis en œuvre) soit for-
mulable. A` ce propos, dans le meˆme article, Brewer note l’inte´reˆt d’une strate´gie collaborative en citant
le de´fi de montrer a` l’utilisateur ou d’indiquer a` l’application l’e´tat d’avancement des activite´s en cours.
Comme point de de´part sur ce sujet, je pre´vois d’approfondir l’utilisation de la strate´gie collaborative
a` la suite de nos travaux sur la gestion de groupe partitionnable. Notre service de gestion de groupe
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partitionnable fournit la constitution des participants ainsi que le leader d’une partition. Une premie`re
piste de re´flexion est l’e´tude de l’utilisation de notre proposition pour des “services partitionnables”
(c’est-a`-dire sensibles aux partitionnements) a` base de communications de groupes, de machines a` e´tats,
ou encore de services de coordination. Les premie`res questions porteront sur la se´mantique fonctionnelle
ou extrafonctionnelle du crite`re de stabilite´ (par exemple utiliser en comple´ment du nombre de battements
de cœur, la dure´e de pre´sence, la distance physique, ou encore le niveau d’e´nergie) et sur la condition de
stabilite´ (par exemple introduire la dynamicite´ de la valeur α, qui est le nombre minimum de processus
stables pour progresser dans une partition). En conside´rant ces premie`res re´flexions et les travaux sur les
mode`les de mobilite´ individuelle et de groupe, je me propose d’e´tudier la de´finition des proble`mes pre´-cite´s
(communication de groupe, machine a` e´tats et service de coordination, par exemple [141, 43, 50, 107])
dans les environnements dans lesquels l’ensemble des participants n’est pas connu et le syste`me est
partitionnable.
Inge´nierie logicielle des algorithmes re´partis. « La taille ou la composition d’un syste`me n’est pas
le seul facteur de complexite´ qu’il faut ge´rer. Un autre facteur concerne la diversite´ qui apparaˆıt [...] dans
toutes les activite´s de de´veloppement » [59]. C’est ainsi que je termine la pre´sentation des perspectives
par un sujet qui, pour des raisons multiples, concerne aussi bien la communaute´ des chercheurs que celle
de l’enseignement, ou encore le transfert vers le monde industriel : l’inge´nierie logicielle des algorithmes
re´partis. L’une des raisons expliquant la difficulte´ de l’adoption par l’industrie des re´sultats de la recherche
en algorithmique re´partie est le couˆt du de´veloppement logiciel d’une mise en œuvre algorithmique [30,
50, 92]. Dans mes activite´s de recherche et d’enseignement, je fais aussi les constats qui suivent.
En e´crivant le pseudo-code d’un algorithme dans une forme proche du code exe´cutable, le lecteur
capture mieux les abstractions mises en œuvre et posse`de une plus grande confiance dans le re´sultat
graˆce a` une meilleure trac¸abilite´ vers la mise en œuvre. Pour cela, nous avons besoin d’un langage
de´die´ [144]. Nous pensons que ce langage de´die´ doit eˆtre de´veloppe´ comme un langage interne a` un
langage ge´ne´raliste, afin de be´ne´ficier de l’e´cosyste`me et de la communaute´ du langage ge´ne´raliste. A`
titre indicatif, le concepteur utilise fortement des abstractions comme : la manipulation d’ensembles, qui
deviennent des collections dans les langages de la famille Java par exemple, et l’e´mission et la re´ception
de messages, qui be´ne´ficient de constructions telles que le filtrage par motif (en anglais pattern matching)
des langages fonctionnels.
Par ailleurs, l’algorithme re´parti, lorsque conside´re´ dans une pile logicielle incluant d’autres algo-
rithmes re´partis, doit aussi tirer avantage de constructions pour la structuration du syste`me complet :
langage de de´finition d’architecture [143], et langage de programmation oriente´ objet, composant ou
agent [39]. D’autres aspects comme l’instrumentation pour l’observation de l’exe´cution sont aussi utiles
et leur mise en œuvre peut eˆtre facilite´e en utilisant des mixins ou la programmation par aspect.
Une autre facette du sujet est l’outillage ne´cessaire pour appliquer les principes des me´thodes agiles.
Pour ce faire, le concepteur d’algorithmes re´partis souhaite disposer d’outils d’exe´cution par « scriptage »,
de simulation [21, 234, 238] ou d’e´mulation dans des bancs d’essai [22, 139], et de model checking pour la
recherche de contre-exemples [58]. Le langage de´die´ gagnera donc a` eˆtre « scriptable » et les algorithmes
a` eˆtre inse´re´s sans difficulte´ dans les plateformes de simulation. Concernant la mode´lisation formelle, la
traduction vers un langage formel devra eˆtre peu couˆteuse et permettre la trac¸abilite´.
Comme point de de´part pour ces travaux, nous e´tudierons les propositions suivantes : Spin [104],
IOA [86], Splay [139, 189], Overlog [6] et Distal [28], en prenant comme exemples la gestion de groupe
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partitionnable et la distribution multi-e´chelle. Dans le cadre du premier exemple, nous posse´dons la
spe´cification formelle et les algorithmes avec les preuves e´crites en langage naturel ainsi que la mise en
œuvre d’une partie des algorithmes comme module OMNeT++ [234]. Dans le cadre du second exemple,
nous posse´dons la spe´cification formelle et les algorithmes avec les preuves e´crites en langage naturel ainsi
que la mise en œuvre dans le canevas logiciel muDEBS. J’entrevois mes contributions dans le cadre de
projet de de´veloppement de logiciels libres, le ou les canevas logiciels e´tant a` de´terminer.
Conclusion Les principes de base de la recherche sur les intergiciels sont la ge´ne´ricite´ et la se´paration
des pre´occupations. Ces deux principes se traduisent dans mes activite´s de recherche par une forte sy-
nergie entre la the´orie et la pratique. Les aspects the´oriques concernent l’e´tude des abstractions, des
paradigmes, des mode`les de syste`me, des spe´cifications, et des algorithmes. Les aspects pratiques ont
trait a` la conception d’architectures logicielles flexibles, a` l’utilisabilite´ des concepts par les architectes et
les utilisateurs finaux d’applications re´parties, a` l’e´valuation des performances a` l’aide de simulateurs ou
sur bancs d’essai, et a` l’e´valuation de l’efficacite´ par la mise en place de de´monstrateurs construits avec
des canevas logiciels libres dans des projets avec des partenaires acade´miques et industriels. Cet e´quilibre
entre the´orie et pratique est important dans les domaines de l’informatique ubiquitaire et de l’Internet
des objets qui be´ne´ficient d’un engouement partage´ par le grand public et le monde industriel, avec des
de´fis a` relever quand a` la maˆıtrise de la complexite´ des solutions logicielles, a` la suˆrete´ de fonctionnement
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