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a b s t r a c t
It is shown that the row spaces of certain generalized weighing matrices, Bhaskar Rao
designs, and generalized Hadamard matrices over a finite field of order q are hermitian
self-orthogonal codes. Certainmatrices ofminimumrank yield optimal codes. In the special
case when q = 4, the codes are linked to quantum error-correcting codes, including some
codes with optimal parameters.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A generalized weighing matrix over a multiplicative group G of order g is a v × b matrix M = (mij) with entries from
G ∪ {0} such that for every two rows (mi1, . . . ,mib), (mj1, . . . ,mjb), i 6= j, the multi-set
{mism−1js | 1 ≤ s ≤ b, mjs 6= 0} (1)
contains every element of G the same number of times.
A generalized weighing matrix with the additional properties that every row contains precisely r nonzero entries, each
column contains exactly k nonzero entries, and for every two distinct rows the multi-set (1) contains every group element
exactly λ/g times is known as a generalized Bhaskar Rao design GBRD(v, b, r, k, λ;G) [10].
Replacing the nonzero entries of a GBRD(v, b, r, k, λ;G) by 1 produces the incidence matrix of a 2-(v, k, λ) design with
b blocks of size k and r blocks containing any point. A generalized Bhaskar Rao design with r = k and v = b is also known
as a balanced generalized weighing matrix BGW (v, k, λ) [8,10]. In this case, the underlying design is a symmetric 2-(v, k, λ)
design. A generalized Hadamard matrix GH(λ, g) over a group G of order g is a balanced generalized weighing matrix with
v = b = k = λ ([2], [4] IV.11). The process of replacing the 1’s in the incidence matrix of a symmetric 2-(v, k, λ) design D
with elements from a group G of order g (where g is a divisor of λ) in order to obtain a balanced generalizedweighingmatrix
(called ‘‘signing’’ of D over G) has been studied by Gibbons and Mathon in [5], where a complete enumeration of signings of
symmetric designs on v ≤ 19 points is given.
2. Codes
A linear q-ary (n, k) code C is a k-dimensional subspace of the n-dimensional vector space over the field GF(q) of order q.
A generator matrix of an (n, k) code C is anymatrix of rank kwhose rows are vectors from C . The Hammingweight of a vector
x = (x1, . . . , xn) is the number of its nonzero positions: wt(x) = |{i | xi 6= 0}|. The Hamming distance between two vectors
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x = (x1, . . . , xn), y = (y1, . . . , yn) is the weight of their difference. The minimum Hamming distance d between distinct
vectors of a linear code is equal to the minimum Hamming weight of all nonzero vectors from the code. An (n, k, d) code is
an (n, k) code with minimum distance d. A code having minimum distance d can detect up to d − 1 errors, and correct up
to (d − 1)/2 errors [11]. The dual code C⊥ of an (n, k) code C is the (n, n − k) code being the orthogonal space of C with
respect to a specified inner product. The ordinary inner product in GF(q)n is defined as
x · y = x1y1 + · · · + xnyn, (2)
while the hermitian inner product in GF(q)n (q ≥ 4) is defined as
(x, y) = x1yq−21 + · · · + xnyq−2n . (3)
Note 1. The hermitian conjugate of a vector (x1, . . . , xn) over GF(q) is defined as (x
q−2
1 , . . . , x
q−2
n ). Let C be a linear code, let
C ′ be the dual code of C with respect to the ordinary product (1), and let C ′′ be the dual code of C with respect to the hermitian
product (2). It is easy to see that C ′ is obtained by replacing each vector in C ′′ by its hermitian conjugate. Consequently, C ′
and C ′′ have the same minimum distance.
The minimum distance of the dual code C⊥ is equal to the largest integer number d⊥ such that every d⊥ − 1 columns of a
generator matrix of C are linearly independent. A code C is self-orthogonal if C ⊆ C⊥.
Lemma 2. Let q = ps ≥ 4 be a power of a prime number p, and let M be a v × b generalized weighing matrix over the
multiplicative group of GF(q) such that the Hamming weight of every row of M is a multiple of p. Then the rows of M span a
linear code C of length b which is self-orthogonal with respect to the hermitian product (3).
Proof. Note that aq−2 = a−1 for every nonzero a ∈ GF(q). The hermitian product (x, x) of a vector x by itself is equal to the
Hamming weight of x reduced modulo p. Thus, every row ofM is self-orthogonal with respect to the hermitian product.
It follows by the definition of a generalized weighing matrix that the hermitian product of two distinct rows mi =
(mi1, . . . ,mib), mj = (mj1, . . . ,mjb), i 6= j, ofM is a multiple of the sum of all nonzero elements of GF(q), i.e.
(mi,mj) = s(1+ α + α2 + · · · + αq−2),
where s is the number of occurrences of each nonzero element ofGF(q) in themulti-set of differences (1), andα is a primitive
element of GF(q). Since 1+α+α2+· · ·+αq−2 = (αq−1−1)/(q−1) = 0, it follows that every two rows ofM are orthogonal
to each other, and consequently, the linear code spanned by the rows ofM is hermitian self-orthogonal. 
Lemma 3. Let q be a prime power and let M be a GBRD(v, b, r, k, λ;GF(q) \ {0}) over the multiplicative group of GF(q) such
that v > k and b < 2v. The dual code C⊥ of the code C spanned by the rows of M has minimum distance d⊥ ≥ 3.
Proof. Since v > k and b < 2v, it follows from the inequality of Mann (cf., e.g., [13], Theorem 1.1.15) that all columns of
the incidence matrix of the underlying 2-(v, k, λ) design are distinct. Consequently, for every pair of columns ofM there is
a row that contains a zero entry in one of the columns and a nonzero entry in the other column. Thus, every two columns of
M are linearly independent. 
3. Codes from generalized weighing and Hadamard matrices
Balanced generalized weighingmatrices BGW ((qt−1)/(q−1), qt−1, qt−1−qt−2) over themultiplicative group of GF(q)
are known to exist for every prime power q and every integer t ≥ 2 [1,10]. Some constructions using traces of elements in
GF(q) that give manymonomially inequivalent BGW ((qt −1)/(q−1), qt−1, qt−1− qt−2) for various q and t are given in [9].
The rank of a BGW ((qt − 1)/(q − 1), qt−1, qt−1 − qt−2) over GF(q) is greater than or equal to t , and up to monomial
equivalence, there exists a unique matrix BGW ((qt − 1)/(q− 1), qt−1, qt−1 − qt−2) of minimum q-rank t [8].
By Lemmas 2 and 3, we have the following.
Theorem 4. Let q ≥ 4 be a prime power and t ≥ 2 be an integer. The code C spanned by the rows of a BGW ((qt − 1)/(q −
1), qt−1, qt−1− qt−2) over GF(q) is a hermitian self-orthogonal code of length n = (qt − 1)/(q− 1), dimension k ≥ t, and dual
distance d⊥ ≥ 3.
Note 5. In the special case when C has dimension t , the dual code C⊥ is equivalent to the q-ary Hamming code [8].
Let q be a prime power. A generalized Hadamard qt × qt matrix GH(qt−1, q) over the elementary abelian group Eq of
order q is known to exist for every t ≥ 1 (cf., e.g., [7,12]). The group Eq is isomorphic to the additive group of GF(q); hence
a GH(qt−1, q) over Eq can be viewed as a matrix with entries from GF(q). We refer to the resulting matrix as an additive
Hadamardmatrix. For an additiveHadamardmatrixGH(qt−1, q), overGF(q) the condition about the quotients (1) is replaced
by the condition that for every pair of rows i, j (i 6= j) the multi-set of differences
{mis −mjs | 1 ≤ s ≤ qt} (4)
contains every element of GF(q) exactly qt−1 times.
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The rows of an additive generalized Hadamard matrix GH(qt−1, q) over GF(q) may or may not be pairwise orthogonal
with respect to the hermitian product (3). For example, only 150 of the 226 generalized Hadamard matrices GH(4, 4) found
in [6] span hermitian self-orthogonal codes.
The rank of a qt × qt matrix GH(qt−1, q) over GF(q) is at least t . For any given prime power q and any t ≥ 1, there
exists a unique (up to a permutation of rows and columns) matrix M = GH(qt−1, q) of minimum q-rank equal to t [12].
Algebraically, such a matrix M is the vector space spanned by the rows of a t × qt matrix B(t, q) whose set of columns
consists of all distinct vectors with t components over GF(q). Thus, M contains one all-zero row, and by the condition for
the differences (4), every other row ofM contains every nonzero element of GF(q) exactly qt−1 times. Thus, every row ofM
except the zero row has Hamming weight qt−1(q − 1) ≡ 0 (mod q). In addition, every two rows ofM are orthogonal with
respect to the hermitian product (3). This can be verified by induction using the recursive structure of B(t, q), namely, up to
a permutation of columns
B(t, q) =
(
0 . . . 0 1 . . . 1 . . . αq−2 . . . αq−2
B(t − 1, q) B(t − 1, q) . . . B(t − 1, q)
)
,
where α is a primitive element of GF(q). Note that the hermitian product of the two rows of B(2, q) is equal to (1 + α +
· · · + αq−2)2 = 0. Thus, we have the following.
Theorem 6. The rows of an additive generalized Hadamard matrix M = GH(qt−1, q) over GF(q) of q-rank equal to t form a
linear hermitian self-orthogonal code. Removing the all-zero column of M gives a hermitian self-orthogonal code with parameters
n = qt − 1, k = t, and dual distance d⊥ = 2.
4. An application to quantum codes
Calderbank, Rains, Shor and Sloane [3] described a method for the construction of quantum error-correcting codes from
quaternary codes that are self-orthogonal with respect to the hermitian product. Specifically, it was shown in [3] that any
linear hermitian self-orthogonal (n, k) code C over GF(4) such that there are no vectors of weight smaller than d in C⊥ \ C
gives rise to a quantum code with parameters [[n, n− 2k, d]]. (We refer the reader to [3] for an introduction to the theory
of quantum codes.) Applying this result to the codes of Theorems 4 and 6 in the special case q = 4 gives the following.
Theorem 7. Let t ≥ 2 be an integer. The code C over GF(4) spanned by the rows of amatrix M = BGW ((4t−1)/3, 4t−1, 4t−1−
4t−2) yields a quantum code with parameters [[(4t − 1)/3, (4t − 1)/3− 2k, d ≥ 3]], where k is the rank of M over GF(4).
Theorem 8. The row space of an additive generalized Hadamard matrix M = GH(4t−1, 4) of 4-rank t yields a quantum code
with parameters [[4t − 1, 4t − 1− 2t, 2]].
Note 9. The codes of Theorem 7 in the case when the matrix is of minimum rank, that is, k = t , have d = 3 and meet the
sphere-packing bound for quantum [[n, k, d = 2e+ 1]] codes:
e∑
j=0
3j
(
n
j
)
≤ 2n−k. (5)
According to this bound, a quantum code with parameters n = 4t − 1 and k = 4t − 1− 2t cannot have d ≥ 3. Thus d = 2
is the best possible value for the given n and k; hence the codes of Theorem 8 are also optimal. Note that the [[15, 11, 2]]
obtained from Theorem 8 when t = 2 is one of the optimal quantum codes found in [6].
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