The many-to-many assignment problem (MMAP) is a recent topic of study in the field of combinatorial optimization. In this paper, a gradient-based interior-point method is proposed to solve MMAP. It is a deterministic method which assures an optimal solution. In this approach, the relaxation of the constraints is performed initially using the cardinality constraint detection operation. Then, the logarithmic barrier function (LBF) based gradient descent approach is executed to reach an accurate solution. Experiments have been performed to validate the practical implementation of the proposed algorithm. It also illustrates a significant improvement in convergence speed for the large MMAPs (i.e., if group size, ≥ 80) over state-of-the-art literature.
Introduction
Recently, the many-to-many assignment problem (MMAP) has drawn the attention of the researchers in the field of combinatorial optimization. It is the topic of interest because MMAP serves as an authentic model for the activities such as group role assignment, job scheduling, and machine routing, in an organizational structure [1, 2] .
The performance of an organizational structure depends on its capability of handling a shared task [3] . Role-based collaboration (RBC) plays a vital role in managing a shared task efficiently [3, 4] . In an RBC system, the rating of each constituent agent is performed. Then, a role is assigned to an agent into a particular group based on their rating value [5, 6] . If there exists a one-to-one mapping between a task and an agent, then it is called a linear assignment problem (LAP) or one-to-one assignment problem [7] . Hence, RBC problem is termed as one-to-many assignment problem [6, 7] . Similarly, if a single agent can handle many tasks which are not assigned to any other agent and vice-versa, then a LAP turns into a MMAP by adding the constraint as mentioned earlier [6, 7] . MMAP is also known as the generalized assignment problem.
RBC is the widely investigated topic and many exhaustion techniques are proposed to solve it. If an agent is free of tasks in a group, then it can be assigned to any other group to perform a specific task. MMAP takes care of the condition as mentioned earlier. Therefore, MMAP is more appropriate to simulate the real world role assignment problem in an organizational structure as compared with RBC problem [6, 7] . To the best of author's knowledge, only a few approaches are proposed to solve MMAP in the literature. Hence, this study is confined to create a new framework to solve MMAP.
The Kuhn-Munkres (K-M) technique is the most fundamental technique to solve any combinatorial optimization problem. It works well with the rectangular cost matrices where rows are considered as agents and columns are considered as tasks. A back-tracking method is added to the K-M algorithm to solve MMAP [6, 7] . This approach consists of two stages which are as follows: (a) preparation stage; (b) processing stage. In the preparation stage, normalization of the cost matrix is performed for MMAP using the constraints. Then, in the processing stage, reduction of the cost matrix is conducted to allocate agents to tasks efficiently.
In literature, Lagrangian bound-based algorithms are explored to solve k-cardinality assignment problem, which is a conjugate dual of the MMAP [8, 9] . In the Lagrangian relaxation approach, the problem is divided into two subproblems which are as follows: "easy" problem and "complicating" 2 Complexity problem. The "easy" problem is referred to optimizing the objective function by relaxing the constraints associated with it. The "complicating" problem is stipulated for optimizing the objective function with constraints. In this technique, relaxation of the constraints is performed by embedding a penalty function into the objective function. Hence, the violation of the penalty function is depressed. In the case of the maximization problem, the fixed-multiplier term of objective function sets the upper bound. Further, the semi-Lagrangian technique is developed [8] . It works well when applied to the objective function with the inequality constraints.
The convergence speed and accuracy of an algorithm serve as the most prominent parameters while solving MMAP. Hence, a technique with high accuracy and convergence rate is desired.
The fundamental heuristic algorithms which operate on the evolutionary principle like the genetic algorithm (GA), particle swarm optimization (PSO), and differential evolution (DE) are explored in the literature to solve a combinatorial optimization problem. GA's convergence rate decreases while reaching the global optimum, which is a severe drawback [10, 11] . DE and PSO offer high convergence speed but demonstrate a premature convergence, that is a compromise with the accuracy of the obtained solution [12, 13] . On the other hand, the deterministic techniques like interior-point method, and Lagrangian approach have shown promising results for combinatorial problems as they reach the global optimum with high accuracy and convergence rate [14] . The mentioned deterministic approaches are beneficial in addressing a combinatorial as well as a discrete optimization problem [15] .
The interior-point method is investigated extensively in the literature for solving convex optimization problems (i.e., both linear and nonlinear problems) with inequality constraints [16] . This method follows a linear programming (LP) model which contains a uniquely defined objective function with constraints [17, 18] . The constraints of the objective function are twice continuously differentiable. The interiorpoint technique performs the relaxation of the constraints of the LP model as a set of boundary conditions surrounding a specific solution region. From the geometric point of view, it moves towards a solution from either the exterior of the solution region or the interior of the solution region [16, 17] . The barrier method, such as the logarithmic barrier function (LBF) approach, is the fundamental type of interior-point technique explored in the literature [16] .
Therefore, an interior-point method is adopted to solve MMAP. In the proposed technique, the relaxation of the constraints is performed initially using the cardinality constraint detection operation. Then, the LBF-based gradient descent approach is executed to obtain an optimal solution.
Experiments are performed to substantiate the feasibility of the proposed algorithm and its comparative performance analysis with the existing literature [7] is made. It requires only a limited number of iterations to perform the complete search. Therefore, the proposed algorithm outperforms for the large MMAPs (i.e., if group size, ≥ 80) as compared with [7] . The computation time for each of its iteration is larger than [7] . Therefore, it offers a comparatively large convergence period w.r.t. [7] for the small MMAPs. Thus, the practical implication of the proposed algorithm is to solve the machine routing and scheduling problem in Manufacturingbased organizations [1, 2] .
The rest of the paper is regulated as follows. Section 2 consists of problem formulation. The framework for the gradient-based interior-point method is described in Section 3. Section 4 presents the experimental setup for the proposed work and its comparative analysis with the stateof-the-art literature. In the end, conclusions are devised in Section 5.
Research Problem Formulation
, where ℎ represents the nodes and ℎ denotes the edges, is described as a bipartite graph, if it satisfies the criteria such as ℎ = ℎ ∪ ℎ and ℎ ∩ ℎ = , where is a null set, and ℎ ⊆ ℎ × ℎ [7] . A bipartite graph ℎ is described as a weighted bipartite graph if its every edge (i.e., ℎ ) consists of a weight (i.e., ( , )) [7] . The weight of one-to-one matching (i.e., ℎ ) is described in (1) .
A matching (i.e., ℎ ) is called a perfect matching, if each node of ℎ is assigned to one of the ℎ nodes. Therefore, a linear assignment problem (LAP) is defined as determining a perfect matching in ℎ which is maximally weighted [7] . In this paper, it is considered that there are agents and tasks.
Let an ability limit vector of agents be Λ. Here, an element Λ indicates the number of tasks that can be maximally assigned to an agent (i.e., 0 ≤ < ) [7] .
Let a task range vector of tasks be Γ. Here, an element Γ represents the quantity of task (i.e., 0 ≤ < ) which are needed to be assigned [7] .
Let a potential matrix, , be an × matrix, where ∈ [0, 1] denotes a potential value of an agent for the task . Hence, = 1 represents the highest value, while 0 represents the least value for a particular element.
Let an assignment matrix, , be defined as × matrix, where opts only the binary labels (i.e., 0 or 1). Hence, = 1 which denotes agent is assigned to task , whereas = 0 symbolizes agent is not assigned to task .
Let an agent (i.e., 0 ≤ < ) can execute many but different tasks. Similarly, let a task (i.e., 0 ≤ < ) can be assigned to many but different agents. A LAP turns into a many-to-many assignment problem by adding the two constraints, as mentioned earlier. From literature [7] , a manyto-many assignment problem is thus defined mathematically by (2) .
Complexity 3 with the constraints as given in (3), (4), and (5).
Methodology
Initially, the potential matrix of dimension × is created. Hence, each element of denotes the efficiency of a particular agent (i.e., out of agents) performing a specific task (i.e., out of tasks). Then, Λ and Γ are defined according to the problem constraints. In literature [7] , it is proven in Theorem 6 (i.e., Decidable theorem) that MMAP becomes unsolvable, when the inequality defined by (6) occurs.
Thus, it becomes mandatory to perform cardinality constraint detection (CCD) to avoid the condition described in (6) . Therefore, CCD is performed using (7).
The cardinality of Λ is always greater than or equal to the cardinality of Γ after performing CCD. Hence, matrix of dimension × is expanded into a matrix of dimension × , where = ∑ −1 =0 Λ using Λ and Γ. The new columns of are appended with zeroes. It is expressed in (8) , where an agent contains Λ rows in and the task contains Γ columns in .
From the literature [9] , the concept of conjugate duality is used to transform the objective function for maximization (i.e., (8)) into a minimization problem. A dual-parameter is defined by (9) because the elements of vary from 0 to 1.
By applying (9) into (8), the objective function reduces to (10) .
Let a graph defined by = ( , ), characterizes Equation (10) . Thus, denotes the total number of nodes in it. In the graph , ( i.e., ) symbolizes the edge weights between the specific nodes (i.e., between an agent and a task ), and ( i.e., column vectors of ) denotes the set of nodes. Therefore, each node ∈ , represents a specific state code as can take only binary labels.
In the field of circuit design, the hypercube embedding based techniques, such as HARD [19] and Improved-FSMIM [20] , are developed for hardware optimization. These techniques have never been examined to solve a generalized assignment problem such as MMAP. To the best of author's knowledge, the proposed work makes the first attempt to address the MMAP by employing the hypercube embedding process, which proves its novelty.
Let a hypercube be characterized as ] = ( , ), where ] is the dimension, is the set of vertices of ] , and is the set of edges of ] [21] . The total number of elements present in and , are defined by (11) and (12).
The hypercube embedding is applied to minimize (10) . It is executed from graph into the hypercube ] [21, 22] . It is symbolized as : → . It is a 1 to 1 mapping function. Hence, if a node of graph is represented by a particular binary state code, then the corresponding vertex of the hypercube (i.e., ) is denoted by the same code. Therefore,
-binary ]-vectors are defined by (13) .
where ∈ (i.e., column vectors of )
In the hypercube ] , (where , ∈ ) symbolizes the Hamming distance between the vertices and . The pictorial representation for evaluation of is given in [20] . Its mathematical representation is shown in Equation (14), where is the instantaneous value of . value varies between -1 and 1 (a detailed description is provided in Section 3.1). Therefore, the cost function of this embedding process is given in (15) and (16) . Thus, minimizing the cost function presented in (16) becomes the ultimate goal for solving the MMAP.
The convergence speed and accuracy of an algorithm serve as the most prominent parameters while solving the MMAP. Hence, a technique with high accuracy and convergence rate is chosen to minimize the cost function given in (16) .
The basic heuristic algorithms which operate on the evolutionary principle like the genetic algorithm (GA), particle swarm optimization (PSO), and differential evolution (DE) are explored in the literature to solve a combinatorial optimization problem. GA's convergence rate decreases while reaching the global optimum, which is a severe drawback [10, 11] . DE and PSO offer high convergence speed but demonstrate a premature convergence, that is a compromise with the accuracy of the obtained solution [12, 13] . On the other hand, the deterministic techniques like interior-point method and Lagrangian approach have shown promising results for combinatorial problems as they reach the global optimum with high accuracy and convergence rate [14] . The mentioned deterministic approaches are beneficial in addressing a combinatorial as well as a discrete optimization problem [15] . The barrier method, such as the logarithmic barrier function (LBF) approach, is the fundamental type of interior-point technique explored in literature [16] . Hence, the LBF-based gradient descent technique is selected to minimize the cost function given in (16) . The steps involved in the proposed gradient-based interior-point approach are presented in Figure 1 .
Logarithmic Barrier Function Based Gradient Descent
Approach. An interior-point method, such as logarithmic barrier function method (LBF), is widely investigated to solve discrete optimization problems [14, 23] . It is a deterministic technique that guarantees a feasible solution. The cost function for MMAP is formulated using LBF. Then, its minimization is performed using the gradient-projection technique in an iterative manner. In the LBF method, optimization of the objective function is accomplished in the continuous space domain. The obtained analytic solution is then discretized to produce the exact discrete solution [24] . Thus, the objective function for LBF, which is subjected to inequality constraints, is defined by (17) .
LBF to reduce the objective function (as given in (16)) is presented in (18) . Its representation at the iteration is shown in (19) . In (18) and (19) , the second term acts as a barrier for any move that excludes constraint (i.e., ( )) [25] .
At the initial stage, LBF chooses 0 > 0 and a feasible 0 . It selects +1 = ⋅ , where < 1. The process continues until arrives at a substantially small value. A line search method is essential to reduce (19) w.r.t. iteratively. The first-order gradient descent approach is pertinent for this purpose [26] . In this method, weight vectors (i.e., the model parameters) are determined to reduce the objective function [27, 28] . Its mathematical representation is given in (20) .
. .,
In the first-order gradient descent method, a particular iteration (i.e., ) is defined by (21) , where represents the step size. A small positive real number is selected as value [26] .
From (21), small moves (i.e., with a step size ) are made in negative direction of the gradient. At the next iteration (i.e., The convergence norm for the proposed gradient-based interior-point method is given in (23) , where (ranges from 0 to 1) is the upper bound.
Hence, the hypercube embedding problem is interpreted as determining -binary ]-vectors that minimizes (16) . It is given in (24) .
where ∈ and 2 indicates the normalized value of (24) Thus, (16) is deduced using Hamming distance between vertices of the hypercube (i.e., ] ). It is presented in (25) .
where,
In this optimization problem, any two vertices of the hypercube (i.e., ] ) should not be defined by the same binary state code (i.e., − ̸ = 0). This condition serves as a constraint for this optimization process. It is given in (26) .
Equations (25) and (26) are applied into (18) to reduce the cost function. The reduced cost function is given in (27) .
Therefore, the entity ( ) (from (22)) is defined by (28) .
where each (1 ≤ ≤ )
From (21), the computation of the derivative term (i.e., ∇ ( , )) is essential to approach towards the gradient descent direction. The required derivative term is deduced by substituting (29) , (30) , (31), and (32) into (27) . Hence, ∇ ( , ) is defined by (33).
By applying (28) into (22) , in its normalized form is given in (34).
At the end of the gradient descent iterative process (i.e., when (23) is satisfied), discretization of the analytic solution is performed. Hence, a set of optimal state codes (i.e., * ) is determined by discretizinĝ(i.e., value of at the iteration ) by (35).̂=
The pseudocode for the proposed gradient-based interior-point method is conferred in Algorithm 1.
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Input:
Λ , Γ and potential matrix (i.e., ) Output: * (i.e., the final solution) begin Initialization: ← ℎ ; ← ; Cardinality constraint detection is performed using Equation (7); Expansion of the potential matrix (i.e., ) is executed using Equation (8); Conversion of the objective function into a minimization problem (i.e., Equation (10)) is conducted using Equation (9); Hypercube embedding is performed & objective function is defined by Equation (16) 
Numerical Results and Discussions
The fundamental goal of this numerical study is to substantiate the feasibility of the proposed algorithm and to demonstrate the comparison with the state-of-the-art literature [7] . All optimizations are performed using Eclipse Kepler JDK 1.7 package [7] . The workstation configuration to perform computations is as follows: Intel(R) Core i7 (6th Gen), 16 GB RAM and 3.5 GHz CPU.
The proposed approach is a deterministic approach. Therefore, its convergence period for optimal assignment is constant. Experiments are performed between two random groups (where ∈ [0, 1]) to validate its feasibility. For Λ range, such as [1, 3] , [1, 4] , and [1, 6] , the Γ range is set to [1, 2 / ], where V ← 2, to present the comparison with [7] .
Similarly, for Λ range [1, 5] , the Γ range is set to [1, 3 / ] , where V ← 3, to present the comparison with [7] . Simulations are performed to evaluate the cost for optimal assignment and convergence time for different combinations of , , and Λ range. The cost for a particular assignment matrix is evaluated using (16) . The convergence plot for different combinations of , , and Λ range is presented in Figure 2 . A parameter, , is also defined which provides the average of successful assignments within 100 iterations. It is presented in Table 1 . The ranges from 95.78 to 100%. It indicates that the proposed algorithm takes only a limited number of iterations to converge. Another set of analysis is conducted to determine the overall performance (for ranging from 20 to 300) of the proposed algorithm. Experiments are performed between 100 random groups (where j ∈ [0, 1]). Simulations are run to evaluate the cost for optimal assignment and convergence time for three combinations (i.e., ( , ← ), ( , ← /2), and ( , ← /3)) with various Λ range. The cost for a particular assignment matrix is evaluated using (16) . The convergence analysis of the proposed algorithm for Λ ∈ [1, 3] and [1, 5] are shown in Figure 3 . For Λ range, such as [1, 3] , [1, 4] , [1, 6] , and [1, 7] , the Γ range is set to [1, 2 / ] , where − V ← 2. Similarly, for Λ range, [1, 5] , the Γ range is set to [1, 3 / ] , where, − V ← 3, to present the comparison with [7] . The performance measures using the convergence time for various Λ range is presented in Tables 2 and 3 . An analysis of computation time required for the optimal assignment is presented in Figure 4 . Therefore, the performance of the proposed algorithm in comparison with [7] when Λ ∈ [1, 3] and [1, 5] are shown in Figure 5 .
The proposed technique optimally defines the most feasible solution region. Hence, only a limited number of iterations are required to perform the complete search. Therefore, the proposed algorithm outperforms for the large MMAPs (i.e., if group size, ≥ 80) as compared with [7] . The comparative analysis presented in Figure 5 indicates that each iteration of the proposed technique requires a substantial computation time as compared with [7] . Therefore, it offers a comparatively large convergence period w.r.t. [7] for the small MMAPs. It is a limitation of the proposed approach.
The problem of machine routing and scheduling is the primary issue in manufacturing-based industries. The mentioned problems become severe in the multisite manufacturing organizations when the number of operators working on a shared task is large [1, 2] . Therefore, the practical implication Convergence Time (ms) for optimal assignment
Size of the Group () Size of the Group () Convergence Time (ms) for optimal assignment of the proposed algorithm is to solve the machine routing and scheduling problem in Manufacturing-based organizations. The proposed technique can also be investigated to create reconfigurable FSM-based architecture efficiently [29] .
Conclusion
The framework for a gradient-based interior-point method to solve the many-to-many assignment problem (MMAP) is proposed in this study. It is a deterministic approach which assures an optimal solution. At the initial stage of this approach, the relaxation of the constraints is performed using the cardinality constraint detection operation. Then, the logarithmic barrier function (LBF) based gradient descent approach is executed to obtain an optimal solution for MMAP. The proposed technique requires only a limited number of iterations to perform the complete search. Therefore, the proposed algorithm outperforms for the large MMAPs (i.e., if group size, ≥ 80) as compared with the existing literature. The practical implication of the proposed algorithm is to solve the machine routing and scheduling problem in manufacturing-based organizations [1, 2] . The proposed technique can also be investigated to create reconfigurable FSM-based architecture efficiently [29] .
In organizational structures, the role assignment problem is more often strictly limited to LAPs, RBCs, or MMAPs. Hence, a unified algorithm is required that can handle the issues mentioned earlier. The proposed technique will be examined further for creating a unified method to efficiently solve LAPs, RBCs, or MMAPs by adding an adaptive operator (see [30] ) in it.
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