Abstract. In this paper, we establish an analytic version of critical spaces 
In order to generalize Q p (D) to R n , in [8] where the supremum is taken over all cubes I with edge length l(I) and the edges parallel to the coordinate axes in R n . Later, in [7] , G. Dafni and J. Xiao established the Carleson measure characterization of Q α (R n ). For more information of Q α (R n ) and their applications, we refer the reader to [7] , [8] and [24] . For the generalization of Q α (R n ), we refer to [13] and [26] .
It is easy to see that Q−type spaces has a structure similar to BMO(R n ).
Moreover, the definition of Q α (R n ) implies that the functions in Q α (R n )
should own some regularity. Hence, in many cases, Q α (R n ) can be seen as an adequate replacement of BMO(R n ). In recent years, these spaces have been applied to the study of partial differential equations by several authors.
In [21] , J. Xiao got the well-posedness of the Navier-Stokes equation with
BMO(R n
. Hence Xiao's result generalizes that of Koch and Tataru [12] .
Inspired the results of [12] and [21] , P. Li and Z. Zhai introduced a new critical Q-type spaces Q β α (R n ) with α > 0 and max{ 1 2 , α} < β < 1 such that
n being small, in [13] , P. Li and Z. Zhai obtained the well-posedness of the generalized NavierStokes equations. This result generalizes the well-posed results of [12] and [21] to the fractional cases. Also, the spaces Q β α (R n ) can be used to study the well-posedness of quasi-geostrophic equation, see [14] . Now we state the motivation of this paper. In [13] , the authors introduced the following Q-type spaces to study the generalized Navier-Stokes equations.
defined as the space of all measurable functions with
where the supremum is taken over all cubes I with edge length l(I) and the edges parallel to the coordinate axes in R n .
By a simple computation, we can see that Q β α (R n ) is the spaces which is invariant under the dilation:
In the research of partial differential equations, such spaces is called critical spaces and play an important role in the well-posedness of fluid equations. If
It is well-known that when n = 1, Q α (R 1 )
can be seen as the boundary value of Q p (D). It is natural to ask
Question. What about the analytic version of Q
The aim of this paper is to establish an analytic version on the unit disc [18] . Hence our result can be seen as a generalization of that in [18] . Finally, by the boundedness of two integral operators, we obtain the multiplier spaces of Q β p (D). This paper is organized as follows. In Section 2, we state some notations and terminology which will be used in the sequel. In Section 3, we investigate the harmonic extension of Q Furthermore, we say F ≈ G (that is, F is comparable with G ) whenever
Notation and preliminaries
Let D and T denote respectively the open unit disc and the unit circle in the complex plane C. Let H(D) be the space of all analytic functions on D. , and f I = |I|
is the space of all Lebesgue measurable func-
where the supremum is taken over all arcs I ⊂ T. For more information on spaces Q p (D) and Q p (T), see [15] , [23] , [24] and [25] , for example.
Let I ⊂ T be an interval. We define Carleson box as
If p = 1, p-Carleson measure is the classical Carleson measure, see [6] and [9] .
The following result on p-Carleson measure is well-known, see [1] .
positive Borel measure µ on D is a p-Carleson measure if and only if
sup a∈D D 1 − |a| 2 |1 − az| 2 p dµ(z) < ∞.
Harmonic extension
In this section, we establish an analytic version on the unit disc of Q β α (R n ).
At first, we introduce the definition of Q−type spaces on unit circle associ-
where the supremum is taken over all arcs I ⊂ T.
That Q β p (T) can be seen as the subspaces of the following BMO type spaces.
The following properties can be deduced from the definitions of BMO β (T) and Q β p (T) immediately (we refer the reader to Theorem 3.2 of [13] ).
Property 1.
Given p ∈ (0, 1) and β ∈ (1/2, 1). Then
be the Poisson measure on T. In addition, denotê
Similar to Lemma 7.1.1 of [24] , we can obtain the following lemma.
, 1) and p + 2β > 2. Let I and J be two
where ∇ = (2∂/∂z, 2∂/∂z) stands for the gradient vector.
Proof. Without loss of generality, assume that ζ 0 = 1 and φ is a function
Writing ψ = 1 − φ, we then have
Note that |∇f J | = 0, since f 1 is constant. So |∇f | 2 is dominated by |∇f 3 | 2 and
So we get
. Now for the integral over S (I) of |∇f 2 | 2 , by Lemma 6.1.1 of [24] , |J|. This leads that |ζ − η| ≥ π 2
|J|.
Hence
For M 3 , the proof is similarly and is so omitted.
The following conditions are equivalent:
where the supremum is taken over all arcs I ⊆ T;
Proof. We give the proof according the following order (3)⇒(2)⇒(1)⇒(3).
(3)⇒(2). Without loss of generality, assume that I is the interval (0, |I|) 
We have
where we used a fact that |∇f (z)
(2)⇒(1). Without loss of generality, we assume that I is a small subarc of T (say |I| ≤ 1/4) and assume that I = (a, b) ⊂ [0, 2π]. We get
is , e it ∈ I, then |e is − e it | ≤ |I|. We have
.
Let J = 3I and |I| < 1/3. Using Lemma 2 (for ζ 0 = 0), we only need to
It is easy to see that
At first, we estimate the term M 1 . Since
We next deal with the term M 2 . By the definition of BMO β (R n ), for any I, J ⊂ T with I ⊂ J and |J| ≤ 3|I|,
Since β > 1/2, we obtain
So (3.1) follows from (3.2), (3.3) and (3.4). The proof of this theorem is completed by Lemma 2.
Let C 1 (D) be the space of complex value functions which is continuously differentiable on D. Then we have the following corollary.
It is easy to see that |∇f 
Q β p (D) and Morrey spaces
In this section, we establish a relation between Q 
where the supremum is taken over all open subarcs I ⊂ T.
In [19] 
For the proof of the main result of this section, we need the following technical lemma which can be compared with Theorem 3 of [18] . For a fixed b > 1 and a measurable function ψ, define the linear operator T σ as
Proof. Given a subarc I ⊂ T and any positive integer n ≤ log 2 (1/|I|). We
Consider the operator
For z ∈ D, using Lemma 3.10 of [30] , we have
For n ≥ 0, the following inequality is well-known ( [9, p.232] ):
where w ∈ S (I) and z ∈ S (2 n+1 I)\S (2 n I). Note that
Using Hölder's inequality, we have
We get
where we used the fact that |ψ(z)
Carleson measure and σ > 2 − 2β. This completes the proof.
Remark 2.
If β = 1, the above lemma is Theorem 3 of [18] .
Let Γ be the gamma function and [ν] the smallest integer bigger than or equal to ν(ν > 0). For fixed b > 1, consider the fractional derivative, called
If ν is a positive integer, then ν-derivative is just the usual ν-th order derivative. But f (ν) depends on b if ν is not an integer (see, for example, [18] ).
The desired result follows from Lemma 4.
Combining this with Hölder's inequality yields
In fact, for λ > 0,
It is easy to check that
Let f (z) = Based on Theorem 2, we obtain the main result of this section. 
