This paper considers the VRP Problem with Soft Time-Windows (VRPSTW), a challenging routing problem due to its combination of hard time windows and a lexicographic objective function minimizing the number of vehicles, the violations of the soft time windows, and the total travel distance. The paper presents a multi-stage, variable neighborhood search algorithm for the VRPSTW, which uses the same very large-scale neighborhood (VLSN) for each of its three steps with different objective functions. Experimental results indicate that the multi-stage VLSN algorithm improves best-known solutions on 90% and 100% of the Type 1 and Type 3 instances respectively. Equally interesting is the fact that the multi-stage algorithm decreases the number of routes in 33% of the instances and the soft time-window violations in 92% of the remaining instances.
Introduction
This paper is concerned with Very Large-Scale Neighborhood (VLSN) search, a class of local-search algorithms whose neighborhoods contain an exponential number of neighbors. By considering neighborhoods of exponential size, VLSN search often produces local optima of higher quality than polynomialsized neighborhoods. These exponential neighborhoods are obtained by considering, as neighbors, configurations that can be reached by a set or sequence of atomic moves.
VLSN algorithms have been successfully applied to a variety of NP-Hard problems such as Vehicle Routing Problems [10, 17] , Capacitated Minimum Spanning Tree [4, 5] , exam timetabling [3, 1, 2] , quadratic assignment problem [9] , block-to-train assignment [15] . See [6] for a survey of the main applications and VLSN approaches. VLSN search algorithms behave very well on these applications because there are many constraints that are hard to satisfy. The ability to perform many moves at once enables the search algorithm to improve solutions even though the constraints are tight.
This paper studies the application of VLSNs to the Vehicle Routing Problem with Soft Time-Windows (VRPSTW), a routing problem featuring hard and soft constraints and a complex objective function. The VRPSTW aims at scheduling several customer visits among a set of vehicles. For each customer, a hard and a soft time-windows are given. Each customer has to be visited within his hard time-window, while there is a penalty cost incurred for each customer not visited within his soft time-window. When only hard time-windows are considered, VLSN algorithms performs well on this problem [17] . However, when the penalty of the soft time-windows is added, a direct implementation of the VLSN algorithm exhibited poor performance.
To remedy this limitation, this paper presents a multi-stage VLSN algorithm, which uses the same very large-scale neighborhood but with different objective functions for each of the stage: Vehicle reduction, minimization of the soft time-window violations, and travel distance minimization. Moreover, each stage uses a variable neighborhood search (VNS) [13] to consider small sequences of customers first in the VLSN. The stage objective are especially designed to optimize their respective heuristics, thus overcoming the drawbacks of a "naive" approach.
Experimental results indicate that the multi-stage VLSN algorithm improves best-known solutions on 90% and 100% of the Type 1 and Type 3 instances respectively, which are standard benchmarks S1-33-2 MIC 2011: The IX Metaheuristics International Conference for the VRPSTW. Equally interesting is the fact that the multi-stage algorithm decreases the number of routes in 33% of the instances and the soft time-window violations in 92% of the remaining instances.
The rest of this paper is organized as follows. Section 2 specifies the VRPSTW, including some delicate aspects of the time-window management. Section 3 gives a brief overview of basic concepts and introduces VLSN abstractly. Section 4 presents the VLSN neighborhood for the VRPSTW and Section 5 presents our multi-stage VLSN algorithm. Section 6 presents the experimental results.
Problem Definition
Consider a fleet of K identical vehicles: V ehicles = {v 1 , . . . , v K }. Each vehicle has a limited capacity Q. We also have a set of n customers Customers = {1, . . . , n} and a central depot D. For ease of notations, we identify the depot as K dummy sites: Depots = {n + 1, . . . , n + K}. The set Sites = Depots ∪ Customers identifies all the sites considered in this problem. The travel cost between sites i and j is denoted c ij . Each customer i has a specific demand q i .
A route r is a sequence of sites r 0 , . . . , r k such that r 1 , . . . , r k ∈ Customers and r 0 ∈ Depots. Such a route represents a tour that starts from the depot, visits a sequence of customers (all distinct), and returns to the depot. The customers served by a route r is denoted by cust(r) and |r| = |cust(r)|. The sites visited by a route r is denoted by sites(r). Given a route r = r 0 , r 1 , . . . , r k , we let the successor visit of visit r i be r i+1 . As a route represents a tour from and to the depot, the successor of visit r k is r 0 . We define the subsequent visits of r i as all the customers visited after r i : {r i+1 , . . . , r |r| }. A route r is consistent wrt the capacity constraint if i∈cust(r) q i ≤ Q.
A routing R is a collection of routes R = [r (1) , . . . , r (K) ] assigning a consistent route r (k) to each vehicle v k ∈ V ehicles and such that the routes represent a partition of the set of customers. As a customer i is contained in exactly one route in a routing R = [r (1) , . . . , r (K) ], we define the successor i + of visit i as the site visited right after i. A vehicle v k is used if its route contains at least one customer (|cust(r k )| > 0). We denote the number of used vehicles in a routing R by |R| and the total distance of R as dist(R) = i∈Sites c i,i + .
A time-window for customer i is an interval [e i ; l i ] where e i is the earliest service time and l i is the latest service time (e i < l i ). A time-window can be hard (the customer has to be served within his time-window) or soft (a unit penalty is incurred if the customer is not served within his time-window). There is a hard time-window [e 0 ; l 0 ] for the depot: It specifies the time horizon of the schedule. We are also given service duration d i representing the duration of the visit at customer i. The feasibility and the penalty of the soft time-windows constraints of a routing R depends on the service time s i which has to be assigned to each customer i. From the service times, we can derive the departure time of customer i:
Given a routing, because the vehicle must spend some time at visit i and must travel from this visit to its successor, the service times must satisfy the following constraints
Service times {s i |i ∈ Sites} are said consistent if they respect constraints (1)-(4).
Hard Time-windows The availability of a customer i is specified by the time-window [e i ; l i ]. A vehicle can arrive at a site i before e i but cannot wait more than w max minutes before serving customer i (it should arrive at i after e i − w max ). The value of w max is a parameter of the problem. For feasibility reasons, we assume that e i ≥ c 0,i for all i ∈ Customers. Given a routing R, the problem is to assign consistent service times s i for each customer i such that
Constraints (6) states that the vehicle does not have to wait more than w max before serving a customer. A route r is consistent wrt the hard time-windows iff there exist consistent service times for all i ∈ cust(r) respecting constraints (5) and (6) . A routing is consistent wrt the hard time-windows if all its route are consistent wrt this constraint. Given a consistent routing R, the customers visited after customer i determine an earliest delivery time y i for i: If the vehicle serves i before y i then it must wait more than w max minutes at one point in the route. These visits also determine a latest delivery time z i for customer i: If the vehicle serves i later than z i , then it is impossible to serve all the subsequent visits before their latest service times l i . The earliest and latest delivery time are defined recursively as follows:
∀i ∈ Customers (7)
Notice that e i ≤ y i ≤ z i ≤ l i . Thus serving a customer i in the interval [y i , z i ] implies that its hard time-window is respected.
allows to serve the subsequent customers i of r k within their hard time-windows:
{s r k , . . . , s r K } are valid wrt the hard time-windows constraint Corollary 1. Given a route r = r 0 , . . . , r K ,
• r is consistent wrt the hard time-windows constraint if and only if y r 0 ≤ z r 0 and
• the following method determines consistent service times {s i |i ∈ cust(r)} wrt the hard timewindows: 1) select a service time s r 1 ∈ [y r 1 ; z r 1 ], and then 2) select service times s k+1 successively for k = 1, . . . , K − 1 in the interval
Soft time-windows We are also given preferences for each customer about the time they would like to be served. These preferences are specified by soft time-windows [e * i ;
. Given a routing, we define the latest preferred delivery time z * i as the latest time a vehicle can serve site i in order to be able to serve the subsequent visits of i within their preferred time-windows. We also define the earliest preferred delivery time y * i . The definitions of z * i and y * i are similar to the definitions (7) and (8) .
Given a routing R and service times S = [s i |i ∈ Sites], the violation of the soft time-windows is defined as the number of customers who are not served within their soft time-windows:
Notice that setting a service time s i / ∈ [y * i ; z * i ] will induce at least one unit of penalty for subsequent visits of i.
The VRPSTW calls for a routing consistent wrt the capacity and hard time-windows constraints, and minimizing the lexicographical objective f (R, S) = |R|, V iolStw(R, S), i∈Sites c i,i + .
Preliminaries
Combinatorial Optimization Problems We use the following notations: let X = [X 1 , X 2 , . . . , X n ] be a set of n variables which take their values in their domain D. We define an assignment as a function σ : X → D that assigns a value to each variable. We denote the set of all possible assignments as Λ. A constraint is a function C : Λ → N giving the violation of a given assignment. A solution wrt constraint C is an assignment σ such that C(σ) = 0. An objective is a function f : Λ → Z giving the evaluation of the quality of a given assignment. Finally, we define a combinatorial optimization problem (COP) as the tuple P = f, C, X , D . Solving a COP requires finding a solution wrt constraint C minimizing f .
Local Moves Local search algorithms are defined in terms of moves that modify an existing assignment. A move is thus a function m : Λ → Λ. The set of possible moves is problem-dependent and is denoted M. Computing the differentiation of a given move on the constraint and objective function is a central operation in local search. In this paper, we use ∆ C (m, σ) and ∆ f (m, σ) to denote the changes induced by performing the move m on the violation of constraint C and on the value of objective f given the current assignment σ for the decision variables. These values are defined as follows:
Very Large-Scale Neighborhoods Very Large-Scale Neighborhood (VLSN) considers a constant set M of atomic moves and, at each iteration, selects and apply a sequence M ⊆ M of moves. As there is an exponential number of such sequences M ⊆ M, there are exponentially many neighbors. To select a sequence of moves M respecting the constraint C, it is important to view C as the conjunction of two constraints C = C 1 ∧ C 2 . The constraint C 1 is a structural constraint, such as a partition or permutation constraint, and C 2 is the conjunction of all other side-constraints of the problem. C 1 is typically violated by simple local moves but the VLSN definition ensures that it is preserved by the selected sequence. Thus, our VLSN algorithms only consider the moves respecting C 2 , i.e., the moves M = {m ∈ M|C 2 (m(σ)) = 0}, and select a sequence M ⊆ M whose impact on the current solution is such that (1) the structural constraint C 1 is respected, and (2) the objective function f is minimized.
is a sequence of moves in M. We also define the differentiation of a sequence of moves:
Improvement Graphs An improvement graph is an encoding of the neighborhood where atomic moves are edges. Moreover, a color is assigned to each node such that any color-disjoint cycle in the improvement graph represents a sequence of move which, when applied, satisfies the structural constraint C 1 . More formally, an improvement graph is a weighted colored label graph G(σ) = (V, E, w, η, ϕ), where V is the set of nodes, E the set of edges, w ij is the weight of the edge (i, j), ϕ : V → N is a function assigning a color to each node and η : E → M is a function assigning a move to each edge. The neighborhood, introduced in [18] , can then be defined as
where η(C) = {η((i, j))|(i, j) ∈ C}. Given a constraint C 1 , an improvement graph G is cycle-consistent wrt C 1 if the violations of C 1 are not affected by applying the moves of any color-disjoint cycle, i.e., ∀C ∈ G : C 1 (η(C)(σ)) = C 1 (σ). A cycle-consistent improvement graph for the VRPSTW is presented in the next section. An algorithm to compute color-disjoint cycles in graphs was presented in [18] : It builds a shortest-path tree rooted at a start node s ∈ V and ensure, as best as possible, that all the nodes of any path in this tree are color-disjoint. In order to obtain better solutions, this algorithm is repeated for different start nodes.
A VLSN Neighborhood for the VRPSTW
The VRP with hard and soft time-windows is modeled as the problem P V RP = f, C V RP + C 2 , X , D , where f is the objective function, C V RP is the structural constraint (whether the variables represent a routing), and C 2 captures the hard constraints to be respected by all routings.
Variables Let n be the number of customers to visit and K the number of available vehicles. We represent the depot by K dummy visits ranging from n + 1 to n + K. A routing is a collection of K variables X = [S 1 , . . . , S K ] representing sequences. The domain D of these variables is the set of all possible sequences on the elements 1 to n + K. The number of elements in a sequence S is denoted |S|. For all i such that 1 ≤ i < |S|, we denote S[i] the element at the i th position in the sequence S. The values y i , z i , z * i are derived from the routing and are not decision variables. We will show that service times s i can also be derived from the routing automatically.
Structural Constraint In order for an assignment σ to represent a consistent routing, we enforce that (a) the first visit of any vehicle k is the dummy visit n + k representing the depot, and (b) the sequences represent a partition of the visits 1 to n + K . Hard constraints The hard constraint C 2 for the vehicle routing problem with hard/soft time-windows is C 2 = C capa + C Htw where C Htw and C capa are the hard time-windows and capacity constraints respectively. The violations of these constraints are defined respectively
Objectives The objective function for this problem is f V RP (σ) = card(σ), C Stw (σ), dist(σ) where card is the function counting the number of vehicle used, C Stw is the violation of the soft time-windows and dist is the function giving the total distance of a routing. We define card(σ) = |{S k ∈ X | |σ(S k )| > 1}| and dist(σ) = n+k i=1 c i,i + . To define the violations of the soft time-windows in a routing, we must define the service time s i of customers. Our model serves customers as soon as possible while trying to minimize the violations of the soft time-windows constraint. Corollary 1 specifies that the soonest a customer i can be served is at time max(y i ,
Preferably, customer i should be served at time y * i . However, if z * i ≤ y * i , at least one subsequent customer of i would be served outside his preferred time-window (it is impossible to achieve a zero-violation for the soft time-windows constraint). So, it is desirable to serve i at time z * i ; the preferred time-window of customer i will be violated, but maybe the preferred time-windows of all subsequent customers of i will be satisfied. So the preferred service time would be min(y * i , z * i ). This preferred service time and the hard time-windows leads to the following definition of service times
The violation of the soft time-windows then becomes
Neighborhoods The VLSNs in this paper are defined in terms of three moves. Let S 1 = S 2 be two sequences, i ∈ S 1 , j ∈ S 2 and S 1 [i; m], S 2 [j; n] be two consistent subsequences. The moves are defined as follows: insert(S 1 , i, m, S 2 , j) inserts the subsequence S 1 [i; m] in S 2 right after j, remove(S 2 , j, n) removes the subsequence S 2 [j, n] from S 2 and replace(S 1 , i, m, S 2 , j, n, r) inserts S 1 [i; m] in S 2 at position r and then removes S 2 [j; n] from S 2 (with r ≤ rank(S 2 , j) or r ≥ rank(S 2 , j)+n). Moreover, our VLSNs do not consider all insert and replace moves but only those minimizing the impact on the objective f , i.e., insert(S 1 , i, m, S 2 , f ) ≡ insert(S 1 , i, m, S 2 , j) for the position j which minimizes ∆ f (insert(S 1 , i, m, S 2 , j), σ) and replace(S 1 , i, m, S 2 , j, n, f ) ≡ replace(S 1 , i, m, S 2 , j, n, r) for the rank r that minimizes ∆ f (replace(S 1 , i, m, S 2 , j, n, r), σ).
We are now in position to define an improvement graph for the VRPSTW that is cycle-consistent with the structural constraint C V RP . The improvement graph is parametrized by an objective f and a parameter L specifying the length of the sequences considered by the moves. Definition 1. Given an assignment σ, the improvement graph IG(f, L)(σ) = (V = V 1 ∪ V 2 , E, w, η, ϕ) is defined as follows:
Any color-disjoint cycle in this graph corresponds to moves whose application respects the structural vehicle routing constraint.
Proposition 2. The improvement graph IG(f, L)(σ) is cycle-consistent wrt the Vehicle Routing structure for any objective function f and any value of L.
An example of such improvement graph is illustrated in Example 1. The nodes represent either consistent subsequences S k [i; m] of the current routing or entire routes. The moves insert, remove and replace are represented by edges. Since the improvement graph is parametrized by f and L, it is possible to define a variety of neighborhoods of the form V LSN cycle (IG(f, L)(σ)) for specific objective function f and value of L. This feature is critical to our multi-stage algorithm for the VRPSTW.
A Multi-Stage, Variable Neighborhood Algorithm for the VRPSTW
This section describes a multi-stage, variable neighborhood search algorithm exploiting the parametrized VLSN neighborhood to minimize the lexicographical objective card, C Stw , dist . Multi-stage algorithms have become very successful in VRP problems (see, for instance, [8] , as they adapt the search to the various parts of the objective). The overall structure of our algorithm is presented in Figure 1 . Lines 1 to 8 reduce the number of vehicles, Line 10 minimizes the violations of the soft time windows, while Line 11 minimizes the overall distance. Each stage uses the VLSN neighborhood presented earlier with a different objective function.
Example 1 Example of Improvement Graph.
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Let n = 7, σ such that σ( [10, 6, 7] . The routing described by σ is illustrated on the left. The improvement graph IG(dist, 2)(σ) = V, E, η, w, ϕ is illustrated in the middle, where dist is the function of the overall distance of a routing. For sake of clarity, only the set of nodes V and three edges are represented. Each node is colored in function of the route it is in. The edge ((2, 2), (4, 1)) corresponds to the move replace(S 1 , 2, 2, S 2 , 4, 1, dist). Similarly η (((4, 1) , S 3 )) = insert(S 2 , 4, 1, S 3 , dist) and η((S 3 , (2, 2))) = remove(S 1 , 2, 2). The three nodes of this cycle are color-disjoint and the routing obtained (illustrated on the right) respects the structural constraint C V RP . Notice that visit 4 is inserted right before visit 6 because this position minimizes dist. Vehicle Reduction To reduce the number of vehicles, the algorithm selects a vehicle and moves its visits one at a time. This process is repeated until no more vehicle can be emptied. To guide this VLSN search, the algorithm uses a lexicographic function with three elements as in [8] . In particular, given a vehicle k, we define the minimal delay of visit i ∈ S k (k = k ) as the minimal violation of the hard time-windows constraint incurred by the insertion of visit i into vehicle k
We also define the total minimum delay wrt visit i by mdl i (σ) = K k=1 h(mdl k,i ) where h is a function favoring small values 1 . We also use the binary ejection of visit i ∈ σ(S k ) that favors solutions with i being moved to a different vehicle: rm i (σ) = i ∈ σ(S k ). The resulting objective function for this step then becomes card, rm i , mdl i . Note that because it aims at removing visit i from vehicle S k , the algorithm freezes all the other visits of this vehicle. The VLSN search stops as soon as visit i has been moved to another vehicle.
Reducing the Soft Time-Windows Violations To reduce the soft time-windows violations, the algorithm applies a first-improvement search over the neighborhood V LSN ( card, C Stw , L max ). Distance Reduction The overall distance is minimized by a best-improvement search over the neighborhood V LSN ( card, α C Stw + dist , L max ). Experimental results indicated that it was best to relax the soft time windows and penalize them in the objective function, instead of enforcing their best value found in the second step.
Variable Neighborhood Search In each of the stage, our search algorithm is augmented with a Variable Neighborhood Search (VNS) [13] . Since the size of the neighborhood V LSN cycle (IG(f, L)(σ)) increases with increasing L, the VNS starts with L = 1 and increments L when no improving cycles exists. As soon as an improving cycle is found, L is reset to 1. The search stops if no neighbor has been found with L ≤ L max .
Inner-Route Optimization Before each VLSN search, the multi-stage algorithm also performs an inner-route optimization using a reverse move which, given a sequence S and two positions i and j, reverses the subsequence from i to j. This inner-route optimization is performed greedily until no improvement is possible.
Experimental Analysis
Benchmarks This section reports the results of our approach and compare them to other solution methods on several well-known benchmarks. These benchmarks were proposed by [7] and are variations of the Solomon instances (with 100 customers). For these instances, a time-window [a i , b i ] is specified for each customer i. The depot is also constrained by the time-window [a 0 , b 0 ]. Different definitions of the hard and soft time-windows have been investigated in the litterature. They were classified into six types in [12] . Our algorithm handles all these different definitions. From [12] , types 1 and 3 are the the most studied and we focus on these types for space reasons. To our knowledge, Types 1 and 3 have been investigated in [16, 12, 11] . Type 1 instances has been first introduced in [16] . A vehicle can arrive early at a customer i but cannot serve him before his earliest service time (e i = e * i = a i ). However, the vehicle can serve the customer later, with a penalty linear to the delay (l * i = b i ). There is no hard latest service time for the customers (l i = ∞) but, for the depot, the time-window [a 0 , b 0 ] is hard. The type 3 instances were introduced in [7] . The time-window is considered as soft (e * i = a i and l * i = b i ). There is also a hard time-window for each customer i, requiring that each customer has to be served within a certain percentage p max of the total route duration D = b 0 − a 0 : e i = a i − D pmax 100 and l i = b i + D pmax 100 . Moreover, a vehicle is allowed to arrive earlier than e i at a customer i but cannot wait more than w max before serving the customer. The parameter w max is also expressed as a percentage of the total route duration D: w max = D W 100 . Typical values of p max and W are 0, 5 or 10.
Experimental Results
The results are depicted in Table 1 and 2. The multi-stage algorithm was implemented in COMET [14] . The experiments were run on Intel Q6600 2,4GHz. We used a time limit of 250 seconds to reduce the number of vehicles and performed 200 iterations to reduce the violations of the soft time-windows constraint. We set L max = 2 as our preliminary experiments revealed this value achieved the best results. We compare the best solution obtained among 10 runs of our algorithm to the best published solutions from [16, 12, 11] .
For type 1 instances (Table 1) , the multi-stage algorithm found the best number of vehicles for all instances and achieved to decrease the number of vehicles for 9 instances. The multi-stage algorithms also found lower time-windows violations for 18 of the 20 instances. For Type 3 instances (Table 2) , the multi-stage algorithm found significantly better solutions for all instances and decreased the number of vehicles on 4 instances.
These results indicate that our multi-stage algorithm provides significant improvements over the state-of-the-art, both in vehicle reduction and in minimizing the violations of the soft-constraints. For type 1 and type 3 respectively, it produces vehicle reductions in 45% and 25% of the instances and reduces the soft time-windows violations in 90% and 100% of the instances.
