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a b s t r a c t
In thisworkwe consider the Lovász and SchrijverN+-rank (Lovász and Schrijver, 1991) [12]
of set covering polytopes. In particular, we prove that given any positive integer number k
there is a 0, 1 matrix for which the N+-rank of its set covering polyhedron and the N+-rank
of the set covering polyhedron of its blocker differ by at least k. This shows the contrast
between the behavior of the N+ procedure and the disjunctive procedure observed in
Aguilera et al. (2002) [2].
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Given a m× n 0, 1-matrixM without dominating rows and zero columns, a cover ofM is a vector x ∈ {0, 1}n satisfying
Mx ≥ 1, where 1 is a vector of all ones. Similarly, a packing is a vector x ∈ {0, 1}n satisfyingMx ≤ 1. The 0, 1-matrix whose
rows are theminimal covers ofM is called the blocker ofM , denoted by b(M), and it holds that b(b(M)) = M . The 0, 1-matrix
whose rows are the maximal packings ofM is called the antiblocker ofM , denoted by a(M). When a(a(M)) = M the matrix
M is called conformal. It is known that conformal matrices are clique-node matrices of graphs. See [5,13] for further details.
Let 0 and 1 denote the vectors whose components are all zeros or all ones (not always of the same dimension),
respectively.
Clearly, covers and packings of M are the integer points in Q (M) = {x ∈ Rn+ : Mx ≥ 1; x ≤ 1} and P(M) = {x ∈ Rn+ :
Mx ≤ 1}, respectively. The convex hull of all the covers ofM is called the covering polyhedron and it is denoted by Q ∗(M).
Similarly, the convex hull of the packings of M is the packing polyhedron, P∗(M). If Q (M) = Q ∗(M), the matrix M is ideal
and if P(M) = P∗(M),M is perfect.
It is known (see [9]) that Q (M) = Q ∗(M) if and only if Q (b(M)) = Q ∗(b(M)). Also, ifM is a conformal matrix, P(M) =
P∗(M) if and only if P(a(M)) = P∗(a(M)); see [4]. Now, provided that Q ∗(M) ( Q (M) and we have some way to measure
how far M is from being ideal, it sounds natural to ask, according to the same measure, how far b(M) is from being ideal.
The same question can be formulated for imperfect matrices and the corresponding imperfect antiblockers.
Starting from a convex polyhedron S ⊆ [0, 1]n, the sequential tightening procedures N and N+ defined in [12] and
the disjunctive procedure defined in [3] reach the convex hull of integer solutions in S in at most n steps. This allows the
definition of the rank of S according to the tightening procedure considered. Then, any of the lift-and-project ranks of Q (M)
(or P(M)) can be viewed as a measure of nonidealness (or imperfection) of the matrixM .
Along this line of reasoning the results in [1,2] show that under the disjunctive rank a matrix becomes as nonideal as
its blocker and a conformal matrix is as imperfect as its antiblocker. These results can be viewed as the generalization of
Lehman’s Theorem in [9] and Lovász’s Theorem in [11], respectively.
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Nevertheless, not all the lift-and-project operators behave in the same way over relaxations of the set packing and set
covering polyhedron. If r+(P(M)) denotes the N+-rank of P(M), it holds that:
Theorem 1.1 ([8]). For every k ∈ N there exists a conformal matrix M such that |r+(P(M))− r+(P(a(M)))| ≥ k.
However there is no similar result concerning the N+-operator over covering polyhedra. In this work we address
ourselves to this issue and prove that:
Theorem 1.2. For every k ∈ N there exists a 0, 1-matrix M such that |r+(Q (M))− r+(Q (b(M)))| ≥ k.
2. The main result
Throughout this work we consider the lift-and-project operators N and N+. Nevertheless, since we are dealing with
convex sets in [0, 1]n instead of cones, we restate the definitions in the following way (cf. [1,10]).
Definition 2.1. Given a convex S ⊆ [0, 1]n, the procedures N and N+ are defined recursively as follows:
1. N0(S) = S. For r ≥ 1, a point x ∈ S belongs to N r(S) if there exists an n× n symmetric matrix Y such that diag(Y ) = x
and for every i = 1, . . . , n such that xi ∉ {0, 1}, it holds that
1
xi
Yei ∈ N r−1(S) and 11− xi (x− Yei) ∈ N
r−1(S).
Moreover, Yei = 0whenever xi = 0 and Yei = xwhenever xi = 1.
2. N0+(S) = S. For r ≥ 1, a point x belongs to N r+(S) if there is a matrix Y satisfying the conditions in (1) such that Y − xxT
is a positive semidefinite (PSD) matrix.
In the following theorem we rewrite some results on the N+ operator that appeared in [12] in the way that they will be
used in this work.
Theorem 2.2. The following statements hold:
1. If S ⊆ [0, 1]n+m is a convex set, then {x ∈ Rn : (x, 0) ∈ N+(S)} = N+({x ∈ Rn : (x, 0) ∈ S}).
2. If Q (M) ∩ {x ∈ Rn : xi = 0} is an integer polyhedron for every i = 1, . . . , n, then N+(Q (M)) = Q ∗(M).
Let T : Rn → Rn be such that T (v1, . . . , vn) = (vn, v1, . . . , vn−1). The matrix circ(u) is the n× nmatrix whose first row
is T 0(u) = u and whose jth row is given by T j−1(u), for every j ≥ 2. Let 1 ≤ k ≤ n − 1; if vk ∈ {0, 1}n such that vki = 1 if
and only if i ∈ {1, . . . , k}, circ(vk) is denoted by Ckn .
Given i, j ∈ {1, . . . , n}we denote by i⊕ j the following:
i⊕ j =

i+ j if 1 ≤ i+ j ≤ n,
i+ j− n if n+ 1 ≤ i+ j ≤ 2n. (2.1)
The proof of Theorem 1.2 is based on the behavior of the N+ operator on the set covering polyhedron on {0, 1}-circulant
matrices.
In the following lemma we have summarized some results on circulant matrices Ckn :
Lemma 2.3 ([6]). The following statements hold:
1. The inequality 1x ≥  nk is valid for Q ∗(Ckn).
2. For every i = 1 . . . , n,Q (Ckn) ∩ {x ∈ Rn : xi = 1} is an integer polyhedron. Equivalently, Q (b(Ckn)) ∩ {x ∈ Rn : xi = 0} is an
integer polyhedron, for every i = 1 . . . , n.
3. Let n = 2k+ 1 and consider the sets U i1 = {i, i⊕ k} and U i2 = {i, i⊕ (k+ 1)}, for every i = 1, . . . , n. Let zj be the projection
of x ∈ Q (Ckn) ∩ {x ∈ Rn : xi = 0 for i ∈ U ij } onto Rn−2, for j = 1, 2. Then zj ∈ Q (Ck−1n−2), for j = 1, 2.
Therefore, using the results in Lemma 2.3(2) and Theorem 2.2(1), we have:
Lemma 2.4. For every circulant matrix Ckn , r+(Q (b(Ckn))) ≤ 1.
Now, Theorem 1.2 will be a direct consequence of the following:
Theorem 2.5. For any k ≥ 2, r+(Q (Ck2k+1)) ≥ k− 1.
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Proof. Let k ≥ 2 and consider xk = αk1 ∈ R2k+1, where
αk =

1
2
if k = 2,
αk−1(2k− 1)
αk−1(2k− 1)+ 2(k− 1) if k ≥ 3.
By induction on k, we have that xk ∈ Q (Ck2k+1) and
1xk <

2k+ 1
k

.
Therefore, from Lemma 2.3(1), it follows that xk ∈ Q (Ck2k+1) \ Q ∗(Ck2k+1).
Let us show that xk ∈ Nk−2+ (Q (Ck2k+1)). This is clear for k = 2.
For any k ≥ 3, assume that xk−1 ∈ Nk−3+ (Q (Ck−12(k−1)+1)) and consider the (2k+1)× (2k+1)matrix Y k defined as follows:
Y kij =

αk if i = j,
kαk
2k− 1 if j = i⊕ k, i⊕ (k+ 1),
αk
2k− 1 otherwise
where⊕ is defined as in (2.1) considering n = 2k+ 1.
It is easy to see that Y k is a symmetric matrix and that diag(Y k) = xk.
Claim 1. 1
αk
Y kei ∈ Nk−3+ (Q (Ck2k+1)).
Observe that 1
αk
Y kei ∈ Q (Ck2k+1) ∩ {x ∈ R2k+1 : xi = 1}. According to Lemma 2.3(2), Q (Ck2k+1) ∩ {x ∈ R2k+1 : xi = 1} is
an integer polyhedron for every i = 1, . . . , 2k+ 1 and then
1
αk
Y kei ∈ Q ∗(Ck2k+1) ⊂ Nk−3+ (Q (Ck2k+1)).
Thus, Claim 1 holds.
Claim 2. 1
1−αk (x
k − Y kei) ∈ Nk−3+ (Q (Ck2k+1)).
Letw1, w2 ∈ R2k+1 be defined as follows:
w1j =

xk−1j if j ∉ U i1,
0 if j ∈ U i1,
and
w2j =

xk−1j if j ∉ U i2,
0 if j ∈ U i2
where U i1 and U
i
2 are the subsets defined in Lemma 2.3(3).
It is straightforward to check that 1
1−αk (x
k − Y kei) = 12w1 + 12w2.
From the induction hypothesis, xk−1 ∈ Nk−3+ (Q (Ck−12(k−1)+1)). Then, by Theorem 2.2(1) and Lemma 2.3(3), w1, w2 ∈ Nk−3+
(Q (Ck2k+1)) and Claim 2 is proved.
Therefore, after Claims 1 and 2, xk ∈ N(Nk−3+ (Q (Ck2k+1))).
Let us now show that Y k − xk(xk)T is PSD. Observe that Y k − xk(xk)T = αk

1
αk
Y k − αkE

where E is the n × n matrix
with all entries at value 1. Moreover, 1
αk
Y k − αkE = circ(z) if z = 1
αk
Y ke1 − αk1.
Then, in order to prove that Y k − xk(xk)T is PSD we show that the eigenvalues of circ(z) are non-negative. It is known
that, if ϵj is the jth 2k+ 1st root of unity, for j = 0, . . . , 2k, then the eigenvalues of circ(z) are
λj = 1− αk +

1
2k− 1 − α
k
 k−
i=2
ϵ i−1j +

1
2k− 1 − α
k
 2k+1−
i=k+3
ϵ i−1j +

k
2k− 1 − α
k

(ϵkj + ϵk+1j )
for j = 0, . . . , 2k (see, for example, [7]).
Using basic algebra, we obtain that λj = k−12k−1 (ϵkj + ϵk+1j + 2) > 0, for every j = 0, . . . , 2k. 
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