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Abstract 
The theory of mass assignments allows reasoning using proba-
bility families that are either imprecise, incomplete or both. The 
majority of previous work has been with mass assignments defined 
upon arbitrary domains. This Thesis concentrates on a neglected 
specialisation of mass assignments, the truth-space mass assignments 
defined upon the power set of Booleans. 
The semantics of truth-space mass assignments and their oper-
ators are described, both in relation to general mass assignments 
and also with other methods of imprecise and incomplete reasoning. 
New operators are defined for truth-space mass assignments that 
allow them to be reasoned with in new ways consistent with other 
logic systems. Alterations are made to existing operators to allow 
them to act in a more intuitive way. 
Using the new and altered operators this Thesis allows mass as-
signment theory to act as a many-valued logic handling imprecise 
and incomplete truths. This opens up many new topics of research 
and potential for applying the method to solve problems in a new 
way. 
Keywords: Artificial Intelligence, Logic, Many-valued logic, Mass 
assignment theory, Imprecise knowledge, Inconsistency, Probability. 
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Chapter 1 
Introduction to the Thesis 
1.1 Logic Systems 
There are many systems of logic, they are all concerned with the 
process of inference. It is the process of constructing new assertions 
from existing ones according to some formal rules. Traditionally logic 
has been part of philosophy. However, since the mid-19th Century 
logic has also been studied as part of mathematics. 
The field of logic is extremely large ranging from discussion about 
'what is true?' and causality to incorrect forms of argumentation 
(fallacies) and paradoxes. The ancient Greek philosophers high-
lighted many of these paradoxes in the third century BC. However, 
even after the formalisation of two-valued logic by George Boole in 
the 1850s [13, 14] these paradoxes still made reasoning about many 
common situations difficult. The main problem was that early logic 
systems required complete and consistent knowledge about the sit-
uation. 
The first many-valued logic was developed by Lukasiewicz in the 
early 1920s to address some of these paradoxes [36, 37, 39]. Since 
then numerous other many-valued logic systems have been proposed, 
see Rescher [47] and Hiinle [27] for surveys of many-valued logics. 
1 
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They attempt to provide reasoning systems that can handle situa-
tions difficult for classical two-valued logic. These situations range 
from the inherent vagueness of human concepts to imprecision and 
inconsistency found when collecting information. 
One of these many-valued logic systems is that of Belnap's :rOU:R 
[11, 12]. Previous work has shown that this logic is an extension of 
Kleene's three-valued logic [32], which in turn is an extension of 
classical propositional logic. Consequently it provides a powerful 
method of logical reasoning that can handle inconsistent statements 
and statements for which the truth is not known. 
There is one major shortcoming of :rOU:R and that is its inability 
to represent partial information and vague concepts. One method 
that can handle these concepts is mass assignment theory developed 
by Baldwin [8, 9, 10] in 1991. The basic concept of mass assign-
ment theory involves assigning probability mass to sets of possible 
events from a particular universe of discourse. This is similar to 
the Dempster-Shafer theory of evidence [18, 53] with the most ob-
vious difference being that probability mass can be associated with 
the empty set, denoting inconsistency. There are other differences 
detailed in Chapter 3. 
1.2 Motivation of the Thesis 
This Thesis looks in detail at a previously ignored subset of mass 
assignment theory. This is the set of mass assignments based upon 
the Boolean values true and false. In subsequent chapters this Thesis 
defines the semantics of the universe of discourse on which these mass 
assignments are defined (called truth-space). Chapter 4 shows that 
truth-space shares several similarities with :rOU:R but also has some 
important differences. 
The main reason to look at truth-space mass assignments is be-
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cause they allow the knowledge they contain to be manipulated in 
ways unavailable to normal mass assignments. Current mass assign-
ment operators allow mass assignments to be combined in a way 
similar to fuzzy logic's intersection and union. The new operators 
defined in this Thesis extend the set of operators available for com-
bining truth mass assignments to include operators similar to logical 
conjunction and disjunction. 
Through considering the semantics of truth-MAs, parallels are 
drawn to other reasoning systems, not only mass assignment theory 
which it is a part of and Belnap's :f<9U:R, but also Boolean logic, 
probabilistic logic, Kleene's three-valued logic, and interval logic. 
The semantics of truth-MAs and the newly operators defined 
allows Belnap's :f<9U:R to be improved with greater flexibility in 
defining degrees of certainty and consistency. It also extends mass 
assignment theory to allow reasoning in a way consistent with exist-
ing many-valued logic systems. 
Aims and Objectives 
This thesis aims to do four main things: 
1. Define the semantics of the domain that truth-space mass as-
signments are based upon. 
2. Define the semantics of the truth-space mass assignment lat-
tices. This will create a formal algebra for truth-space mass 
assignments. 
3. Examine existing mass assignment operators with a greater fo-
cus on the consequences of using incomplete mass assignments. 
4. Explore the consequences of using different versions of mass 
assignment operators. 
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These aims will allow a deeper understanding of truth-space mass 
assignments and mass assignment operators in general. Linking the 
insights gained in this thesis to existing logic systems should allow 
mass assignment theory and truth-space mass assignments to be used 
in developing a consistent and flexible reasoning system for imprecise 
and uncertain logic. 
1.3 Overview of the Thesis 
The remainder of this chapter gives an overview of the rest of the 
thesis and how it is broken-down into topics. 
Chapter 2: Logic Systems and Imprecise and 
Uncertain Logic 
As mentioned before there are numerous logic systems and in partic-
ular there are many which attempt to handle imprecise and uncertain 
statements. This chapter presents the major works on imprecise and 
uncertain logic that have influenced this thesis. 
First, problems with bivalent logic are discussed. These were 
originally highlighted (albeit in an informal way) by Aristotle and 
his contemporary Eubulides of Miletus. Next classical Boolean logic 
is detailed, the mathematical formalisation of a bivalent logic used 
as the basis of logic circuits. Then various imprecise and uncertain 
logic are discussed, in particular Belnap's four-valued logic, which is 
one of the bases for the work presented in this Thesis. 
Chapter 3: Mass Assignment Theory 
The theory of mass assignments is described in this chapter. As 
implied by the title of the Thesis it is concerned with using the 
theory of mass assignments to represent imprecise and uncertain 
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logics. This chapter presents the theory as it is currently described 
in the literature. In addition, it attempts to clarify those parts of 
the theory that are unclear. 
Chapter 4: Truth-Space 
Using Belnap's four-valued logic as an inspiration this chapter de-
fines and explores truth-space, the power set of the Boolean values 
(2{T,.L}). Despite similarities between the representation of truth-
space and Belnap's :fCJU:R there are distinct differences in internal 
semantics. These differences are explained and two lattices are de-
fined that place truth and knowledge partial orderings on the ele-
ments of truth-space in a similar way to :fCJU:R. These orderings are 
then used in later chapters to provide operators for mass assignments 
based upon truth-space. 
Chapter 5: Truth-Space Mass Assignments 
Truth-space defined in the previous chapter is used to develop truth-
space mass assignments. The basic logic operators of conjunction 
and disjunction are defined to ensure they have well-formed seman-
tics. These combined with already existing mass assignment opera-
tors allow the mass assignments based on truth-space to be combined 
in many new ways. Truth-space mass assignments and their oper-
ators form the bulk of the work comprising this Thesis and later 
chapters expand on the ideas presented here and explore the conse-
quences. 
Chapter 6: Understanding MA Operators 
Many mass assignment operators, as presented by Baldwin et al [8, 
10], have two main forms. Interval operators which return an upper 
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and lower probability bound that describes the range of uncertainty 
about the probability of the truth of a result and a point-value oper-
ator that makes assumptions to reduce the interval to a single prob-
ability value. The two types of operator are presented in different 
formats making comparison difficult. 
This chapter changes the representation of point-value operators 
to a tableau form similar to that used for interval operators. This 
allows the various differences present between the types of operators 
to be highlighted and discussed in isolation from each other. 
Chapter 7: Semantic Unification and 
Inconsistency 
Semantic unification is the operator that moves knowledge from 
mass assignments based on arbitrary domains onto truth-space. This 
chapter develops the current semantic unification operator in several 
ways. 
It assumes that instead of mapping onto an interval or point-
value probability (as it does classically) it instead maps onto a truth-
space mass assignment (which can represent interval or point-value 
probabilities if so desired). It also alters the semantic unification 
equation to ensure it preserves inconsistency when required so that 
it works in an intuitive way. 
Chapter 8 - Limits of Truth-Space Mass 
Assignment Operators 
The current literature on mass assignment operators mentions that 
each operator can produce a variety of results. Despite this the ma-
jority of applications using mass assignment theory are implemented 
using only one version (the multiplicative). This chapter shows that 
CHAPTER 1. INTRODUCTION TO THE THESIS 7 
there are extreme results for mass assignments operators that de-
scribe the most true, most false, most uncertain, and most certain 
possible results. Together these extreme points describe an envelope 
of possible results. The focus of this chapter is on the limits of truth-
space operators. The concept can be expanded to mass assignments 
based upon any domain although the semantics become less clear. 
Chapter 9: Conclusion 
This final chapter presents the main contributions of the Thesis by 
highlighting the main additions and alterations to mass assignment 
theory. Finally it proposes future avenues of research created by the 
Thesis. 
Chapter 2 
Logic Systems and 
Imprecise and Uncertain 
Logic 
2.1 Introduction 
Logic as a field of study is an old one. Originally it was the sole 
purview of philosophy. The ancient Greeks first looked at logic as 
a way of arguing consistently, with one of the major proponents 
of logic being Aristotle. The formulation of logic into a subset of 
mathematics did not take place until George Boole [13, 141 in the 
mid 19th century. Several paradoxes have been proposed through-
out history that highlight limitations of classical two-valued (biva-
lent) logic. These paradoxes tend to show that bivalent logic cannot 
handle incomplete or imprecise knowledge very well. Various logic 
systems have been proposed that attempt to deal with these limita-
tions the first being Lukasiewicz logic [39], the most famous being 
Zadeh's fuzzy logic [581. 
This chapter looks at two-valued logic and highlights its limita-
tions. In particular it examines those limitations due to the insis-
8 
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tence that statements must be either true or false. Next it describes 
the first multi-valued logic. It was concieved by Jan Lukasiewicz 
in 1917 [37] as a way of handling the unknown truth of statements 
about the future. 
The chapter moves on to look at Belnap's four-valued logic [11, 
12] which takes a different view than Lukasiewicz logic as to what the 
various intermediate logic values mean. Of particular interest in this 
section is the presentation of bilattices, a mathematical structure 
created by Ginsberg [25], which is used to describe Belnap's four-
valued logic and other systems derived from it. 
Next this Thesis presents Fuzzy Sets and Fuzzy Logic. This 
branch of logic introduced by Lotfi Zadeh allows the representation of 
vague and imprecise information and provides a system of reasoning 
that can handle such information. 
Finally this chapter introduces the Dempster-Shafer theory of 
evidence [18, 53]. This theory allows the representation of epistemic 
knowledge that may have been gathered from imprecise or vague 
sources. Unlike normal probability theory, the Dempster-Shafer the-
ory of evidence assigned probabilities to sets of events rather than 
individual events. 
2.2 General Comments on Two-valued 
Logic 
'Two-valued logic' covers a range of different logic systems that share 
one main feature: they require that statements are assigned one of 
two values (either true or false). Classical logic is the oldest of the 
logic systems based on and developed from ideas proposed in ancient 
Greece. Since then the ideas have been refined and formalised whilst 
still maintaining many of the basic principles laid down at that time. 
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Fundamental Laws 
Common to all two-valued logic systems are the following three laws. 
Law 1 (Bivalence) A statement must be either true or false and 
cannot take any other value [38, p. 126]. 
Law 2 (The excluded middle (LEM» 'A or not-A' is true (ie 
it is a tautology). The law states that the combination of A or its 
negation is always true [48]. 
Law 3 (Non-contradiction (LNC» 'A and not-A' is false. This 
law states that it is impossible for the combination of A and its nega-
tion to be true [48]. 
Bivalence (Law 1) is the fundamental law of two-valued logic. If 
it is accepted as a truth then both of the other laws can be proved 
as theorems using propositional calculus. However, it is not possible 
to derive bivalence from either of the other laws. 
It is worth pointing out the difference between bivalence and the 
law of the excluded middle (LEM), because at first inspection they 
seem similar. The LEM requires that the total of a statement or its 
negation must be true. However, the LEM places no requirement 
on the actual values of the statement or its negation, only their 
combination. The only law that actually states the values must be 
either true or false is the law of bivalence. The third law, is called 
the law of non-contradiction (LNC). Stated simply it requires that 
it is impossible for the total of a proposition and its negation to be 
true. 
Problems with Bivalence 
The law of bivalence which underpins all of the two-valued logic 
systems is also the cause of some of their shortcomings. 
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Future Contingents 
Consider the following statement, called the contingent sea battle in 
Aristotle's de Interpretatione (On Interpretation) [3, Part 91: 
'There will be a sea battle tomorrow.' 
Clearly the law of the excluded middle holds, either there will be 
a battle tomorrow or there will not. However, it can be argued that 
it is not possible to assign the value true or false to the statement 
today and therefore cannot be expressed in a bivalent logic. This 
type of statement is called a future contingent and is a problem for 
all bivalent logics. When Aristotle described this problem, he stated 
that the truth of future statements is an exception to the normal 
bivalence of statements. 
Insufficient Information 
Bivalence also has a problem with insufficient information. This is 
similar to the problem of future contingents. Bivalent logics claim 
that a statement is either true or false. However, to assign a truth 
value to a statement perfect knowledge is assumed. Future contin-
gents are a problem because their truth has not been established 
yet, ie there is insufficient information. Insufficient information can 
occur in other situations as well, particularly if a source is not totally 
reliable. 
Vagueness 
Another problem is that of vagueness. As with future contingents 
there are statements for which the excluded middle holds but to 
which an exact value of true or false can not be assigned. Consider 
the following statement: 
'Harold is tall' 
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Again the excluded middle holds, either Harold is tall or he isn't. 
However, a problem arises because it is difficult to arrive on a precise 
definition of tall. It could be decided that anybody over 170cm in 
height is tall, but this raises the question of why 169.9cm isn't consid-
ered tall. These vague problems are called Sorites Paradoxes a class 
of paradoxes attributed to a contemporary of Aristotle, Eubulides 
of Miletus. He formulated two of the original vagueness problems, 
they are presented as a series of related questions: 
The Bald Man: Would you describe a man with one hair on his 
head as bald? Yes. Would you describe a man with two hairs on his 
head as bald? Yes .... You must refrain from describing a man with 
ten thousand hairs on his head as bald, so where do you draw the 
line? 
The Heap: Would you describe a single grain of wheat as a heap? 
No. Would you describe two grains of wheat as a heap? No .... You 
must admit the presence of a heap sooner or later, so where do you 
draw the line? 
The second of these problems gave its name to the class of para-
doxes which it typifies; Sorites derives from the Greek soros (a heap). 
There have been several methods to try and deal with the Sorites 
paradox, such as Zadeh's FUzzy Logic [58]. 
2.3 Aristotelian Logic 
The first major proponent of logic was Aristotle, one of the great 
philosophers of ancient Greece. His works on logic are collectively 
called the Organon, which comprises of six main works: 
Categories [2] This work classifies (categorises) words based upon 
the object, action or concept that it refers to. Eg 'runs' is 
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an 'acting' word, modern linguistics would call it a verb, and 
'book' is a substance word. Categories also discusses the logical 
properties of these classifications. 
Prior Analytics [6] Here Aristotle presented the basic form of 
argumentation, the 'syllogism'. These arguments are discussed 
further in the sections below. 
Posterior Analytics [5] Following up the work in the Prior An-
alytics, Aristotle discusses which syllogisms are valid. 
Topics [7] In this Aristotle presents his methods for building the 
valid arguments he discusses in the Posterior Analytics. 
On Interpretation [3] This work discusses propositions (Aristotle 
called them 'simple sentences') and quantifiers and presents 
their logical properties. 
On Sophistical Refutations [4] This deals with logical fallacies, 
forms of reasoning that are invalid. 
These works formed the basis of most of early and medieval rea-
soning. Aristotle and his followers held that there were two impor-
tant principles in logic: the excluded middle, and non-contradiction. 
In addition, Aristotle held that with regards to past or present state-
ments only two truth values apply: either true or false. This makes 
Aristotelian logic a bivalent logic (see Section 2.2 for a description 
of these laws). 
Aristotle's Propositions 
Aristotle recognised four different qualified sentences each containing 
a subject S and a predicate P. For historical reasons the sentences 
are labelled either A, E, I, or 0: 
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Universal affirmative (A): Every S is a P. 
Universal negative (E): No S is a P. 
Particular affirmative (I): Some S is a P. 
Particular negative (0): Not every S is a P. 
Syllogisms 
The basic propositions can be combined in groups of three called syl-
logisms. A syllogism (from the Greek sullogismos meaning 'deduc-
tion') is an inference where one proposition (the conclusion) follows 
as a necessity from two other propositions (the premises). 
There were twenty-four valid syllogisms named by medieval schol-
ars, most of which appear in Aristotle's Prior and Posterior Ana-
lytics. One example of a valid syllogism is the 'Barbara' syllogism: 
1. Every A is a B (premise). 
2. Every B is a C (premise). 
3. Therefore every A is a C (conclusion). 
Features and Limitations of the System 
One of the problems of Aristotelian logic was highlighted by Aris-
totle himself. Whilst he held that the truth of past and present 
statements was either true or false (ie bivalent) Aristotle did iden-
tify a problem with statements about the future. Aristotle realised 
that statements whose truth is based upon the outcome of future 
events are exceptions to the normal bivalence rule. 
In On Interpretation Aristotle claims that each statement must 
assert or deny the truth of a single predicate on a single subject. 
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Therefore, several truth assertions cannot be combined using sen-
tential operators such as 'and' or 'or' and then be treated as a 
single unit. In particular, negations such as the universal negative 
(E) and the particular negative (0) are basic propositions in Aris-
totelian logic and are not the result of applying a 'not' operator 
to the universal (A) or particular (I) positive propositions. This 
means that a large number of features common to many modern 
logic systems such as double negatives, de Morgan's laws, commuta-
tivity, associatively, distribution, etc are not present and are in fact 
impossible in Aristotelian logic. 
2.4 Boolean Logic 
Boolean logic is named after George Boole who first proposed a 
system of logic that uses algebra to deal with expressions in propo-
sitional calculus [13, 14]. 
Formally, Boolean logic is a lattice [16]. Lattices are mathemat-
ical constructs, they can be viewed either as partially ordered sets 
where every pair of elements has a least upper bound and a greatest 
lower bound or as an algebra construct that combines a set with two 
binary operators /\ and V, which are called the meet and the join 
respectively. The meet and the join are chosen (or constructed) so 
that if A is a set, (A, /\, V) is a lattice and a, b, c are all in A then 
following properties exist: 
Idempotency a /\ a = a and a V a = a 
Commutativity a /\ b = b /\ a and a V b = b V a 
Associativity a /\ (b /\ c) = (a /\ b) /\ c and a V (b V c) = (a V b) V c 
Absorption a /\ (a V b) = a and a V (a /\ b) = a 
Boolean algebras have four additional properties: 
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Lower bound There exists an element 0 such that for all a in A 
aVO=a 
Upper bound There exists an element 1 such that for all a in A 
a/l1=a 
Distributative For all elements a, band c in A then (a /I b) V c = 
(a Vb) /I (a Vc) and (a Vb) /I c = (a /I b) V (a /I c) 
Existence of complements For each element a in A there exists 
a complementary element --.a so that a/l--.a = 0 and aV--.a = 1 
Any tuple (A, /I, V) which fulfils the properties of idempotency, 
commutativity, associativity and absorption is a lattice. If it also 
fulfils the other four properties then it is a Boolean Algebra. How-
ever, when people talk about Boolean logic they usually refer to the 
Boolean algebra based on the Boolean set {true,false} or {O, 1}. 
Claude Shannon wrote his Master's thesis on applying Boolean 
logic to telephone switching circuits [54]. By showing that circuits 
could be built that would mimic boolean operators Shannon opened 
up the field of binary computation on which modern computers are 
based. 
Boolean Operators 
The three main operators in Boolean logic are the meet (called con-
junction or AND), the join (called disjunction or OR), and the com-
plement (called negation or NOT). The operators can be defined in 
many ways. The most common way is to define the Boolean set as 
the numbers {O, 1} with zero representing false and one representing 
true. Then the lattice partial ordering is simply the standard inte-
ger ordering and conjunction and disjunction can be defined either 
arithmetically or comparatively, see Table 2.1. 
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Name 
Conjunction 
Disjunction 
Negation 
Definition 
Arithmetic 
al\b=ab 
aVb=a+b-(ab) 
~a=l-a 
Comparative 
a 1\ b = min(a, b) 
aVb=max(a,b) 
Table 2.1: Boolean Operators 
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Boolean logic is bivalent and the existence of complements means 
that Boolean logic follows the laws of the excluded middle and non-
contradiction. Because it follows the law of bivalence Boolean logic 
suffers from the problems of future contingents and sorites paradoxes 
as detailed previously in Section 2.2. 
2.5 Lukasiewicz Logics 
The first non-bivalent logic was developed in the 1920s by Jan Luka-
siewicz [37, 39J. He was concerned with how to represent the inde-
terminate truth of a future contingent: 
"Therefore the proposition considered at this moment 
neither true or false and must possess a third value, dif-
ferent from '0' or falsity and"l' or truth. This value we 
can designate by '1/2'. It represents the possible" 
- Lukasiewicz [36J 
By adding a third value ('possible') to the classical true and false 
he created a three-valued logic the first of the many-valued logic 
systems. Although originally the logic had only three values (referred 
to as L3 ) it was subsequently extended to a finitely many-valued logic 
and to an infinitely valued logic. The finitely many-valued logic (Lm) 
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Name Definition 
Strong Conj unction 
Weak Conjunction 
Negation 
Strong Disjunction 
Weak Disjunction 
Implication 
a&b = max{O,a + b -1) 
a 1\ b = min{a, b) 
.a=l-a 
all b = min{l,a+b) 
aV b = max{a,b) 
a --> b = min{l, 1 - (a + b)) 
Table 2.2: Lukasiewicz Logic Operators 
has a truth degree set of: 
Wm = {k/(m - 1) 10:S: k :s: m - I}, of rationals in the range [0,1] 
The infinitely valued version (Loo) has a truth degree set of: 
Woo = {k E IR 1 O:S: k:S: I} 
In both cases the only value that is considered as true (the so called 
designated value) is the value 1. 
Operators 
Lukasiewicz logics have two different conjunction operators, a strong 
conjunction (&) and a weak conjunction (I\). These together with a 
negation operator (.) allow corresponding strong and weak disjunc-
tion operators (II and V respectively) to be derived using de Morgan's 
law. A list of these basic logic operators in addition to Lukasiewicz's 
implication operator can be seen in Table 2.2. 
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, 
Lattice 
All of the different Lukasiewicz logics are defined on totally ordered 
truth degree sets. In L3 the value 'possible' lies between true and 
false and in Lm and Loo all the intermediate values lie between the 
two extremes of 0 and 1. The truth degree sets of Lukasiewicz logics 
can be totally ordered. 
2.6 Belnap's Four-Valued Logic 
One logic system developed to deal with inconsistent and incom-
plete information is Belnap's four-valued logic system [11, 12]. This 
logic system, commonly called !fCJU~, adds two extra truth values 
to the classical true and false, the extra values are 'underdefined' 
(incomplete information, similar to Lukasiewicz's 'possible' value, 
and 'overdefined' (inconsistent information). The notation used to 
describe these four values varies within the literature, the more com-
mon ones are shown in Table 2.3: 
Truth-value 
True 
False 
U nderdefined 
Overdefined 
Symbols Used 
{t} t t t 
{J} f f f 
0 .L u none 
{t, f} T k both 
Table 2.3: The Truth-Values of !fCJU~ 
Of the four notations given the set notation best describes the se-
mantics of the four values in Belnap's logic. The sets denote whether 
there is evidence that a statement true, evidence it is false, no ev-
idence either way, or evidence of both (ie contradictory evidence). 
If these interpretations are followed, the various operators for the 
lattice have clear meanings. 
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Like Lukasiewicz logics and other three-valued logics the values 
in 1'()U:R can be ordered based on how true they are. However, 
unlike three-valued logics, 1'()U:R cannot be totally ordered, instead 
two different partial orders can be imposed. 
The Truth Ordering 
Scott [52] discusses how the subsets of the set {t, J} can be partially 
ordered according to their relative truth values. The truth ordering 
for 1'()U:R (:':::t) has a lower bound false and a upper bound of true. 
The two other values of underdefined and overdefined are incompa-
rable based of how true they are. Using the truth ordering 1'()U:R 
can be represented as a truth lattice in a similar way to Boolean 
logic 2.4: 
1'()U9('s t-lattice = ({ 0, {t} , U} , {t, J} }, 1\, v) 
The truth meet operator is defined in Figure 2.1 and the truth 
join operator is defined in Figure 2.2. 
The Knowledge Ordering 
Sandewall [51] developed a non-monotonic logic that ordered its val-
ues based on the amount of information they provided and not based 
upon their amount of truth. Sandewall's logic is based on intervals 
of probabilities that a statement is true. The interval [0,1] represents 
maximum uncertainty in the truth. Narrower intervals represent less 
uncertainty and there is no uncertainty in the singleton probabilities 
{O}, {0.3}, {1}, etc. Under Sandewall's ordering true {1} is incom-
parable to false {O} or any other singleton value. A similar ordering 
appears in the Dempster-Shafer theory of evidence [18, 53] (see Sec-
tion 2.8). This second ordering, based on knowledge (:':::k), can also 
CHAPTER 2. LOGIC SYSTEMS 21 
AI\B B 
o {t} {t, f} {f} 
o 0 0 {f} {f} 
{t} 0 {t} {t, f} {f} 
A 
{t, f} {f} {t,f} {t, f} {f} 
{f} {f} {f} {f} {f} 
Figure 2.1: !T(')ll:R's Truth Meet Operator (1\) 
AVB B 
o {t} {t,f} {f} 
o 0 {t} {t} 0 
{t} {t} {t} {t} {t} 
A 
{t,f} {t} {t} {t, f} {t,f} 
{f} 0 {t} {t, f} {f} 
Figure 2.2: !T(')ll:R's Truth Join Operator (V) 
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B 
o {t} {t,J} {J} 
o 0 0 0 0 
{t} 0 {t} {t} 0 
A 
{t, J} 0 {t} {t, J} {J} 
{J} 0 0 {J} {J} 
Figure 2.3: :TOU:R's Knowledge Meet Operator (181) 
be imposed on :TOU:R's truth values. The knowledge lattice is based 
on the same set at the truth lattice but has different meet (181) and 
join ($) operators. 
:TOU:R's k-lattice = ({0, {t} , {J} , {t, J} } ,181, $) 
The knowledge meet and join operators are defined in Figures 2.3 
and 2.4. 
The Bilattice 
Ginsberg [25, 24] was the first to combine the truth and knowledge 
orderings into a single construct, which he called a bilattice. He de-
scribed several different bilattices the simplest of which was :fOU:R. 
In addition to the meet and join operators for each ordering, Gins-
berg required bilattices to have a negation operator (..,) defined that 
reverses the truth ordering but does not alter the knowledge ordering 
(see Figure 2.5). As pointed out by Fitting in his work on bilattice 
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AE&B B 
o {t} {t,J} {J} 
o 0 {t} {t,J} {J} 
{t} {t} {t} {t,J} {t, J} 
A 
{t, J} {t, J} {t, J} {t, fJ {t, J} 
{J} {J} {t, J} {t, J} {J} 
Figure 2.4: :JClU:R's Knowledge Join Operator (Ell) 
logic programming: 
'Negations should reverse truth; one expects that. But 
negations do not change knowledge; one knows as much 
about ~a as one knows about a. Hence a negation op-
eration reverses the ~t ordering but preserves the ~k 
ordering.' - Fitting [20J 
A 
o {t} {t,J} {J} 
,AI 0 I {J} l{t,J}1 {t} 
Figure 2.5: :JClU:R's Truth Negation Operator (~) 
23 
:JOU:R's bilattice is a sextuple combining the set 2{t.!l with all 
of the previously mentioned operators (Figures 2.1, 2.2, 2.3, 2.4, 
and 2.5. See Table 2.4). 
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Operator Name Symbol 
Truth Partial Order ~t 
Knowledge Partial Order ~k 
Truth Meet /\ 
Truth Join V 
Truth Negation -, 
Knowledge Meet 0 
Knowledge Join Ell 
Table 2.4: !f()'ltR's Main Operators and Comparators 
!f()U:R's bilattice = ({0, {t} , {J}, {t,f}} , /\, V, 0, Ell, -,) 
Represented on a double Hasse diagram [49] the order of the 
values in both the truth ordering (~t) and the knowledge ordering 
(~k) is clear to see. In Figure 2.6 the truth partial-order is on the 
x-axis and the y-axis shows the knowledge partial-ordering. 
Explanation of the Operators 
Knowledge Operators 
If the truth values are considered as sets of evidence then the knowl-
edge meet and join are clearly defined. The meet of two truth values 
is simply their set union and their join is the intersection of the 
truth values. Knowledge meet (0) is a consensus operator. It cal-
culates the largest amount of knowledge that its operands agree on. 
Conversely, the knowledge join (Ell) is a gullibility operator. It ac-
cepts any information in either operand, even if the information is 
contradictory. 
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{t, f} 
{f) {t} 
o 
Figure 2.6: A Bilattice Representation of J'ClU~ 
Truth Operators 
The classical Boolean operators and the set operations mentioned 
above can be used to give a meaning to the truth lIleet and join. 
When considering the truth ordering, the lIleet is an internal boolean 
conjunction on the set elements ie: 
{t}lI{t} = 1 AND 1 = 1 = {t} 
{t} 11 {J} = 1 AND 0 = 0 = {J} 
{f} 11 {J} = 0 AND 0 = 0 = {J} 
Results involving overdefined operands can be calculated by a set 
union of the two singleton results. Overdefined ({ t, f}) is a union of 
the singletons and therefore results involving overdefined are a union 
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of the singleton results, ie: 
And 
And finally, 
{t} t\ {t, f} = ({ t} t\ {t}) U ({ t} i\ {j}) 
= {t}U{j} 
= it, f} 
{j} i\ {t, f} = ({f} i\ {t}) U ({j} i\ {j}) 
= {j} U {j} 
= {j} 
{t, f} i\ {t, f} = ({ t} i\ {t}) U ( {t} i\ {j}) 
U ({j} i\ {t}) 
U ( {j} i\ if}) 
= it} u {j} U {j} U {j} 
= it, f} 
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Similarly, truth-meet results involving underdefined are calculated 
using the intersection of the singleton results (underdefined is itself 
an intersection of the singleton values). 
{t} i\ 0 = ({ t} i\ {t}) n ({ t} i\ {j} ) 
= it} n {j} 
=0 
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And 
And 
{f} 110 = ({f} 11 {t}) n ({f} 11 {f}) 
= {f} n {f} 
= {f} 
0110 = ({t} 11 {t}) n ({t} 11 {f}) 
n ({f} 11 {t}) n ({f} 11 {f}) 
= {t}n{f}n{f}n{f} 
=0 
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The only other parts of the meet operator left to explain are the 
interaction between underdefined and overdefined. This can be ex-
plained as either a union of the result of {t} 11 0 with the result 
{f} 110 or as the intersection of the result of {t} 11 {t, f} with the 
result of{f} 11 {t, f}. 
Or 
( {t} 11 0) U ({f} 11 0) = 0 u {f} 
= {f} 
({t} 11 {t,f})n 
({f} 11 {t, f} ) = {t, f} n {f} 
= {f} 
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The truth join (V) can be constructed in the same way using Boolean 
OR and the set union and intersection. The negation operator (-,) 
is simply the classic logic negation operator acting on the focal ele-
ments of the sets. 
Other works on Bilattices 
There are many other works on bilattices such as defining modal 
operators for them [26], studying the similarities !fClU:R and bilat-
tices have with two-valued logic and Boolean algebras [1], and [35]. 
Melvin Fitting shows how Kleene logic (a three-valued logic) [32] is 
a member of the same family of logics that includes !fClU:R and all 
bilattice logics [21] 
Some work has also been made in applying bilattices and in par-
ticular the four-valued logic. Such as using it to represent structured 
documents [34]. 
2.7 Fuzzy Logic 
Fuzzy logic was first presented by Lotfi Zadeh in 1965 [58]. The fun-
damental feature of fuzzy logic is that of fuzzy sets. Unlike classical 
sets fuzzy sets have no crisp boundary, instead of an element being 
inside or outside the set an element can have a greater or lesser 
degree of membership in the fuzzy set [33]. 
For example, consider the concept 'tall' mentioned on page 1l. 
Crisp sets cannot represent a set of 'tall' heights without running 
into the Sorites Paradox: if height x is in the set tall why isn't the 
arbitrarily shorter height x - E also considered tall? Fuzzy set theory 
allows elements to have a degree of membership between zero and 
one in a fuzzy set. The higher the number the greater the degree of 
membership. 
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Formally, a fuzzy set membership is a function mapping from 
some domain C to the unit interval [0,1]. Traditionally 11 is used 
to denote the membership function; however, each fuzzy set has its 
own unique membership function so in this Thesis the membership 
function associated with the fuzzy set F defined on C is denoted as: 
I1F:C-> [0,1] (2.1) 
Fuzzy logic is not a bivalent logic (see Page 10). This is because the 
proposition 'x is a member of X' may not be either true (1) or false 
(0); instead it could be somewhere in between (eg 0.7). 
Fuzzy sets defined on a discrete domain, where C = {Xl, ... , X n }, 
can be written in the following form: 
However, fuzzy sets defined on continuous domains obviously cannot 
be written in such a way. Instead this type of fuzzy set is described 
by a continuous function. 
In the example of the fuzzy set 'tall' then the domain is the real 
line of lengths. If in this example it is decided that all heights 1.70m 
and are definitely tall, and all heights 1.50m and below are definitely 
not tall, with all heights between the two having a linearly decreasing 
membership the fuzzy set 'tall' can have its membership defined as: 
1 
x-l.50m 
1.70m 1.5Om 
o 
if X :2: 1. 70m 
if 1.50m < x < 1.70m 
if X::::: 1.50m 
Figure 2.7 shows the membership function for the concept tall plot-
ted against height in metres. 
In the example, the membership function is a linear function be-
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- Fuzzy set 'tall' 
1.0 
0.8 
0.6 
~ 
~ 
1 0.4 
0.2 
0 
0 
Figure 2.7: Example Fuzzy Set for the Concept 'Tall' 
tween the point 1. 70m and 1.50m. However, not only linear functions 
need be used, a sigmoid function could be used or for other situations 
a gaussian distribution might be more suited. Most applications of 
fuzzy logic are not particularly sensitive to the exact function used 
so simpler shapes are usually used; gaussians tend to be replaced by 
trapezoids or triangles [33). 
Fuzzy Set Operators 
The operations of complementation, union and intersection are de-
fined for fuzzy sets in a similar way to their crisp counterparts. 
Standard Complementation 
If X is a fuzzy set then its complement X' has the following mem-
bership function: 
CHAPTER 2. LOGIC SYSTEMS 31 
For example, the complement for the set 'tall' is the set 'not tall'. 
Note that 'not tall' is not necessarily the same as short. 
if x 2: l.70m 
if 1.50m < x < 1. 70m 
if x ::; l.50m 
Figure 2.8 shows the graph of the complement of the set 'tall' as 
defined above: 
1.0 
0.8 
8' 0.6 
~ 
'3 g 0.4 
::t 
0.2 
o 
1.80 1.90 
Figure 2.8: Example Fuzzy Set for the Concept 'Not Tall' 
Standard Fuzzy Set Union 
The fuzzy set union of A and E is denoted by (A U E) and its 
membership function is: 
One thing to notice about the fuzzy set union is that the law of the 
excluded middle does not hold. This means that if X is a fuzzy set 
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defined on IC and X' is its complement. Then the following does not 
hold: 
("Ix E q J1(XUX')(x) = 1.0 
ie there are some elements x for which the statement 'x is definitely 
a member of X or X" is not true. This can be seen in Figure 2.9, 
which shows the union of 'tall' and 'not tall'. 
H 0.6 ~
3 
g 0.4 ~ 
0.2 
Figure 2.9: Example Fuzzy Set for the Union of 'Tall' and 'Not Tall' 
Standard Fuzzy Set Intersection 
Like crisp sets the intersection of two fuzzy sets A and E can be 
calculated. The result (A n E) has a membership function of: 
From previous subsections it is shown that fuzzy logic is neither 
bivalent nor does the law of the excluded middle hold. The final law 
to look at is that of non-contradiction. This is the law that states 
----------------.--- -
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the claim' X and X" is false. For fuzzy sets this would be: 
('<;Ix E q JL(xnx')(x) = 0.0 
This clearly does not necessarily hold. If JL x (x) = a and 0 < Q < 1 
then the complement is JLx' = 1 - a. The minimum of a and 1 - a 
is therefore not zero. Figure 2.10 shows the intersection for the 
example of 'tall' and 'not tall'. 
1.0 +-------------, 
0.8 
'tall' 
" 
0.6 
'not tall' ~ 3
1l 
" 
0.4 
.£ 
.. 
::r 
0.2 
0 
0 1.80 1.90 
Figure 2.10: Example Fuzzy Set for the Intersection of 'Tall' and 
'Not Tall' 
Other Versions of Intersection and Union 
The operators mentioned above are often called the 'standard' union 
and intersection, however several other versions of the operators are 
used. Any t-norm function can be used in place of the minO function 
in fuzzy-set intersection. Common examples include: 
Product intersection 
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Bounded difference intersection 
Jt(AnB)(X) = max( O,JtA(X) + JtB(X) - 1) 
Drastic intersection 
JtA(X) if JtB(X) = 1 
Jt(AnB)(X) = JtB(x) if JtA(x) = 1 
o otherwise 
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In a similar way the maxO function in fuzzy set union can be 
replaced by any t-conorm (also called an s-norm) function. Examples 
include: 
Algebraic addition union 
Bounded sum union 
Drastic union 
JtA(X) if JtB(X) = ° 
Jt(AUB)(X) = JtB(x) if JtA(X) = 0 
1 otherwise 
Applications of Fuzzy Sets 
Fuzzy set theory has been applied in many different areas either 
on its own or in conjunction with other methodologies. One of the 
successful fields has been that of fuzzy control. 
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Many fuzzy control systems use fuzzy rules, based upon work 
by Ebrahim Mamdani in 1974 [40]. Fuzzy control is in itself a 
broad field, including mobile robotic control [28] [50], helicopter auta-
pilots [31], and electra-hydraulic controllers [15]. Many of the men-
tioned papers blend fuzzy logic with either genetic algorithms, neural 
networks or other artificial intelligence techniques to learn either the 
rules or the fuzzy membership functions used in those rules. Other 
applications include chemical toxicity prediction [42], user profile 
management [19], the classification of dermatological diseases via 
image analysis [17], and to aid in stroke diagnosis [43]. 
This is by no means a complete or comprehensive review of all 
the work involving fuzzy sets. Instead it simply demonstrates a few 
of the wide ranging topics that fuzzy sets have been applied to. 
2.8 The Dempster-Shafer Theory of 
Evidence 
The Dempster-Shafer theory of evidence is a method of represent-
ing epistemic knowledge. Arthur Dempster laid the ground work of 
the theory [18], which was later extended and developed by Glenn 
Shafer [53]. 
If e is a set of possibilities; for example, events, diseases, loca-
tions etc then m is a basic probability assignment on e and conforms 
to the following requirements: 
m(0) = 0 
m(x) ;::: 0 
"Lm(x) = 1 
x~e 
for any x <:: e 
A subset x of the set e is called a focal set if m(x) > O. The set 
---------_. -----
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of all focal sets is called the core of m and is denoted K( m). 
e is called the Universe of Discourse or the Fmme of Discern-
ment and its elements are assumed to be a mutually exclusive and 
exhaustive set of all the possibilities. 
The basic probability m(x) is a measure of the exact amount of 
evidence that exists which indicates that a subset of x is in fact the 
case. The evidence of the set e is always: 
m(e) = 1 - L m(x) 
xE~(m)/e 
Shafer [531 defines two support functions called Belief (Bel) and 
Plausibility (P'). They enable measures to be taken on how credible 
and possible it is that an element of x is the true cases. The two 
functions are as follows: 
Bel(S) = '" m(Xi ) x ~x (2.2) 
Xjt;S 
p' (S) = 1 - Bel(S') 
x x 
(2.3) 
Although mx 0 is not a probability distribution, if all the focal 
sets are singleton sets then the Belief function (Bel) acts like a prob-
ability distribution. However, in general there will often be basic 
probability assigned to sets with a cardinality greater than one. In 
particular, a method is required that can combine two basic proba-
bility assignments that are not actual probability distributions. 
Dempster's Rule of Combination 
Dempster's rule of combination is used for updating the probabil-
ity of one piece of evidence based upon another. Bayesian theory 
provides an equation to do a similar thing with probabilities (see 
Equation 2.4). 
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Pr(A I B) = Pr~~B (2.4) 
Because the pieces of evidence in the D-S theory of evidence are 
not probabilities they cannot use Bayes rule; instead Shafer used 
Dempster's rule of combination to combine the evidences. 
Consider the functions ml and m2 and picture them as divisions 
of the unit interval [O,IJ (Figures 2.ll and 2.12). 
Figure 2.ll: Dempster-Shafer 
Assignment 1 
Figure 2.12: Dempster-Shafer 
Assignment 2 
Tabulating the two functions provides a combination of their ev-
idences, Figure 2.13 shows such a tabulation. 
m2(Bj ) - ~ 
v 
m3(A, n B j ) = 
ml(Ai ) m2(Bj ) 
Figure 2.13: Dempster's Rule of Combination 
The probability mass committed exactly to a subset C of e is 
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the sum of all rectangles where A; n Bj = C. 
However, this means that some squares will commit probabil-
ity mass to the empty set. Dempster's solution is to discard all the 
rectangles committed to the empty set and normalise all the remain-
ing rectangles so they sum to one. The normalised result m3(C) is 
therefore defined to be: 
Advances and Alternatives to Dempster-Shafer 
Advances in the Dempster-Shafer theory of evidence (1994) 1571 is 
a collection of several papers that look at various aspects of the 
Dempster-Shafer theory and which present extensions of the the-
ory or present other theories that have similarities with the theory 
of evidence. Topics include, computational efficiency optimisation, 
knowledge representation, and improvements of the Dempster rule 
of combination. 
Dempster-Shafer and Mass Assignment Theory 
Many of the concepts that appear in the Dempster-Shafer theory 
of evidence also appear in mass assignment theory (Chapter 3). In 
particular, the concept of basic probability assignment (the 'mass' 
in a mass assignment), the Belief and Plausibility measures. 
However, as can be seen in Chapter 3 there are several funda-
mental differences. The most obvious difference that there is no 
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requirement for m(0) to equal zero. This means that the various 
measures such as Belief produce different results. 
In addition, the rule of combination differs between the two theo-
ries. The combination operator in mass assignment theory provides 
better solutions than Dempster's solution. The validity of Demp-
ster's rule of combination is questionable if the two operands are not 
independent viewpoints. 
Chapter 3 
Mass Assignment Theory 
3.1 Introduction 
Mass assignment (MA) theory was introduced in the late 1980s, 
early 1990s [8J and later implemented in a programming language, 
FRIL [10], developed by Baldwin et al. It is a rationalisation and 
extension of the Dempster-Shafer theory of evidence [18, 53J and is 
firmly based upon the counting of events and intervals of probabil-
ity. Mass is a precise amount of probability assigned to elements of 
the power set of a domain (ie sets of events), rather than individ-
ual events themselves. Each MA describes a family of probability 
distributions supported by the MA. 
Formally a mass assignment (mx) defined on the domain IC is a 
function 2c -+ [O,lJ and written as: 
n 
Where, LXi = 1.0 
i=l 
And, Xi E 2C 
An element Xi is a set in the domain 2c and Xi is the amount of mass 
40 
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assigned to that set. Normally a focal element Xi is only written if Xi 
is non-zero. Sometimes the mass assignment defined by the function 
mx is written simply as X. 
3.2 The Least Prejudiced Distribution 
Each mass assignment describes a family of probability distributions. 
Sometimes it is desirable to collapse that family into a single prob-
ability distribution. The obvious difficulty is which of the possible 
distributions indicated by the mass assignment should be chosen. 
To create a single probability distribution from a mass assign-
ment the mass assigned to focal sets with more than one element 
needs to be divided between the singleton sets. How this mass is 
redistributed prejudices the final probability distribution based on 
some assumption. 
The least prejudiced assumption is that the mass should be di-
vided equally between all the elements and no single element is pre-
ferred over another. For example, the focal set {a, b, c }:0.6 would 
divide its mass equally so that 0.2 mass is added to the sets {a}, 
{b}, and {cl; eg using the least prejudiced assumption 
{a}:O.l {a,b}:0.2 {a,c}:0.3 {a,b,c}:O.4 
Becomes 
{a} : 0.483 {b}: 0.383 {cl : 0.13 
There are other distributions that can be created from a mass 
assignment. The least prejudiced distribution is simply the one that 
does not prefer one element (event, object) over another. 
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3.3 Type-lR and TyPe-2R Restrictions 
As stated, a MA describes a family of probability distributions. A 
restriction of a mass assignment corresponds to a subset of that 
family. MA theory has two types of restriction, which move mass 
between focal elements of the MA. 
The first, called type-1R, moves mass from a focal element to a 
subset of that focal element, which corresponds to a gain in knowl-
edge as to which element is correct. For example, the mass assign-
ment {a, b} : 1 means that the actual element is a or b. Suppose 
it is later discovered that the probability that it was ob' is 0.2; the 
new mass assignment becomes {b} : 0.2 {a, b} : 0.8, via a type-1R 
restriction. Formally, if mx is a mass assignment mx, is a type-1R 
restriction of mx made by moving a amount of mass from the set 
Xj to the set X k leaving all other sets untouched (see Equation 3.1). 
{
{Xi : Xi I i i j A i i k} U } 
T,= {Xj:xj-a}U{Xk:xk+a} 
Where Xj :l X k 
a :s:: Xj 
(3.1) 
The second restriction (type-2R) is less intuitive; it moves an 
equal quantity of mass from a pair of focal elements to the intersec-
tion of the pair and to the union of the pair. The MA results of an 
operator such as intersection or union, which cannot be obtained by 
restricting any other result of the operator are called the maximal 
results. Type-2R restrictions are formally defined in Equation 3.2, 
where mx, is the restriction made by moving a mass from sets Xj 
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and X k to the sets XI and X m, leaving all other sets untouched. 
{
{Xi: Xi I i i j 1\ i i k} U } 
~= {XJ:xJ-a}U{Xk:Xk-a}U 
{XI: XI + a} U {Xm : Xm + a} 
Where XI = Xj n X k (3.2) 
Xm = Xj UXk 
a 'So Xj 
a 'So Xk 
Type-2R mass assignments are best illustrated through an ex-
ample. If mx is a mass assignment: 
m = {a, b} : 0.3, {b, c} : 0.4, {b} : 0.3 
x 
then the mass assignment mx, 
m = {a,b}: O.l,{b,c}: 0.2,{b}: 0.5,{a,b,c}: 0.2 
x' 
is a tYPe-2R restriction of mx made by moving 0.2 mass from {a, b} 
and {b,c} to their union {a,b,c} and their intersection {b}. 
Note that in the current mass assignment literature restrictions 
are simply called type-l and type-2 restrictions. The use of the 
subscript is because in Chapter 5, two more 'restrictions' are defined 
that move mass in different ways. The restrictions in this section 
are related to the restrictiveness ordering ('SoR) and are denoted by 
the subscript R. The latter two 'restrictions are related to a truth 
ordering ('SoT) and use the subscript T. 
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3.4 The Restrictiveness Ordering «R) 
The restrictiveness ordering was identified by Baldwin and is de-
scribed in FRIL - Fuzzy and Evidential Reasoning in Artificial In-
telligence [10]. This ordering compares whether one mass assignment 
is a restriction of another. In the current literature it is denoted by 
a simple :s:: symbol, but because this thesis presents several different 
orderings for mass assignments (which appear in Chapter 5) the or-
dering described by Baldwin et al will be denoted as :S::R and referred 
to as the restrictiveness ordering. 
Simply put, a mass assignment mA is less than mass assignment 
mB if mA is a type-1R (Equation 3.1) or type-2R (Equation 3.2) 
restriction of mB. 
A :S::R B = type-1R(A, B} V tYPe-2R(A, B} 
Where type-x(A, B} means that mass assignment A is a type-x 
restriction of B. 
The ordering means that if mA :S::R mB then mA describes a 
family of probability distributions that is a subset of the family of 
probability distributions described by mB (see Figure 3.1). 
Figure 3.1: Example Probability Families for mA :S::R mB 
Like all partial ordering relations the restrictiveness ordering is 
------------- ----
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transitive.Therefore mA :5R mB if there is a chain of tYPe-lR and 
tYPe-2R operators that restricts the family of probability distribu-
tions mB to the family of probability distributions mA. 
Mass assignments mA and mB are said to be orthogonal if nei-
ther one can be obtained from the other by restriction ie -,(mA :5R 
mB) 11 -,(mB :5R mAl· 
3.5 The Complement of a Mass 
Assignment 
The complement of a mass assignment mA is denoted m~ and has 
the mass assigned to the set complements of the original. 
If 
then 
m = {A; : ai} 
A 
m'={A;:ai} 
A 
If mA is defined on the powerset 2c then the complement of 0 is 
re and vice versa. A; is the set complement of Ai with respect to IC. 
3.6 Mass Assignment Operators 
The theory of MA allows two MAs to be combined or compared 
using operators. If A and B are mass assignments then the result of 
an arbitrary operator (*) can be found by tabulating A = {A; : a;} 
and B = {Bj : bj } (see Figure 3.2). 
The result is C = {Ck : c: k}, where {Cd = {Cij }, Cij = Ai*Bj . 
The mass C;j is the mass assigned to the cell Cij and: 
Ck = L C;j 
i,j 
Ck=Cij 
(3.3) 
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Cll Cn Cml 
Cll C;I Cml 
Clj Cij Cmj 
Clj C;j Cmj 
Cln Cin Cmn 
Cln C;n Cmn 
Figure 3.2: Generic Mass Assignment Table 
The actual mass for a cell (C;j) depends on which algorithm is 
used to assign the mass. Whichever algorithm is used, the cell masses 
must follow two main constraints. 
LC;j = ai 'Vi 
j 
L C;j = bj 'V j 
(3.4) 
(3.5) 
Constraints 3.4 and 3.5 mean that a cell mass C;j cannot be 
greater than either its row mass ai or its column mass bj . 
Orthogonal Maximal and Minimal Solutions 
Of particular interest are the orthogonal maximal and orthogonal 
minimal solutions to an operator. The set of orthogonal maximal 
solutions for an operator is the set of results so that all valid results 
for A * E are restrictions or convex combinations of an orthogonal 
maximal. In this Thesis the orthogonal maximal results of an oper-
ator will be denoted r A * Eh· 
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The set orthogonal minimal solutions is the set of orthogonal so-
lutions which cannot be restricted to any smaller valid result. All 
valid results of the operator are greater than or equal to a convex 
combination of the orthogonai minimals. The set of orthogonal min-
imals of an operator is denoted as LA * B JR. 
The R subscript to the maximal and minimal symbols denotes 
that they are maximal and minimal orthogonal sets with respect to 
the restrictiveness ordering $R. The need for this subscript becomes 
clear in Chapter 5 onwards where other orderings for mass assign-
ments are introduced. 
3.7 Individual Mass Assignment 'Meet' 
and 'Join 
As noted in the previous section there are an infinite number of 
results for A*B which fulfil the constraints 3.3,3.4 and 3.5. However, 
a meet or join (in the lattice sense) operator can only have a single 
unique result. The literature on mass assignment theory calls some 
operators 'meets' or 'joins' even when they are not proper lattice 
meets/joins. Therefore this Thesis will only call an operator a meet 
or join if it is a lattice operator otherwise the words will be quoted. 
Baldwin et al define 'meet' and 'join' operators for mass assign-
ments. The existing literature uses 11 and V to denote the operators 
but these symbols are used later in this Thesis to denote various 
logic operators on mass assignments. Therefore the mass assign-
ment 'meet' and 'join' will be represented here by An Band A u B 
respectively. These symbols are used because the underlying opera-
tors are actually set union and set intersection. 
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Individual 'Meet' (n) 
Let A and B be two mass assignments defined on 2c : 
A = {Ai: a;} 
B={Bj:bj } 
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The individual 'meet' An B is defined to be a convex combination 
of orthogonal maximal solutions lA n Bl R: 
(3.6) 
where 2:Qi = 1 
Where {Oi} is the set of orthogonal maximal solutions lA n B1R' 
The solutions all conform to constraints 3.3, 3.4 and 3.5. A cell's 
focal set is the intersection of its row and column sets (Cij = AinBj ). 
Despite its name the individual 'meet' is not a true meet because 
the return type is not the same as the operand type. The operands 
are individual mass assignments on a domain IC and the result is a 
family of mass assignments. 
Individual 'Join' (U) 
The join of two mass assignments is defined in a similar way except 
using set union to calculate the focal set of a particular cell (Cij = 
Ai U Bj). Using the same two mass assignments A and B from the 
previous section the join A U B is defined to be a convex combination 
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of all the orthogonal minimal solutions LA u B J R: 
(3.7) 
where La. = 1 
Where {O;} is the set of all orthogonal minimal solutions LA U B J R 
and the solutions all conform to constraints 3.3, 3.4 and 3.5. 
Again despite its name the individual 'join' is not a true join. It 
suffers the same problems as the individual 'meet'; the return type 
is not the same as the operand type. 
3.8 Families of Mass Assignments 
Although the individual 'meet' and 'join' operators do not necessar-
ily produce a unique mass assignment, Baldwin et al. [9, pp.523-525] 
and [10, pp. 76-77] claim that when the operators are extended to 
apply to parameterised families of mass assignments then the names 
meet and join, in a lattice theory sense, hold. 
The Meet and Join of Families of Mass 
Assignments 
If {Oh ... , On} is a set of orthogonal mass assignments defined on 
a domain C, then the convex combination A is a family of mass 
assignments parameterised over a. 
i=l 
n 
where La. = 1 
i=l 
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Let A and B be two such families of mass assignments over IC. 
n n 
I>l<i = 1 
i=l i=l 
m m 
One family of mass assignments A is considered less than another B 
in the restrictiveness ordering mentioned before if all of the members 
of A are less than all the members of B. Formally, 
The meet (A n B) and join (A U B) for two families of mass 
assignments are defined as: 
n m n m 
An B = LL<Pij(Oi n Pj) LL<Pij = 1 (3.8) 
i=l j=1 i=l j=1 
where for any i, j <Pij = 0 if (Oi n Pj) ::;R (Or n Ps) for any r, s. 
n m n m 
AUB- LL<Pij(OiUPj) LL<Pij = 1 (3.9) 
i=l j=1 i=l j=1 
where for any i,j <Pij = 0 if (Or UPs) ::;R (Oi U Pj) for any r,s. 
These definitions are taken from A Calculus for Mass Assign-
ments in Evidential Reasoning [9J because the definition in FRIL -
Fuzzy and Evidential Reasoning in Artificial Intelligence[lOJ appears 
to have a typographic error: the definitions in the later book have 
identical 'where' clauses for the two operators. 
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The Where Clauses 
As described the operators are not clear. The first thing to note is 
that the definition of <P is impossible for both operators. Consider 
the meet operator, for any i,j there is always an rand s so that 
(Oi n Pj) :5R (Or n Ps), namely when r = i and s = j. This means 
that <Pij is always zero and is inconsistent with the claim that all <P 
sum to one. Similarly for the join (U) 
The simplest solution is to redefine the 'where' clauses of each 
operator to use a strict less than comparator «R) rather than the 
less-than-or-equal-to comparator (:5R) that is there currently. With 
this correction the claim that the meet and the join operators follow 
the properties of lattice operators is better founded. 
The Results 
Note that the results are families of mass assignments and that mass 
assignments are families of probability distributions (or incomplete 
probability distributions if mass is assigned to the empty set). 
Two families of mass assignments are equal if they describe the 
same set of probability distributions. For example, the family F J: 
FJ = [0: 0.6 {a,b}: 0.4] 
Is equal to the family F2 : 
F2 = a[0: 0.6 {a} : 0.4] 
(1- a) [0: 0.6 {b} : 0.4] 
Because they describe the same partial probability distributions. FJ 
describes the probability distributions: 
FJ = 0 : 1 - x - y {a} : x {b}: y where 0 :5 x + y :5 0.4 
------ ---- -- ----
CHAPTER 3. MASS ASSIGNMENT THEORY 
And F2 describes: 
with 
means 
F2 = 0 : a(l - x') + (1 - a)(l - y') 
{a} : a(x') 
{b} : (1- a)(y') 
= 0 : a - a(x') + 1 - a - (y' - a(y')) 
{a} : a(x') 
{b} : (1- a)(y') 
= 0 : 1 - a(x') - (1 - a)(y') 
{a} : a(x') 
{b} : (1 - a)(y') 
where 0 :os; x' + y' :os; 0.4 
x = a(x') 
y = (1 - a)(y') 
F2 =0:1-x-y 
{a} : x 
{b} : y 
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The partial probability distributions are equal. Hence the families 
are equal F J = F2 . 
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3.9 Fril's Multiplicative Knowledge 
'Meet' and 'Join' 
53 
Any algorithm that follows the constraints placed on mass assign-
ment tableaux (Equations 3.4 and 3.5) can be used to calculate the 
mass placed in a cell (cell;j). Once such method is using the product 
of the row and column masses. 
It is used in the programming language FRIL as the basis of all 
its operators on mass assignments. In FRIL - Fuzzy and Evidential 
Reasoning in Artificial Intelligence [10] Baldwin et al. claim that if 
the individual operator (0; * Pj ) is replaced by the multiplicative 
operator (0; *. ~) then the algebra and lattice still hold. 
Despite this claim, it is simple to construct an example that fol-
lows the FRIL multiplicative 'meet' equation and does not fulfil the 
axioms required to be a proper lattice meet. Firstly, the multiplica-
tive 'meet' returns a single result instead of a family of orthogonal 
mass assignments like the standard meet. 
If A is a mass assignment then A is the family consisting of just 
that one mass assignment. For example, 
A = {a}: 0.3 {a,b}: 0.7 
A = La;A; 
; 
=aA 
= l({a}: 0.3 {a,b}: 0.7) 
The individual multiplicative meet of the mass assignment A and 
CHAPTER 3. MASS ASSIGNMENT THEORY 54 
itself (A n. A) is: 
A n A = {a} : 0.51 {a, b} : 0.49 
See Figure 3.3 for the tableau for the multiplicative mass assignment 
meet. This is the only result for the multiplicative meet and is 
therefore a family of one. 
An.A {a} {a, b} 
03 07 
{a} : 0.3 {a} {a} 0.09 0.21 
{a} {a, b} 
0.21 0.49 {a,b}:0.7 
Figure 3.3: Example Multiplicative Mass Assignment Meet 
The multiplicative meet of the mass assignment family A and 
itself is: 
A n. A = L L <pij(Ai n .Aj ) 
i j 
= <p(A n. A) 
= 1({a}: 0.51 {a,b}: 0.49) 
The family of probability distributions described by A n. A is: 
A n. A = {a} : 1- x {b} : x where 0 s: x s: 0.49 
However the family of probabilities described by A is: 
A = {a} : 1 - x' {b} : x' where 0 s: x' ~ 0.7 
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A n. A does not equal A because it describes a narrower family of 
probability distributions. The multiplicative meet is therefore not 
idempotent and does not fulfil all the requirements of a lattice meet. 
Similarly for the multiplicative join. 
3.10 Discussion on MA Operators 
This section recaps the contents of the previous few sections and 
makes some general comments. The main points were: 
1. A mass assignment operator based upon a single focal cell func-
tion (*) has an infinite number of ways of assigning the mass 
to the cells of a tableau. Many of these assignments result in 
different solutions to the operator. 
2. Some of these results belong to the set of orthogonal maximal (r A * Bl R) or orthogonal minimal (LA * B J R) results. 
3. Operators on individual mass assignments are not candidates 
for meet and join operators. Their return type is not the same 
as their operand type. 
4. Operators based upon the maximal intersection and minimal 
union are a meet and a join when applied to families of mass 
assignments. 
5. The mass assignment family operators based upon the multi-
plicative union and multiplicative intersection are not a meet 
and a join. They are not idempotent. 
Despite not necessarily being lattice meets and joins any operator 
that conforms to the constraints of Equations 3.4 and 3.5 is a valid 
mass assignment operator. 
CHAPTER 3. MASS ASSIGNMENT THEORY 56 
3.11 Support Functions 
Because a mass assignment describes a family of probability distri-
butions it is possible to define the necessary belief and plausibility 
measures of a particular element of the mass assignment. If S is a 
set from the universe of discourse IC and X is a mass assignment 
defined on 21: then the belief and plausibility of S can be calculated. 
Firstly, the mass assigned to a particular set can be found using: 
m(Xi) = Xi 
X 
(3.10) 
Note that mx is simply a synonym for the mass assignment function 
X. 
The Dempster-Shafer theory of evidence defines these functions, 
but does so under the assumption of m(0) = O. As mentioned in 
Section 2.8 Shafer [53] defines Belief (Bel) and Plausibility (p*) to 
be as follows: 
Bel(S) = '" m(Xi) 
x Lx 
x; 
Xi<;'S 
p' (S) = 1 - Bel(S') . 
x x 
Shafer's theory of evidence does not allow probability mass to be 
assigned to the empty set; therefore, Belx(S) + p' x(S') = l. 
Works that allow mass in the empty set differ as to whether 
the mass should be counted as part of the belief and plausibility. 
For example, mass assignment theory[9][lO] counts m(0) in its belief 
measure, the Transferable Belief Model (TBM) [55] [56], on the other 
hand, does not count the empty set mass when calculating belief. 
This Thesis differentiates between the two belief functions by 
denoting them as Bel+O if it includes the empty set and Bel-O if it 
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does not and defines them as: 
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(3.11) 
(3.12) 
(3.13) 
Bel-O is the TBM definition of belief and Bel+O is the mass assign-
ment definition of belief. It should be noted that the TBM has a 
measure called implicability that is identical to the mass assignment 
belieffunction Bel+O. In this Thesis the difference in name is simply 
to clarify the relationship between the two belief functions. 
The plausibility function for both the TBM and mass assignment 
theory does not count the empty set in its calculation. This Thesis 
therefore denotes it Pl-O to correspond with the belief notation and 
it is defined as: 
Pqxi ) = '" m(Yj) x ~ x (3.14) }jnxi¥=0 
Pl-O is the inverse of the Bel+O function. The inverse of the Bel-O 
function is denoted as Pl+O because it is identical to the Pl-O func-
tion except it also considers the empty set: 
(3.15) 
The function Pl+O does not appear in either the literature on 
TBM or mass assignment theory. However, it is a valid measure of 
the basic probability mass. Pl+O measures the plausibility that one 
of the subsets of Xi is actually the real case. Without the Pl+ 0 
measure there is no way of making the statement 'it is plausible that 
X is inconsistent.' 
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Together the two belief and two plausibility functions make pair-
ings. Bel+O and PI+O both consider inconsistency, Bel-O and Pl-O 
do not. PI+(X) = 1 - Bel-(X') and Pl-(X) = 1 - Bel+(X') make 
complementary pairings. 
3.12 Semantic Unification 
Semantic unification (SU) is a method of comparing how well one 
mass assignment supports another. In the current literature on mass 
assignment theory the unification operator maps from two MAs to 
a probability interval [L, U], where L is the lower probability that 
the MAs are a match and U is the upper probability. In effect the 
semantic unification is a function that maps mass assignments on 
arbitrary domains to mass assignments defined on truth-space (the 
domain {T,1-}). See Chapter 4 for more details about truth space. 
If X = {Xi: Xi} and Y = {Yj : Yj} are two mass assignments 
then their semantic unification R can be defined as: 
(X I Y) = R = {R.;j : Tij} 
{T} 
Where R.;j = {1-} 
if, (Yj I:;; Xi) 1\ (Yj f. 0) 
if, (Xi n Yj = 0) 1\ (Yj f. 0) (3.16) 
{T, 1-} otherwise 
Tij = Xi Yj (multiplicative semantic unification) 
This definition is taken from Baldwin et al. [10, p.8l]. It is the stan-
dard semantic unification operator extended to handle inconsistency 
by assigning mass to the unknown set ({T, 1-}) if Yj is inconsistent. 
It can be read as saying: 
1. The truth of X is True if Y supports X. 
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2. The truth of X is False if Y denies X. 
3. The truth of X is Unknown if Y partially supports X. 
4. The truth of X is Unknown if Y is inconsistent. 
The first three interpretations are easy to justify and the fourth (that 
inconsistent Y tells you nothing about the truth of X) seems reason-
able at face value, but closer inspection shows it causes problems. 
Chapter 7 studies the semantic unification operator in more detail 
and proposes alterations to it to ensure it acts in a more intuitive 
way. 
Note that the above definition is of the multiplicative semantic 
unification operator. Like any mass assignment operator, seman-
tic unification can have many different results that conform to the 
constraints of Equations 3.4 and 3.5. 
Point-value Semantic Unification 
The book FRIL - FUzzy and Evidential Reasoning in AI gives the 
following definition of a multiplicative point-value semantic unifica-
tion [10, p. 80J: 
.. _{card(Xin YJ)} .. 
r'J - d Y x, YJ car j 
The probability of Pr(X I Y) is then given by: 
Pr(X I Y) = Lrij 
i,j 
(3.17) 
If Yk is the empty set, ie the mass assignment is not complete, 
then the masses rik are half the product of the row and column 
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masses Xi and Yk. 
As implied by its name, point-valued semantic unification pro-
vides a 8ingle probability value that represents how well one mass 
assignment supports the other. This point probability lies within 
the interval of probabilities produced by Equation 3.16. 
Semantic unification and truth-space 
Interval semantic unification is the operator that links arbitrary do-
mains to that of the Boolean values ({T, J...}). Mass assignments 
defined on the power set of Boolean values are called truth-space 
mass assignments. The remaining content of this Thesis is primarily 
concerned with defining and exploring the semantics of truth-space, 
truth-space mass assignments and their operators. 
Chapter 4 
Truth-Space 
4.1 The Domain of Truth-Space Mass 
Assignments 
Like all mass assignments, truth-space MAs describe a family of 
probability distributions. In particular they are distributions over 
the power set of the truth domain: 
Truth-Space = {0, {T}, {.l}, {T,.l}} 
The four elements in the power set are: the empty set (0 or 0), 
denoting inconsistency; the true set ({T} or T); the false set ({.l} or 
F); and the true-false set ({T,.l} or U), which denotes uncertainty. 
4.2 Truth-Space and Belnap Domains 
There is a lot of similarity between the domain of truth-space mass 
assignments and that of the set notation for Belnap's :fCJU:R (Sec-
tion 2.6, Table 2.5). However, there are a couple of crucial differ-
ences; so to help with differentiation between the domains another 
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notation is used. 
The Basic Truth-Space Elements 
The two elements that truth-MAs are based on are T and.1. Verum 
(T) is an indication that the proposition is true and only true (cf 
:T()U:R's true t, which merely indicates evidence of truth) and falsum 
(.i) indicates that the proposition is false and only false. These two 
concepts are mutually exclusive. If it is stated that a proposition is 
verum this totally excludes the possibility that the proposition will 
be proven false by some means. Again, compare to :T()U:R's domain, 
where (t) does not preclude the existence of (f). 
Truth-MAs cannot actually make the assertion that a proposition 
is T or.1. What they can do is assign all the mass to the set {T} 
or the set {.1}. It is important to notice {T}:l.O and T are not 
the same, they indicate different things. By looking at :TCJU:R's 
sets and mass assignment truth-space, the semantics of truth-mass 
assignments can be better understood. 
The Implicit Internal Set Connectives 
Belnap uses the sets to collect evidence of the truth or falsity of a 
proposition. The empty set in :T()U:R has no evidence of either true 
or false and the set {t, f} has evidence of both; therefore 3'()U:R 
has an implicit 'and' connective between set elements. Conversely, 
truth-space MAs have an implicit 'or' connective between set ele-
ments. The set {T,.1} states that the actual truth could be either 
true, or false, or implicitly neither. :T()U:R's {t, f} reads as evidence 
of true and evidence of false and nothing, truth-MA's {T,.1} reads 
only truth (verum) or only false (falsum) or neither. 
The use of an 'or' connective within MA sets has deep impli-
cations for the interpretation of truth-MAs. For example, it is im-
possible using truth-MAs to assert a proposition is true and only 
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true, the closest possible assertion is that the proposition is either 
true and only true or it is neither true nor false (ie inconsistent). 
Following this logic the following semantics can be given to the focal 
sets of truth-MAs: 
Inconsistent (0) Neither true nor false. 
'!rue ({T}) True or neither true nor false. 
False ({ 1.}) False or neither true nor false. 
Uncertain ({T, 1.}) True or false or neither true nor false. 
The similarities between truth-space and :r(')U~ extend beyond 
the set on which they are defined. Like :r(')U~ the focal elements of 
a truth-MA can be partially ordered on the knowledge they contain 
and the truth they indicate. 
4.3 The Knowledge Ordering of the 
'fruth Domain « K ) 
The knowledge ordering (~K) is one of excluding possibilities from 
the set {T, 1.}. This is a consequence of the 'or' connective that 
exist within the sets. As knowledge increases it restricts the possible 
elements in the sets. Therefore, 0 is the lower bound of the sets. 
The knowledge it implies has excluded both T and 1. ending up 
with neither (ie inconsistency). The upper bound is {T,1.}; with 
no knowledge no possibilities can be excluded. {T} and {1.} being 
incomparable elements in between the other two sets; they have both 
excluded one possibility from the set. 
The meet of the knowledge lattice (181) is set union, see Figure 4.1. 
The knowledge join (EB) is the set intersection, see Figure 4.2. This 
is the inverse of the knowledge meet and the join in :r(')U~ (see 
Section 2.6). 
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A0B B 
o {T} {T,J..} {J..} 
o 0 {T} {T,J..} {J..} 
{T} {T} {T} {T,J..} {T,J.., 
A 
{T,J..} T,J..} {T, J..} {T,J..} {T,J.. 
{J..} {J..} {T,J..} {T,J..} {J..} 
Figure 4.1: The Knowledge Meet of the Truth Domain (0) 
AffiB B 
o {T} {T,J..} {J..} 
o 0 0 0 0 
{T} 0 {T} {T} 0 
A 
{T,J..} 0 {T} {T,J..} {J..} 
{J..} 0 0 {J..} {J..} 
Figure 4.2: The Knowledge Join of the Truth Domain (Ell) 
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The truth ordering of the truth-MA domain is identical to that used 
by 9'(,)U:R. {T} is obviously the upper bound, denoting the existence 
of truth and no falsity. The lower bound is {~}, which shows the 
maximum falsity and no truth. 0 and {T, ~} are incomparable ele-
ments between, {T, ~} contains both T and ~ balancing the truth 
it contains. 0 contains neither and so is balanced as well. Because 
the truth orderings for 9'()U:R and the truth domain are the same 
(barring differences in representation), the truth meet (J\) and the 
truth join (V) are the same. See Figures 4.3 and 4.4. 
A/\B 
o 
o 0 0 {~} {~} 
{T} 0 {T} {T,~} {~} 
A 
{~} {T,~} {T,~} {~} 
{~} {~} {~} {~} 
Figure 4.3: The Truth Meet of the Truth Domain (J\) 
Remember that these are the knowledge and truth orderings for 
the domain that truth-M As are defined on and not truth and knowl-
edge orderings for truth mass assignments themselves. These mass 
assignment orderings are discussed in Sections 5.3 and 5.4 in the 
next chapter. 
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AvB B 
o {T} {T,-'-} {-'-} 
o 0 {T} {T} 0 
{T} {T} {T} {T} {T} 
A 
{T,-'-} {T} {T} {T,-'-} {T,-'-' 
{-'-} 0 {T} {T,-'-} {-'-} 
Figure 4.4: The Truth Join of the Truth Domain (V) 
4.5 The Bilattice of the Truth-MA 
Domain 
The two partial orderings described above have a least upper bound 
and a greatest lower bound for each pair of elements. These comprise 
meets and joins on two lattices. 
In addition, a negation operator for the truth ordering can be 
defined that is identical to that used by :rtJU~ (see Figure 4.5). 
Internally it uses Boolean negation on the set elements. 
A 
o {T} {T,-'-} {-'-} 
,AI 0 I {-'-} I{T,-,-}I {T} I 
Figure 4.5: The Truth Domain's Truth Negation Operator (~) 
Taking the knowledge and truth lattices with the negation oper-
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ator on the truth ordering means the two lattices can be combined 
into a bilattice (see Figure 5.1). 
o 
{.L} {T} 
{T,.L} 
Figure 4.6: The Truth-Space Bilattice 
This lattice looks similar to that used by :nJll:R. A superficial 
examination makes it seem that the truth-space lattice is simply the 
!7ml:R lattice with different symbols and flipped in the knowledge 
ordering. However, considering the underlying difference in seman-
tics of the truth-space and !7(')U:R sets the two knowledge lattices 
are quite different. 
4.6 Discussion on Truth-Space 
As has been shown in this chapter truth-space is the power set of 
Boolean values. Usually these values are called true and false; how-
ever, in order to prevent the reader making assumptions about the 
semantics of these values different symbols have been used. 
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Truth-space consists of two related lattices, which order the val-
ues by truth and knowledge respectively. The orderings are similar 
to those used in Belnap's ~(,)U:R with one main difference. ~(,)U:R's 
values uses an implicit 'and' connective within the sets truth-space 
uses an implicit 'or' connective. The difference in these implicit 
connectives means there is a distinct difference in the semantics of 
truth-space compared to ~(,)U:R. These semantics underlie the se-
mantics of any mass assignment that is based upon truth-space. 
Chapter 5 
Truth-Space Mass 
Assignments 
5.1 Overview 
Truth-space mass assignments are mass assignments that are defined 
on the power set of {T, ~}. Discussion and analysis of the semantics 
of truth-space mass assignments (t-MAs) comprises the bulk of the 
contribution of this Thesis. 
Whilst they are simply a subset of general mass assignment the-
ory they have several features that make them worth special discus-
sion, which has so far been neglected in the literature. The main 
features are: 
l. The size of the power set they are defined on is small, making 
many problems and calculations that use them tractable. 
2. There is only one valid tYPe-2R restriction. This to makes the 
analysis of the results simpler. 
3. The elements of the sets t-MAs are defined on have distinct 
semantics based on classical logic (Chapter 4). This allows the 
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definition of logic mass assignment operators like conjunction 
and disjunction in addition to the normal mass assignment 
operators. 
Thactability 
The cardinality of truth-space is four. This means that any opera-
tor that has truth mass assignments as operators has a tableau of 
sixteen cells. This has implications for the work presented in Chap-
ter 8, where this Thesis describes the limits to the range of possible 
results for a truth operators. The small size of the tableaux makes 
the analysis of the limits simpler and their semantics easier to define. 
Although the results of that chapter can be generalised to mass as-
signments defined on domains other than truth-space the semantics 
of the limits becomes less clear. 
The Type-2R Restriction 
There is only one tYPe-2R restriction (Equation 3.2) for truth-space 
mass assignments that produces any change in how the mass is dis-
tributed between the focal sets. If A is a truth mass assignment then 
A' is a tYPe-2R restriction of A that moves J mass from {T} and 
{J-} to 0 and {T,-L}. 
A = 0 : i {T} : t {-L} : f{T, -L} : u 
A' = 0 : i + J {T} : t - J {-L} : f - J {T, -L} : u + J 
Where, J :s; t A J :s; f 
The Semantics 
Unlike most mass assignments the domain of truth-space mass as-
signments is based ultimately on elements that have clear logical 
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semantics. As discussed in Chapter 4 these elements can be ordered 
on knowledge in the same way that generic mass assignment can, 
but also in a truth order. Later in this chapter it will be shown that 
this truth order can be used to create logical conjunction and dis-
junction operators for truth-space mass assignments. This in turn 
allows truth-mass assignments to interact in ways that generic mass 
assignments cannot. 
The key to understanding the semantics of truth-space mass as-
signments is defining partial orderings of mass assignments. This 
allows mass assignments to be compared based on the amount of 
knowledge used to create them and also the amount of truth in the 
statement they represent. 
5.2 The Partial Order Limits 
Finding partial orderings for truth mass assignments is more complex 
than finding the orderings for the truth domain they are based upon. 
This is because in addition to the domain elements there is also 
the factor of the mass assigned to those elements to be considered. 
Therefore, the upper and lower bounds of partial orderings of truth-
MAs are not subsets of the domain {T,.l}, but are instead mass 
assignments. 
First the potential limit points of any partial orderings are iden-
tified. To mimic the truth ordering the most true and most false 
mass assignments are identified, respectively they are MAs where 
all the mass is assigned to {T} or all to {.l}. Similarly the mass 
assignments containing the most and least knowledge are identified. 
They either assign all mass to 0 or {T,.l}. 
These points can be place on a double Hasse diagram [49J (Fig-
ure 5.1) in a similar way to the truth domain Hasse diagram. The 
limit points are: 
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Most inconsistent: 
Most true: 
Most false: 
Most uncertain: 
0:0 
{T}:O 
{.l}:1 
{T, .l}:O 
0:1 {T}:O {..l}:O {T,..l}:O 
0:0 {T}:1 {..l}:o {T, ..l}:o 
0:0 {T}:O {..l}:1 {T,..l}:O 
0:0 {T}:O {..l}:o {T,..l}:1 
0:1 {T}:O {.l}:O {T, .l}:O 
0:0 {T}:O {.l}:O {T, .l}:! 
0:0 
{T}:1 
{.l}:O 
{T, .l}:O 
Figure 5.1: Double Hasse Diagram of the Truth-MA Limits 
Unlike the Hasse diagrams for 1"CJU:R and for the truth domain, 
the truth mass assignment orderings contain an infinite number of 
mass assignments making drawing a complete Hasse diagram an im-
possible task. The four labelled points in Figure 5.1 are simply the 
limits of the orderings. The following sections describe the truth and 
knowledge orderings for truth-space mass assignments. The order-
ings take into account both the focal elements and the mass assigned 
to them. 
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5.3 The Truth-MA Knowledge 
Ordering( <K) 
The knowledge ordering of the limits shows that the knowledge or-
dering for truth-space mass assignments is the reverse of the restric-
tiveness ordering. 
The most inconsistent MA is a type-1 R restriction of the most 
true and a type-1 R restriction of the most false. Similarly, the most 
true and most false MAs are tYPe-1R restrictions of the most uncer-
tain MA. 
The knowledge ordering ranks mass assignments based upon how 
much knowledge they contain. The more knowledge (less uncer-
tainty) a mass assignment contains the smaller the family of proba-
bilities that it describes. The restrictiveness ordering states A :S;R B 
if A is a restriction (smaller family) of B. Therefore, A less than B 
in the restrictiveness ordering means that B is greater than A in the 
knowledge ordering (Equation 5.1). 
A :S;K B == B :S;R A 
A :S;K B = tYPe-1R(B, A) V type-2R(B, A) 
Examples: 
For example, consider the two mass assignments A and B: 
A = 0: 0.2{T}: 0.3{.l}: 0.3{T,.l}: 0.2 
B = 0 : 0.2 {T} : 0.2 {.l} : 0.3 {T,.l} : 0.3 
(5.1) 
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B :S;K A because A is a type-1R restriction of B moving 0.1 mass 
from {T,1.} to {T}. 
C = 0 : 0.1 {T} : 0.1 {1.} : 0.3 {T, 1.} : 0.5 
D = 0 : 0.1 {T} : 0.2 {1.} : 0.2 {T, 1.} : 0.5 
The two mass assignments C and D are incomparable because nei-
ther C nor D are restrictions of the other, therefore neither contains 
more knowledge than the other. 
E = 0: O.4{T}: 0.2{1.}: 0.2{T,1.}: 0.2 
F = 0 : 0.4 {T} : 0.2 {1.} : 0.2 {T, 1.} : 0.2 
E and F are equal as the masses assigned to every focal set are 
equal. 
G = 0 : 0.1 {T} : 0.1 {1.} : 0.3 {T, 1.} : 0.5 
H = 0: 0.2 {T} : 0.0 {l.} : 0.2 {T, 1.} : 0.6 
H is a tYPe-2R restriction of (] therefore th~ f.a:mily of probability 
distributions of H is narrower than the family associated with G, 
hence G:S;K H. 
5.4 The Truth-MA Truth Ordering 
«T) 
The truth ordering can be constructed in a similar way. The knowl-
edge (and restrictiveness) ordering are based upon two restrictions. 
Similar restrictions need to be constructed for the truth ordering 
before the ordering itself can be made. 
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A /I. B and A V B means the focal set meet or focal set join of 
the sets A and B for the truth ordering of truth-space (Figures 4.3 
and 4.4). Although Equation 5.3 is written in general terms there 
is only actually one type of 'restriction' that alters any masses in a 
truth-space mass assignment. This 'restriction' is when Xj = 0 and 
X k = {T, J..} or vice versa. As stated before this moves mass Cl< to 
{T} (0V{T,J..}) and {J..} (0/1. {T,J..}). 
Such a 'restriction' is only valid for truth-space mass assignments 
as shall be called a tYPe-2T 'restriction'. 
The Truth Ordering 
Together the truth type-IT and truth tYPe-2T 'restrictions' define 
the truth ordering. If mass assignment A is a type-IT or tYPe-2T 
'restriction of B then the family of (partial) probability distributions 
defined by A must have at least as much mass assigned to {T} than 
the family of distributions defined by B. Therefore: 
A :S:T B == type-lT(B, A) V tYPe-2T(B, A) (5.4) 
Where type-x(B, A) means that B is a type-x 'restriction' of A. 
Examples: 
For example, consider the two mass assignments A and B: 
A = 0: 0.50{T}: 0.2{J..}: 0.2{T,J..}: 0.10 
B = 0 : 0.25 {T} : 0.2 {J..} : 0.2 {T, J..} : 0.35 
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The MAs A and B are incomparable on the truth-ordering because 
neither is a restriction of the other. 
C = 0 : 0.25 {T} : 0.20 {..L} : 0.20 {T,..L} : 0.35 
D = 0: 0.25 {T} : 0.20 {..L} : 0.20 {T,..L} : 0.35 
The mass assignments C and D are equal as all masses are identical. 
E = 0: O.lO{T}: 0.20{..L}: 0.50{T,..L}: 0.20 
F = 0 : 0.30 {T} : 0.30 {..L} : 0.30 {T, ..L} : 0.10 
Here E ~T F because F is a 'restriction' of E moving 0.1 mass from 
o and {T,..L} to {T} and {..L} via a tYPe-2T 'restriction' and then 
moving 0.3 mass from {..L} to 0 via a type-IT 'restriction'. 
5.5 'Iruth Mass Assignment Operators 
There are various operators that work on truth space mass assign-
ments. The restrictiveness 'meet' and 'join' operators that are valid 
for general mass assignments (see Section 3.7) are also defined for 
truth-space mass assignments. As mentioned previously in this The-
sis and by Baldwin et al. [9][10] they are lattice meet and joins when 
applied to families of mass assignments. 
The other two sets of operators are related to the two other par-
tial orderings already mentioned. The knowledge operators, which 
are related to the partial ordering ~K and the truth operators related 
to the partial ordering ~T. 
Knowledge Operators 
The knowledge ordering for truth-space mass assignments is the in-
verse of the restrictiveness ordering. In addition, the knowledge 
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meet operator for truth-space is set union and the knowledge meet 
for truth-space is set intersection. This is the exact opposite of the 
operators used to construct the restrictiveness meet and join. 
The simplest way to define the knowledge meet and join is to 
defined them as the restrictiveness join and meet respectively. If A 
and B are families of mass assignments where each member of the 
family is orthogonal with respect to the knowledge ordering then the 
knowledge meet (0) and join (Ell) of those families are: 
n m n m 
A0B= LL4>ij(Oi0Pj ) LL4>ij = 1 (5.5) 
i=l j=1 i=l j=1 
where for any i,j 4>ij = 0 if (Oi 0 Pj ) ~K (Or 0 Ps) for any r, s. 
n m n m 
A Ell B = L L 4>ij(Oi Ell Pj ) LL4>ij = 1 (5.6) 
i=l j=1 i=l j=1 
where for any i,j 4>ij = 0 if (Or Ell Ps) ~K (Oi Ell Pj ) for any r,s. 
Individual Knowledge Operators 
The individual knowledge 'meet' and join are defined in the same 
way as the individual restrictiveness operators. 
where Leti = 1 
i 
(5.7) 
Where {Oi} is the set of orthogonal maximal solutions rA 0 ElK. 
The solutions all conform to constraints 3.3, 3.4 and 3.5. A cell's 
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focal set is the union of its row and column sets (Cij = Ai U Bj). 
(5.8) 
where Lai = 1 
Where {Oi} is the set of all orthogonal minimal solutions LA El) B J K 
and the solutions all conform to constraints 3.3, 3.4 and 3.5. A cell's 
focal set is the intersection of its row and column sets (Gij = AinBj ). 
Remember that 50K is the inverse of 5oR, 181 == U and E& == n. 
Therefore the orthogonal maximals in the knowledge ordering r A * 
Bl K are the orthogonal minimals in the restrictiveness ordering LA * 
BJR' 
Truth Operators 
The truth operators are similar to the knowledge and restrictiveness 
operators except they use /\, V and 50T instead of the set union, set 
intersection and 50K or 5oR' 
If A and B are families of mass assignments where each member 
of the family is orthogonal with respect to the truth ordering then 
the truth meet (/\) and join (V) of those families are: 
n m n m 
A /\ B = L L<Pij(Oi /\ Pj) LL<Pij = 1 (5.9) 
i=l j=l i=l j=I 
where for any i,j <Pij = 0 if (Oi /\ Pj) 50T (Or /\ Fs) for any r, s. 
n m n m 
Av B = LL<Pij(Oi V Fj ) LL<Pij = 1 (5.10) 
i=l j=1 i=l j=1 
where for any i,j <Pij = 0 if (Or V Fs) 50T (Oi V Fj ) for any r, s. 
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Individual 'fruth Operators 
The individual truth operators that the mass assignment family op-
erators are defined upon are similar to the knowledge and restric-
tiveness operators. This time however they return a different set 
of orthogonal maximals and minimals. Rather than being orthogo-
nal in the restrictiveness ordering they are orthogonal in the truth 
ordering (Equation 5.4). 
(5.11 ) 
where La; = 1 
Where {Od is the set of orthogonal maximal solutions lA 11 Bh· 
The solutions all conform to constraints 3.3, 3.4 and 3.5. A cell's 
focal set is the conjunction of its row and column sets (G;j = A; 11 Bj ). 
(5.12) 
where La; = 1 
Where {Od is the set of all orthogonal minimal solutions LA V B h 
and the solutions all conform to constraints 3.3, 3.4 and 3.5. A cell's 
focal set is the disjunction of its row and column sets (O;j = AjV B j ). 
5.6 Truth Negation 
Section 3.5 defines the complement of an arbitrary mass assignment. 
It is based upon the complement of the focal sets in the original 
mass assignment. When acting upon truth-space mass assignments 
the operation of complementation alters the knowledge orderings. 
This is because it swaps the mass assigned to the focal sets 0 and 
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{T, -L} as well as swapping the mass assigned to {T} and {-L}. 
Proof that complementation alters <K 
Consider the two truth mass assignments A and B such that A $K 
B: 
A = 0 : 0.0 {T} : 0.3 {-L} : 0.5 {T, -L} : 0.2 
B = 0: 0.4 {T} : 0.5 {-L} : 0.1 {T, -L} : 0.0 
Their complements of each mass assignment according to Section 3.5 
are: 
A' = 0 : 0.2 {T} : 0.5 {-L} : 0.3 {T, -L} : 0.0 
B' = 0: O.O{T}: 0.1 {-L}: 0.5{T,-L}: 0.4 
Prior to the complementation A $K B because there was a type-
1R restriction moving 0.2 mass from 0 to {T} and a type-1R restric-
tion moving 0.4 mass from {-L} to 0. Therefore, B is a restriction of 
A, B $R A and hence A $K B. 
After complementation B' $K A' because there is a type-1R 
restriction moving 0.4 mass from {T, -L} to {T} and another type-
1R restriction that moves 0.2 mass from {-L} to 0. Therefore, A' 
is a restriction of B', A $R B and hence B $K A. The knowl-
edge/restrictiveness has been reversed and therefore complementa-
tion affects knowledge. 
Negation and knowledge 
The comment made by Fitting [20] and quoted in Section 2.6 is just 
as valid for truth-space mass assignments as it is for the bilattices 
which he was originally referring to. It is desirable for a negation 
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operator to not change the knowledge ordering and reverse the truth 
ordering. Mass assignment complementation is obviously unsuitable 
so a different operator is needed. 
This Thesis proposes Equation 5.13 as a negation operator. It 
simply swaps the mass assigned to the sets {T} and Cl}, leaving 
the mass assigned to sets 0 and {T,..L}. 
0: m(0) 
A 
~A= 
{T} : m( {..L}) 
A (5.13) 
{..L} : m( {T}) 
A 
The underlying operator of this function is Boolean negation act-
ing on the focal set elements. This follows the same basis as the truth 
meet (which uses Boolean conjunction internally) and the truth join 
(which uses Boolean disjunction internally). 
The negation operator does not alter the knowledge ordering; 
it does not alter the 0 and {T,..L} masses and although the {T} 
and {..L} masses are altered they are incomparable under the knowl-
edge ordering and so they do not alter the ordering when they are 
swapped. 
Proof that negation does not change knowledge 
Since the 0 and {T,..L} masses are unchanged A ::;K B means 
~A ::;K ~B. If there is a type-1R restriction making A ::;K B 
then A has more mass assigned to {T, ..L} or less mass assigned to 0. 
If there is a type-2R restriction then both 0 and {T,..L} are greater 
in B than in A. Because negation does not alter the 0 and {T,..L} 
masses, negation does not alter the knowledge ordering of the mass 
assignments. 
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Negation and truth 
The negation operator is not a true complementation operator as 
although it does not change the knowledge ordering it is not com-
pletely order reversing for the truth ordering. 
Proof that negation is not completely order reversing with 
respect to truth 
Assume there are two mass assignments such that: 
and 
A = 0: a{T}: b{..l}: c{T,..l}: d 
B = 0: a{T}: ,8{..l}: /'{T,..l}: 6 
-,A = 0: a{T}: c{..l}: b{T,..l}: d 
-,B = 0: a{T}: /'{..l}: ,8 {T,..l} : 6 
If A :'OT B because B is a type-IT restriction of A then b :::: ,8 or 
c :'0 'Y- This means that -,A is a type-IT restriction of -,B, because: 
or m( {T}) > m( {T}) 
B - A 
hence 
m({..l}):::: m({..l}) 
..,B ....,A 
or m({T}) :'0 m({T}) 
-,B ..,A 
This means that A :'OT B implies -,B :'OT -,A if type-IT (B, A). 
Therefore, negation is order reversing for type-IT restricted mass 
assignments. 
However if A :'OT B due to a tYPe-2T 'restriction' then b :'0 {3 and 
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c :5 "y. This means: 
m({l.}):5 m({l.}) 
B A 
and m({T}) < m({T}) 
B - A 
hence 
m({l.}):5 m({l.}) 
~B ~A 
and m({T}):5 m({T}) 
-,B ...,A 
This means A :5r B implies ,A :5r ,B if type-2r (B, A). There-
fore, negation is not order reversing for type-2r restricted mass as-
signments. 
Negation and the Bilattice 
Because the negation operator only partially reverses the truth order 
it cannot be used to combine the truth and knowledge into a proper 
bilattice as described by Ginsberg. They can however be combined 
into a pseudo-bilattice (t-MA, /\, V,@,EIl,,) where, is only partially 
order reversing w.r.t. truth and t-MA is the set of all truth mass 
assignments. 
Negation and the support measures 
Using the support measures defined in section 3.11 a link can be 
made between the various versions of the belief and plausibility of 
X in ,A and A. 
BeqX) = Beq,X) = 1 - PI+(X) = 1 - PI+(,X) 
...,A A A ...,A 
Pl-(X) = Pq,X) = 1 - Bel+(X) = 1- Bel+(,X) 
~A A A ~A 
CHAPTER 5. TRUTH-SPACE MASS ASSIGNMENTS 85 
If there is no mass assigned to 0 or {T, l-} then the negation acts 
in a similar way to probability negations: Pr~A(X) = 1 - PrA(X). 
5.7 Discussion on Truth-MAs 
This chapter has presented mass assignments defined upon truth-
space - the power set of Boolean values. Parallels have been drawn 
with Belnap's four-valued logic :J(,)U~ [ll ][121 and using the bilat-
tice theories proposed by Ginsberg [241 these parallels have been 
used to define truth and knowledge orderings on truth-space mass 
assignments. 
The knowledge ordering is simply the inverse of the restrictive-
ness ordering already described in mass assignment literature by 
Baldwin et al and is therefore valid for all mass assignments. The 
truth ordering takes its inspiration from the knowledge ordering but 
is only valid for mass assignments defined on truth-space. 
The orderings on mass assignments and their corresponding or-
derings of truth-space have been used to define 'meet' and 'join' 
operators for those orderings and a proper lattice meet and join for 
each ordering has been defined for families of mass assignments. 
The construction of these truth operators allows mass assign-
ments defined on truth-space to be combined in ways that are un-
available to mass assignments defined on other domains. These truth 
operators are under-pinned by the Boolean operators acting on the 
focal set elements and are similar to their counterparts in :JCJU~. 
The final operator needed to combine two lattices into a single 
bilattice is one of negation. This should reverse the truth order but 
preserve the knowledge order. This chapter showed that the mass 
assignment complementation operator described in current mass as-
signment literature is not suitable. It also presents a negation oper-
ator based upon Boolean negation that is does not alter knowledge 
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and whilst not totally order-reversing for truth is at least partially 
order-reversing. Because a true bilattice cannot be formed Equa-
tion 5.14 is a pseudo-bilattice algebra. 
T = (t-MA,/\, V,0,E!),""') (5.14) 
All the truth-space operators have been defined using the meets, 
joins and negation of truth-space sets and they derive their in-
spiration from the work by Ginsberg [23}[24}[25}[26] and Fitting 
[20}[21}[22] on Belnap's four-valued logic 1"<9'U~. 
Thuth-MAs and other multi-valued logic 
Truth-space mass assignments have many similarities with other 
logic systems. The most obvious one is that if mass is not allowed 
to be assigned to the empty set then the truth mass assignment: 
o : 0.0 {T} : a {.l} : f3 {T,.l} : I 
is actually a support pair [a, 1- f3]. The programming language FRIL 
normalises its mass assignments to ensure that no mass is assigned 
to the empty set. In addition, its definition of semantic unification 
(Equation 3.16) does not assign mass to the empty set and means 
that a support pair is always produced. 
Restricting truth-space mass assignments in other ways allows 
t-MAs to mimic other logic systems. Consider how truth-MAs op-
erators act if their operands are restricted to having all the mass 
assigned to {T} or all the mass assigned to {.l}, ie the only valid 
assignments are: 
T = 0 : 0.0 {T} : 1.0 {.l} : 0.0 {T, .l} : 0.0 
F = 0 : 0.0 {T} : 0.0 {.l} : 1.0 {T, .l} : 0.0 
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The truth meet and join operators in this case will act exactly like 
the classical logic conjunction and disjunction: 
and 
T/\T=T 
T/\F=F 
F/\T=F 
F/\F=F 
TvT=T 
TvF=T 
FVT=T 
FvF=F 
If all the mass is also allowed to be assigned to {T, .L} or all to 0 then 
the logic acts as I3elnap's four-valued logic :Jc:JU:R. This can clearly 
be seen from comparing the operator tableaux Figures 2.1,2.2,4.3 
and 4.4. Fitting [21][22] showed that Kleene's strong three-valued 
logic [32] is a restriction of Belnap's :Jc:JU:R. Therefore, by not al-
lowing all the mass to be assigned to 0 and limiting the only valid 
assignments to: 
T = 0 : 0.0 {T} : 1.0 {.L} : 0.0 {T,.L} : 0.0 
F = 0 : 0.0 {T} : 0.0 {.L} : 1.0 {T,.L} : 0.0 
U = 0 : 0.0 {T} : 0.0 {.L} : 0.0 {T,.L} : 1.0 
Then truth-space mass assignments act as Kleene's strong three-
valued logic. Kleene's weak three-valued logic can also be used as a 
basis for truth-space mass assignment operators as long as the t-MAs 
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are limited to T, F and U. 
Truth-space mass assignments can also be restricted to act as a 
probabilistic logic. This is done by not allowing mass to be assigned 
to the focal sets 0 or {T, ..L} but allowing {T} and {..L} to vary freely 
(as long as they still sum to one), eg 
X=0:0.0 {T}:a {..L}:l-a{T,..L}:O.O 
This basically ensures that the family of probability distributions 
. described by X has no uncertainty and is complete. The probability 
of X being true is: 
Pr(X) = Bel ±( {T}) = PI ±( {T}) = m( {T}) 
x x x 
If there are two mass assignments X and Y that are both limited in 
the was described above then if they are assumed to be independent 
then: 
Pr(X /\ Y) = Pr(X) Pr(Y) 
This is because where independence is assumed it is possible to use 
multiplicative versions of the truth-MA truth meet. This uses the 
same tableaux as Figure 4.3 but the cell masses are set to the mul-
tiplication of their row and column masses. Therefore, 
X /\. Y = 0 : 0.0 
{T}: m({T})m({T}) 
x Y 
{..L}:1- m ({T}) 
XA.Y 
{T,..L} : 0.0 
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And 
m( {T}) = Pr(X) 
x 
m( {T}) = Pr(Y) 
Y 
Therefore 
Pr(X /\. Y) = Pr(X) Pr(Y) 
In addition, the conditional probability equation can be repro-
duced for the restricted mass assignments. 
XIY=X/\Y 
Y 
Pr ({T}) = Pr(XAY)( {T}) 
XIY Pr(y)( {T}) 
Where X /\ Y is any single valid result of the truth 'meet' of the 
two mass assignments. It does not have to be one of the orthogonal 
maximals r X /\ Yh, it simply has to conform to the constraints: 
3.3, 3.4 and 3.5. If the multiplicative truth- 'meet' is used then the 
conditional probability is equal to the independence equation. 
Final comments on Truth-MAs 
Truth-space mass assignments are a very flexible method of rep-
resenting and reasoning with imprecise and incomplete knowledge. 
Unrestricted it provides a method of combining mass assignments 
based on the knowledge they provide (a method also available to 
generic mass assignments) and also based on the amount of truth 
they contain (a method not available to general mass assignments). 
If various restrictions are placed upon the way mass can be as-
signed in the operands then truth-space mass assignments are able 
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to mimic several different logic systems such as support logic, class i-
callogic, probabilistic logic, Kleene's three-valued logic and Belnap's 
:JClU:R. 
Chapter 6 
Understanding MA 
Operators 
6.1 Introduction 
Two different types of mass assignment operator have been presented 
in this Thesis and previously by other IIlasS assignment literature. 
The most obvious example of these two different types of operator 
are the interval and point-value semantic unifications. These two 
types of operator either produce probability distributions in the case 
of the point-value version or a family of probabilities in the case of 
the 'interval' version. Other 'interval' operators already presented 
are the meets and joins for the various orderings of truth-space mass 
assignments. 
Note that the name 'interval' is a slight misnomer if the operator 
is something like the truth-meet then some mass might be assigned 
to the empty set. This means that any resulting mass assignment 
might not be complete and does not truly describe an interval. How-
ever, the name is sufficient to distinguish them from the point-value 
operators. 
Current literature usually presents point-value and interval oper-
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ators as separate. This chapter examines mass assignment operators 
in a new way that shows the relation between the two different type 
of operator. 
6.2 The Tableau 
Interval mass assignment operators tend to be represented as an 
operator tableau. This Thesis takes the interval mass assignment 
operators as its starting point and shows how point-value operators 
are simply the result of applying several functions to the interval 
result. 
The tableau is made up of cells. Current literature describes 
each cell assigning mass to a single focal element of the result. The 
total mass assignment is found by summing all the individual mass 
contributions made by each cell. This chapter proposes a slightly 
different semantics for the tableau. 
Under these new semantics, each cell can be considered as re-
turning a partial mass assignment rather than assigning mass to a 
single set. For example, if an imaginary operator X * Y would assign 
mass to the set {~} then the new semantics mean it creates a partial 
mass assignment: 
0:0 {T}:O {~}:f {T,~}:O 
Where 0 < f ::; 1 
The mass assignments are partial because their total mass (including 
that assigned to 0) can be less than one. The final result of a mass 
assignment operator is found by summing the partial mass assign-
ments associated with each cell. For this to produce a valid result 
the constraints already mentioned in Section 3.6 (Equations 3.3, 3.4 
and 3.5) must still hold. 
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This seems a small change but this now allows a cell to assign 
some of its mass to one focal set and some to another, eg 
0:i {T}:O {~}:f {T,~}:O 
Where 0 < i, f :s: 1 /\ i + f :s: 1 
For the interval operator this does not alter the result in any way 
at all. It is just a different view of how the operator works. Using this 
view it is possible to define two functions the contribution function 
and the distribution function. 
6.3 The Contribution Function 
The contribution function determines how much mass is assigned to 
each cell. It does not say where the mass goes just how much. The 
most obvious contribution function is the mUltiplicative one. Other 
contribution functions already mentioned in this Thesis and in other 
literature are the orthogonal maximals and minimals for the truth, 
knowledge and restrictiveness orderings. These contribution func-
tions are all based around the min function in the same way that 
the multiplicative contribution function is based around multiplica-
tion. 
All contribution functions must return the mass contributed by 
Cellij it therefore needs to conform to the constraints already men-
tioned in Section 3.6 (Equations 3.3, 3.4 and 3.5). Given a row mass 
Xi and a column mass Yj the contribution function returns the mass 
contributed by Cellij 
Cont: [0,1] x [0,1] --> [0,1] 
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The Multiplicative Contribution Function 
The multiplicative contribution function is one of the easiest to de-
fine. Given two mass assignments X = {Xi: Xi} and Y = {Yj : Yj} 
the mass contributed by cellij is: 
(6.1) 
The Minimum Contribution Function 
The various orthogonal maximal and minimal operator results are 
based upon the min contribution function. 
(6.2) 
The min contribution function is more complex than the mul-
tiplicative contribution function. The numbers aj and bj are the 
masses that have already been assigned to cells on the same row and 
column as cellij' After calling Cont for cellij the amount of mass as-
signed in that row/column has obviously changed. Therefore, after 
Cont is called on the cell, ai and bj need to be updated (designated 
as a; and bj): 
a~ = ai + min[xi - ai,Yj - bj ] 
bj = bj + min [Xi - ai, Yj - bj 1 
Because of the minimisation function, after ai and bj are updated 
either ai = Xi or bj = Yj· This effectively causes all remaining cells 
on that row or column to be assigned a mass of zero. 
For example, if Cont is called for a cellij and no cells in the 
same row or column have yet been assigned then the variables are 
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as follows: 
where 
ai = 0 
If Xi ::; Yj then 
bj = bj + Xi = Xi 
Any subsequent call to a cell sharing the same row (cellik) will result 
in a mass of zero being assigned because: 
Cont(Xi,Yk) = min[xi - a;, Yk - bk ] 
= min [Xi - Xi, Yk - bk] 
=min[O, Yk-bk] 
=0 
A similar situation occurs for cells on the same column as Cellij when 
Xi> Yj· 
Each call to Cont changes the potential mass assigned to other 
(currently unassigned) cells. This makes the result returned by any 
semantic unification based upon the min contribution function de-
pendent on the order in which the cells are processed. For a row 
by column semantic unification tableau there are (row x column)! 
different orderings possible. Some of these orderings will ultimately 
------- - --
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produce the same result, but many produce distinctly different an-
swers. Chapter 8 looks more closely at the effects of calling the min 
contribution function in different orders. 
6.4 The Distribution Function 
If the contribution function determines how much mass is assigned 
by each cell then the distribution function determines where the mass 
is assigned. The distribution function takes the sets Xi and Yj and 
calculates where the mass is to be assigned. 
Dist: 2A x 28 -+ (2C -; {O, 1}) 
Where (V Xi E 2A)(VYj E 2111) L Dist(Xi , Yj)(Zk) = 1 
'V ZkE 2C 
Where Xi E 2A, Yj E 28 and (Xi * Yj) E 2c For truth-space mass 
assignment operators the distribution function would be: 
Dist : 2{T,.L} x 2{T,.L} -; (2{T,.L) -; {O, 1}) 
The result is a mapping from the focal sets of the result to a weight-
ing that dictates where the mass is distributed. The distribution 
function return a function (2{T,J.) -; {O, 1}) rather than a simple 
tuple (2{T,.L) x {O,l}) because each set in 2{T,.L} maps to either 0 
or 1 never both, it is a many-to-one function. 
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Interval Knowledge Join 
One example distribution function is the knowledge-join distribution 
function, defined as: 
if Zk = Xi n Yj 
otherwise 
And with some example sets: 
Interval SU 
Dist({a} , {a,b})({}) = 0 
Dist( {a}, {a, b})( {a}) = 1 
Dist({a} ,{a,b})({b}) = 0 
Dist({a},{a,b})({a,b}) = 0 
Interval semantic unification has a more complex definition: 
d1 if, (Yj S;;; Xi) A (Yj f. 0) 
(6.3) 
Dist(Xi , Yj) = d2 if, (Xi n Yj = 0) A (Yj f. 0) (6.4) 
d3 otherwise 
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Where 
dMk) = {~ 
d2(Zk) = { ~ 
d3 (Zk) = { ~ 
if Zk = {T} 
otherwise 
otherwise 
otherwise 
6.5 Combining the Contribution and 
Distribution Functions 
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The contribution function determines how much mass a cell as-
signs and the distribution function determines where the mass goes. 
Therefore, the partial mass assignment associated with a cellii is: 
cellii = Cont(xi, Yi) Dist(Xi, 1j) 
This simply assigns the contributed mass to the focal set indicated 
by the distribution function. For example, if Xi : Xi = {a} : 0.7 and 
1j : Yi = {a, b} : 0.3 then multiplicative interval semantic unification 
would result in: 
Cont(O. 7,0.3) Dist( {a} , {a, b}) 
= 0.21 x Dist( {a}, {a, b}) 
= 0: 0.0 {T} : 0.0 {.l} 0.0 {T,.l} : 0.21 
ie cellii assigns 0.21 mass to {T,.l}. 
The final result of a mass assignment operator is simple the sum 
of the partial mass assignments associate with each cell. Of course 
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this means that to produce valid results the contribution and distri-
bution functions need to be designed so that none of the constraints 
(Equations 3.3, 3.4 or 3.5) placed on mass assignment operators are 
broken. 
So far this new look at how mass assignment operators work 
has not provided any new insight and seemingly makes the operator 
definitions more complex. However, now that the groundwork of 
the previous few sections has been laid it is now possible to define a 
further two functions that alter the distribution function and provide 
a link between point-value operators and interval operators. 
6.6 The Consistency Function 
The first of these functions is the consistency function. Occasion-
ally mass assignment operators assign mass to the empty set thereby 
making the mass assignment incomplete and inconsistent. However, 
it is often desirable to remove this inconsistency from the result via 
some form of assumption. This function 'ConsO' is called the con-
sistency function because it makes the mass assignment consistent. 
The consistency function takes the result distribution function and 
returns a modified version that redistributes the mass assigned to 0 
to other sets. 
Cons: (2A --> [0,1]) --> (2A -> [0,1]) 
Where 
Cons(f)(0) = 0 
And 
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Note that unlike the distribution function the modified function 
can distribute mass between more than one focal set in the result. 
The classic consistency function is one which divides the mass that 
had been assigned to 0 equally between all the other focal sets. In 
effect a normalising function. 
Consistent Knowledge Join 
Take for example the knowledge join defined earlier in Equation 6.3. 
It distributes its mass to the empty set if Xi n y; = 0. If the nor-
malisation consistency function is applied then: 
{
I if Zk = Xi n 1j 
Dist(Xi ,1j)(Zk) = 
o otherwise 
Becomes 
Cons(Dist(Xi , 1j))(Zk) = 
o 
1 
12C I-1 
Dist(Xi ,1j)(Zk) 
if Zk = 0 
if (Xi n 1j = 0) /\ ( Zk -; 0) 
if (Xi n 1j -; 0) /\ (Zk -; 0) 
Different consistency functions can produce different 'normalised' 
mass assignment results. For example, it is possible for truth-space 
mass assignments to work under the assumption that inconsistency 
can be assumed true, or that inconsistency should be assumed false 
or any assumption in between. The nature of the consistency func-
tion means that it could be applied either to the distribution function 
of each cell to ensure there is no inconsistency in the result or it can 
be applied to the result itself to remove inconsistency. 
--------------------
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6.7 The Certainty Function 
The certainty function performs a similar role to the consistency 
function but removes uncertainty instead of consistency from the 
distribution function. It is a mapping from a distribution function 
to a new distribution function. 
Where 
And 
Cert: (2A -t [0,1]) -t (2A -t [0,1]) 
"I ZkE2c 
Iz.19 
The certainty function is any function that removes mass from 
sets with a cardinality greater than one (ie representing uncertainty) 
and distributes it between the singleton sets. This means the cell 
will return a partial probability distribution. The main certainty 
function seen so far is that used by the point-value semantic unifi-
cation. 
Point-Value SU 
The interval semantic unification (Equation 6.4, page 97) becomes: 
d, if, (}j <;; Xi) /\ (}j i- 0) 
d2 if, (Xi n }j = 0) /\ (}j i- 0) 
Cert(Dist(Xi , }j)) = d3 if,}j = 0 
d. if, (}j Sf: Xi)/\ 
(Xi n }j i- 0) /\ (}j i- 0) 
(6.5) 
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Where 
dl(Zk)={~ 
d2(Zk) = { ~ 
d3(Zk) = { ~ 
if Zk = {T} 
otherwise 
if Zk = {.l} 
otherwise 
if (Zk = {T}) V (Zk = {.l}) 
otherwise 
( lx,nY;I) f {} IY;I i Zk = T 
( 1 - Ix,nY;I) if Zk = {.l} IY;I 
o otherwise 
lO2 
This is not the most compact version of the point-value semantic 
unification using this notation, but it does show that point-value 
unification is simply interval unification with the mass that had been 
assigned to {T,.l} divided between {T} and {.l} based on the set 
overlaps and with a special case for Yj = 0. 
Least Prejudiced SU 
Many different certainty functions can be defined. The overlap mea-
sure used in point-value unification can be replaced with a certainty 
function that divides mass that had been assigned to the set both 
equally between the sets {T} and {.l} eg: 
d1 if, (Yj ~ Xi) /\ (Yj # 0) 
Cert(Dist(Xi , Yj)) = d2 if, (Xi n Yj = 0) /\ (Yj # 0) (6.6) 
d3 otherwise 
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Where 
d1(Zk) = {~ 
d2 (Zk) = { ~ 
d3(Zk) = { ~ 
if Zk = {T} 
otherwise 
if Zk = {.l} 
otherwise 
if (Zk = {T}) V (Zk = {.l}) 
otherwise 
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Unlike the certainty function that creates the 'normal' point-
value semantic unification this certainty function does not consider 
how the sets Xi and }j overlap. In effect it is the least prejudiced 
assumption (Section 3.2) applied to the interval semantic unifica-
tion. Like the consistency function, the certainty function can be 
applied to either the cell or the overall result depending on the exact 
definition of the function. 
6.8 Discussion 
The representation of mass assignment operators used in current 
literature and in Equations 3.16 and 3.17 are certainly sufficient to 
describe the results they produce. However, the relationship between 
the interval and point-value semantic unification is obscured. It 
is also unclear how point-value versions of other operators can be 
constructed. 
This chapter has shown that internally the interval mass assign-
ment operators can be considered as the combination of a distribu-
tion function and a contribution function for determining a partial 
mass assignment associated with each cell in the tableau. The final 
result is a summation of all these partial mass assignments. 
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Using the interval operator as a base it is possible to define point-
value and consistent versions of the operator using two functions that 
alter the distribution function but retaining the same contribution 
function. 
This has made the actual definition of mass assignment operators 
more complex and are unnecessary for most applications. Simpler 
representations of the operators, such as those used in the current 
literature and for the majority of this Thesis, can be used as long as 
it is understood that the underlying semantics of the operators are 
the application of a distribution function modified by a consistency 
and certainty function and the contribution function. 
Chapter 7 
Semantic Unification and 
Inconsistency 
7.1 Overview 
This chapter looks at the mass assignment operation of semantic uni-
fication in more detail. The operator provides the ability to move 
knowledge from an arbitrary domain to a truth-space mass assign-
ment. Consequently, it acts as a valuation function that determines 
the truth of one mass assignment given another. Chapter 5 discusses 
the truth meet and join operators that can combine truth-space mass 
assignments in ways unavailable to general mass assignments. The 
ability to move the knowlege in a mass assignment to truth-space 
therefore adds flexibility to the reasoning process. 
The next section looks at interval semantic unification as defined 
in current MA literature and revises the definition to work more 
intuitively. In particular it alters the definition to allow the mea-
sures Bel± and PI± to be preserved through the valuation process. 
Section 7.13 then looks at point-value semantic unification. This 
variation of semantic unification removes uncertainty from the re-
sult and produces a 'most likely' probability that the valuation is 
105 
CHAPTER 7. SEMANTIC UNIFICATION 106 
true. Again, changes are made to allow the unification process to 
operate intuitively. Finally, Section 7.14 offers some conclusions. 
The majority of work in this chapter involes making alterations 
to the distribution function. However, to simplify the presentation 
of the changes the standard representation of semantic unification 
is used. If the reader wishes they can read {Z} as representing a 
function that distributes all the mass from that cell to the focal set 
{Z}, ie: 
{
1 if x = {Z} {Z} == d(x) = 
o otherwise 
7.2 Notation 
A brief comment on notation. In this chapter X and Y represent 
generic mass assignments and R is the result of a generic semantic 
unification. C is a generic domain on which sets are defined. B, 
E, G, I, M, and N all represent specific mass assignments and are 
defined in the relevant sections. 
7.3 Interval Semantic Unification 
As stated before in Chapter 3, semantic unification is an operator 
that measures how well one mass assignment supports another. It is 
also called a conditional mass assignment. Restating the definition 
of the operator made previously gives: 
(X I Y) = R = {R.;j : Tij} 
Where 
{
{T} 
R.;j = {~} 
{T,~} 
if, (Yj <;;; Xi) /\ (Yj -I 0) 
if, (Xi n Yj = 0) /\ (Yj # 0) (7.1) 
otherwise 
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Tij = Xi Yj (multiplicative semantic unification) 
First Equation 7.1 can be rewritten to replace the 'otherwise' case 
with a more exact definition. 
(X I Y) = R = {R; : Ti;} 
Where 
{T} if, (Yj ~ Xi) A (Yj # 0) 
{-L} if, (Xi n Yj = 0) A (Yj # 0) 
Rj = {T,~} if, (Xi n Yj # 0) 
A(Yj # 0) A (Yj ~ Xi) 
{T,~} if, (Yj=0) 
Tij = Xi Yj (multiplicative semantic unification) 
(7.2) 
This rewrite does not alter the functionality of the operator. The 
cases are also complete and mutually exclusive. Either Yj is the 
empty set (case {T, ~}) or it is not. If it isn't then sets Xi and Yj 
are either disjoint (case {~}) or conjoint. If they are conjoint then 
Yj is either a subset of Xi (case {T}) or it is not (case {T,~}). 
This is not the most concise way of writing the operator because it 
contains redundant clauses. However, it does explicitly show how 
the operator works. 
To illustrate further how semantic unification works, Figure 7.1 
is a tableau showing where Equation 7.1 assigns mass depending 
on the sets Xi and Yj. The first thing to consider is the various 
ways that Xi and Yj can interact. The situations where Xi or Yj 
are the empty set are taken as special cases because they represent 
inconsistency. These special cases are: 
1. Xi is the empty set, but Yj is not 
2. Xi is not empty set, but Yj is 
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3. Xi and Yj are both the empty set 
If neither Xi nor Yj are the empty set there are three additional ways 
they can interact. 
1. Yj ~ Xi 
3. Xi n Yj = 0 
These six cases are all illustrated in Figure 7.1. 
y ~"<: iI-
~ ~~ 
,,-.:: :J ~ ~"<: In"~ ~'< ~'< ~. tR 
>o::'tl-. 11 iI- iI-><: 0 ~. S> ss s.· 
o T,~ {~} {~} {~} 
x 
Xi T,~ {T} U} T,~ 
Figure 7.1: A Tabulation of the Original Semantic Unification Op-
erator 
Figure 7.2 is an example result of applying the semantic unifica-
tion operator to arbitrary mass assignments. The mass assigned to 
each focal set in the operands, therefore to the result, is irrelevant 
for the purposes of this illustration. 
7.4 Mass Assignments as Claims 
A claim is a mass assignment that purports to state a truth about the 
world. Although claims may be true, the only way to discover if they 
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{ } 
{a} 
X 
(b) 
{a,b} 
y 
{} {a} {a,c} 
{T,l.} {l.} {l.} 
{T,l.} {T} {T,l.} 
{T,l.} {l.} {l.} 
{T,l.} {T} {T,l.} 
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Figure 7.2: An Example of the Original Semantic Unification Oper-
ator 
are actually true is to evaluate the claim based upon some evidence. 
The function that maps the claim onto the truth domain is called a 
valuation function. Semantic unification as defined in Equation 7.1 
seems to be a good valuation function, mapping a claim (X) onto 
the truth domain ({T,l.}) given some evidence (Y). 
In the first part of this chapter all claims are what shall be called 
unitary mass assignments; mass assignments where all the mass is 
assigned to a single focal set. ie 
X = {Xi: l.0} U 
{(VXj E C: Xj -I- Xi) AXj: O.O} 
7.5 Semantic Unification as a Valuation 
For semantic unification to work properly it should operate in an in-
tuitive way. Consider a claim (G), absolutely any claim can be made 
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and so G is defined on the infinite set 1[J representing everything. 
G : 2u --t [0, 1] 
If G is a claim stating 'The grass colour is green', this can be repre-
sented as a mass assignment as so: 
G = 'The grass colour is green' = {green} : 1.0 
Next assume there is some evidence (E) which represents the 
actual state of the world. Obviously the colour of grass must actually 
be a colour, so therefore the evidence is based on the set of all colours. 
In this example the set has been simplified to {green, red, blue} for 
clarity. In general the evidence can be any mass assignment and is 
not restricted to unitary mass assignments in the same way that the 
claims are. In this example case, the evidence has been collected 
from a relatively poor source and contains inconsistency (denoted 
by the assignment to 0), green results, red results, and green/red 
results but no blue. 
E = 0 : 0.1, {green} : 0.6, {red} : 0.1, {green, red} : 0.2 
To evaluate the truth of the claim G given the evidence E, all that 
need be done is to calculate (G I E) using Equation 7.1. 
(G I E) = 0: 0.0, {T} : 0.6, {.l} : 0.1, {T,.l} : 0.3 
Again this seems reasonable, but if a closer look is made it can be 
seen that this method does not work intuitively. 
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7.6 Support Functions as Questions 
There are several questions that can be asked of both the evidence 
and the truth-valuation of the claim. These question are all con-
cerned with measuring the probabilities of certain sets using mea-
sures such as Bel±O, mO, and PI±O, which return the necessary 
belief, probability mass and plausibility respectively. 
1. Is the grass colour necessarily green? 
2. Is the grass colour plausibly green? 
3. Is the grass colour necessarily not green? 
4. Is the grass colour plausibly not green? 
5. Is the statement 'the grass colour is green' inconsistent? 
For semantic unification to be an intuitive valuation function these 
questions should give the same answers whether they are asked of 
the evidence or the truth-valuation of a claim based on the evidence. 
7.7 General Unitary Case for the 
Original SU 
In general, if X = Xi : 1.0 is an unitary claim, with all mass assigned 
to a single focal element then a general piece of evidence (Y) consists 
of four main parts when compared to the generic claim X, as seen 
in Figure 7.1. They are: 
1. The empty set 0 
2. Focal Sets S = {Sp} where (\I Sp E S): Sp <;; Xi 
3. Focal Sets D = {Dq} where (\I Dq E D): Dq n Xi = 0 
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4. Focal Sets C = {Cr } where (\I Cr E C): Cr n Xi # 0 A Cr # 
0/\ Cr ~ Xi 
Together these four sets describe all the possible focal elements of 
Y with respect to how they relate to Xi. And their union is the 
evidence Y. 
• The empty set. 
• S is all the focal elements that are subsets of Xi. 
• D is all the disjoint focal elements with respect to Xi· 
• C is all the focal elements conjoint with Xi but not subsets of 
Xi. 
Using the definition of semantic unification in Equation 7.2 the 
unification of the general mass assignment claim X and the general 
evidence Y is: 
0: 0.0, 
{T} : '" m(Xi) m(Sp), Lx y 
SpES 
{..l}: '" m(Xi)m(Dq), Lx y 
DqED 
{T,..l} : m(Xi) m(0) + '" m(Xi ) m(Cr ) x y Lx y 
CrEC 
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Because mx(Xi ) = 1 the result of (X I Y) is actually: 
0: 0.0, 
{T} : L ~(Sp), 
SpES 
{..L}: L ~(Dq), 
DqED 
The definition of Bel+y(Xi ) (Equation 3.12) means the result 
consists of the mass assigned to the empty set plus the mass assigned 
to the focal sets Sp : 
However, when the same question is asked of the evidence the equa-
tion used is: 
Bel+( {T}) = 0.0 + " m(Sp) 
XIY L.J y 
SpES 
Ifmy(0) is greater than zero then the two questions are not equiv-
alent, the measure is not preserved through the unification process. 
The general plausibility question for the evidence evaluates as: 
and the equivalent question for (X I Y) is: 
In the case of Pl+O there is no difference in the result of evaluating 
the evidence or the claim given the evidence. If the measures Bel-O 
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and Pl-O are used then they evaluate as: 
Pl-({T}) = m(0) + " m(Cr ) + "m(Sp) X!y y L y L y 
CrEC SpES 
In this case the belief is transferred correctly but the plausibility is 
not. Finally, the result of evaluating the claim given the evidence 
is more consistent than the evidence it is based upon. This seems 
counter intuitive. 
m(0) = m(0) y y 
m (0) = 0.0 
XIY 
Example 
G = 'The grass colour is green' = {green} : 1.0 
E = 0: O.l,{green}: 0.6,{red}: O.l,{green,red}: 0.2 
(G I E) = 0: 0.0, {T} : 0.6, {..L} : 0.1, {T,..L} : 0.3 
Returning to the first question 'Is the grass colour necessarily 
green?' If this question is asked of the evidence then it is equivalent 
to asking the evidence's belief in 'green': 
Bel+({green}) = 0: 0.1 + {green}: 0.6 = 0.7 
E 
This question is also the same as asking what is the belief that the 
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claim 'The grass colour is green' is true, ie 
Bel+( {T}) = 0 : 0.0 + {T} : 0.6 = 0.6 
GIE 
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As can be seen there has been a loss of 0.1 probability mass, during 
the valuation function. Although both equations ask the same ques-
tion they give different answers. Another question that can be asked 
of both the evidence and the claim given the evidence is 'What is 
the necessary support that the grass colour is not green', written as: 
Bel+({green}') = Bel+({red,blue}) = 0: 0.1 + {red}: 0.1 = 0.2 
E G 
And, 
Bel+({T}')=Bel+({..l})=0:0.0+{..l}:0.1 =0.1 
GIE GIE 
Again 0.1 mass has gone 'missing'. 
This problem does not occur when calculating plausibility, at 
least when using Pl+O. 
Pl+ ( {green}) = 
E 
And, 
0: 0.1 + {green} : 0.6 + {green, red} : 0.2 = 0.9 
Pl+( {T}) = 
GIE 
{T} : 0.6 + {T,..l} : 0.3 = 0.9 
Pl+({red,blue}) = 0: 0.1 + {red}: 0.1 + {green,red}: 0.2 = 0.4 
E 
Pl+({..l}) = {..l}: 0.1 + {T,..l}: 0.3 = 0.4 
GIE 
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For Bel-O and Pl-O the results are: 
Beq{green}) = 0.6 
E 
Bel-({T}) = 0.6 
GIE 
Beq{red,blue}) = 0.1 
E 
Bel-({-L}) = 0.1 
GIE 
Pq {green}) = 0.8 
E 
Pq{T}) = 0.9 
GIE 
Pq {red, blue}) = 0.3 
E 
Pq{-L}) =0.4 
GIE 
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And finally the example claim given the evidence is more consis-
tent than the evidence it is based upon. 
m(0) = 0.1 
E 
m (0) = 0.0 
GIE 
As stated before, this discrepancy in belief, and plausibility seems 
counter-intuitive. In fact the lack of inconsistency preservation is 
linked to the mistakes in the calculation of belief and plausibility. 
7.8 Updated Interval Semantic 
Unification 
One way to solve the problem is to redefine semantic unification so 
that it preserves inconsistency and allows belief and plausibility to 
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be transferred correctly. 
(X I Y) = R = {R;j : Tij} 
o if, 1'; = 0 
{T} if, (1'; <;; Xi) 11 (1'; f- 0) 
R;j = 
{J-} if, (Xi n 1'; = 0) 11 (1'; f- 0) 
(7.3) 
{T, 1.} if, (1'; c£. Xi) 11 (1'; n Xi f- 0) 11 (1'; f- 0) 
As before the equation can also be represented as a tableau (Fig-
ure 7.3). The only change from Figure 7.1 is the assignment of mass 
when 1'; = 0. 
y ~"<: 
'il-. 
~ ~.::?' 
~'< :J ~ ~"<: In ~"<: ~"<: ~"<: ~. ~ 
~'il-. 11 'il-. 'il-.>< 0 •. <0> ss s.· 
0 0 {1.} U} {..l} 
x 
Xi 0 {T} {..l} T,..l 
Figure 7.3: A Tabulation of the Updated Semantic Unification Op-
erator 
If inconsistency implies everything why does the updated unifi-
cation operator assign mass to 0 and not to {T, 1.} when Y; = 0? 
As can be seen from the sub-section 7.7 assigning to both does not 
preserve belief or plausibility, depending on which measure is used. 
From a more philosophical point of view, inconsistency (0) does not 
just imply T or 1., instead it implies both T and 1. at the same 
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time ie inconsistency. Altering the operator to assign mass to the 
empty set in this case was the sole outcome of this update of the 
unification operator. As can be seen in the sub-section below the 
alteration 'fixes' the belief and plausibility measures. 
General Unitary Case 
Going back to the general case the unification of X and Y is now: 
0: m(0), y 
{T} : L w(8p ), 
SpES 
{J-}: L W(Dq ), 
DqED 
{T,.l}: L W(Cr ) 
CrEC 
The belief in the general claim for the evidence has not changed: 
However, now the result of evaluating Bel+ xlY( {T}) has changed to 
preserve its value. 
The plausibility measures stay the same: 
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The changes made in Equation 7.3 means that now the equa-
tions for Bel± 0 and Pl± now all preserve their values through the 
unification process. 
In addition, now the claim given the evidence is no longer more 
consistent that the evidence it is based upon. 
m (0) = m(0) XIV y 
Example 
Using this new definition of semantic unification (Equation 7.3) as 
a valuation function the new resulting truth-MA is: 
G = {green} : 1.0 
E = 0 : 0.1, {green} : 0.6, {red} : 0.1, {green, red} : 0.2 
(G I E) = 0: 0.1, {T} : 0.6, {l-} : 0.1, {T,~} : 0.2 
Note that this time the semantic unification is not more consistent 
than its evidence. If the same questions given in Section 7.6 are 
asked again on this new valuation the following results are obtained: 
Bel+({green}) = 0.1 + 0.6 = 0.7 
E 
Bel+( {T}) = 0.1 + 0.6 = 0.7 
GIE 
Bel+({red,blue}) = 0.1 + 0.1 = 0.2 
E 
Bel+({~}) = 0.1 + 0.1 = 0.2 
GIE 
Pl+ ( {green}) = 0.9 
E 
Pl+( {T}) = 0.9 
GIE 
Pl+ ({ red, blue}) = 0.4 
E 
Pl+({~}) = 0.4 
GIE 
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And, 
Also, 
Bel-( {green}) = 0.6 
E 
Beq {T}) = 0.6 
GIE 
Ber( {red, blue}) = 0.1 
E 
Beq {l.}) = 0.1 
GIE 
m(0) = 0.1 
E 
m(0)=0.1 
GIE 
pr ( {green}) = 0.8 
E 
Pq{T}) = 0.8 
GIE 
pq{red,blue}) = 0.3 
E 
Pl-({~}) = 0.3 
GIE 
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Both belief and plausibility are now calculated consistently. In ad-
dition, the truth-valuation of the claim G is no more, nor less, con-
sistent than the evidence E. 
7.9 Discussion 
The difference between the two definitions of semantic unification 
is in the way they handle inconsistent evidence. The function pro-
posed by Baldwin et al. (Equation 7.1) states that inconsistent evi-
dence means that the truth of the claim is unknown ({T, ~ } ). The 
new definition in this chapter (Equation 7.3) states that inconsis-
tent evidence means that the truth of the claim given the evidence 
is inconsistent. This second interpretation appears much more intu-
itive and also allows inconsistency, mass, belief and plausibility to 
be preserved through the valuation function. 
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7.10 More Claims 
One final claim that could be tested is 'The grass colour is inconsis-
tent' denoted as claim I. This is different from 'Is the claim "the 
grass colour is green" inconsistent?'. The first is a claim (ie a MA), 
the second is a question (ie a probability function such as Bel+()). 
The claim that 'the grass colour is inconsistent' could be used to 
check whether the evidence is consistent. Although the same infor-
mation can be found by asking Bel+(0) of the evidence (as done in 
Section 7.6), the claim is a valid one and should therefore work in 
an intuitive way. It can be written as: 
x = 0: 1.0 
Using the updated semantic unification (Equation 7.3) produces the 
result: 
0: m(0), y 
{T} : 0.0 
{.L} : L rp(Sp) + L rp(Dq) + L rp(CT ) , 
SpES DqED CrEC 
{T,.L} : 0.0 
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Assessing the measure Bel+O and Pl+O gives: 
Bel+(0) = m(0) 
Y Y 
Bel+( {T}) = m(0) 
XjY Y 
Pl+(0) = m(0) + ~ m(Sp) + ~ m(Dq) + ~ m(Cr ) = 1.0 Y Y ~Y ~ Y ~ Y 
SpES DqED CrEC 
PJ+( {T}) = m(0) 
XIY Y 
Plausibility in the empty set is not preserved. Note that the 
measures Bel-0 and Pl-0 do not consider the empty set in their 
calculation. Using the updated semantic unification the two mea-
sures preserve their values. 
Beq0) = Bel-( {T}) = pr(0) = Pl-( {T}) = 0.0 
Y XIY Y XIY 
Example 
Using the same evidence as before, Equation 7.3 produces the result: 
1= 0 : 1.0 
E = 0: 0.1, {green} : 0.6, {red} : 0.1, {green, red} : 0.2 
(I I E) = 0: O.l,{T}: O.O,{~}: 0.9,{T,~}: 0.0 
The evidence shows that the necessary support for the grass colour 
being inconsistent is: 
Bel+(0) = 0.1 
E 
Consequently, it is reasonable to suppose the necessary support for 
the claim being true would be the same. 
Bel+( {T}) = 0.1 
liE 
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Similarly with plausibility: 
PI+(0) = 1.0 
E 
Pl+( {T}) = 0.1 
liE 
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Again there is a problem with the definition of semantic unifica-
tion, plausibility is not being preserved. 
7.11 The Final Version of Interval 
Semantic Unification 
This final revision of semantic unification modifies the operator again 
to allow Bel+ 0 and Pl+ 0 to preserve their values through the uni-
fication process when Xi = 0. The semantic unification of (0 I 0) 
should be true, because if the evidence is inconsistent then the claim 
is correct. Also (0 I Y) should give {T, 1.} if Y is not the empty 
set. This requires a further change to the definition of semantic 
unification. 
(X I Y) = R= {R;j: Tij} 
o 
{T} 
{T} 
Where 
{1.} 
if, (Yj = 0) /\ (Xi t 0) 
if, (Yj = Xi = 0) 
if, (Yj <;:; Xi) /\ (Xi t 0) 
/\(Yj t 0) 
if, (Xi n Yj = 0) /\ (Xi t 0) 
/\(Yj t 0) 
{T,1.} if, (Yj n Xd 0) /\ (Yj ~ Xi) 
{T,1.} if, (Xi = 0) /\ (Yj t 0) 
(7.4) 
CHAPTER 7. SEMANTIC UNIFICATION 124 
The new definition of semantic unification may seem more complex 
than the one given in Equation 7.3, but it simply adds the additional 
assertion that (0 I Y) = {T} if Y = 0 otherwise (0 I Y) = {T, ~}. 
This can be seen in Figure 7.4. This is not the most concise way 
of representing the operator, but it does show how the cases are 
exclusive and collectively exhaustive. 
y ...,>-<: 
'11-
~ ~§ 
...,>-<: :J ~ ...,>-<: In""~ ...,>-<: ...,>-<: ...,. ~ ~'tl-. 11 '11- '11-><: 0 •. S> ee e-· 
o {T} ,T,~ ,T,~ T,-L 
x 
Xi 0 {T} {~} T,~ 
Figure 7.4: A Tabulation of the Final Semantic Unification Operator 
General Unitary Case 
Using the new definition of semantic unification (Equation 7.4) gives 
the result of unifying X = 0 : 1.0 and a generic evidence Y as: 
0: 0.0, 
{T} : m(0), y 
U}: 0.0, 
{T,~} : L ~(Sp) + L ~(Dq) + L ~(Cr) 
SpES DqED CrEC 
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The makes the belief and plausibility: 
Bel+(0) = m(0) 
Y Y 
Bel+( {T}) = m(0) 
XIY Y 
PI+(0) = m(0) + ""' m(Sp) + ""' m(Dq) + ""' m(Gr ) = 1.0 Y Y ~Y ~ Y ~ Y 
S.pES DqED CrEC 
Using Bel-O and Pl-O results in: 
Bel-(0) = 0.0 
Y 
Beq {T}) = m(0) 
XIY Y 
Pq0) = 0.0 
Y 
Pq{T}) = m(0) + Lm(Sp)+ L m(Dq) + L m(Gr ) = 1.0 XIY Y Y Y Y 
SpES DqED CrEC 
Compared to the values of Bel-O and Pl-O using the previous ver-
sion of semantic unification it appears that the alteration made to 
allow Bel+O and PI+O to preserve their values has caused the other 
measures to 'break'. 
Consider what the claim and the measures are saying. Both '-ve' 
versions of the measure explicitly do not count the mass assigned to 
the empty set. Therefore, asking the question 'What is the necessary 
belief that Y is inconsistent?' using the Bel-y(0) always returns zero 
as does Pl-y(0). 
However, if it is claimed that the world is inconsistent then ei-
ther the evidence bears this claim out or it does not. The value 
of Bel-(XIY) ({T}) should therefore provide a measure of where the 
claim is true or not. Similarly, for the plausibility measure Pl-( {T}). 
Looking at the consistency measure it is clear that inconsistency 
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is not preserved through the operation: 
m(0) = m(0) y y 
m (0) = 0.0 
XIY 
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Again, it may seem strange therefore that the final version of 
semantic unification (Equation 7.4) appears not to maintain it in all 
situations. Closer inspection shows that the only time when seman-
tic unification produces a result more consistent than the evidence 
is with the claim 'The evidence is inconsistent'. This is intuitively 
what should occur; either the evidence is inconsistent or it is not. It 
is possible to be uncertain as to whether the claim 'The evidence is 
inconsistent' is true or not, but the claim cannot itself be inconsis-
tent. 
Example 
Recalculating (I I E) using the new definition gives: 
J = 0 : 1.0 
E = 0: 0.1, {green}: 0.6, {red}: 0.1, {green, red} : 0.2 
(J I E) = 0: 0.0, {T} : 0.1, {~} : 0.0, {T,~} : 0.9 
Again by testing it can be shown that the belief using the evidence 
has not changed and neither has the belief in the claim given the 
evidence: 
Bel+(0) = 0.1 
E 
Bel+({T}) = 0.1 
liE 
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However, now plausibility is preserved: 
And, 
Pl+( {T}) = 1.0 
liE 
Beq0) = 0.0 
E 
Beq{T}) = 0.1 
liE 
Pl-( {T}) = 1.0 
liE 
7.12 Extending the Claims 
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In prior sections the claims have been limited to unitary mass as-
signments, where all the mass is assigned to a single focal set. A 
more general type of claim would be one consisting of an arbitrary 
mass assignment: 
x = {Xi: Xi}, LXi = 1.0 
Xi,EX 
The semantic unification operator works with the more general claim 
without modification. However, evaluating the operator is more dif-
ficult. Consider the following mass assignments; although they are 
relatively simple the point they make stands for any mass assign-
ment. 
X = {a} : 0.5 {b}: 0.5 
Y = {b} : 0.25 {cl : 0.75 
X I Y = {T} : 0.125 {l-} : 0.875 
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The multiplicative unification X I. Y, which is the unification oper-
ator used in the previous sections, results in the tableau shown in 
Figure 7.5. 
{a}:O.S 
X 
{b }:O.5 
{b) Y {c) 
0.25 0.75 
{l.} {l.} 
0.125 0.375 
{T} {l.} 
0.125 0.375 
Figure 7.5: Multiplicative Mass Assignment Example 
Analysing the tableau in detail shows that the multiplicative se-
mantic unification results in the following probability masses. 
m ({a} I {b}) = 0.125 
XIY 
m ({b} I {b}) = 0.125 
XIY 
m ({a} I {cl) = 0.375 
XIY 
m ({b} I {cl) = 0.375 
xlY 
The multiplicative mass assignment makes an assumption of inde-
pendence between X and Y. Under such an assumption the mass of 
each cell (Xi I Yj) is the multiplication of the row and column mass. 
Given a general claim and a general piece of evidence the belief in a 
claim being true is the sum of all cells that equal {T}: 
m n 
Bel-({T}) = "'''' m (Xi I Yj) Where, (Xi I Yj) = {T} 
XIY LL xIy 
i=l j=l 
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Separating out the case where the claim and the evidence are incon-
sistent gives (from Equation 7.4): 
m 
= m (010) + '" '" m(Xi ) m(Yj) XIY ~ ~ x Y 
i=l 0¥=Yj~Xi 
m 
= m(0) m(0) + '" m(Xi ) Bel-(Xi ) x Y ~x Y 
i=l 
(see definition of Bel-O in Equation 3.13) 
Note that the mXIY(0 1 0) is not the same as mXIY(0). The first is 
part of mxlY( {T}) the second is not. 
7.13 Point-Value Semantic Unification 
So far this chapter has looked at interval semantic unification. The 
updated version of the operator does not strictly return a probabil-
ity interval any more because of the introduction of the empty set; 
however, many similarities still exist. 
As mentioned in Chapter 6 on MA operators applying a certainty 
function to the semantic unification distribution function allows the 
creation of a point-value version of semantic unification. Applying 
the certainty function to the original semantic unification operator 
gives the point-value semantic unification given in Equation 6.5 re-
peated here for clarity. 
-------- ~ --- - - - - -- ~ 
CHAPTER 7. SEMANTIC UNIFICATION 
d1 if, (Y; ~ Xi) /\ (Y; # 0) 
d2 if, (Xi n Y; = 0) /\ (Y; # 0) 
Cert(Dist(Xi , Y;)) = d3 if, Y; = 0 
Where 
dl(Zk)={~ 
d2 (Zk) = { ~ 
d3 (Zk) = { ~ 
o 
d4 if, (Y; q; X i)/\ 
(Xi n Y; # 0) /\ (Y; # 0) 
if Zk = {T} 
otherwise 
otherwise 
if (Zk = {T}) V (Zk = {l..}) 
otherwise 
otherwise 
Point-values and Inconsistency 
130 
The previous work in Sections 7.3-7.11 shows that it is not gener-
ally intuitive to have any valuation that is more consistent than the 
evidence used to test it. The FRIL point-value unification does not 
preserve inconsistency, nor does it handle inconsistent claims cor-
rectly. Following the reasoning given in Section 7.8, changes need to 
be made to point-value semantic unification for it to handle incon-
sistency correctly. 
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The original point-value unification is simply the original interval 
unification with the mass that would be assigned to {T,.L} divided 
between {T} and {.L} based on the overlap measure. It therefore 
seems reasonable that the updated point-value unification is based 
upon the updated interval unification. 
Rewriting the updated semantic unification to show its distribu-
tion function more explicitly gives: 
d[ if, (Y; = 0) 1\ (Xi -I 0) 
d2 if, (Y; = Xi = 0) 
d2 if, (Y; ~ Xi) 1\ (Xi -I 0) 
I\(Y; -I 0) 
Dist(Xi, Y;) = d3 if, (Xi n Y; = 0) 1\ (Xi -I 0) 
I\(Y; -I 0) 
d4 if, (Y; n Xi -I 0) 1\ (Y; If: Xi) 
I\(Y; -I 0) 
d4 if, (Xi = 0) 1\ (Y; -I 0) 
Where 
d[(Zk) = { ~ if Zk = 0 
otherwise 
d2 (Zk) = { ~ if Zk = {T} 
otherwise 
d3 (Zk) = { ~ if Zk = {.L} 
otherwise 
d4 (Zk) = { ~ ifZk={T,.L} 
otherwise 
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Applying a similar certainty function to the one that turns the orig-
inal semantic unification into a point-value unification gives: 
d, if, (Yj = 0) !\ (X;# 0) 
d2 if, (Yj = Xi = 0) 
d2 if, (Yj <;;; Xi) !\ (Xi # 0) 
!\(Yj # 0) 
Cert(Dist(Xi , Yj)) = d3 if, (Xi n Yj = 0) !\ (Xi # 0) 
Where 
d,(Zk) = { ~ 
d2(Zk) = { ~ 
d3(Zk) = { ~ 
!\(Yj # 0) 
d4 if, (Yj n Xi # 0) !\ (Yj Cl Xi) 
!\(Yj # 0) 
d4 if, (Xi = 0) !\ (Yj # 0) 
otherwise 
if Zk = {T} 
otherwise 
otherwise 
( IX,nY;I) { } IYJI if Zk = T 
( 1 - IX,nY;I) if Zk = {J.} IY;I 
o otherwise 
Note that the only actual change is that mass that had been 
assigned to the set {T, J.} is now divided between {T} and {J.} 
(d4 ). Unlike the original point-value unification mass is not divided 
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between {T} and {J..} if }j = 0. Due to the changes made in this 
chapter this mass is assigned to the empty set or to {T} depending 
the value of Xi' 
If no inconsistency is desired in the result of either the interval 
or the point-value unification then a consistency function can be 
applied to the distribution functions. This would in effect change 
the function dJ • This makes the definition of consistent point-value 
semantic unification: 
Cons(Cert(Dist(Xi, }j))) = 
dJ if, (}j = 0) 11 (Xi # 0) 
d2 if, (}j = Xi = 0) 
d2 if, (}j ~ Xi) 11 (Xi # 0) 
1I(}j # 0) 
d3 if, (Xi n}j = 0) 11 (Xi # 0) (7.5) 
1I(}j # 0) 
d4 if, (}j n Xi # 0) 11 (}j ~ Xi) 
1I(}j # 0) 
d4 if, (Xi = 0) 11 (}j # 0) 
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Where 
dMk} = {~ if (Zk = {T}} V (Zk = {.l}} 
otherwise 
d2 (Zk) = { ~ if Zk = {T} 
otherwise 
d3(Zk} = { ~ if Zk = {.l} 
otherwise 
cx,nY;I) 
IYjl if Zk = {T} 
d4 (Zk} = (1 _ IX,nY;I) IYjl if Zk = {.l} 
0 otherwise 
7.14 Conclusions 
This chapter has looked at the versions of semantic unification pre-
sented by Baldwin et al. [10], with a view to using them as valuation 
functions. Section 7.7 showed that when mass is moved into truth-
space, it is done in a non-intuitive way. In particular, inconsistency, 
belief and plausibility are not preserved correctly. 
Section 7.11 presented a modified form of the interval semantic 
unification, which preserves belief and plausibility from the evidence 
to the truth-space result. This allows equivalent queries to be asked 
of the evidence and the claim, and for those queries to have the 
same results. In addition, the updated semantic unification function 
can handle claims that are inconsistent with the evidence as well as 
claims about the inconsistency itself. 
Point-value semantic unification was then dealt with in the same 
way. FRIL'S point-value semantic unification is identical to its inter-
val semantic unification except in the way it handles uncertainty in 
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the result. A new consistent point-value function has been defined 
which mimics the updated interval versions handling of inconsistency 
(see Equation 7.5). 
For any reasoning system based on mass assignment theory to be 
useful in practice a mechanism is needed to move facts and hypothe-
ses from the 'real' world and into truth-space. The work presented in 
this chapter allows knowledge to be moved into truth-space without 
losing belief, plausibility or inconsistency. Without this preservation 
of information any truth-valuation of a mass assignment would not 
be consistent with the 'real' world, and therefore would make any 
inferences made from the valuation difficult to justify. This chapter 
solves that problem. 
Chapter 8 
Limits of Truth-Space Mass 
Assignment Operators 
8.1 Introduction 
As has been mentioned several times before in this Thesis there are 
an infinite number of results for a single mass assignment opera-
tor. These results are obtained by varying the contribution function 
(Section 6.3) used to calculate the mass assigned to each cell. Two 
main contribution functions have been identified the multiplicative 
contribution function and the minimum contribution function. The 
minimum contribution function can itself produce several different 
results depending on the order in which cells are processed. 
Given that except in the most trivial of cases the number of possi-
ble results is infinite it is desirable to define the limits of valid results 
which an operator can make. Some of these limit results have already 
been defined. They are the orthogonal maximals and minimals for 
the restrictiveness (knowledge) and truth partial orderings. 
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8.2 The Limits 
Tru th-space mass assignments have four focal elements. Depending 
on the contribution function used the mass assigned to each set in 
the result varies. Obviously there will be a maximum value that 
each focal set can take. For example, the maximum amount of mass 
that could be placed in the set {T} by any result might be 0.3; 
therefore no valid result will have more than 0.3 mass assigned to 
{T}. Therefore, there are at least four limits for truth-space mass 
assignment operators. 
1. The results when 0 is maximised 
2. The results when {T} is maximised 
3. The results when {.l} is maximised 
4. The results when {T,.l} is maximised 
Of course by maximising a focal set X the values that the other 
focal sets can take are restricted accordingly. If the maximum valued 
of {T,.l} is 0.4 then the sum of the other focal sets when {T,.l} is 
maximised is 0.6. This means that given that one focal set is at its 
maximum all other focal sets have another potential maximum. 
Therefore, the calculation to find the limits of truth-space mass 
assignments consists of maximising the focal sets according to some 
particular order. For example, one limit will be when {T} is max-
imised, then given that fact {T,.l} is maximised, then {.l} and 
finally 0. There are four focal sets and therefore 4! = 24 different 
permutations to maximise the focal sets in. These are shown in 
Table 8.l. 
Each entry in Table 8.1 describes a different permutation to max-
imise the focal sets in and therefore a limit to the operator. The 
example ordering which maximises {T} then {T,.l} then {.l} and 
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Table 8.1: Permutations for Maximising Truth-Space MAs 
UTF0 TUF0 
UFT0 TFU0 
UT0F TU0F 
UF0T TF0U 
U0TF T0UF 
U0FT T0FU 
FUT0 0UTF 
FTU0 0TUF 
FU0T 0UFT 
FT0U 0TFU 
F0UT 0FUT 
F0TU 0FTU 
finally 0 is written TUF0 and is highlighted in bold text in the 
table. 
Note that there will probably not be twenty-four unique limits 
as several permutations will produce an identical result. Therefore, 
depending on the operator and the operands there may be several 
ways of calculating the same limit. 
8.3 Limits and Maximals 
The orthogonal maximals are the set of orthogonal results that are 
greater than or equal to any other result based on some ordering. For 
example the set IX * Yl T is the set of results that are greater than all 
other results in the truth ordering. Other than the maximals of the 
truth-ordering, the other maximals for truth-space mass assignments 
mentioned in previous chapters are those for the knowledge ordering 
IX * Yl K and those related to its inverse: the restrictiveness ordering 
IX * Y1 R . 
The limits describe various maximums that the focal set masses 
can take. There is obviously a link between the orthogonal maximals 
for each ordering and the limits. The question is which orthogonals 
are related to which limit. 
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8.4 Limits and the Truth Maximals 
The truth-ordering is: 
A :S;T B = type-lT(B, A) V tYPe-2T(B, A) 
Where type-IT (B,A) means that mass assignment B is a type-IT 
restriction of mass assignment A (Equation 5.2) and type-2T (B, A) 
means that B is a tYPe-2T restriction of A (Equation 5.3) This means 
that A :::::T B if: 
A :::::T B = type-lT(A, B) V tYPe-2T(A, B) 
The Limits and {T} 
The mass assignment results with the most mass assigned to {T} 
are candidates for the orthogonal maximals. These are: 
TFU0 TUF0 TU0F TF0U T0FU T0UF 
Consider the result A of a mass assignment operator which has 
the maximum possible mass assigned to {T}. For another mass 
assignment, B, to be greater than A in the truth ordering it would 
need to be either a type-IT or tYPe-2T restriction of A. However, 
there are no type-IT or tYPe-2T restrictions of A that are valid 
results. Any restriction would increase the mass assigned to {T} 
making the restriction invalid. 
Note that there may be a valid type-IT restriction of A that has 
the same amount of mass assigned to {T} as A. This type-IT would 
move mass from {..l} to either 0 or {T,..l}. Therefore, although all 
the orthogonal truth maximals IX * Ylr have the maximum mass 
assigned to {T} not all results with maximum mass assigned to {T} 
are orthogonal maximals. 
CHAPTER 8. LIMITS OF TRUTH-SPACE MA OPS. 140 
The Limits and {..L} 
The next question is, therefore, which of the six orderings that max-
imise truth produce the orthogonal truth maximals? If A is a result 
of X * Y that was produced from one of the six orderings then it 
has maximum mass assigned to {T}. In addition, from the previ-
ous section it is known that there are no mass assignments greater 
than A due to a tYPe-2T restriction. However, there may be a mass 
assignment that has the same mass assigned to {T} but is still a 
tYPe-1T restriction of A. 
This occurs when the restriction B moves mass from {J..} to 
either 0 or {T, J..}. Remember, it cannot move the mass from {J..}, 
{T, J..}, or 0 to {T} because it would make the result invalid. This 
means that the truth maximal results will have the least possible 
mass assigned to {J..} given that {T} has already been maximised. 
This means in effect that the orderings that produce the orthogonal 
truth maximals are shown in Table 8.2: 
Table 8.2: Limits that Create the Truth Maximals 
TU0F T0UF 
Depending on the operands and the operator in question these 
two orderings for the min contribution function may produce dif-
ferent results. However, these results will be orthogonal maximals 
because no tYPe-1T or tYPe-2T restriction will convert one to the 
other. In addition, all other orthogonal truth maximal results will 
be linear combinations of TU0F and T0UF. This because all the 
orthogonal maximals must have the same {T} and {J..} masses oth-
erwise there will be a tYPe-1T or tYPe-2T restriction between them 
making them non-maximal. 
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The Truth Limits and Truth Operators 
The truth meet operators discussed in Section 5.5 return a convex 
combination of the truth maximals. Because the truth maximals can 
be created by using the min contribution function on the focal sets 
in the ordering T0UF and TU0F the truth meet can be calculated 
using the same method. 
8.5 Limits and the Knowledge 
Maximals 
The knowledge ordering is: 
A :S;K B == type-lR(B, A) V tYPe-2R(B, A) 
Where type-lR (B, A) means that mass assignment B is a type-lR 
restriction of mass assignment A (Equation 3.1) and tYPe-2R (B, A) 
means that B is a tYPe-2R restriction of A (Equation 3.2) 
The Limits and 0 
This is practically identical to the previous section of the truth maxi-
mals and limits. However, this time the restrictions used are type-lR 
and tYPe-2R restrictions. This means that all the potential knowl-
edge maximals have maximum mass assigned to 0, they are: 
0TFU 0FTU 0FUT 0TUF 0UTF 0UFT 
This is because both type-lR and tYPe-2R restrictions move mass 
into 0. Therefore, if A has maximum mass assigned to 0 then all 
restrictions of them would have more mass assigned to \1 making 
them invalid. 
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The Limits and {T,..l} 
Again in a similar way to the truth limits the results which minimise 
the mass assigned to {T, ~} are the extremes of the knowledge max-
imals IX * Yl K. These are shown in Table 8.3: 
Table 8.3: Limits that Create the Knowledge Maximals 
0TFU 0FTU 
This is because the type-1 R restriction can move mass from 
{T, ~} to its subsets. This means that if two mass assignments 
have the same mass assigned to 0 and A has less mass assigned to 
{T, ~} than B then A is a restriction of B and therefore greater in 
the knowledge ordering. The actual set of orthogonal maximals for 
the truth ordering is the set of all results that are linear combinations 
of 0TFU and 0FTU. 
The Knowledge Limits and Knowledge 
Operators 
The knowledge meet operator returns a convex combination of the 
knowledge maximals. Because the truth maximals can be created by 
using the min contribution function on the focal sets in the ordering 
0TFU and 0FTU the knowledge meet can be calculated using the 
same method. 
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8.6 Limits and the Restrictiveness 
Maximals 
The restrictiveness ordering is the inverse of the knowledge ordering: 
This is simply the inverse of the knowledge ordering. A::;R B if 
B ::;K A. Because of this the potential limits that generate the 
maximals of the restrictiveness ordering are the inverse of those that 
potentially generate the knowledge maximals. They are shown in 
Table 8.4: 
Table 8.4: Limits that Potentially Create the Restrictiveness Maxi-
mals 
UFT0 UTF0 TUF0 FUT0 FTU0 TFU0 
Narrowing down the potential maximals from these limit results 
is not as easy as it was for the knowledge limits and maximals. It 
might be tempting to limit them to: 
UTF0 UFT0 
The reason for this is that these two orderings are the reverse of 
the orderings that produce the knowledge maximals. However, the 
knowledge limits maximise 0 and then minimise {T, ~}, the inverse 
of this is minimising 0 and then maximising {T, ~}. This is not the 
same as maximising {T, ~} and then minimising 0. Consider the 
following three tableaux. 
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W'05 X'05 . . .. 
Y:0.5 0 {T} 
Z:0.5 {.l} {T,.l 
Figure 8.1: A Hypothetical Tableau 1 
Case 1 
In Figure 8.1 both the UTF0 and the UFT0 limit orderings for the 
first tableau produces the result 0:0.5 {T,.l}:0.5. However, any 
other limit ordering listed in Table 8.4 produces {T}:0.5 {.l }:0.5. 
type-2R ([0 : 0.5 {T,.l} : 0.5], [{T}: 0.5 {.l} : 0.5]) 
So therefore, 
[0: 0.5 {T,.l} : 0.5] :S;R [{T} : 0.5 {.l} : 0.5] 
Hence in this case neither the UTF0 or UFT0 limits produce a max-
imal result, the other limit orderings are maximals for the restric-
tiveness ordering. 
Case 2 
Taking Figure 8.2 the UTF0 an UFT0 limits produce 
{T} : 0.5 {T, .l} : 0.5 
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WO 5 X'O 5 . . .. 
Y:0.5 0 {T} 
Z:0.5 T,.l} {.l} 
Figure 8.2: A Hypothetical Tableau 2 
The other orderings produce: 
UTF0 = 0: 0.0 {T}: 0.5 {.l}: 0.0 {T,.l}: 0.5 
UFT0 = 0: 0.0 {T}: 0.5 {.l}: 0.0 {T,.l}: 0.5 
TUF0 = 0: 0.0 {T}: 0.5 {.l}: 0.0 {T,.l}: 0.5 
TFU0 = 0: 0.0 {T}: 0.5 {.l}: 0.0 {T,.l}: 0.5 
FTU0 = 0: 0.5 {T} : 0.0 {.l}: 0.5 {T,.l} : 0.0 
FUT0 = 0 : 0.5 {T} : 0.0 {.l}: 0.5 {T,.l} : 0.0 
[0: 0.5 {.l} : 0.5] ::;R [{T} : 0.5 {T,.l} : 0.5] 
Because there is a series of type-1R restrictions between the two 
sets. This means that all but the last two limits produce a maximal 
result. 
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WO 5 X·O 5 . . .. 
Y:0.5 0 {~} 
Z:0.5 rT,~} {T} 
Figure 8.3: A Hypothetical Tableau 3 
Case 3 
Taking Figure 8.3 the limit orderings produce: 
UTF0 = 0: 0.0 {T} : 0.0 {~} : 0.0 {T,~} : 0.5 
UFT0 = 0: 0.0 {T} : 0.0 {~} : 0.0 {T,~} : 0.5 
TUF0 = 0 : 0.5 {T} : 0.5 {~} : 0.0 {T,~} : 0.0 
TFU0 = 0 : 0.5 {T} : 0.5 {~} : 0.0 {T,~} : 0.0 
FTU0 = 0: 0.0 {T} : 0.0 {~} : 0.5 {T,~} : 0.5 
FUT0 = 0: 0.0 {T}: 0.0 {~}: 0.5 {T,~}: 0.5 
[0: 0.5 {T}: 0.51:S;R [Cl}: 0.5{T,~}: 0.51 
Because there is a series of type-1R restrictions between the two sets. 
This means that all but the middle two limits produce a maximal 
result. 
The Restrictiveness Limits and Restrictiveness 
Operators 
This means that the exact limit results that produce the restric-
tiveness maximals depends on the operator and the operands being 
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used. All the maximals have one thing in common, they have the 
least mass assigned to 0. 
Whichever set of limits produce the maximals for the restrictive-
ness orderings the same set of orderings produces the minimals for 
the knowledge ordering. This is because the two orderings are the 
inverse of each other. 
8.7 Limits and the Falsity Maximals 
In the same way that the restrictiveness ordering is the inverse of 
the knowledge ordering it is possible to define an inverse of the truth 
ordering. This will be called the falsity ordering and denoted S,F' It 
is defined as: 
A S,F B == type-1T(A, B) V type-2T(A, B) (8.1) 
The reasoning that relates the restrictiveness limits and maximals 
to the knowledge limits and maximals also applies to the truth and 
falsity limits. The truth limits maximise {T} and then minimise {~} 
so the falsity limits minimise {T} and then maximise {~}. These 
limits are shown in Table 8.5. 
Table 8.5: Limits that Potentially Create the Falsity Maximals 
F0UT FU0T U0FT UF0T 0UFT 0FUT 
The list cannot be narrowed further because of similar reasons to 
the restrictiveness limits: the limits that give maximals are depen-
dent on the operator and operands used. 
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The Falsity Limits and Truth Operators 
Again the maximals of the falsity ordering are the minimals of the 
truth ordering and vice versa. This means that the truth join, which 
requires the truth minimal results, can be calculated using the min 
contribution function and the falsity limits. 
8.8 The Envelope of Valid Results 
Truth-space mass assignments have four focal sets; this means that 
they can be plotted as a point in ~4 with each axis corresponding 
to one of the four focal sets. The unique results generated from the 
twenty-four limit permutations are in effect a convex hull containing 
all valid results. 
Four-dimensional space can be difficult to visualise. However, 
the masses in a MA must sum to one, this means that any truth-
space mass assignment can be plotted as a vector in IR3. Each axis 
corresponds to one of the four focal sets, the focal set mass that is 
unassociated with an axis can be calculated from the other three. 
For example, the axis could be m( {T}), m( {.l}), and m( {T,.l}) 
withm(0) = 1- [m({T}) + m({.l}) +m({T,.l})). 
The twenty-four limit results for any operator the results in a 
truth mass assignment are shown in Table 8.1. If these limits are 
plotted in IR3 then they produce a volume that describes an envelope 
in which all valid results for that operation lie. For example, the 
envelope for a hypothetical operation might look like the one in 
Figure 8.4. 
The corners of the polyhedron are the mass assignment results 
generated by the limit orderings. The edges are results that are the 
linear combination of any two of the limit results. The other points 
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1.0 
Figure 8.4: A Hypothetical Envelope of Valid Results 
such as the surfaces and the points on the inside of the volume are 
all convex combinations of several of the limit results. 
8.9 Limits of Point-Value Operators 
Varying the contribution function can produce a range of different 
results for the interval version of a mass assignment operator. The 
limits of the envelope of results can be found by maximising the focal 
set in a particular order as presented in the previous sections. 
Each mass assignment in this envelope can be converted into a 
point-value by applying a consistency and certainty function to the 
distribution algorithm (Sections 6.6 and 6.7). Consider the following 
interval mass assignment: 
0: 0.25 {T} : 0.25 {.l} : 0.25 {T,.l} : 0.25 
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Applying a consistency function to this assignment will move mass 
from 0 to one or many of the other focal sets. However, there are 
limits to how much mass can be moved, ie no more than 0.25 mass 
can be moved. These limits are found by moving all the mass as-
signed to 0 to either {T}, {~} or {T, ~}. This means that the 
consistent mass assignments that can be created from the example 
mass assignment are limited by the MAs: 
Most True = 0: 0.0 {T}: 0.50 {~} : 0.25 {T,~} : 0.25 
Most False = 0 : 0.0 {T}: 0.25 {~} : 0.50 {T, ~} : 0.25 
Most Uncertain = 0: 0.0 {T}: 0.25 {~}: 0.25 {T,~}: 0.50 
This consistency envelope can bee seen in Figure 8.5. The black 
point indicates the original mass assignment, the black triangle indi-
cates the envelope of consistent mass assignments that can be made 
from that point. 
Using the same original point it is possible to apply a certainty 
function that move mass from {T, ~} to the other three focal sets. 
Again there is a limit to how much mass can be moved. This pro-
duces the limit MAs: 
Most Inconsistent = 0 : 0.50 {T} : 0.25 {~} : 0.25 {T, ~} : 0.00 
Most True = 0 : 0.25 {T}: 0.50 {~} : 0.25 {T, ~} : 0.00 
Most Uncertain = 0 : 0.25 {T} : 0.25 {~} : 0.50 {T, ~} : 0.00 
These points and the resulting envelope can be seen in Figure 8.6. 
Again the black point indicates the original MA and the black tri-
angle shows the envelope of certain results that can be created from 
it. 
Applying both a certainty and consistency function to the orig-
inal mass assignment creates a envelope of consistent point-value 
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Figure 8.5: A Consistency Envelope 
Figure 8.6: A Certainty Envelope 
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mass assignments. This envelope can be seen in Figure 8.7. It is de-
picted as the solid black line that lies along the grey line m( {T}} + 
m({l.}} = 1. 
1.0 
Figure 8.7: A Consistency and Certainty Envelope 
8.10 Example of Limits for Semantic 
Unification 
Consider the semantic unification of two example mass assignments 
A and B. The actual mass assignments used in this example come 
from FRIL - Fuzzy and Evidential Reasoning in Artificial Intelli-
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gence [lOJ. 
A = {a} : 0.3 {a, b} : 0.5 {a, b, c} : 0.2 
B = {b} : 0.3 {b, c} : 0.5 {a, b, c} : 0.1, 
{a, b, c, d} : 0.1 
There is no mass assigned to the empty set in either A or B so 
there will be no mass assigned to the empty set in any result (see 
Equation 7.4). This means that there will only be cells assigning to 
{T}, {l-} or {T, J.} in the tableau. Therefore, there will be at most 
six (3! = 6) unique limit results for this particular tableau, these are: 
UTF TUF FUT 
UFT TFU FTU 
Of these limits UTF and UFT are the orthogonal maximals for 
the restrictiveness ordering (iA*B1 R ). Note that UTF0 and UFT0 
are both listed as potential restrictiveness maximals in Table 8.4, 
they are: 
(UTF) = 0: O.O{T}: 0.2 {J.}: 0.1 {T,J.}0.7 
(UFT) = 0: O.O{T}: 0.1 {J.}: 0.2 {T,J.}0.7 
This is the same result given in FRIL - Fuzzy and Evidential Rea-
soning in A rlificial Intelligence. However, the book stops there; the 
work presented in this chapter allows further calculations to find the 
other limit results. In full, including the UTF and UFT limits, these 
limits are as shown in Table 8.6: 
The last two limits, TFU and FTU, are identical so of the po-
tential six limits there are only five unique limits. Including the 
orthogonal restrictiveness maximals which have already been men-
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Table 8.6: Limits for Example A I B 
Order 0 {T} {l-} {T,.l} 
UTF = 0.0 0.2 0.1 0.7 
UFT = 0.0 0.1 0.2 0.7 
TUF = 0.0 0.5 0.1 0.4 
FUT = 0.0 0.1 0.3 0.6 
TFU = 0.0 0.5 0.3 0.2 
FTU = 0.0 0.5 0.3 0.2 
tioned the maximals and their associated minimals are: 
[A * Bh = {TU0F, T0U F} = {TU F} 
= LA*BjF 
fA * B1F = {FU0T, F0UT} = {FUT} 
= LA * Bjr 
fA*BlR = {UTF0, UFT0} = {UTF, UFT} 
= LA*BjK 
[A*B1 K = {0TFU, 0FTU} = {TFU, FTU} 
= LA*BjR 
154 
Note that because the mass assigned to 0 is always zero the maximals 
for truth and falsity consist of only one limit each. 
Plotting the Limits 
The six limit results for the example unification can be plotted on 
the plane m( {T}) + m( {.l}) + m( {T, .l}) = 1 and is depicted by 
the grey polygon in Figure 8.8. For comparison the multiplicative 
result: {T}:0.33 {.l}:0.24 {T, .l}:0.43 is plotted as the black point. 
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1.0 
Figure 8.8: Limits for the Example SU (A I B) 
As can clearly be seen from the figure the limits TFU and FTU 
are the most restrictive (most knowledge) because the single re-
sult that represents them is the closest point to the line m( {T}) + 
m( {1.}) = 1. Conversely the limits UTF and UFT are furthest from 
the line m( {T} ) + m( {1.}) = 1 and represent the least restrictive 
results. 
The Limits of the Point-value Results for the 
Example 
Taking the envelope of the interval results it is possible to find the 
consistent and certain results for each point in that envelope. The 
extremes of these point-value results are when all the mass assigned 
to 0 and {T,1.} is assigned to either {T} or {1.}. This makes the 
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most true point value: 
0: 0.0 {T} : 0.9 {J-} : 0.1 {T,.l} : 0.0 
This can be constructed by taking the UTF limit and moving all the 
mass assigned to {T,.l} to {T}. The most false point-value result 
is: 
0: 0.0 {T} : 0.1 {.l}: 0.9 {T,.l} : 0.0 
This is constructed by taking the UFT limit and moving all the mass 
from {T,.l} to {.l}. 
The two extreme point-value results and all the point-value re-
sults in between are depicted in Figure 8.9 by the thick black line. 
The classic point-value is also shown on the graph by a black point 
at: 
0: 0.0 {T} : 0.54583 {.l} : 0.45416 {T,.l} : 0.0 
Figure 8.9: Point-Value Limits for the Example SU (A I B) 
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8.11 Racing Pundit Example 
Consider two racing pundits (X and Y). Based on previous form 
they are both accurate one third of the time. This can be modelled 
as mass assignments representing mx = 'agent X is correct' and 
my = 'agent Y is correct'. 
m = {T} : 1/3 {l-} : 2/3 
x 
m = {T} : 1/3 {l-} : 2/3 y 
To find the probability that both the pundits will agree the con-
junction of the two mass assignments is used (mx 1\ my). There are 
many ways of interpreting this operator though. If independence is 
assumed between the two then: 
ml\! m = {T} : 1/9 {l-} : 8/9 
x y 
This means that based on known information the probability that 
both pundits will be correct on the same call is 1/9. This is what 
would be expected from normal probability theory. If Prx is the 
probability that X is correct (equivalent to mx) and similarly Pry 
is the probability that Y is correct then: 
Pr = Pr Pr 
(X and Y) X Y 
= 1/3 1/3 
= 1/9 
However, if the restrictiveness meet (set union) would produce: 
mn! m = 0: 4/9 {T}: 1/9 {.I.}: 4/9 
x y 
Here inconsistency has been introduced into the mass assignment. 
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Whilst the probability that they will both be correct (assuming in-
dependence) has not changed the probability that they would not 
both be correct is lower (4/9 instead of 8/9). The probability that 
either X or Y will be wrong should be: 
Pr = 1 - (Pr Pr) 
~(x and Y) X Y 
= 1 - (1/3 1/3) 
= 8/9 
Using mass assignment union would not be correct in this case and 
the conjunction should be used. The restrictiveness meet is actually 
calculating the probability that both pundits will be incorrect. 
Assumptions other than independence can be made. Both pun-
dits will be basing their decision on similar or identical information 
and their decision making system is likely to be similar as well. An 
assumption that their decision making process is completely identi-
cal then the result would be found using the TUF ordering: 
mll2m= {T}: 1/3 {..L}: 2/3 
x Y 
Note: that this is not stating the probability that they will agree 
(that is assumed to be one), it is the probability that they will both 
be correct on the same call. To compare, if the mass assignment 
union is used then the result is: 
mn2 m = {T} : 1/3 {J..} : 2/3 x Y 
There appears to be no difference between the two operator in this 
case. The pundits are both making the same call and they are both 
going to be correct 1/3 of the time. This is what would be expected 
given the data and the assumptions. 
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However, if some uncertainty is introduced as to how accurate 
the pundits are (say that their accuracy is unknown 1/3 of the time) 
then the mass assignments look like: 
m = {T}: 1/3 {T,.l}: 1/3 {.l}: 1/3 
x 
m = {T}: 1/3 {T,.l}: 1/3 {.l}: 1/3 y 
mAm = {T}: 1/3 {T,.l}: 1/3 {.l}: 2/3 
x y 
mnm = {T}: 2/3 {T,.l}: 0 {.l}: 1/3 
x y 
Here the optimistic assumption (TUF) produces different results. 
The conjunction is, in effect, idempotent. Because both X and Y are 
assumed to always make the same call then they should be considered 
as a single source and it is expected that X AX = X. The probability 
that they will both be correct is unchanged and no assumption is 
made as to whether the unknown calls would have been accurate or 
not. However, the restrictiveness meet has altered. It assumes that 
the unknown cases would have resulted in the pundits being correct. 
This clearly demonstrates that not only the type of operator, eg 
truth or restrictiveness, but also the assumption used matters greatly 
in the calculation of the result. 
8.12 Discussion on Limit Results 
This chapter concentrated on finding the extremes to which a truth-
space mass assignment operator can assign mass to either {T}, {.l}, 
o or {T, .l }. These extremes provide the limits of an envelope of all 
valid results for that operator. Every valid result will be a convex 
combination of the limits results. 
These limits are created by maximising the mass assigned to a 
single focal set and then maximising the mass assigned to the other 
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sets in turn. Because there are four focal sets in a truth space mass 
assignment there are 24 permutations of these points and therefore 
24 potential limits. However, only some of these limits will actually 
produce unique results. 
This chapter also showed which limits are related to which of the 
maximals for the truth, knowledge, restrictiveness and falsity partial 
orderings. In the case of the truth and knowledge orders the limits 
can be restricted to only two limits. For the other two orderings 
(which are the inverse of the truth and knowledge orders) the set of 
limits related to the maximals can only be restricted to six limits for 
each order. 
The envelope described by these limits can be plotted against 
the mass assigned to each focal set. This volume helps visualise the 
range of different results an operator can give. An example semantic 
unification was given and plotted. Although the example did not 
contain an assignment to 0, and therefore produced a plane and not 
a volume, it could easily be extended to an example which produces 
a volume. 
Chapter 6 describes how interval results (ie those lying inside 
the envelope of valid results) can be transformed into consistent and 
certain results such as those returned by the point-value operators. 
These transformations have their own extremes to which they can 
assign mass. For example, even the most {T} most consistent results 
may need to assign a minimum amount of mass to {-L}. The limits 
of the consistency and certainty functions can be plotted in a similar 
way to the envelope of interval results. 
All the operators that result in a truth-space mass assignment can 
have their envelopes of valid results plotted as well the extremes of 
their point-value results. This provides a new visualisation method 
for mass assignment operators. In addition a MA operator may be 
described as 'narrow' if the variation in valid results is small (a small 
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envelope) or 'wide' if there is a large amount of variation in the valid 
results (a large envelope). The size of the envelope (its length if it is 
a line, its area if it is a plane or its volume if it is a volume) describes 
how much the result of the operator can be varied using assumptions 
about how the operands interact. 
Of all the results in the envelope the limits are the most im-
portant. As well as defining the extents of the envelope they also 
are potential candidates for the maximals and minimals of the truth 
and restrictiveness orderings. These results are key to calculating 
the meets and joins of the lattices related to those orderings. 
Currently there is no algorithm proven to take two mass assign-
ments, an operator and a limit ordering such as UTF0 and calculate 
the limits associated with that ordering. Appendix A at the end of 
this Thesis discusses some of the constraints that any such algorithm 
would need to obey if it is to ensure the focal sets are maximised. 
The design of an algorithm that maximises focal sets in order is a 
topic for future research. 
Chapter 9 
Conclusion 
The main points presented in this work have been discussed at the 
end of the relevant chapter. This chapter provides a summary of the 
main points of the work and how they relate to each other and to 
current and future work by other researchers. 
9.1 Contribution of Thesis 
The main contributions of this Thesis to current and future works 
can be divided into five main parts: 
1. The Definition of Truth-Space. The chapter on truth-
space (Chapter 4) draws heavily on work on bilattices by Gins-
berg and Fitting and also on Belnap's :r(JU~. However, de-
spite superficial similarities, there are distinct differences in 
the semantics of :r(JU~ and truth-space which have particular 
implications for mass assignments defined upon it. The major 
differences are the implicit 'or' connective between elements of 
the sets and the semantics of the set elements; :r(JU:R uses t 
to indicate the presence of evidence of truth, truth-space uses 
T to indicate 'true and only true'. 
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2. Truth-Space Mass Assignments. T-MAs are fundamen-
tally a type of mass assignment but they also have several 
special features. Chapter 5 uses the semantics of truth-space 
and the concept of bilattices to created a partial bilattice that 
provides a new partial ordering for t-MAs. Combining this 
new ordering with the existing restrictiveness ordering allows 
t-MAs to be compared using the amount of truth they contain. 
In addition, new truth operators allow t-MAs to be combined 
in ways closer to :TCJU:R's conjunction and disjunction. This 
provides a link between mass assignment theory and other logic 
systems like :TCJU:R and Kleene's three-valued logic. 
3. Examining the Internals of Mass Assignment Opera-
tors. Chapter 6 looks at how interval and point-value opera-
tors are related. Prior to the work in this chapter there were 
two different types of semantic unification operator, one that 
returned a mass assignment and one which returned a point-
value probability. In addition, there are an infinite number of 
ways of solving a mass assignment tableau. There were also 
functions that turned mass assignments into probability dis-
tributions and normalised mass assignments that had mass in 
the empty set. 
The chapter showed how all these elements are related. Opera-
tors that return mass assignments (or intervals) consist of two 
parts a contribution and a distribution algorithm. The dis-
tribution algorithm defines what exactly the operator is. All 
versions of an operator will have exactly the same distribution 
algorithm. Point-value operators, normalising functions and 
functions that produce distributions like the least-prejudiced 
distribution use certainty and consistency functions to alter 
the mass assignment operator to produce different results. 
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4. Updating Semantic Unification. Once truth-space mass 
assignments had been defined and discussed the Thesis then 
looked at the mechanism used to compare the similarity be-
tween two mass assignments in an arbitrary domain. The 
existing semantic unification operator returned a probability 
interval (or a point-probability) and in effect was a valuation 
function that calculated the truth of a mass assignment given 
some evidence represented as a second mass assignment. How-
ever, detailed analysis of the operator showed that it did not 
preserve inconsistency, belief or possibility through the opera-
tor. This lack of intuitive operation occurred when either the 
claim or the evidence were inconsistent (ie had mass assigned 
to the empty set). 
The work in Chapter 7 alters the semantic unification opera-
tor to make it preserve information in this particular circum-
stance. The key to this was allowing the semantic unification 
operator to assign mass to the empty set in the result. This 
turned the result from an interval [m( {T}), 1 - m( {J..})] to a 
full truth-space mass assignment. The updated operator is the 
link between mass assignments defined on an arbitrary domin 
and those defined on truth-space. 
5. Defining the Limits of a MA Operator. With so many 
different versions of a mass assignment operator it is difficult to 
highlight particular ones which are of use. Existing literature 
highlighted the maximal and minimal results of the restrictive-
ness operators used as part of the solution of the meet and join 
operators for the restrictiveness ordering. Chapter 5 extended 
this set of special results to include the maximal and minimal 
results of the truth-ordering used to created the meet and join 
of that partial ordering. 
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These sets of maximal and minimal results have one thing in 
common: they are all limits to an envelope of valid results for 
that operation. No valid result can be outside this envelope. 
These limits can be calculated by ordering the focal sets and 
then maximising the mass assigned to each focal set in order. 
Different permutations potentially produce different limits. 
The chapter showed how this envelope can be plotted as a 
volume in three dimensional space. In addition, the limits to 
which contribution and certainty functions can alter the result 
can also be plotted. This provides the extents of a range of 
valid point-value interpretations for that operation. The size 
of the envelope and point-value range indicates how great a 
range of assumptions can be made as to how the operands 
interact 
9.2 Applicability of the Thesis 
The work presented in the Thesis is applicable in many different 
areas. Most applications that use FRIL or mass assignment theory 
use the semantic unification operator. The changes made to that 
operator in this Thesis therefore will impact on any current or fu-
ture application that wishes to unify mass assignments with mass 
associated with the empty set. 
The truth mass assignments themselves offer a great amount of 
flexibility when combining and reasoning with information. Placing 
restrictions on them allows them to represent Boolean logic, prob-
abilities, intervals, three-values logic, and four-valued logic. Mass 
assignments On other domains can represent fuzzy sets, probability 
families and probability distributions both partial and complete. 
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Applications 
Once implemented into a reasoning system, truth-space mass as-
signments can be used for a wide variety of practical applications. 
The changes to semantic unification are applicable to all existing 
applications that use it. Some such applications as listed in FRIL 
- FUzzy and Evidential Reasoning in Artificial Intelligence [lO} are: 
helicopter crew behaviour modelling, developing intelligent manuals 
and an orthodontic expert system. 
Any domain which features possible inconsistencies from data 
sources or from the reasoning process rules could also benefit from 
an application that implements truth-space mass assignments.One 
such application is an a expert system for analysing statements given 
to police. In these situations it is often necessary to keep a record of 
inconsistencies and where information may be vague or unreliable. 
9.3 Future Work 
This Thesis has opened up a great number of possible research topics 
and work for future consideration. Some of these new topics involve 
applying the work in this Thesis to practical domains and others 
involve expanding on the work in this Thesis. 
There are many possible applications for truth-mass assignments. 
They provide the basis of a logic system that can handle truth, 
falsity, inconsistency and certainty in a much more flexible way to 
Belnap's :rCJU:R. This is is because t-MAs can represent degrees of 
belief in the truth and knowledge about a statement. 
In addition, the changes to semantic unification can be applied 
to applications that use mass assignment theory. The changes made 
mean that such applications can be extended to handle inconsistency 
in an intuative way. 
---------------- ------
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The work presented in this Thesis can be expanded upon and 
developed in many ways. The most obvious area of development 
is to see how altering the contribution function used by an operator 
alters the results of a reasoning process. The use of the muliplicative 
contribution function to assume independence between operands and 
the use of the maximal and minimal results to produce meet and 
join operators is known. However, there are several other limits and 
an infinite number of valid results in between, the assumptions they 
represent and the consequences of choosing one of them over another 
certainly warrants investigation. 
Also missing is the creation of an algorithm that can calculate the 
result of a mass assignment operator limit. Such an algorithm would 
take an operator, its operands and a limit ordering such as UTF0 and 
guarantees that its result has the maximum mass assigned to {T,..L}, 
then {T} and so on as implied by the ordering. Appendix A is a short 
piece of work that looks at the constraints that any such algorithm 
must obey to ensure that a focal set reaches its potential maximum. 
However, it only considers one focal set at a time, extending the work 
to consider subsequent focal sets and how they can be maximised is 
a topic for future investigation. 
Finally, it would be interesting to study whether the size of the 
envelope produced by limit results can provide any information into 
the operands, the information they contain and their relationship. 
9.4 Final Comments 
This piece of work has shown that truth-space mass assignments 
appear to be an extremely useful subset of mass assignments. It has 
defined the basic semantics of the mass assignments, their operators 
and the limits of their flexability. They provide a link between mass 
assignments and other popular many-valued logic systems and could 
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be applied to many and varied fields. 
Appendix A 
Calculating the Limits of 
Truth-Space Mass 
Assignments 
A.1 Limit Mass Assignments 
Chapter 8 discussed the extremes to which a mass assignment oper-
ator can assign mass to each of the focal sets. In addition, it stated 
that these limits can be found by maximising the mass assigned to 
a focal set and then maximising the mass placed to a second focal 
set and so on until all sets have been maximised according to some 
ordering. 
The question that arises is how to maximise the mass assigned 
to a focal set? This appendix looks at the constraints placed on 
any algorithm that attempts to maximise a focal set. If all these 
constraints are fulfilled the focal set will be contain the maximum 
possible mass for that particular operation. First a single cell in an 
operator tableau is considered. 
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A.2 Maximising a Single Cell 
Consider two mass assignment operands A = {Ai: mA(Ai)} and 
B = {Bj : mB(Bj )}. According to mass assignment theory the mass 
assigned to a single cell in a mass assignment table cannot exceed 
its row mass, nor can it exceed its column mass. Therefore the 
maximum mass that can be assigned to a focal element cell (Cij = 
Ai * Bj ) is the minimum of the cell's row and column masses. 
MAXIMUM m(Cij ) = min(m(A;),m(Bj )) (A.I) 
CAB 
Not that this is just the maximum mass for a single cell in a 
tableau. The actual mass assigned to a focal set Ck is the sum of all 
cells that assign to that focal set: 
'B(Ck ) = LL'B(Cij ) 
J 
A.3 Maximising the Current Focal Set 
This section presents a comparison operator that maximises the mass 
assigned to the current focal set (CFS). It ignores the effect the 
ordering will have on subsequent focal elements. 
If there is only a single cell that assigns mass to the current focal 
set then to maximise the focal set we assign maximum mass to those 
cells (see section A.2). 
Definitions 
Cells Cij and Cxy are co-dependent (<-» if they share either a row 
or a column. 
Cij <-> Cxy if (i = x V j = y) (A.2) 
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Cells in the CFS which are not co-dependent are said to be inde-
pendent (Ill. 
(A.3) 
Groupings 
A group is a set of cells that can be processed in any order without 
affecting the amount of mass assigned to the group as a whole. 
• A single cell is a group. 
• Group a is totally dependent (--+) on group f3 if every cell 
in group Cl! is co-dependent with at least one cell in group f3. 
(Figure A.l) 
a --+ f3 if Cv' eij E a Cl exy E f3 I i = x V j = y) (A.4) 
• Groups a and f3 are co-dependent (<-» if a is totally depen-
dent on f3 and f3 is totally dependent on a. (Figure A.2) 
a <-> f3 if a --+ f3 /\ f3 --+ a (A.5) 
• Groups a and f3 are independent (11) if no cell in group a 
is co-dependent with any cell in group f3 and vice-versa. (Fig-
ure A.3) 
Although, figures A.l, A.2, and A.3 show the cells adjacent to each 
other, this is not necessary. It is the shared row and columns that 
is important not proximity. 
APPENDIX A. CALCULATING THE LIMITS 
y z 
:tb 
y 
x0 
w[!] 
172 
y z 
:~ 
Figure A.l: 0 --t {3 Figure A.2: 0 ..... {3 Figure A.3: 0 11 (3 
Co-Dependence 
Law 4 Co-dependent groups can be coalesced without affecting the 
overall mass. 
max(o{3) == max(o) + max({3[ 0) == max({3) + max(o [ (3) 
If 0 ..... (3 
Proof 4.1 That max(o{3) == max(o) + max({3[ 0) if 0 <-t (3 
max(o{3) = min(x + w, y) 
max(o) = min(x, y) 
max({3[ 0) = min( w, y - min(x, y)) 
If min(x, y) = x 
max(o) + max({3[ 0) = x + min(w, y - x) 
= min(x + w, y) (A.7) 
= max(o{3) 
Else if min(x, y) = y 
max(o) + max({3[ 0) = y + min(w, y - y) 
= y + min(w, 0) (A.8) 
=y 
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And, 
max(o,l3) = min(x + w, y) 
=y 
(A.9) 
Proof 4.2 That max( 0,13) == max(,I3) + max( 0 1 ,13) if 0 <--> (3 
max(,I3) = min(w, y) 
max(o 1 ,13) = min( x, y - min(w, y)) 
Similar to Proof 4.1 with masses w and x exchanged. 
Independence 
Law 5 Independent groups can be coalesced without affecting the 
overall mass. 
max( 0,13) == max( 0) + max(,13 1 0) == max(,I3) + max( 0 I ,13) 
If 0 11 ,13 
Proof 5.1 That Law 5 holds true. 
Groups 0 and ,13 share neither rows nor columns (see Figure A.3). 
If 0 is processed first, it restricts the masses x and y, but not the 
masses wand z. Similarly for ,13 before 0 does not restrict o. There-
fore the cells in groups 0 and ,13 can be processed in any order. 
Partial and Indirect Dependence 
Law 6 If 0 is totally dependent on ,13, but,13 is not totally dependent 
on 0 then 0 and,13 cannot be coalesced and 0 must be processed first 
to maximise the total mass. 
APPENDIX A. CALCULATING THE LIMITS 
max(a) + max(131 a) ~ max(i3) + max(a 113) 
If (a -+ 13) A -,(13 -+ a) 
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In this case Group 13 can be split into subgroups, and 0 so that 
a ...... " , ...... 0, and a 11 0 (see Figure A.4). In this case a is said 
to be indirectly dependent on o. 
y z 
:[6 
Figure A.4: a ...... , A , ...... 0 
Once one of the three groups (a, " or 0) has been maximised 
then the other two groups can be processed in either order (see 
Laws 4 and 5). This means that there are three situations to con-
sider. 
1. max(a) + max(TO I a) 
2. max(T) + max(aO I,) 
3. max( 0) + max( a, I 0) 
However, the second order (T then ao) reduces the overall mass 
assigned to the trio of cells. 
Proof 6.1 That max(a) +max(TO I a) ~ max(T) + max(aci I,)· 
max(a) = min(x, y) 
max(To I a) = min( w, y + z - max(a)) 
max(T) = min(w, y) 
max(aci I,) = min(x, y - min(T)) + min( w - min(T),z) 
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The possible answers to max(a) + max(-yo I a), given the various 
mass inequalities, are: 
(x + w) 
(y + z) 
(y+ w) 
(y + z) 
If (x:S; y) i\ (w:S; y+z -x) 
If (x:S; y) i\ (y+z -x:S; w) 
If (y:S; x) i\ (w :s; z) 
If (y :s; x) i\ (z :s;: w) 
(A.lO) 
(A.11) 
(A.12) 
(A.13) 
And for max(-y) + max(ao I,) the possiblities are: 
(W + x) 
(y) 
(w) 
(y + z) 
Using Equation A.IO: 
(x+w) = (w+x) 
(x+w);::O: (y) 
(x + w) > (w) 
(x+w);::O: (y+z) 
If (w :s; y) i\ (x :s; Y - w) 
If (w :s; y) i\ (y - w :s; x) 
If (y :s; w) i\ (w - y :s; z) 
If (y :s; w) i\ (z :s; w - y) 
(A.14) 
(A.15) 
(A.16) 
(A.17) 
Because, (y - w :s; x) == (y :s;: x + w) 
from Equation A.I5 
Because, (z :s; w - y) == (z + y :s; w) 
from Equation A.I7 
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Using Equ A.H: 
(y + z) > (w + x) 
(y+z) > (y) 
(y + z) ;:: (w) 
(y + z) = (y + z) 
Using Equation A.12: 
(y+w);:: (w+x) 
(y+w) > (y) 
(y+w) > (w) 
(y+w) > (y+z) 
Because, (x:S; y - w) == (w + x :s; y) 
from Equation A.14 
Because, (w - y :s; z) == (w :s; z + y) 
from Equation A.16 
Because, (x:s; y - w) == (w + x :s; y) 
from Equation A.l4 
And (y :s; x) /\ (w ~ 0) 
from Equation A.12 
Because, (z :s; w - y) == (z + y :s; w) 
from Equation A.17 
Equation A.13 is the same as Equation A.H. 
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Proof 6.2 That max(o:) + max(-y6 I 0:) = max(6) + max(o:'Y I 6). 
max(o:) = min(x, y) 
max(-y6 I 0:) = min( w, y + z - max(o:)) 
max(6) = min(w, z) 
max(o:'Y I 6) = min(y, x + w - max(6)) 
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The answers for max(a) + max(,8 I a) are given in Proof 6.1. For 
max( 8) + max( a, I 8) the possihlities are: 
(w +y) 
(w+x) 
(z + y) 
(x + w) 
Using Equation A.lO: 
If (w :::; z) 11 (y :::; x) 
If (w :::; z) 11 (x :::; y) 
If (z :::; w) 11 (y :::; x + w - z) 
If (z :::; w) 11 (x + w - z :::; y) 
(A. IS) 
(A.19) 
(A.20) 
(A.21) 
(x + w) = (w + y) Because, (x = y) from Equ A.lO and A.lS 
(x+w) = (w+x) 
(x+w) = (y+z) Because, (y:::; x+w-z) _ (y+z:::; x+w) 
from Equ A.20 
And (w :::; y + z - x) == (w + x :::; y + z) 
from Equ A.lO 
(x+w)=(x+w) 
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Using Equation A.l1: 
(y + z) = (w + y) Because, (w :::; z) /\ (y :::; x) from Equ A.18 
.". (w+y :::;x+z) 
(y + z - x:::; w) == (y + z :::; w + x) 
from Equ A.ll 
And (x = y) from Equs A.ll and A.18 
(y + z) = (w + x) Because, (y + z - x:::; w) == (y + z :::; w + x) 
from Equ A.ll 
And (w :::; z) /\ (x:::; y) from Equ A.19 
.". (w + x:::; +y) 
(y+z) = (y+z) 
(y+z) = (x+w) 
Using Equation A.12: 
(y+w) = (w+y) 
Because, (y + z :::; w + x) from Equ A.13 
(x + w - z :::; y) == (w + x:::; Y + z) 
from Equ A.21 
(y + w) = (w + x) Because, (y = x) from Equs A.12 and A.19 
(y + w) = (z + y) Because, (w = z) from Equs A.12 and A.20 
(y+w) = (x+w) Because, (x+w- z:::; y) == (x+w:::; y+z) 
from Equ A.12 
(w = z) from Equs A.12 and A.21 
.". (x :::; y) 
And (y :::; x) from Equ A.12 
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Using Equation A.13: 
(y + z) = (w + y) Because, (w :::; z) A (y :::; x) from Equ A.18 
:.(w+y:::;x+z) 
(z :::; w) A (y :::; x) from Equ A.13 
:.(z+y:::;x+w) 
And (y = x) from Equs A.13 and A.18 
(y + z) = (w + x) Because, (y :::; x) A (z :::; w) from Equ A.13 
:.(y+z:::;w+x) 
And (w :::; z) A (x :::; y) from Equ A.19 
:.(w+x:::;z+y) 
(y+z) = (y+z) 
(y+z) = (x+w) Because, (y + z :::; w + x) from Equ A.13 
And (x + w - z :::; y) == (w + x:::; Y + z) 
from Equ A.21 
AA Considering the Other Focal 
Elements 
Only one of the three laws actually constrains the order in which 
the current focal element cells can be ordered without reducing the 
overall mass assigned to the focal element. Law 6 states that if a 
group (-r) shares a column with a group (0) and a row with a group 
(a) then 1 must be done after either 0 or a. Cell maximisation 
orderings that follow this constraint allow the current focal element 
to be maximised. However, looking at Chapter 8 shows that the limit 
results that define the envelope of valid results for an operation are 
produced by maximising the focal sets in a particular order. 
This means that there will be additional constraints on how a 
APPENDIX A. CALCULATING THE LIMITS ISO 
focal set's cells should be ordered to not only ensure that it is max-
imised but also that the subsequent focal set in the ordering can 
be maximised. For example, in Section S.lO there are two focal set 
orderings that maximise {T, l.} yet still produce different results 
because one ordering maximises {T} next and the other ma:dmises 
{l.}. Although the maximum mass assigned to {T, l.} can be cal-
culated by solving the constraints presented in this appendix there 
will be several different solutions. One solution may allow the subse-
quent focal set to attain a greater mass than another solution. From 
the example in Section 8.10: 
(UTF) = 0: O.O{T}: 0.2 {l.}: 0.1 {T,l.}0.7 
(UFT) = 0: O.O{T}: 0.1 {l.}: 0.2 {T,l.}0.7 
The maximum mass for {T,l.} is 0.7 and can be found by solv-
ing the constraints presented in this appendix. However, different 
solutions to those contraints allow {T} and {l.} to attain different 
'maximums'. There are obviously more constraints than just the one 
implied by Law 6 acting on how the cells of {T, l.} are processed. 
Study of these additional constraints provide an interesting topic of 
further research. 
Appendix B 
Publications 
This is a list of al! publications and pending publications written or 
co-written by the author during the research for this Thesis. Some, 
such as those on semantic unification, formed the basis of work that 
has been presented in the Thesis. Others are on topics related to 
mass assignment theory and its refinement. 
[29] Hinde, C.J., McCoy, S.A. and Patching, R.S., 'Generating Max-
imal Assignments' , Proceedings of the 2003 UK Workshop on Com-
putational Intelligence, Rossiter, J.M. and Martin, T.P. (eds), Uni-
versity of Bristol, UKCI-2003, Bristol, UK, September 2003, pp. 
74-80, ISBN: 0862925371. 
[30] Hinde, C.J., Patching, R.S. and McCoy, S.A., 'Inconsistency 
and Semantic Separation', Proceedings of the 2004 UK Workshop 
on Computational Intelligence, Withal!, M.S. and Hinde, C.J. (eds), 
Loughborough University, UKCI-2004 , Loughborough UK, Septem-
ber 2004, pp. 265-272, ISBN:1-874152-11-X . 
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[41] McCoy, S.A., Hinde, C.J. and Patching, RS., 'Converting from 
Probability Distributions to Fuzzy Sets', Proceedings of the 2003 
UK Workshop on Computational Intelligence, Rossiter, J.M. and 
Martin, T.P. (eds), University of Bristol, UKCI-2003 , Bristol, UK, 
September 2003, pp. 89-96, ISBN: 0862925371. 
[44] Patching, RS., Hinde, C.J. and McCoy, S.A., 'Inconsistency and 
Semantic Unification', accepted for Fuzzy Sets and Systems. 
[45] Patching, RS., Hinde, C.J. and McCoy, S.A., 'Generating the 
Limits of Truth-Space Mass Assignment Operators', Proceedings of 
the 2003 UK Workshop on Computational Intelligence, Rossiter, 
J.M. and Martin, T.P. (eds), University of Bristol, UKCI-2003 , 
Bristol, UK, September 2003, pp. 123-130, ISBN: 0862925371. 
[46] Patching, RS., Hinde, C.J. and McCoy, S.A., 'Inconsistency 
and Semantic Unification', Proceedings of the 2004 UK Workshop 
on Computational Intelligence, Withal!, M.S. and Hinde, C.J. (eds), 
Loughborough University, UKCI-2004 , Loughborough UK, Septem-
ber 2004, pp. 257-264, ISBN:1-874152-11-X. 
Bibliography 
[lJ O. Arieli and A. Avron. The value of the four values. Artificial 
Intelligence, 102(1):97-141, 1998. 
[2J Aristotle. The categories. In R. McKeon, editor, The Basic 
Works of Aristotle, pages 38-61. Random House, New York, 
1941. Translated by E.M. Edghill. 
[3J Aristotle. De Interpretatione (On Interpretation). In R. McK-
eon, editor, The Basic Works of Aristotle, pages 38-61. Random 
House, New York, 1941. Translated by E.M. Edghill. 
[4J Aristotle. On sophistical refutations, visited December 2004. 
Translated by W.A. Pickard-Cambridge, http://classics . 
mit.edu/Aristotle/sophist-refut.html. 
[5J Aristotle. Posterior analytics, visited December 2004. 
Translated by G.R.G. Mure, http://classics.mit.edu/ 
Aristotle/posterior.html. 
[6J Aristotle. Prior analytics, visited December 2004. Translated 
by A.J. Jenkinson, http://classics .mi t. edu/ Aristotle/ 
prior. html. 
[7J Aristotle. Topics, visited December 2004. Translated by W.A. 
Pickard-Cambridge, http://classics . mi t. edu/ Aristotle/ 
topics. html. 
183 
BIBLIOGRAPHY 184 
[8] J.F. Baldwin. A theory of mass assignments for artificialintelli-
gence. In Fuzzy Logic and Fuzzy Control, pages 22-34, Sydney, 
Australia, January 1991. IJCAI'91 Workshops on fuzzy logic 
and fuzzy control, Springer-Verlag. 
[9] J.F. Baldwin. A calculus for mass assignments in evidential rea-
soning. In R.R. Yager, M. Fedrizzi, and J. Kapcprzyk, editors, 
Advances in the Dempster-Shafer Theory of Evidence, pages 
513-531. John Wiley & Sons, Inc., New York, 1994. 
[10] J.F. Baldwin, T.P. Martin, and B.W. Pilsworth. F'ril - Fuzzy 
and Evidential Reasoning in Artificial Intelligence. Research 
Studies Press Ltd, Taunton UK, 1995. 
[11] A.D. Belnap. How a computer should think. In G. Ryle, editor, 
Contemporary Aspects of Philosophy, pages 3D-56. Oriel Press, 
1977. 
[12] A.D. Belnap. A useful four-valued logic. In G. Epstien and J.M. 
Dunn, editors, Modern Uses of Multiple- Valued Logic, pages 7-
37. Reidel Publishing Company, Boston, 1977. 
[13] G. Boole. An investigation into the Laws of Thought, on lVhich 
are founded the Mathematical Theories of Logic and Probabili-
ties. Dover Press, 1854. 
[14] G. Boole. Mathematical Analysis and Investigation. Dover 
Press, 1858. 
[15] C. Branco and P. Dente. Design of an electro-hydraulic system 
using neuro-fuzzy techniques. In L.C. Jain, editor, Fusion of 
Neural Networks, Fuzzy Sets fj Genetic Algorithms: Industrial 
Applications. CRC PRESS, 1998. 
BIBLIOGRAPHY 185 
[16] B. Carre. Graphs and Networks. Oxford University Press, Ox-
ford, UK, 1979. 
[17] G. Castellano, C. Castiello, and A.M. Fanelli. Neuro-fuzzyanal-
ysis of dermatological images. In Proc. of IEEE Int. Joint Con-
ference on Neural Networks (IJCNN 2004), 2004. 
[18] A.P. Dempster. Upper and lower probabilities induced by a mul-
tivalued mapping. Annals of Mathematical Statistics, 38:325~ 
339, 1967. Further developed by Shafer [53]. 
[19] G. Ducatel. A fuzzy logic model to help build user profiles. In 
Proceedings of the 2004 UK Workshop on Computational Intel-
ligence, pages 129~ 135. Loughborough University, 2004. 
[20] M. Fitting. Bilattices and the semantics of logic programming. 
Journal of Logic Programming, 1l(2):91~1l6, 1991. 
[21] M. Fitting. Kleene logics, generalised. Journal of Logic Pro-
gramming, 1(6):797~81O, 1991. 
[22] M. Fitting. Kleene's three-valued logics and their children. Fun-
damenta Informaticae, 20:113~131, 1994. 
[23] M. Ginsberg. The MVL theorem proving system. SIGART 
Bulletin: Special Issue on implemented knowledge representa-
tion and reasoning systems, 2(3):57~60, 1991. 
[24] M.L. Ginsberg. Multi-valued logics. In Proceedings AAAI-86, 
Fifth National Conference on A Ttificial Intelligence, pages 243~ 
247. Morgan Kaufmann Publishers, 1986. 
[25] M.L. Ginsberg. Multivalued logics: A uniform approach to 
inference in artificial intelligence. Computational Intelligence, 
4(3):256~316, 1988. 
BIBLIOGRAPHY 186 
[26] M.L. Ginsberg. Bilattices and modal operators. In Rohit 
Parikh, editor, Theoretical Aspects of Reasoning about Knowl-
edge: Proceedings of the Third Conference (TARK 1990), pages 
273-287, Los Altos, California, 1990. Morgan Kaufmann. 
[27] R Hahnle. Advanced many-valued logics. In Handbook of Philo-
sophical Logic, volume 2, pages 297-395. Kluwer, 2001. 
[28] G. Hailu, J. Bruske, and G. Sommer. Fuzzy logic control of a 
situated agent. In Seventh International Fuzzy System Associ-
ation - World Congress, 1997. 
[29] C.J. Hinde, S.A. McCoy, and RS. Patching. Generating max-
imal assignments. In J.M. Rossiter and T.P. Martin, editors, 
Proceedings of the 2003 UK Workshop on Computational Intel-
ligence, pages 74-80, Bristol, UK, 2003. University of Bristol, 
UKCI-2003. 
[30] C.J. Hinde, S.A. McCoy, and RS. Patching. Inconsistency and 
semantic separation. In M.S. Withall and C.J. Hinde, editors, 
Proceedings of the 2004 UK Workshop on ComputationalIntelli-
gence, pages 265-272, Loughborough, UK, 2004. Loughborough 
University, UKCI-2004. 
[31] F. Hoffmann, T. Koo, and O. Shakernia. Evolutionary design 
of a helicopter autopilot. In 3rd On-line World Con! on Soft 
Computing (WSC3), 1998. 
[32] S.C. Kleene. Introduction to Metamathematics. North-Holland 
Publishing Co., Amsterdam, 1962. 
[33] G.J. Klir, U.H. St.Clair, and B. Yuan. Fuzzy Set Theory: Foun-
dations and Applications. Prentice-Hall Inc., New Jersey, 1997. 
BIBLIOGRAPHY 187 
[34] M. Lalmas and R. Roelleke. Four-valued knowledge augmenta-
tion for representing structured documents. In Proceedings of 
13th International Symposium on Methodologies for Intelligent 
Systems (ISMIS 2002) (Lyon, Prance, 2002), pages 158-166, 
2002. 
[35] Y. Loyer, N. Spyratos, and D. Stamate. Computing and com-
paring semantics of programs in four-valued logics. In Mathe-
matical Foundations of Computer Science, pages 59-69, 1999. 
[36] J. Lukasiewicz. Philosophical remarks on many-valued systems 
of propositional logic. In S. McCall, editor, Polish Logic 1920-
1930. Oxford University Press, Oxford, 1930. Reprinted (1967). 
[37] J. Lukasiewicz. Farewell lecture by Professor Jan Lukasiewicz, 
delivered in the Warsaw University Lecture Hall on March 7, 
1918. In 1. Borkowski, editor, Selected Works, pages 84-86. 
North-Holland, 1970. 
[38] J. Lukasiewicz. On determinism. In 1. Borkowski, editor, Se-
lected Works, pages 110-128. North-Holland, 1970. 
[39] J. Lukasiewicz. On three-valued logic. In L. Borkowski, editor, 
Selected Works, pages 87-88. North-Holland, 1970. 
[40] E. Mamdani. Application of fuzzy algorithms for control of 
simple dynamics plant. In Proc. IEEE, volume 121, pages 585-
588, 1974. 
[41] S.A. McCoy, C.J. Hinde, and R.S Patching. Converting from 
probability distributions to fuzzy sets. In J.M. Rossiter and 
T.P. Martin, editors, Proceedin9s of the 2003 UK Workshop 
on Computational Intelligence, pages 89-96, Bristol, UK, 2003. 
University of Bristol, UKCI-2003. 
BIBLIOGRAPHY 188 
[42] M. Mwense, X.Z. Wang, F.V. Buontempo, and N. Horan. 
Prediction of non-interactive mixture toxicity of organic com-
pounds based on a fuzzy set method. In Proceedings of the 2004 
UK Workshop on Computational Intelligence, pages 121-128. 
Loughborough University, 2004. 
[43] 1. Nomikos, G. Dounias, G. Tselentis, and K. Vemmos. Conven-
tional vs. fuzzy modeling of diagnostic attributes for classifying 
acute stroke cases. In Proc. of ESIT 2000, 2000. 
[44] RS. Patching, C.J. Hinde, and S.A. McCoy. Inconsistency and 
semantic unification. Fuzzy Sets and Systems. Accepted, pend-
ing publication. 
[45] RS. Patching, C.J. Hinde, and S.A. McCoy. Generating the 
limits of truth-space mass assignment operators. In Proceedings 
of the 2003 UK Workshop on Computational Intelligence, pages 
123-130. Bristol University, 2003. 
[46] RS. Patching, C.J. Hinde, and S.A. McCoy. Inconsistency and 
semantic unification. In Proceedings of the 2004 UK Workshop 
on Computational Intelligence, pages 257-264. Loughborough 
University, 2004. 
[47] N. Rescher. Many- Valued Logic. McGraw-Hill, New York, 1969. 
[48] G. Restall. Laws of non-contradiction, laws of the excluded 
middle and logics. In B. Armour-Garb G. Priest, J.C. BeaU, 
editor, The Law of Non-Contradiction; New Philosophical Es-
says. Oxford University Press, 200-. Forthcoming, pre-print 
available at http://;;r.;w.phil. mq. edu. aul staff I grestalll 
files/lnclem.pdf. 
[49] K.H. Rosen. Discrete Mathematics and its Applications. 
McGraw-Hill International Editions, 1995. 
, 
BIBLIOGRAPHY 189 
[50J A. Saffiotti, E.H. Ruspini, and K. Konolige. Using fuzzy logic for 
mobile robot control. In H. Prade, D. Dubois, and H.J. Zim-
mermann, editors, International Handbook of Fuzzy Sets and 
Possibility Theory. Kluwer Academic Publishers Group, 1997. 
[51J 
[52J 
E. Sandewall. A functional approach to non-monotonic logic. In 
Proceedings of the Ninth International Conference on Artifical 
Intelligence, pages 100-106, 1985. 
D.S. Scott. Some ordered sets in computer science. In J. Rival, 
editor, Ordered Sets, pages 677-718. Reidel Publishing Com-
pany, Boston, 1982. 
[53J G. Shafer. A Mathematical Theory of Evidence. Princeton Uni-
versity Press, Princeton, 1976. 
[54J C.E. Shannon. A symbolic analysis of relay and switching cir-
cuits. Transactions American Institute of Electrical Engineers, 
57(B):713-723, 1938. 
[55J P. Smets. What is Dempster-Shafer's Model? In R.R. 
Yager, M. Fedrizzi, and J. Kapcprzyk, editors, Advances in the 
Dempster-Shafer Theory of Evidence, pages 5-34. John Wiley 
& Sons, Inc., New York, 1994. 
[56J P. Smets. Belief functions and the transferable belief model. 
PDF, 2000. http://ippserv . rug. ac. be/documentation/ 
belief /belief . pdf. 
[57J R.R. Yager, J. Kacprzyk, and M. Fedrizzi, editors. Advances in 
the Dempster-Shafer theory of evidence. John Wiley & Sons, 
Inc., New York, 1994. 
[58J L.A. Zadeh. Fuzzy sets. Journal of Info1711.ation and Control, 
8:338-353, 1965. 


