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ABSTRACT 
Health monitoring of infrastructure is an important ongoing issue. Therefore, it is 
important that a cost-effective and practical method for evaluating complex composite 
structures be developed. A promising microwave-based embedded sensor technology is 
developed based on the Modulated Scatterer Technique (MST). MST is based on 
illuminating a probe, commonly a dipole antenna loaded with a PIN diode (also referred 
to as a single-loaded scatterer, or SLS), with an electromagnetic wave. This impinging 
wave induces a current along the scatterer length, which causes a scattered field to be 
reradiated. Modulating the PIN diode also modulates the signal scattered by the probe, 
resulting in two different states of the probe. By measuring this scattered field, 
information about the material in the vicinity of the probe may be determined. Using the 
ratio of both states of the probe removes the dependency of MST on several measurement 
parameters. In order to separate the scattered signal from reflections from other targets 
present in the total detected signal, a swept-frequency measurement process and 
subsequent Fourier Transform (time-gate method) was incorporated into MST. 
Additionally, a full electromagnetic study of the SLS, as applied to MST, was also 
conducted. The increased measurement complexity and data processing resulting from 
the time-gate method prompted the development of a novel dual-loaded scatterer (DLS) 
probe design, with four possible modulation states. By taking a differential ratio, the 
reflections from other targets can be effectively removed, while preserving the 
measurement parameter independence of the SLS ratio. A full electromagnetic derivation 
and analysis of the capabilities of the DLS as applied to MST is included in this 
investigation, as well as representative measurements using the DLS probe. 
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1. INTRODUCTION 
1.1. INTRODUCTION 
Health monitoring of infrastructure is an important ongoing issue and one that is 
of global concern. The existing cement-based infrastructure, in addition to ever 
increasingly manufactured composite structures, are continuously exposed to loading 
conditions that extend far beyond the original design intent. In addition, long-term 
environmental conditions such as freeze-thaw cycles, chloride ingress, seismic events, 
life-cycle loading and stresses, etc., can result in additional degradation of these 
structures. To examine and repair each and every structure is unrealistic and extremely 
costly. Therefore, it is important that a cost-effective and practical method for evaluating 
the condition of cement-based infrastructure and composite structures be developed. 
Many nondestructive testing and evaluation (NDT &E) techniques have been developed 
in the past to address this important issue. Some of these techniques include ultrasound, 
x-ray tomography, shearography, microwave methods, etc. [1-10]. Embedded sensor 
technology, for example using fiber optics or coaxial radio frequency (RF) sensors, has 
also been attempted for inspecting such materials [11-14]. A promising microwave-based 
embedded sensor technology is based on the modulated scatterer technique (MST), and is 
the subject ofthis work. 
At microwave frequencies, materials are described by their dielectric properties. 
Generally, this parameter is complex, and when referenced to free-space, is denoted by E:r 
= c;r'- jc;r''. The real part is known as the relative permittivity, and describes the ability of 
a material to store microwave energy. The imaginary part, known as the relative loss 
factor, describes the ability of the material to absorb microwave energy. There are a 
number of microwave methods capable of evaluating the dielectric properties of a 
material including filled or open-ended waveguide, cavity, etc. [5-6, 8-10, 15]. The 
decision as to which method works best for a given application or material depends on a 
number of factors including 
• the type of material (solid, liquid, powder, etc.), 
• material geometry, 
• type of measurement (nondestructive vs. destructive) preferred, 
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• measurement environment (on or offline, non-contact, etc.), and 
• desired accuracy [8]. 
Dielectric properties can be related to important non-electrical (i.e., physical, 
chemical, and mechanical) properties of a material. For mixtures (i.e., materials 
consisting of more than one constituent), dielectric mixing models can be used to 
determine the dielectric properties of the material from the individual dielectric properties 
and volumetric content of each constituent [ 16]. 
1.2. MODULATED SCA TTERER TECHNIQUE (MST) FUNDAMENTALS 
MST was first introduced in 1955 as an electromagnetic field distribution 
measurement technique [17]. This technique is based upon illuminating a small scatterer, 
such as a resonant dipole antenna, loaded with a nonlinear device such as a PIN diode. 
This device, which herein is referred to as the MST probe, can be illuminated with a 
spherical (i.e. near-field) or plane (i.e., far-field) wave at microwave frequencies. As a 
scattering object, a current will be induced along the length of the scatterer (e.g., MST 
probe). The induced current changes based on probe geometry, frequency of the incident 
wave, the distribution of the incident wave along the scatterer length, and material 
surrounding the probe. Subsequently, the induced current in the loaded dipole reradiates 
or scatters a corresponding electric field. By detecting this scattered field, the electric 
field at the location of the scatterer can be recreated. In addition, information about 
material properties in the vicinity of the scatterer may also be determined. Hence, this 
technique has been used for microwave imaging and as antenna pattern and radar cross 
section measurements, as well as a microwave dielectric property characterization 
technique [17-22]. 
The PIN diode is usually connected (using thin wires) to a modulation circuit 
capable of applying a low-frequency square modulation (forward and reverse biasing) 
waveform. In this way, the PIN diode alternates between a forward (or high) and reverse 
(or low) state. Figure 1.1 shows a schematic of a PIN diode-loaded dipole antenna of 
length L (i.e., the MST probe), while Figure 1.2 shows a photograph of an MST probe 









Figure 1.1. Schematic of an MST probe. 
Figure 1.2. Picture of an X-band probe. 
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Considering practical requirements for an embedded probe, the choice of a dipole 
antenna as the probe is a sensible one since this is a relatively small probe and minimally 
disturbs the materiaVstructure in which it is embedded. For example, an X-band loaded 
dipole probe has a length on the order of 1.5 em. In addition, the electromagnetic 
properties of dipole scatterers are well-understood and once loaded with an impedance 
(i.e., a PIN diode), the current distribution along its length can be relatively easily 
modeled. Finally, a PIN diode, representing the load, can be easily incorporated into a 
dipole and provide a fast change in the load impedance (i.e., PIN diodes can be switched 
very fast, on the order of nano-seconds or shorter [23]). 
The impedance of the dipole antenna changes when it is loaded with the PIN 
diode, as the diode presents an additional impedance (i.e., change in induced current 
distribution) to the dipole antenna. Consequently, the impedance of the loaded dipole 
antenna (and the wave scattered by it) changes per the state of the load. In other words, as 
4 
the PIN diode load is modulated, so too will be the field scattered by the probe. The load 
impedance is determined by the physical packaging characteristics of the diode, the 
frequency of operation, and the biasing voltage/current. Ideally, the impedance of the 
diode in its high/forward-biased state is zero (i.e., behaves as a short circuit load), 
although practically this impedance is more the order of 10 + j40 n. Similarly, when the 
diode is in its low/reverse-biased state, ideally it represents an infinite impedance (i.e., 
behaves as an open circuit load). Practically however, this impedance is more on the 
order of -j40 n. These values are based on the GC4270 PIN diode manufactured by 
Microsemi, the PIN diode used as the load for this research endeavor, and a frequency in 
the X-band (8.2- 12.4 GHz) [24-26]. 
The complex reflection coefficient, r, is defined as the ratio of a reflected signal 
to an incident signal, referenced to a known plane. In the case of a modulated probe, 
placed a distance d in front of an electromagnetic source, reflection measurements will 
also indicate the effect of modulation. Such a scenario is depicted in Figure 1.3, where 
the MST probe is embedded a distance d within a material, and the electromagnetic 
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Figure 1.3. Example of embedded MST. 
To illustrate this concept, an X-band hom antenna was connected to a calibrated 
port of an HP 8510C Vector Network Analyzer (VNA). Operating at a frequency of 10 
GHz, complex reflection measurements (Stt) were made (referenced to the calibrated port 
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of the VNA) when the probe (aligned centered with respect to the horn aperture), was 
located 13 em away from the horn aperture (in air). The probe was connected to a 
modulation circuit operating with a modulation frequency of 2.5 kHz. The results are 
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Figure 1.4. Magnitude and phase ofthe detected reflection coefficient. 
0 .2 
When an MST probe is used as an embedded sensor (i.e., inside a material), this 
technique offers several practical advantages, including. 
• constituting a localized sensing tool, providing information in the immediate 
vicinity of the probe, 
• versatility of application m that the probe can be strategically located m 
critical areas of interest within a material, and 
• a number of MST probes can be dispersed in a structure, allowing for broad 
inspection of large areas. 
As mentioned above, the addition of the PIN diode load effects the induced 
current distribution along the probe length. The material surrounding the probe also 
effects the induced current, and hence the scattered field as well. A simple explanation 
for this dependency on the surrounding material can be obtained by considering the 
electrical length of the probe. As the material surrounding the probe changes, so too will 
the electrical length. This change will cause a change in the induced current distribution 
6 
and subsequent scattered field. Since the scattered field changes based on the material 
surrounding the probe, this scattered field may be used to determine information about 
the material (dielectric properties) in which an embedded probe is located. Once changes 
in the dielectric properties of a material are detected, important information about the 
physical or chemical properties of the material may be evaluated. The same can be said 
for compound materials (materials consisting of more than one constituent) by using a 
number of established dielectric mixing models [ 16]. 
It has been shown that reflected wave from one state of an embedded MST probe 
can be used to determine information about the dielectric properties of a material [19-20]. 
This is accomplished by a using a general electromagnetic formulation (forward model) 
along with a reasonably efficient root-finding technique. However, to accomplish this, a 
number of parameters must be a priori known. These parameters include the geometry 
(i.e., length) of the probe, distance (d) between the source and the probe (shown in Figure 
1.5a), polarization of the incident electric field with respect to that ofthe probe (shown in 
Figure 1.5b ), pitch, yaw, or roll between the two planes containing source polarization 
vector and long axis of the dipole probe, etc. 
Electric Field 
~ 
Horn Antenna ~<-_..;;;..d -~) 1 MSTProbe 
a) b) 
Figure 1.5. MST probe and hom antenna: a) measurement schematic and b) relationship 
between the long axis of the probe and incident electric field polarization vector. 
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Clearly, such requirements make this technique difficult and cumbersome to 
implement in practice, as these parameters may not be known once the probe has been 
embedded. Moreover, these parameters may not be initially controllable, and even if 
precise knowledge of the probe is known initially, these parameters may change after 
probe placement. 
When using an MST probe as an embedded sensor, other targets in the vicinity of 
the probe also produce reflections (in addition to the wave scattered from the dipole 
probe itself). For example, one major reflection results from the interface between the 
incident wave radiator aperture (e.g., hom antenna or open-ended waveguide) and the 
material under test. These reflections will be referred to as the static reflections, or the 
static reflection coefficient, r static· Hence, in order to use the reflected wave from the 
probe to determine information about the dielectric properties of the material in question, 
the contribution of rstatic must be reliably and completely removed from the 
detected/reflected signal so that only the scattered field from the probe is extracted and 
used in follow up analysis. 
While the scattered field from only one state of the probe can be used to obtain 
information about the material surrounding the probe, the field scattered from both states 
is available. Further development of embedded MST resulted in using the complex ratio 
of both states of the probe to remove the dependence of the technique to many of the 
above-listed parameters [21-22]. That is to say, if there are parameters (e.g., distance, 
polarization, etc.) that similarly affect the scattered field from both states, then 
performing a ratio of the reflected signal from both states should remove the influence of 
these common parameters. However, the undesired influence of rstatic may still remain 
and removal of it may not be that straightforward. Therefore, the influence of rstatic must 
still be characterized and removed prior to further analysis. 
There are a number of methods by which rstatic may be characterized when using 
single-frequency operation. Ideally, the probe would simply be removed from the 
material, and a measurement taken, thus characterizing Ltatic· In this way, the probe 
response can be obtained by coherently subtracting Ltatic from the total detected reflected 
signal. However, the embedded nature of this technique renders this option impossible in 
practice. In this case, the static reflections can be measured by rotating the hom by 90° 
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such that the electric field polarization vector is orthogonal to the long axis of the probe. 
In this way, the two antennas can be considered to be "cross-polarized", and the signal 
from the hom is not expected to be coupled to the probe. Another option that can be used 
to measure r static is by averaging a number of measurements of the material in the vicinity 
of the probe. However, since the probe response is much smaller than rstatic. both 
methods are quite error-prone and consequently not reliable. 
To illustrate this, complex reflection measurements were conducte_d using the 
same process as those discussed above. The measured reflection coefficient results 
(magnitude and phase) are shown in Figure 1.6, along with a measurement taken in the 
absence of the probe (i.e., static reflections). Using this measurement, the static 
reflections were coherently subtracted from the modulated data to obtain the probe 
response (also shown in Figure 1.6). 
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Figure 1.6. Results measured in an anechoic chamber at 10 GHz with a modulation rate 
of2.5 kHz. 
Since the static measurement in air is easy to acquire by simply removing the 
probe, obtaining the individual probe response seems to be fairly straightforward. 
However, when the probe is embedded in a material, removing the probe in order to 
measure the static reflections is no longer an option. To this end, the measurement 
process discussed above was repeated on a probe embedded 7 em inside a plastic box 
filled with sand. In order to measure the static reflections, both methods described above 
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(cross-polarizing the source and probe, and an average measurement) were implemented. 
The results are shown in Figure 1. 7, with the modulated results also included. 





















--Modulated --Rotated --Average 
-____....____....~ 
0.05 0 .1 
time (sec) 
0.15 0 .2 
Figure 1.7. Results measured in sand at 10 GHz with a modulation rate of2.5 kHz. 
Upon observing Figure 1.7, the problem of characterizing the static reflections 
becomes immediately apparent when the probe cannot be physically removed. More 
specifically, the static reflections measured by way of rotating the source 90° are not 
equivalent to the static reflections measured by averaging. Thus, there is no way to 
accurately remove the effects of the static reflections. This illustrates and emphasizes the 
need for a method by which the static reflections can be reliably separated from the probe 
response. 
1.3. GOALS AND ORGANIZATION OF DISSERTATION 
The modulated scatterer technique (MST) has shown great promise as a robust 
embedded sensor methodology for determining important material property information. 
However, the technique is still limited by the degree to which other static reflections that 
are present in the total detected signal affect the outcome. As a result, the goal of this 
research endeavor is to bring the MST technique to a point where its potentials and 
limitations are well-understood. In Section 2, a swept-frequency measurement procedure, 
in conjunction with an inverse Fourier Transform, herein referred to as the ''time-gate 
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method" is incorporated into MST. In this way, the signal scattered (reflected) by the 
probe can be separated from other reflections present. Section 2 also includes 
measurements using the SLS probe and the time-gate method. To supplement this, 
Section 3 provides a complete electromagnetic study of the effects of each of the above-
mentioned measurement parameters on the SLS induced current distribution and 
calculated ratio. While the implementation of the swept-frequency measurement process 
improved the robustness of this technique, it also introduced limitations and drawbacks. 
These limitations led to the investigation in Section 4, a dual-loaded scatterer (MST 
probe). Section 4 fully introduces and develops the electromagnetic theory behind the 
dual-loaded scatterer (DLS) as applied to embedded MST. Section 5 presents 
measurements representing potential applications of MST using the DLS probe. Finally, 
Section 6 provides a discussion of some practical considerations, and outlines possible 
applications for both probe designs. Section 6 concludes with a discussion of future work 
and potential improvements to embedded MST. 
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2. SINGLE-SOADED SCATTERER MEASUREMENTS 
2.1. INTRODUCTION 
The modulate scatterer technique (MST) has shown promise as an embedded 
materials characterization tool [18-22]. As discussed in Section 1, MST is based on 
illuminating a probe, commonly a dipole antenna loaded with a nonlinear device such as 
a PIN diode, with an electromagnetic wave. This impinging wave induces a current along 
the scatterer length, which in tum, causes a scattered field to be radiated. By measuring 
the field that is scattered by the MST probe, information about the material in the vicinity 
of the probe may be determined [19-20]. However, when making monostatic (i.e., the 
transmitter and receiver are collocated) measurements, the measured scattered field also 
contains reflections from other targets in the vicinity of the probe, including that from the 
antenna aperture and any material interface. Hence, it is necessary to devise a method by 
which the scattered signal from the probe can be separately and reliably detected. As a 
solution to this problem, a swept-frequency measurement process, in conjunction with an 
inverse Fourier Transform (time-gate method), was incorporated into conventional MST 
measurements [27]. This section introduces and discusses this process, including a 
discussion of potential sources of errors introduced as a result of the calculations or 
processing of the data. Following a successful implementation of the swept-frequency 
method, measurements and simulations were also conducted to show the efficacy of the 
method. More specifically, as discussed in Section 1, the ratio measurement is 
experimentally shown to be independent of a number of measurement parameters using 
several diverse examples. 
2.2. SWEPT -FREQUENCY MST 
In order for MST to become a viable inspection tool, a method by which only the 
modulated scattered signal is detected and measured is necessary. One such option by 
which to accomplish this is to implement a pulsed measurement technique, similar to a 
pulse radar approach. A pulse radar system operates by transmitting a narrow pulse (in 
time). A narrow pulse is preferred since the range resolution is related to the width of the 
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pulse and hence the ability to discriminate between reflections from separate targets (or 
interfaces) can be improved [28]. When operating at microwave frequencies, it is difficult 
to use pulsed measurement techniques. Thus, swept-frequency measurements can be 
made in lieu of pulsed measurements. The range resolution (in free-space), R, is given 
by R = ~, where c is the speed of light, and B is the bandwidth of the swept-frequency 2B 
signal. For swept-frequency measurements at X-band (8.2-12.4 GHz), this corresponds to 
a range resolution of 3.5 em ideally. Therefore, as long as targets (or interfaces) are 
separated by ideally a distance greater than 3.5 em, the reflections from each can be 
detected. Performing an (inverse) Fourier Transform provides a "pulsed" version of the 
measured (frequency domain) data. More importantly for embedded MST measurements, 
utilizing a swept-frequency process in conjunction with a Fourier Transform allows for 
the probe response to be detected separately from other reflections (i.e., static, or not 
changing as a function of load state). In order to utilize the swept-frequency measurement 
to obtain the static reflections separate from the probe reflection, the relationship between 
the modulation rate and the sweep rate must be appropriately chosen. More specifically, 
this relationship must be such that one frequency sweep is complete prior to the probe 
changing state. This relationship is depicted in Figure 2.1, where the frequency sweep is 
shown as sweeping from frequency f1 to frequency f2, and the biasing voltage is depicted 
as VLow (where VLow can be negative or zero) and VHigh· 
--Frequency Sweep --Probe State 
v f 
I Low State High State 
Low 
Sweep Time 
Figure 2.1: Relationship between sweep rate and modulation rate. 
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When the sweep and modulation rates are chosen as shown in Figure 2.1 , one 
complete set of data per probe state is obtained. The complex reflection coefficient data 
obtained when the probe is in its high state (forward-biased) is referred to as High, and 
when the probe is in its low state, as Low. To this end, measurements were conducted to 
illustrate the benefits of incorporating the time-gate method into embedded MST. A 
probe with a length of approximately 1.5 em, and loaded with a GC4270 (Microsemi) 
PIN diode was used [24-26]. The probe was placed 7 em away from a (transmitting and 
receiving) hom antenna. The hom was connected to a calibrated port of an HP851 OC 
VNA, operating at X-band. Complex reflection coefficient measurements (i.e., S11 orr) 
were obtained (with respect to the calibrated plane of the VNA) for both states of the 
probe. Figure 2.2 shows the measured data (in the frequency domain) for both states of 
the probe. This data was obtained using only one modulation cycle, meaning that no 
coherent averaging over a number of modulation cycles was applied. 
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Figure 2.2 : Frequency domain representation of MST data. 
As mentioned in Section 1, the field scattered by the probe is a function of 
frequency. Hence, it is expected that the measured reflection coefficient data will also 
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depend on frequency. This dependency is evident in the results shown in Figure 2.2, as is 
the change as a function of probe state. However, the probe response cannot be explicitly 
obtained from the other reflections present, such as from the hom aperture. In addition, a 
(relative) shift between the data of both probe states is apparent, especially for 
frequencies of 1 0 GHz or less. This is attributed to the fact that the impedance of the load 
changes as a function of probe state, resulting in an additional (relative) phase shift 
between the two states [29]. This additional relative shift (more significant at lower 
frequencies) can be explained in terms of dipole and load impedances, and is addressed in 
further detail in Section 3. 
After the frequency domain data is processed usmg the (inverse) Fourier 
Transform (more specifically, a Chirp-Z algorithm), the individual reflections become 
evident, as shown in Figure 2.3. A Chirp-Z Transform performs the same function as a 
Fourier Transform, but allows more control over the (transformed) time-span of interest. 
This algorithm is commonly used on VNA's with a time-domain option [30-32]. 
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Figure 2.3: Time-domain representation of the measured MST data. 
As is shown in Figure 2.3, the probe response can be uniquely detected and 
separated from other reflections, assuming the range resolution restriction is satisfied 
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(i.e., the probe is farther than at least one range resolution away from the horn aperture). 
The relative phase shift (mentioned earlier) is also evident in the time-domain 
representation. Since the ultimate outcome is to obtain the ratio of the two (e.g., high and 
low) probe responses, the challenge becomes the accurate and reliable extraction of the 
probe response from the complete data set. This can be accomplished via time-domain 
gating (next section). 
It is important to be aware of the restrictions associated with the transform. 
Consider a frequency sweep with bandwidth, B, of 4.2 GHz (available bandwidth in X-
band), and 201 measurement points within the frequency sweep, resulting in a frequency 
step size jj.f of 21 MHz. There is a direct relationship between the frequency sweep 
bandwidth, B, and the resulting (after the transform) time step size, /:).t, given as B = - 1-. 
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This time step is related to the number of time-domain points, along with the available 
time range, T (similar to bandwidth, but in the time-domain), that is considered. The time 
range, T, is related to the frequency step size, 4(, as T = ~f . For a frequency step size of 
21 MHz, the resulting available time range is .4 7 nsec. Of course, a change in the number 
of (frequency) measurement points changes the time step and range. It is important to be 
aware of these parameters, as they directly affect the available resolution and range for 
locating targets (in this case, the probe response) in the time domain. Should these 
parameters be such that the target of interest is masked or falls outside the available time 
range, the number of measurement points in the frequency domain may be increased 
(thus increasing 7), or interpolation of the frequency domain data may be used [33]. 
It should also be noted that a Kaiser-Bessel windowing function is applied to the 
frequency domain data as part of the data processing algorithm, prior to applying the 
inverse Fourier Transform. Windowing helps control the sidelobes of the transformed 
data, resulting from the truncation (i.e., band-limited) of the measured data. These 
sidelobes can be substantial enough to mask the target of interest [30, 34]. This particular 
window provided sidelobe attenuation of approximately 40 dB, and is a lso used in the 
time-domain a lgorithm of Agilent vector network analyzers. An additional effect of the 
application of a pre-transform window is an extension of the range resolution. In other 
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words, the minimum distance that targets must be separated by is increased slightly when 
a pre-window transform is applied [35]. 
2.2.1. Time-Domain Gating. Time-domain gating is a common method for 
removing unwanted reflections that are separate in time (and distance) from the desired 
signal [35-39]. Such a gating method is ideal for swept-frequency embedded MST since 
the probe response may be clearly separated from other unwanted reflections (assuming 
the range resolution requirement is satisfied). For this investigation, time-domain gating 
is applied to extract the complex probe response from the total detected signal. Figure 2.4 
shows the time-domain representation for the case where the probe was placed 7 em from 
the horn antenna in an anechoic chamber, as mentioned earlier. Figure 2.4a shows the 
detected signal prior to time-domain gating, and Figure 2.4b shows the measured data 
after time-domain gating was applied to individually extract the probe response. It should 
be noted that a square gate shape was used (i.e. equal to one for time corresponding to the 
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Figure 2.4: Detected time-domain signal: a) without, and b) with, gating. 
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By examining Figure 2.4a, it is evident that the probe reflection/response is 
clearly discernable from all other reflections. Since the probe is modulated, its 
17 
corresponding reflected signal changes with the modulation state. Other reflections that 
are present; namely, the reflection from the VNA-to-hom transition and the hom 
aperture, remain constant as the MST probe state changes, as expected. Consequently, 
once the unwanted reflections are removed (gated) from the time-domain signal (Figure 
2.4b), both states of the probe response can be transformed back (via Fourier Transform) 
to the frequency domain and their complex ratio computed. This process of transforming 
back to the frequency domain was applied to the gated signals (shown above in Figure 
2.4b). The probe response for both states and the ratio, as a function of frequency, are 
shown in Figure 2.5 and Figure 2.6, respectively. It should be noted that the ratio is 
computed by dividing the high state response by the low state response. 
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Figure 2.5: Detected (complex) probe response as a function of frequency for both 
states of the probe. 
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Figure 2.6: Complex ratio of the measured probe responses. 
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The results shown in Figure 2.5 and Figure 2.6 indicate that the probe response 
(and the ratio) is not independent of frequency, as expected and mentioned previously. 
Additionally, the relative phase shift between states (mentioned above) that was evident 
in the detected reflection data remains visible in the probe response. It should be noted 
that the phase of the ratio is the phase difference between that of the high and low probe 
states. The figure label of "Phase Ratio" is intended to represent this phase difference. 
2.2.2. Verification of Time-Domain Gating. Time-domain gating, as applied 
to embedded MST, has enabled extraction of the desired probe response from other 
reflections present in the total detected signal. Another method by which the probe 
response can be determined is coherent subtraction. By characterizing all other (static) 
reflections through an additional measurement after removing the probe from the setup, 
the static reflections can be coherently subtracted from the reflection data. Thus, the 
probe response is explicitly available. 
It is useful to compare the results obtained using the time-gate method to those 
obtained via coherent subtraction. Consequently, measurements were conducted for the 
case of the probe located in air (a convenient test material for such a comparison). These 
measurements were conducted using a calibrated VNA operating at X-band using the 
probe and measurement process discussed above. The probe was placed in an anechoic 
chamber, located a distance, d, from the aperture of the antenna, with its long axis 
parallel to the radiating electric field polarization. Complex reflection coefficient 
measurements were obtained for two states of the probe. In addition, a reference 
measurement was obtained in the absence of the probe which, in this case, is primarily 
the reflection from the horn aperture (since the measurements were conducted within an 
anechoic chamber). In this way, all static reflections were characterized and thus could be 
coherently subtracted from the measured data. Obviously, such a method of extracting the 
probe response is not practically useful for embedded MST technique. However, this 
exercise provides a useful comparison with the method described above. From the 
measured results, the complex ratio of the probe responses was calculated using the time-
gate method and coherent subtraction for when the probe and source horn antenna were 
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Figure 2.7: Ratio of measured probe response obtained by coherent subtraction and 
time-domain gating. 
As is shown in Figure 2. 7, the ratio obtained using the time-gate method and 
coherent subtraction both exhibit the expected frequency dependence. In addition, there is 
more variation in the coherent subtraction ratio as a function of frequency. In fact, the 
gated version of the ratio appears as the average of the subtracted version of the ratio. 
This apparent averaging is easy to explain by considering the characteristics of the time-
gate method. When applying the time-gate method, a portion (the probe response) of the 
total detected signal is extracted. Therefore, any portion of the total signal that was 
located (in time) outside of the time range specified by the time gate is removed. Hence, 
any environmental disturbance/noise (for example, multiple reflections) that occur later 
in time (with respect to the probe response) is removed. Upon transforming back to the 
frequency domain, this removal will appear as an averaging effect in the probe response 
and ratio. 
In order to further support the implementation of the time-gate method, a model 
was designed to calculate complex reflection coefficient data using CST Microwave 
Studio™ (herein known as CST). This model included the hom and loaded dipole 
antennas, with a high-frequency circuit approximation for the diode load. More 
specifically, when a PIN diode is forward-biased (i.e., high state), the diode can be 
modeled as a series combination of a resistor and an inductor. Likewise, when the diode 
is reverse-biased (i.e., low state), it can be modeled as a series combination of a capacitor 
and an inductor. The circuit model used in this investigation included a resistance of 1.5 
n, and a capacitance of 0.2 pF, and an inductance of 0.6 nH, as provided by the PIN 
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diode manufacturer specification [24-26]. The simulated ratio, obtained using the time-
gate method and coherent subtraction, is shown in Figure 2.8. 
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Figure 2.8: Ratio of simulated probe response for two probe locations. 
As in Figure 2.7 (measured results), the results in Figure 2.8 also show the 
frequency dependence of the ratio. Furthermore, the "averaging effect" is also evident, 
although to a much lesser degree. This makes sense, as environmental disturbances 
should have no effect at all on the simulated results. In this case, the differences in the 
ratio obtained by the time-gate method as compared to that obtained via coherent 
subtraction are attributed to the effects ofthe time truncation alone (i.e. application of the 
time gate). 
Lastly, when comparing the measured ratio (Figure 2. 7) to the simulated ratio 
(Figure 2.8), similar valu~s and trends as a function of frequency can be noted. These 
similar trends support the time-gate method by which the probe response is obtained. One 
last point can be made regarding the increased variation in the ratio of the measured 
probe response as a function of frequency as compared to that of the simulated probe 
response. This increased variation is likely a result of system noise and other 
measurement-related effects not present in the CST simulation model. 
Now that the utility of time-domain gating, as applied to embedded MST, has 
been established, this method can be applied to a set of measurements and simulated 
results. These results were obtained by using a setup similar to that described earlier, and 
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in this case, by moving the probe away from the source (i.e., increasing the separation 
distance d) in a precise and controlled manner. It is expected that the ratio remains 
constant as a function of distance in both cases (measured and simulated). The results are 
shown in Figure 2.9 for two operating frequencies of 10 and 11 GHz (frequencies in the 
mid-range ofX-band). 
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Figure 2.9: Complex ratio as a function of probe location, obtained via the 
time-gate method. 
As shown in Figure 2.9, both the measured and simulated complex ratio is 
independent of distance for each frequency. The slight deviation between the measured 
and simulated results in the phase of ratio can be attributed to minor difference in values 
used in modeling the PIN diode load in the CST simulation. Additional parasitic 
inductance and/or capacitance may be present in the physical probe, as a result of probe 
construction. These parasitics are unknown and as such, not included in the model. 
Furthermore, the resistance parameter of the probe is dependant on the forward bias 
current. Hence, changes in the bias current may result in an incorrect resistance value 
within the model. Moreover, while the measured and simulated results are not in exact 
agreement, both results exhibit similar trends and values, thus supporting the model and 
the method by which the probe response is obtained. Finally, the ratio is not constant as a 
function of operating frequency, as expected. 
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2.3. MEASUREMENT RESULTS 
Prior to the implementation of the time-gate method, it was difficult to obtain 
experimental results for cases involving an embedded MST probe (i.e., when coherent 
subtraction was not possible). As mentioned earlier, previous work has shown an 
independence of the ratio with respect to distance and relative polarization angle between 
the source and probe [21-22]. With the time-gate method, this independence can be 
experimentally verified, both for the case of the probe located in air, as well as an 
embedded case. 
Initially, measurements were conducted in the same fashion as those described 
above (i.e., increasing distance din a controlled manner), but with the probe oriented 
approximately 45° from vertical, creating a polarization mismatch between the source 
and probe. Figure 2.10 shows the results of the time-domain measurements for a probe 
distance of (d) 14 em for both the vertical and tilted cases. 
--Verical - RVS --Tilted - RVS 










2 3 4 5 
time (nsec) 
Figure 2.10: Time-domain representation of the ratio for the tilted and vertical cases. 
From the results shown in Figure 2.1 0, it is clear that the location of the probe is 
the same for all four sets of data. It can also be seen that, when tilted, the magnitude of 
both states of the probe is less than that of the vertical case, as expected. The 
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independence of the ratio with respect to the relative polarization mismatch can be seen 
in Figure 2.11, where the ratio as a function of distance for the vertical and tilted cases is 
shown for operating frequencies of 10 GHz and 11 GHz, respectively. 
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Figure 2.11: Complex ratio as a function of separation distance with a relative 
polarization angle of 0° and 45°. 
By examining Figure 2.11, a few important points can be seen. First, the results 
differ as a function of frequency, as expected. In addition, for a given operating 
frequency, the ratio for the vertical and tilted cases exhibits similar values and trends. 
This is especially noticeable in the magnitude of the ratio. The phase of the ratio shows 
more deviation, approximately 5°, between the vertical and tilted cases. This is likely to 
due to the measurement setup. Nonetheless, the results shown in Figure 2.11 support the 
expectation of independence of the ratio with respect to distance and relative polarization 
angle. Additionally, without the inclusion of time-gate method, such results were very 
difficult to obtain when the static reflections could not be measured directly. This is 
especially true in the case of embedded measurements. 
The significance of the time-gate method as applied to MST becomes evident 
when the MST probe is truly embedded (i.e., not located in air). To illustrate such an 
application, an MST probe was suspended in a plexiglass box containing vegetable oil, as 
shown in Figure 2.12. Vegetable oil is a homogeneous material with dielectric properties 







Figure 2.12: Experimental setup for oil measurements. 
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The mechanism by which the probe was suspended enabled measurements as a 
function of probe rotation angle to be conducted. Using the time-gate method, the probe 
response (for both states of the probe), and hence the ratio, were calculated as a function 
of rotation angle. In addition, prior to submerging the probe in oil, measurements were 
also taken using the same setup with the probe suspended in air. The ratio for both cases 
(air and oil) is shown in Figure 2.13. 
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Figure 2.13: Complex ratio of the probe response when embedded in air and oil. 
The results in Figure 2.13 indicate two important points. First, as expected, the 
ratio in both cases is independent of rotation angle. Of course, as the probe rotation 
approaches an angle of90°, the ratio becomes undefined (and not meaningful). This is as 
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a result of the relative polarization between the source and probe. More specifically, if the 
hom antenna has a "vertical" polarization, and the probe has a "horizontal" polarization 
(i.e., 90° from that of the hom), then the two antennas are cross-polarized. This results in 
the least amount of signal from the hom being coupled to and subsequently scattered by 
the probe, causing in the ratio to become undefined at this rotation angle. It can also be 
seen that the ratio in air is significantly different than the ratio in oil. This is extremely 
important for embedded MST, as it is the ratio that is used for detecting change in 
dielectric properties of the material in which the probe is located. 
Additional embedded measurements were conducted by placing the probe (of 
length 1.5 em) in sand, approximately 7 em from the surface. In this case, measurements 
were conducted using Ku-band (12.4-18 GHz), meaning the probe is somewhat larger 
than resonant (i.e., ').J2) at these frequencies. Nonetheless, the expectation is that the ratio 
will be different per each material, as will it vary with respect to frequency. As indicated 
by the results shown in Figure 2.14, the ratio for air is significantly different than that for 
sand. The expected frequency dependence is also evident. These results, along with those 
shown in Figure 2.13 (ratio for oil and air), are quite encouraging, as the ratio clearly 
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Figure 2.14: Ratio as a function offrequency for sand and air. 
Embedded MST also has potential applications for multilayer structure evaluation 
[ 40]. To illustrate this, the same probe (of length 1.5 em) was placed at the interface 
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between a thick (-3 em) piece of rubber and air. In this way, the material surrounding the 
probe now consists of both rubber and air. Measurements were taken as a function of 
frequency for this case, and compared to the case of the probe located completely in air. 
The expectation is that since the probe response is a function of the material in the 
vicinity of the probe, the ratio of the probe located at the interface should differ from the 
ratio of the probe located only in air. The results are shown in Figure 2.15. It should be 
noted that in this case, coherent subtraction was used to remove the static terms from the 
measured results. Of course, in practice, such an option is not available, but for proof-of-
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Figure 2.15: Ratio as a function of frequency for air/rubber interface and air. 
The results shown in Figure 2.15 support the expectation that the ratio will differ 
at the air/rubber interface, as compared to the ratio in air. These results also support the 
application of the embedded MST technique for multilayer structure evaluation. Such a 
probe could be appropriately placed at an interface of a multilayer structure, and the ratio 
determined. Over time, the ratio can be monitored, and should a disbond occur between 
the layers, the ratio changes as the material surrounding the probe changes. The same can 
be said for individual layer monitoring. If such a probe were to be strategically placed in 
a specific layer of interest (within a multilayer structure), should a delamination occur 
within that layer (and near the probe), the ratio would also change. Measurements were 
made to experimentally verify that individual layer evaluation is possible, without 
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interference from layers in front of (or behind) the layer of interest. Assuming the effects 
of the additional layer can be appropriately removed, the probe response (and thus the 
ratio) should be the same as the case without the front layer, meaning the original 










Figure 2.16: Measurement setup: a) with, and b) without, a front layer. 
Measurements were conducted at X-band using a hom antenna in conjunction 
with a calibrated VNA. The probe was suspended on a piece of absorbing foam. To 
create the additional layer, a large piece of rubber (2.5 em-thick) was placed in between 
the probe and hom antenna. As has already been discussed, incorporating the ratio of 
both probe states removes measurement dependence on the distance between the probe 
and source. Thus, the ratio should be constant as a function of distance between the hom 
antenna (or front layer) and probe, regardless of whether or not there is an additional 
layer in front of the probe (i.e., an additional static reflection). The measured ratios (both 
magnitude and phase), at two operating frequencies in X-band, (for both scenarios shown 
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Figure 2.18: Phase Ratio as a function of distance for a) with and b) without additional 
layer. 
As expected, the ratio shown in both cases (with and without the additional layer) 
remains fairly constant as a function of distance. In addition, the ratio of both cases is 
approximately equal. This is also expected since, in both cases, the probe is located in the 
same material (air) and its response can be isolated from other reflections. The minor 
deviations between the two cases can be attributed to differences in the respective 
measurement configuration. 
An important observation about the MST method can be made from the above 
results. The data shown in Figure 2.17 and Figure 2.18 indicate that this embedded MST 
approach can be applied to a multilayered material and a given layer (containing the 
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probe) can be inspected and/or monitored, regardless of the presence of other layers. An 
example of a potential practical application is a rehabilitated bridge deck. In this case, the 
underlying concrete can still be monitored, even after rehabilitation (i.e., application of 
FRP material). This concept can be further applied to any stratified composite structure 
for life cycle health monitoring. 
2.4. DISCUSSION 
The incorporation of the time-gate method to MST, especially in embedded 
applications, has clearly overcome the limitation of the static reflections. However, there 
are a few points mentioned above that warrant additional discussion, especially when 
practical application of this technique is considered. 
As mentioned previously, in order to apply the time-gate method, a full set of 
frequency-domain data must be obtained per each probe state. This relationship between 










Figure 2.19: Ideal relationship between sweep time and probe state. 
Unfortunately, in practice, circuits and systems do not turn on or off 
instantaneously, or even immediately change state. Rise and fall times, along with system 
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stability, may become an issue, and if not considered properly, may result in inaccurate 
measurements. As a result, if, in order to obtain many sets of measurements for each 
probe state, synchronization between the modulation circuit (i.e. probe state) and 
measurement system (i.e., frequency sweep using a VNA) is implemented, issues such as 
rise and fall times must be considered. A more practical and realistic relationship between 
sweep time and probe state (that includes rise and fall times of the modulation system) is 
shown in Figure 2.20. 
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Figure 2.20: Practical implementation of sweep time-probe state relationship. 
As can be seen in Figure 2.20, by considering practical issues such as rise and fall 
times, it is easy to see that the timing of the frequency sweep must be chosen 
appropriately. The timing between the modulation circuit and VNA must be such that the 
probe has reached a high or low state completely before frequency measurements 
commence. Such considerations were unnecessary for this investigation, as the 
measurements presented herein were obtained manually (the user selected a probe state, 
and then followed with frequency domain measurements). However, if, as part of future 
development of MST, coherent averaging was included as part of the measurement 
process, synchronization of the measurement and modulation systems will be necessary, 
as will consideration of issues such as rise and fall times. 
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The concept of modulation and measurement system synchronization brings up 
another topic, namely, coherent averaging. It was mentioned above that in this 
investigation, coherent averaging was not included in the measurement process. Future 
improvements to MST should include a coherent averaging algorithm. Such an algorithm 
is useful for reducing the effect of noise, and may be especially useful in practical 
application where environmental noise may be more significant than that of the 
measurement laboratory. 
A last issue that should be discussed is that of the range resolution restriction. It 
was mentioned previously that, in order for the time-gate method to be applied, the probe 
must be (theoretically) a minimum of one range resolution away from other targets (for 
example, the source antenna or material interface). It is useful to consider the case when 
the range resolution restriction is not quite met. Figure 2.21 shows two time-domain 
measurement results for when the probe was 6.5 em and 10.5 em away from the hom 
antenna, respectively. In this case, Figure 2.21a presents a measurement where the range 
resolution requirement is not satisfied, and Figure 2.21 b presents a measurement where 
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Figure 2.21: Example of when the range resolution restriction is a) not met, and b) met. 
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Clearly, a truncation of the probe response is evident in Figure 2.21a (since the 
probe response was not separated sufficiently in time from the other static reflections). 
This indicates that physically, the probe was not located far enough away from other 
targets (in this case, the hom aperture). Using the probe responses shown in Figure 2.21, 
the ratio as a function of frequency was calculated and is shown in Figure 2.22. 
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Figure 2.22: Ratio as a function of frequency for two different separation distances. 
As can be seen in Figure 2.22, the effect of range resolution on the ratio is most 
evident at the edges of the frequency band. It has been shown above that the ratio is 
independent of separation distance. As such, the results in Figure 2.22 should indicate the 
ratio as a function of frequency for separation distances of 6.5 em and 10.5 em to be 
equivalent. However, at the edges of the band, the two ratios are clearly not equivalent. 
As such, it can be concluded that when the range resolution restriction is not properly 
satisfied, the ratio will show some dependence on distance. This makes sense considering 
the time-domain data, since the response at 6.5 em is not complete. Rather, part of the 
probe response is removed during the time-gate method, resulting in an inaccurate ratio 
calculation. 
2.5. CONCLUSION 
The embedded modulate scatterer technique (MST) is a prom1smg method 
material characterization. However, a robust MST method requires exact knowledge of 
relatively strong and static reflections that subsequently need to be removed from the 
measured results in order to isolate the probe response. Such a requirement is not easily 
fulfilled if the measurements are conducted at one frequency. Incorporating the time-gate 
method allows for discrimination of individual reflected signals, including that of the 
probe. The next challenge is to extract the probe response from the detected signal in a 
reliable manner. This can be accomplished via coherent subtraction of the other 
reflections present in the signal, or by time-domain gating. While coherent subtraction is 
only viable in a few select applications, time-domain gating is a more flexible solution. 
Practically, time-domain gating presents the most realistic method by which the probe 
response can be extracted. Using this overall procedure (the time-gate method) has been 
shown to be useful in obtaining the probe response for the embedded probe case. As a 
result, MST can now be applied in a more robust manner as a viable material 
characterization method, as was supported by the embedded and multilayer measurement 
results presented. To this end, a comprehensive study of the effect of each measurement 
parameter on the current distribution and ratio is provided is Section 3. 
Clearly, the inclusion of the time-gate method to MST resulted in a more robust 
technique. However, this improvement was not without drawbacks. The increase in 
measurement complexity resulting from the swept-frequency measurements makes the 
technique more difficult to apply. In addition, the inclusion of the Fourier Transform 
(forward and inverse) resulted in increased data processing requirements. Finally, the 
range resolution requirement also sets restrictions on the application of MST, especially 
to layered structures. It is with these limitations in mind that prompted the development 
ofthe next version of the MST probe, as addressed in Sections 4 and 5. 
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3. SINGLE-LOADED SCATTERER SIMULATIONS 
3.1. INTRODUCTION 
In Section 2, a swept-frequency measurement process m conjunction with a 
Fourier Transform (referred to as the time-gate method) was incorporated in the 
modulated scatterer technique (MST). The time-gate method resulted in the extraction of 
the probe response, separate from other reflections present in the total detected signal 
[27]. In addition, the expected independence of the ratio with respect to distance and 
polarization was shown via measurements. Possible application to multilayer structure 
evaluation was also discussed. As a result, this Section presents an inclusive 
electromagnetic study of the effects of each measurement parameter on the induced 
current and ratio. 
3.2. METHOD-OF-MOMENTS SIMULATIONS 
Once the time-gate method was successfully applied to embedded MST, it then 
becomes important to gain a more comprehensive understanding of the effects of each 
measurement parameter on the ratio. Such a study can be performed via simulations. CST 
provides a straightforward option for verifying many types of high frequency scenarios. 
However, due to the nature of the computational method, the required computation time 
can become quite long when the spatial domain of the model becomes large. Hence, a 
method-of-moments (MoM) model , considering a full-wave analysis, was also 
developed. This model is based on Pocklington' s electric field integral equation (EFIE), 
and calculates the current induced on a loaded wire scatterer for plane-wave incidence, as 
well as the scattered electric field [29, 41]. Pocklington's EFIE is used to determine the 
current on a wire scatterer (with the same dimensions as the dipole antenna), and is 
shown in Eq. (1 ). 
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where a is the radius of the dipole, L is the length of the dipole, k is the wave number, 
l(z ') represents the equivalent filamentary line-source current located on the surface of 
the wire, m is the angular frequency, and E; (r =a) is the incident field (taken to be a 
plane-wave, polarized in the z-direction, assuming the dipole is oriented in the z-
direction), evaluated at the surface (r =a) of the dipole. R represents the distance between 
the dipole (source) and observation point(s), and for observations along the center of the 
dipole (r = 0), is defined as: 
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Figure 3.1: Schematic of the discretized probe. 
(2) 
The MoM is used to determine the resulting equivalent filamentary current, 
located · along the center .of the wire. ·More specifically, the scatterer is discretized into a 
litunber~· of,G§~~~tS;. a.t,lg ·. tn~ ',:~ppt~priat¢ ~bmmdary conditions are enforced at discrete 
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points (the center of each segment) along the wire length (as shown in Figure 3.1 ). In 
addition, it is assumed that the dipole is very thin, meaning the radius, a, is much smaller 
than the wavelength, A (Hallen's approximation) [29]. It should be noted that the physical 
probes used in this investigation do not have a radius that strictly meets Hallen's 
approximation. 
The effect of the PIN diode load is included by considering the load to be related 
to an additional (effective) voltage source, driving the dipole antenna at the location of 
the load. The effective voltage source is dependent upon the PIN diode equivalent circuit, 
location of the load, and current induced on the dipole (as a wire scatterer), and results in 
an additional induced current. The total current on the loaded scatterer is the 
(superposition) sum of the current induced from the incident plane-wave, and the current 
resulting from the load [ 41]. The PIN diode equivalent circuit is discussed in Section 2 
and is, in the forward-bias state, a series combination of a resistor (1.5 D) and an inductor 
(0.6 nH), and in the reverse-bias state, a series combination of a capacitor (0.2 pF) and an 
inductor (0.6 nH) [24-26]. 
This effective voltage source must be modeled as well. There are two established 
methods for source modeling of this type, the delta-gap and magnetic frill methods. The 
delta gap is a more straightforward model, where the effective voltage source is enforced 
over only one segment of the discretized scatterer. This model is not as accurate as the 
magnetic frill method, and as such, the magnetic frill model is used [29]. 
The magnetic frill model replaces the voltage source, enforced at one segment 
(the load location), with an equivalent magnetic current density. This circumferentially 
directed current density exists over an annular ring with inner radius, a (the radius of the 
scatterer), and outer radius, b. The outer radius is determined by considering the 
characteristic impedance of a transmission line to be (theoretically) used to drive this 
antenna. Hence, 50 n was chosen, resulting in an outer radius, b, of 2.3a. 
The scattered electric field (the quantity used to calculate the ratio) is calculated 
using the total induced current on the loaded scatter. Since this current is assumed to be 
located at the center axis of the wire, the resulting scattered electric field is valid is for 
observation distances greater than the physical radius of the loaded dipole antenna. It is 
also important to note that since the equivalent (magnetic frill) source extends beyond the 
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physical region of the scatterer, the resulting scattered field may not be valid for regions 
that extend beyond the scatterer as well. The equations used to (numerically) determine 
the scattered field are provided below in Eqs. (3)- (5) [42]. 
E~ = -jry fX {GJ_+(z-z')2 G,J_}e-1k11dz' 
. 4Jrk J-y, l - - - (3) 
where 
-1- jkR+(BR)2 
Gt = , R- (4) 
and 
3+ j3kR - ( BR)2 
G, = s 
- R (5) 
Furthermore, J= is the induced current density along the scatterer length, IJ is the intrinsic 
impedance of the material surrounding the scatterer, z' indicates source coordinates, z 
indicates observation coordinates, and R is the distance between all points on the source 
(scatterer) and the observation location (as in Figure 3.1). 
Overall, this model is computationally efficient and lends itself well to studying 
the effect of other parameters on the induced current distribution and ratio such as 
polarization mismatch between the source and probe, angle of incidence of the incident 
electric field, scattered field (probe response) observation/detection angle and distance 
from the probe, dielectric properties, etc. For all simulations, a probe with a length of 1.5 
em is assumed with a radius, a, of 0.254 mm (leading to a source-model value of outer 
radius, b, equal to 0.584 mm), and the Microsemi PIN diode is used for the load. It should 
be noted that in this case, the ratio is calculated using the scattered field directly. 
It is important that an expectation of the efTect of each of the measurement 
parameters, discussed in Section 2, on the ratio be understood so that the simulation 
results can be analyzed correctly. As is derived in [ 41], the scattered e lectric field (and 
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hence the ratio) is dependent on the current induced on the loaded scatterer by the 
incident field (in this case, a plane-wave). Therefore, to begin a comprehensive study on 
the single-loaded scatterer as applied to MST, the current distribution induced on the 
loaded scatterer is studied. More specifically, the effect of frequency, incidence angle, 
relative polarization angle, and dielectric (material) properties on current distribution is 
shown below in Figure 3.3 - Figure 3.7. In the case of monostatic scattering (i.e., the 
transmitter and received are collocated), the incident angle and observation angle (for 
scattered field calculation/detection) are equivalent, and will hereafter be referred to as 
the monostatic angle. Due to the embedded nature ofMST, monostatic measurements are 
most practical and as such, only the monostatic angle is investigated here. For clarity, 
Figure 3.2 depicts the definitions of the monostatic and (relative to the incident field 
polarization) polarization angles. 
Polarization 
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Figure 3.2: Simulation parameter definitions. 
Additional simulation parameters, common to all cases except when varying a 
given parameter, are: 
• the probe was located in free-space, 
• an operating frequency of 10 GHz was assumed, 
• 
• 
broadside incidence is assumed (i.e. monostatic angle, e, equal to 0°), 
no polarization mismatch between the transceiver and probe (i.e. polarization 
angle, q>, equal to 0°). 
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Figure 3.4: Current distribution for two monostatic angles. 
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Figure 3.5: Current distribution for two polarization angles. 
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Figure 3.6: Current distribution for two relative permittivities (lossless case). 
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Figure 3. 7: Current distribution for two relative loss factors (relative permittivity of 3 ). 
By considering the results in Figure 3.3 -Figure 3.7, number of observations can 
be made. In all cases, the current does not equal zero at the ends of the dipole probe (but 
is very small). As mentioned earlier, this current is calculated using MoM techniques. As 
such, since boundary conditions are enforced at the center of each discretized segment of 
the scatterer length, the current will not equal zero at the ends. However, it is understood 
that this is a numerical anomaly and as such, is not of concern [43]. It should also be 
noted that the label of "Dipole Length" on all figures showing current distribution is 
intended to represent the long axis of the dipole probe, where the current distribution is 
shown along this dimension. 
As is shown in Figure 3.3 (the current distribution induced along the dipole probe 
length for two different operating frequencies), a difference is seen per each state of the 
diode load. This is true for both frequencies. In addition, each distribution (for the high 
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and low states) differs per the operating frequency . This change indicates that the 
scattered field (and subsequently the ratio) will also change as a function of frequency. 
The results in Figure 3.4, the current distribution for two different monostatic 
angles, exhibit a change similar to that of Figure 3.3. A difference in the current 
distribution per each load is clear, as is a change in the distribution per each angle . Again, 
these results indicate the scattered field and ratio will change as a function of monostatic 
angle. 
Figure 3.5, the current distribution for two different polarization angles, depicts 
somewhat different results. More specifically, while a change as a function of load state 
is visible, a change in the distribution as a function of polarization angle (per a given load 
state), is not. This is especially obvious in the phase of the current distribution, where the 
polarization angle has no effect at all. In the case of the magnitude of the current 
distribution, the effect of the polarization angle is similar to that of a scalar multiplier. 
The values exhibit a change, but the current distribution along the dipole length does not 
change. Hence, the scattered field depends on the polarization angle, but the ratio should 
not (as was experimentally verified in Section 2). This is a result of the scalar multiplier, 
present in both states of the scattered field, "cancelling out" when the ratio of both states 
is calculated. 
Figure 3.6 and Figure 3. 7 illustrate the effect of material (dielectric) properties on 
the induced current distribution. These figures illustrate a change in the induced current 
per each diode load state, as well as a change in current, per each state, for different 
materials. This dependency of the induced current is the most important and crucial, as it 
is this change that allows embedded MST to be applied as a materials evaluation tool. 
This model also lends itself useful for studying the impedance of the loaded 
dipole probe and how it changes as a function of frequency. It was mentioned in Section 
2 that the relative phase shift between states of the probe, evident in the frequency- and 
time-domain measurement results, is a result of the additional impedance resulting from 
the load. Moreover, this relative phase shift is more obvious at lower frequencies. This 
apparent frequency dependence can be explained by examining the impedance of the 
dipole and the load individually. To begin, the impedance of the dipole, as a function of 
frequency, was calculated. In addition, using the high frequency circuit model available 
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in [24-26], the impedance of the PIN diode was also determined. The resistance and 
reactance of both are provided in Figure 3.8 and Figure 3.9. 
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Figure 3.8: Resistance and reactance of dipole. 
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Figure 3.9: Resistance and reactance of PIN diode load. 
Upon considering the results provided in Figure 3.8 and Figure 3.9, a few 
important points can be made. The impedance of the dipole increases quite dramatically 
as a function of increasing frequency. This is evident in both the resistive and reactive 
impedance components. At frequencies above 10 GHz, both components have (at 
minimum) doubled from their respective values at 8.2 GHz. The distribution of induced 
current along the loaded scatterer length is affected by the load. When the load presents a 
more significant impedance to the dipole, the induced current (and scattered field) 
manifests the effect ofthe load more significantly. When the resistance of the dipole is on 
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the order of 50-1 00 Q, and the reactance of the dipole is on the order of -j 50 to j 50 n . the 
effect of the load resistance and reactance is much more significant than when the 
impedance of the dipole is greater than 100 + j50 Q (i .e., at frequencies larger than 10 
GHz). Referring to the results in Section 2, it is this very behavior that is evident in the 
reflection properties. Hence, (for this particular PIN diode load) we may conclude that 
the difference between load states is more obvious at lower frequencies. Should a 
different load be incorporated into the probe design, this behavior may change. 
To summarize, since the ratio is dependent upon the induced current, the 
dependencies (and Jack thereof) exhibited above with respect to the inducted current will 
also be evident with respect to the ratio. In other words, in order for the ratio to be 
independent of a given parameter, the complex current distribution along the probe length 
must not change as any given parameter is varied, but can change as though it were 
multiplied by a scalar multiplier. Therefore, it is expected (and supported by the above 
current distribution simulation results) that the ratio will be independent of polarization 
angle, since this parameter only changes the magnitude of the incident field and 
subsequently the induced current (the effect of a scalar multiplier), while the incident 
field distribution along the probe length remains unchanged. A similar analysis can be 
applied to the effect of separation distance on the ratio. While this parameter, unlike those 
discussed above, cannot be explicitly investigated by considering the induced current 
along the scatterer length resulting from an incident plane-wave, the effect of distance 
can be considered similar to that of polarization angle. As the distance between the 
source (transceiver) and probe changes, the effect on the scattered field is that of a scalar 
multiplier, resulting in independence of the ratio as a function of this parameter as well. 
The measurement parameters that the ratio will be dependent on are incident 
(monostatic) angle of the incident field and incident field itself, since both of these 
parameters are directly related to the induced current distribution along the probe length. 
In addition, the ratio will depend on frequency since the impedance of the probe and load 
are function of frequency and so is the induced current, and dielectric properties of the 
material surrounding the probe (since the electrical length of the probe changes. so will 
the induced current [ 44-45]). The scattered electric field (from the probe) observation 
angle also affects the ratio. However, the observation angle is not investigated explicitly, 
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smce m the case of monostatic scattering, the incident and observation angles are the 
same. 
While it may seem that the remaining dependence of the ratio on several 
parameters may render this technique difficult to apply in practice, not each of these 
dependencies is considered a drawback. For example, the dependence on frequency is 
expected since the impedance of the dipole antenna (and PIN diode load) is a function of 
frequency. Once an operating frequency is chosen, this dependence is no longer an issue. 
The dependence of the ratio on the dielectric properties of the material in the immediate 
vicinity of the probe is vital to applicability of this technique. Without this sensitivity, 
MST cannot be applied as a materials characterization (detection of change) tool. The 
dependence of the ratio on the monostatic angle is not a dependence that completely 
hinders the technique. Rather, in the case of detecting a change in a material (such as 
whether or not chloride has ingressed to a particular location in a concrete structure), so 
long as an initial ratio measurement was taken upon placement of the probe, and since the 
probe placement does not change over time, it is understood that any change in the ratio 
will be a result of a change in the material near the probe. It is true that not having 
explicit knowledge of the monostatic angle of the probe limits the potential for precise 
dielectric property determination, but MST remains a viable tool for detecting a change in 
material properties. One last note should be made about the dependence on the incident 
field itself. So long as the distribution of the incident field remains constant over the 
length of the probe, the ratio will not change. When considering the electric field 
distribution radiating from a practical source, such as a pyramidal horn antenna, with 
respect to the size of the probe (a few centimeters at a maximum), it can easily be seen 
that this dependence on incident field is not a limiting factor for MST. Figure 3.10 -
Figure 3.15 show the complex ratio as a function of the parameters discussed above. The 
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Figure 3.10: Ratio as a function of frequency. 
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Figure 3.12: Ratio as a function of polarization angle. 
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Figure 3.14: Ratio as a function ofrelative permittivity (lossless case). 
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Figure 3.15 : Ratio as a function ofrelative loss factor (relative permittivity of3). 
As can be seen upon studying Figure 3.10- Figure 3.15, the expectations regarding the 
dependence (or lack thereof) of the ratio on frequency (Figure 3.1 0), monostatic angle 
(Figure 3.11), polarization angle (Figure 3.12), distance from the probe (Figure 3.13), and 
dielectric properties (Figure 3.14 and Figure 3.15) are met. More specifically, the ratio is 
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independent of distance and polarization angle, and is dependant on the remaining 
parameters, as expected. The clear dependence of the ratio on the dielectric properties 
surrounding the probe (Figure 3.14 and Figure 3.15) is very important, as dependence is 
crucial to the application of MST as a materials characterization tool. 
The results in Figure 3.11 (monostatic angle) bear further investigation. It can be 
seen in Figure 3.11 that the change as a function of angle is not very significant (0.02 in 
magnitude, less than 1 ° in phase). Based on these numbers, it could be assumed that the 
effect of monostatic angle is not one to be concerned with. Recall that these simulation 
are for a resonant (i.e., ').)2 in length) dipole. It is interesting to see how the monostatic 
angle effects the ratio if the probe is sub-resonant (IJ4 in length), or longer than IJ2 (31J4 
in length). Such a case could be encountered in practice any time a specific probe, 
designed to be resonant in a given material, encounters a material change. If this change 
is significant enough, the electrical length of the probe may approach IJ4 or 31J4. Hence, 
simulations were conducted for the case of a probe of length IJ4 and 31J4. The ratio from 
each simulation, along with ratio of the resonant (IJ2) probe (provided in Figure 3.11), 
are shown in Figure 3.16. 
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Figure 3.16: Ratio as a function ofmonostatic angle for three different probe lengths. 
The results shown in Figure 3.16 highlight a very important concept. The ratio for 
resonant and sub-resonant probes (i.e. probe length less than or equal to IJ2) is not very 
dependent on monostatic angle. However, as the probe length increases beyond IJ2, the 
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change with respect to monostatic angle becomes considerable. This suggests that 
designing a probe to remain in the resonant/sub-resonant state, based on expected 
material property changes, is prudent. If this design rule is adhered to, the ratio is 
effectively not dependant on monostatic angle, and this parameter is no longer of concern 
in practice. 
In order to fully understand why the monostatic angle causes more of an effect on 
the ratio as the probe length (physical or electrical) is increased, it is necessary to 
examine the current distribution. Therefore, simulations were conducted for two 
monostatic angles for probes with electric length of A/4 and 3A/4. Using the results of 
these simulations, provided in Figure 3.17 and Figure 3.18, respectively, and referring to 
Figure 3.4 (the current distribution for a A/2-probe for two different monostatic angles), 
comparisons can be made. 
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Figure 3.17: Current distribution for two monostatic angles for a A/4 length probe. 
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Figure 3.18: Current distribution for two monostatic angles for a 3A/4 length probe. 
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Considering the results in Figure 3.17, Figure 3.18 and Figure 3.4, it becomes 
apparent why the monostatic angle affects the ratio more significantly as the length 
(electrical or physical) becomes larger. The current distribution along the scatterer length 
is drastically different for the longer probe, as compared to the distributions for both /J4-
and 'A/2- probes. The current distribution on the resonant and sub-resonant probes have 
shows a reduced dependence on the monostatic angle. Therefore, the ratio for these probe 
lengths will be much less affected as well (as seen above). 
The ratio as a function of distance (Figure 3.13 ), a parameter that the ratio has 
been shown to be independent with respect to, actually shows dependence in regions very 
near the probe (less than 2 mm). In order to explain this apparent dependency, the 
numerical methods by which this ultimate calculated response (the ratio) is determined 
must be considered. First, MoM calculations are performed to obtain the induced current 
distribution. As part of this, the effect of load is included by considering another 
modeling method, the source model magnetic frill generator. As a result, the current 
distribution is only calculated at the center of each segment along the scatterer length, the 
current is assumed to be located at the center of the wire (as opposed to the surface), and 
the source modeling extends beyond the physical dimensions of the wire . 
Once the induced current is obtained, then numerical integration is performed to 
calculate the scattered field at a given radial distance away from the probe. This scattered 
field is dependent upon the distance between the observation point, and each segment on 
the scatterer. Furthermore, this calculation region cannot extend into the probe itself (i.e., 
radial distances away from the probe less than "a" , the dipole radius). Similarly, region 
where the magnetic frill is located should also be avoided, since part of the overall 
calculation process places a magnetic frill source in that region. Another item of note is 
the dependency on the distance between the source and observation point. In Eqs. (4) and 
(5), a ~ and _!__5 dependency is evident, respectively. Considering very small radial R-' R 
distances, the terms in (4) and (5) will be very large, and thus may heavily dominate the 
mathematical result of which they are a part. Thus, it is conceivable to say that in regions 
very near the probe, numerical errors may dominate in the calculation of the scattered 
electric field. Since the ratio is directly related to the scattered fields of both states of the 
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probe, these errors will be present there as well. As a result, the dependency with respect 
to distance for regions close to the probe is not of concern and is attributed to numerical 
error. 
One last investigation that may be useful involves the circuit model of the PIN 
diode. As mentioned previously, the PIN diode can be modeled using an equivalent 
circuit for the forward and reverse states [24-26]. These equivalent circuits are shown in 
Figure 3.19. Rs is the forward bias resistance, and is determined by the forward bias 
current. Lp is the package inductance, and any additional leads attached to the package 
cause additional self-inductance (in this case, these leads may be the dipole itself). Ct is 
the total capacitance, and is comprised of the junction and package capacitances. 
Rs 
____ T__. Ct 
a) b) 
Figure 3.19: Equivalent circuit for the a) forward, and b) reverse, PIN diode states. 
All of these values are determined by the manufacturer for specific test conditions 
(e.g., operating frequencies, biasing conditions, environment, etc.). Hence, if(in practice) 
the operating conditions differ from the test conditions, the assumed values may differ as 
well. In this case, the frequency of operation used to conduct the manufacturer tests was 
100 MHz. Even if the biasing conditions remain the same when the PIN diode is used for 
this investigation, clearly the operating frequency is quite different. As a result, it is 
possible that the va lues chosen to model the PIN diode for the s imulations may differ 
somewhat from the nominal value. The implications ofthis are that differences between a 
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measured and simulated ratio may be due to the PIN diode model. Moreover and perhaps 
more significantly, as mentioned above, attaching leads to the PIN diode (i.e ., loading the 
dipole antenna with the PIN diode) introduces additional self-inductance [24]. This is 
another parameter that is unknown, and may contribute to differences between simulated 
and measured results. 
To illustrate this concept, simulations were conducted to examine the effect of 
each circuit model parameter on the ratio. The nominal value for Rs, used in this 
investigation, is 1.5 n. This value is chosen based on a forward bias current of 
approximately 6 rnA (as was measured from the modulation circuit). Assuming the bias 
current differs somewhat from the intended value, the range of Rs (corresponding to 3 
rnA to 9 rnA of bias current) of 1.5 n to 0.7 n is considered. Similarly, the nominal 
capacitance used is 0.2 pF. Unfortunately, the expected range for this value is not 
provided on the specification sheet. However, practically speaking, it is understood that 
the total capacitance may vary somewhat from this nominal value. Therefore, the range 
of capacitance considered is 0.2 ± 10% pF, or 0.18 pF to 0.22 pF. This range is intended 
to appropriately model a practical test specification range for this parameter. The range to 
consider for the inductance is perhaps the most difficult. Since additional inductance may 
be included resulting from the (dipole antenna) leads, it is difficult to assess this effect. 
The inductance from a 0.5 em length of wire (representing one of two leads of the dipole 
antenna attached to the PIN diode load, where the load itself contributes an additional 0.5 
em in length) can be estimated as approximately 3 nH [46]. This suggests an additional 6 
nH total. A simulation was conducted including this additional inductance at a frequency 
of 10 GHz, resulting in a ratio with a magnitude of 0.3 and a phase angle of 1° . This 
value is extremely different from all other ratios presented in this and the previous 
Sections, be it from simulation (CST or MoM) or measurement. Hence, such a large 
additional inductance is not likely. However, it is conceivable that the leads do contribute 
some additional inductance. Therefore, a 10% addition is assumed, meaning an extra ± 
0.6 nH, is included. Thus, the range for the inductance is 10 pH (an inductance of 0 nH 
isn't realistic) to 1.2 nH. The simulated ratio, as a function of these parameters, is shown 
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Figure 3.22: Ratio as a function of inductance. 
Figure 3.20 - Figure 3.22 indicate a few interesting points. First, the ratio is not 
significantly dependant on the forward bias resistance, Rs. This is encouraging in that the 
bias current can change (within reason) over time with the ratio remaining steady. The 
ratio is slightly dependent on the total capacitance. However, so long as the actual value 
doesn't deviate significantly (within, for example, ± 0.01 pF) from the nominal 0.2 pF, 
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the change in the ratio is no more than 0.01 in magnitude, and 2°-3° in phase, and is 
therefore not of concern. Additionally, for a given probe, it is highly unlikely that the 
capacitance (or any of these parameters) will change over time, so practically, once a 
probe is placed, the ratio will not change as a function of any of these parameters. Finally 
and perhaps most importantly is the effect of inductance, (including the additional 
(unknown) inductance resulting from the antenna leads) on the ratio. On the one hand, 
this parameter is fixed for a given probe, and once this probe is used in practice, the 
inductance will not change. Hence, any change detected in the ratio can be attributed to 
changes in material properties. However, this unknown additional inductance may play 
an important role in comparisons between measured and simulated results. More 
specifically, even considering a± 0.2 nH deviation from the nominal 0.6 nH results in a 
change of 0.1 in magnitude and over 5° in phase. This change is the most significant of 
all three circuit parameters. As such, the additional unknown inductance should be kept 
in mind during any measurement-simulation comparison. Moreover, this issue may also 
be important if this technique is ever applied as a dielectric property evaluation tool, as 
opposed to a change detection tool. 
3.3. CONCLUSION 
The modeling efforts presented in this Section provided a method by which MST 
(using the single-loaded scatterer) could be studied in-depth. More specifically, the 
dependence of the induced current distribution on the measurement parameters was 
thoroughly investigated, as was the effect of each parameter on the ratio. 
As shown in the previous section, the inclusion of the time-gate method to MST 
resulted in a more robust technique. This improvement, along with the thorough 
investigation presented in this Section, results in a well-understood method with 
promising potential for detecting important changes in material properties. However, 
these improvements are not without drawbacks. The increase in measurement complexity 
resulting from the swept-frequency measurements makes the technique more difficult to 
apply. In addition , the inclusion ofthe Fourier Transform (forward and inverse) results in 
increased data processing requirements. Lastly , the range resolution requirement also sets 
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restrictions on the application of MST, especially to layered structures. It is with these 
limitations in mind that prompted the development ofthe next version of the MST probe. 
This new probe design is introduced in the following Section, along with a complete 
electromagnetic study of the effect of the measurement parameters on the induced current 
and ratio. 
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4. DUAL-LOADED SCATTERER SIMULATIONS 
4.1. INTRODUCTION 
In Section 3, a full electromagnetic study was presented on the current 
distribution, and subsequent calculated ratio, for the single-loaded probe as applied to 
MST. The inclusion of the time-gate method (Section 2) made the single-loaded MST 
more practical, in that the probe response could be extracted from other signals present in 
the total detected signal. However, these additional steps required for obtaining the probe 
response (that make MST a less-desirable sensor method) prompted the development of a 
new dual-loaded scatterer (DLS) probe design [47-49]. 
The premise behind dual-loaded MST probe is the same as that for the single-
loaded MST probe. In other words, a DLS probe is illuminated with an electromagnetic 
wave, which in turn induces a current along the length of the DLS probe, resulting in a 
reradiated scattered field. By investigating the properties of this scattered signal, 
information about the material in the vicinity of the probe may be obtained. As stated 
previously, the signal scattered from the DLS probe must be detected separately from 
other present reflections, in particular from relatively strong static reflections. These 
static reflections result from the presence of other targets in the vicinity of the probe, as 
well from the tranceiving antenna aperture, and in the case of an embedded sensor 
application, the material interface. Dual-loading of this probe results in four possible 
modulation states, compared to two for the single-loaded probe. By taking a differential 
ratio, using information from all four states of the probe, the common terms (consisting 
of the static reflection terms) can be effectively removed, as well as the measurement 
paramete r dependencies discussed in the previous Section. This static term removal 
suggests a calibration-free technique, making dual-loaded MST a much more robust 
methodology. 
This Section introduces this novel probe design, and provides a full 
electromagnetic derivation of the capabilities of this scatterer as applied to MST. As a 
result, a method-of-moment solution was developed to conduct a full study of the induced 
current along the probe length leading to the evaluation of the ratio properties. 
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4.2. FOUNDATION OF DUAL-LOADED MST PROBE 
The dual-loaded MST probe is similar in design to the original (single-loaded) 
probe as discussed in previous Sections. The probe consists of a resonant dipole antenna, 
of length L, loaded with two PIN diodes, as shown in Figure 4.1. The two PIN diodes are 





Figure 4.1: DLS probe. 
The PIN diodes can be modulated by connecting each load (via thin wires) to a 
low-frequency (square-wave) modulation circuit. By controlling the modulation 
waveform applied to each PIN diode in a specific manner, four separate modulation states 
can be achieved, namely: 
• Both PIN diodes are forward-biased, or the high-high (HH) state. 
• Both PIN diodes are reverse-biased, or the low-low (LL) state. 
• One PIN diode is biased high, and the other is biased low, or the high-low (HL) 
and low-high (LH) states, respectively. 
As was the case with the SLS probe, when the DLS probe is illuminated with an 
incident plane electric field, a current is induced along its length. Subsequently, this 
current produces a re-radiated (or scattered) electric field. Detecting the scattered field, 
from all four states of the DLS probe, leads to a differential ratio calculation. This ratio 
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(similar to the ratio discussed in Section 2) renders the measurements independent of a 
number of measurement parameters (polarization angle, separation distance), while at the 
same time eliminates the adverse influences of the static terms that may be present in the 
overall detected signal. Hence, no additional data processing or complicated 
measurement scheme is required to remove this undesired term. This independence from 
static terms suggests a calibration-free technique, making the DLS sensor potentially a 
very robust sensing methodology. The next section outlines the developed theory on 
which the dual-loaded scatterer (DLS) is founded. 
4.3. DLS THEORY 
In order to develop a model for scattering by a dual-loaded linear scatterer, the 
DLS is considered, along with the electromagnetic source (transceiver, in the case of 
monostatic scattering), as a three-port network system, as shown in Figure 4.2. In this 
configuration, each PIN diode load of the DLS is defined as a terminal port (Ports 1 and 
2). The transceiver, located a distance, d, from the probe, represents Port 3. 
Transceiving Antenna, 




' ·.· ·· ~
Port 1 
Figure 4.2: DLS probe and transceiver as a three-port network system. 
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The goal is to express the change in voltage at the transceiver, due to the presence 
of the scatterer, in terms of diode load impedances Zu and Zu, along with the impedance 
parameters of the three-port system [41, 50-62]. To accomplish this, a general system 
including a transmitter, receiver, and scatterer (meaning mono- and bi-static scattering 
cases can be studied) is considered. From the initial analysis of the general system, an 
expression for monostatic scattering is developed. The open-circuit network relationship 
of [v] = [ z][I] for a transmitter, receiver, and scatterer, is modified for the dual-loaded 
scatterer as shown in Eq. (6). In this case, the dual-loading of the scatterer requires 
considering a number of the parameters as matrix quantities. 
I~ ]J i,: ~ 
l[v,] l[z,r] [z,,] 
[z,J]l lr ] ( Z,,] I, 
[z,,] [I,] 
(6) 
V1, V,. and [Vs] are the total (impressed, or source) voltages at the transmitter, receiver, 
and scatterer ports, respectively. Similarly, !, , !,. and [/s] are the total currents, 
respectively. Z,.,. and Zu are the self-impedances of the receiver and transmitter, while Zrr 
and z,,. are the transfer-impedances between the transmitter and receiver. 
The impedance parameters involving the scatterer (ports 1 and 2) are matrix 
quantities. [Zss] is the impedance matrix for the two-port (dual-loaded) scatterer and is 
] [ zll zp J ~ ~ defined as [z,, = - , where Z 11 , Z 12, Z21, and Z22 are the self- and transfer-
Z 2 1 z 22 
impedances of the dual-loaded scatterer (defined with respect to the location of the two 
loads) . Additionally, the transfer-impedances between the transmitter, receiver and 
scatter, [Z,], [Z, ], [Z,J , and [Z,] are defined as [ z,J = [ z, Z,2 ] , [ Z.,] = [ ~:J 
z,J , and [ Z,,. ] = [Z1,. ] respectively. For reciprocal media, Z,. 1 = Z1,.. z,, = 
z 2r 
Z 1,, as is the same for the respective quantities associated with port 2. 
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Without the scatterer present, the transmitter and receiver are related by Eq. (7) 
[V"] [Z" Z" ][/] I _ rr rt I V " Z " Z " I 
r lr 11 r 
(7) 
In addition, the presence ofthe loads results in an additional boundary condition given by 
Eq. (8). 
[ V, ] = - [ Z '· ][ 1, ] (8) 
. . . [ ] [Z, 1 o J [ZL] IS the Impedance of each load and IS defined as z,_ = · . V~ and Is are the 
0 Z 12 
voltages and currents corresponding to each load, and are defined as [ V,j ~ [ ~ ] and 
[ l,] ~ [ ~:] , respectively. 
An open-circuit condition is typically assumed at the receiver, since that antenna 
is being used as a receiver (detector) only. This assumption results in Ir to become zero. 
In addition, V, is also assumed to be zero, meaning there is no impressed (source) voltage 
at the scatterer ports. Lastly, only monostatic scattering is considered for this 
investigation. Hence, the quantity of interest is V,, corresponding to the notation indicated 
above, V3. 
Ultimately, the goal is to describe the change in voltage at port 3, !'l V3 (the 
transceiver, in the case of monostatic scattering), in the presence of the scatterer. Using 
Eqs. 6, 7, and 8, the three-port system can be expressed as 
[z,,] ][I, J [z,, +Z,_,J [I,] (9) 
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flZ33 is the change in self-impedance of the transceiver with the scatterer present and is 
defined as flZ33 = ( Z33 - Z~'), where Z~' is the self-impedance of the transceiver without 
the scatterer present. Using Eq. (9), an expression for flV3 can be written as 
(I 0) 
Expanding the expression for LlV3 leads to: 
z212 Z +Z - - - ·-
11 /.1 z z 
22 + /,2 
( 11) 
It is important to recall that fl V3 will have a total of four possible states as a 
consequence of the two possible states of each load. Using all four of these states, a 
differential ratio can be defined as: 
R - flV,_IIfl - flv_,Jfl 
m.s - /). V - /). V 
_1, , Jfl_ 3,JJ. 
(12) 
Define Q (which also has four possible states) as the term within Eq. (11) that remains 
after the differential ratio is calculated to be: 
(13) 
Using Q, the ratio, Rn1s, can be written as: 
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( 14) 
where the independence from static terms (modeled as l'l.Z33 here) is evident as this term 
does not appear in Eq. (13). The source dependency is also removed, as the term 13 is no 
longer explicitly in the expression. However, this dependence is implicit in the transfer-
impedance terms between the DLS and transceiver (Z13 and Z23). In this case, the transfer-
impedance terms are defined as the ratio of the incident voltage and induced current at 
each load location. Since the induced current changes as a function of incident field 
distribution, the transfer-impedances (Z13 and Z23) change as well. Hence, independence 
of the incident field distribution (i.e., transceiving antenna) is not achieved by using the 
differential ratio method. This may seem to be a limiting factor for MST, but practically 
it is not an issue of concern. So long as the distribution of the incident field along the 
scatterer length remains constant, the ratio will not change as a function of the incident 
field. Such a requirement is not problematic, as the probe dimensions are small enough 
that it is reasonable to expect a constant incident field (over the length of the probe) when 
using a practical source, such as a horn antenna. To this end, simulations using CST 
Microwave Studio™ (herein known as CST) were conducted in order to study the 
transverse electric field radiating at 10 GHz from an X-band pyramidal horn with a length 
of 9 em and aperture dimensions of 5.5 em by 7 em. (similar to that used for DLS 
measurements in the following section, Section 5). Figure 4.3 and Figure 4.4 show the 
transverse electric field distribution, at distances of 2 .5 em and 9 em, respectively. from 
the aperture of the horn. It should be noted that the electric fie ld distribution. in both 
figures, is illustrated for a 6 em (x-dimension) by 8 em (y-dimension) cross-section, and 
the MST probe would in practice be located in the center of each cross-section (oriented 
in the y-direction). Additionally, recall that a resonant dipole antenna, operating at 10 
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Figure 4.3: Transverse electric field distribution 2.5 em away from radiating hom. a) 
magnitude (dB) and b), phase. 
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Figure 4.4: Transverse electric field distribution 9 em away from radiating horn. a) 
magnitude (dB) and b), phase. 
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It can be seen from Figure 4.3 and Figure 4.4 that the DLS probe will be 
uniformly illuminated when using a horn antenna similar to the one considered above. 
Thus, the dependency of the ratio on the incident electric field distribution is not of 
concern. Furthermore, in practice, if measurements are to be made over time to detect 
change in the ratio (and hence material), the same transceiver does not have to be used 
over the lifetime of the sensor/sensing goal , so long as the probe remains uniformly 
illuminated. 
4.4. DLS SIMULATIONS 
In order to illustrate the utility of incorporating a DLS probe into MST, a 
mathematical model, similar to the model developed for the single-loaded probe, 
discussed in Section 3, was developed. This model is based on Pocklington's electric 
field integral equation (EFIE) (Eq. 15), and gives the current induced on a dual-loaded 
wire scatterer for a plane incidence wave [29, 43]. 
where L is the length of the dipole, a is the radius of the dipole, k is the wave number, 
I(z ') represents the equivalent filamentary line-source current located on the surface of 
the wire, w is the angular frequency, and E~ (r =a) is the incident field (in this case, a z-
polarized plane-wave), evaluated at the scatterer surface (r = a). R represents the distance 
between the dipole (source) and observation point(s), and for observations along the 
center of the dipole (r = 0), is defined as: 
( 16) 








Discretized DLS Probe 
Figure 4.5: Schematic of the discretized probe. 
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By using the method-of-moments (MoM), the resulting (due to an incident plane-
wave) equivalent filamentary current, located along the center of the wire, is calculated. 
As part of this process, the scatterer is discretized into a number of segments where 
appropriate boundary conditions are enforced at discrete points (i.e., the center of each 
segment) along the length of the wire. In addition, it is assumed that the dipole is very 
thin, meaning the radius, a, is much smaller than the wavelength, A, (Hallen's 
approximation) [29]. It is important to note that the dual-loaded probes used for 
measurements (presented in Section 5) have a radius greater than what is required to meet 
Hallen's approximation. 
The effect of each PIN diode load is included in the model by considering each 
load as an additional (effective) voltage source. These effective voltage sources 
(individually) drive the DLS probe as though it were an antenna with a source placed at 
each load location. As such, each load contributes an additional current to the total 
current induced on the loaded scatterer. Each effective source depends on the PIN diode 
equivalent circuit (discussed in Section 3), location of each load, as well as the current 
induced on the (unloaded) wire scatterer. 
The total current on the dual-loaded scatterer is the (superposition) sum of the 
current induced from the incident plane-wave (as an unloaded wire scatterer), and the 
66 
current resulting from each of the two loads [ 41, 43]. As was done in Section 3, the 
additional effective voltage sources are modeled using the magnetic frill approach [29]. 
Following the calculation of the current induced on the loaded scatterer, the scattered 
field (the quantity used to calculate the differential ratio) is calculated. Similar to Section 
3, the current is assumed to be located at the center axis of the wire. Hence, the region 
where the resulting scattered electric field is valid is for observation distances greater 
than the physical radius of the loaded dipole antenna. In addition, since the model for the 
effective voltage sources (magnetic frill) extends beyond the physical region of the 
scatterer (as discussed in Section 3), the resulting scattered field may not be valid for 
regions that extend beyond the scatterer as well. The equations used to (numerically, via 
numerical integration) determine the scattered field are provided below [ 42]. 
(17) 
where 
-1 - j kR + ( kR) 2 
Gl= , R-' 
(18) 
and 
G = 3 + j3kR -(kR/ 
2 Rs ( 19) 
J= is the induced current density along the scatterer length (the quantity calculated above 
via MoM), IJ is the intrinsic impedance of the material surrounding the scatterer, z ' 
indicates source coordinates, z indicates observation coordinates, and R is the distance 
between all points on the discretized source (scatterer) and the observation location, as is 
illustrated in Figure 3.1 above. 
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This mathematical model lends itself well to studying the effect of other 
parameters on the current distribution and ratio such as (relative) polarization angle 
between the source and probe, angle of incidence of the incident signal, scattered field 
(probe response) observation/detection angle and distance from the probe, dielectric 
properties, etc. In the case of monostatic scattering, the incident and observation angles 
are the same and are herein referred to as the monostatic angle, is illustrated in Figure 
4.6. The polarization angle is also illustrated in Figure 4.6 
"" Incident Field 1' 
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Figure 4.6: Schematic and definition of simulation parameters. 
A complete investigation of the effect of these parameters on the current 
distribution is provided next. Unless otherwise noted, a probe of length 1.6 em and radius 
0.25 mm was assumed, loaded with two Microsemi GC4270 PIN diodes separated by a 
distance (dz) of 5 mm was used for all simulations. These dimensions were chosen based 
on the physical dimensions of a DLS probe used for experimental verification. It should 
be noted that in this case, the ratio is calculated using the scattered field directly. In 
addition, it is assumed that the transceiver and probe are located in the same material 
(i.e., there are no additional signals resulting from a material interface). It is expected 
(and addressed in a latter section of this Section) that the premise of this technique is the 
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same for a layered structure, where the observation (transceiver) location is located 
outside of a material. The complex current distribution along the scatterer length (for all 
four states of the probe) is provided below as a function of frequency (Figure 4. 7 and 
Figure 4.8), monostatic angle (Figure 4.9 and Figure 4.1 0), polarization angle (Figure 
4.11 and Figure 4.12), relative permittivity and loss factor (Figure 4.13 - Figure 4.16), 
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Figure 4.7: Current distribution for a frequency of 10 GHz. 
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Figure 4.8: Current distribution for a frequency of 11 GHz. 
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Figure 4.10: Current distribution for a monostatic angle of 45°. 
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Figure 4.12: Current distribution for a polarization angle of 45°. 
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Figure 4.14: Current distribution for a relative permittivity equal to 3 (lossless case). 
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Figure 4.15: Current distribution for a relative loss factor of -0.1 (relative permittivity 
of3). 
<( 
~ --LL --LH --HL --HH 
0 0 .06 f--....--....---....--==---,---,---,.----', 5 
:g 0 .05 
(j) 
Ci c 0 .04 
~ 
::; 0 .03 
(.) 



















Dipole Length (em) Dipole Length (em ) 
Figure 4.16: Current distribution for relative loss factor of -1 (relative permittivity 
of3). 
In all cases shown in Figure 4.7- Figure 4.16, the current distribution does not 
equal zero at the ends of the dipole probe. As mentioned earlier, this current is calculated 
using MoM techniques. As such, since boundary conditions are enforced at the center of 
each discretized segment of the scatterer length, the current will not equal zero at the 
ends. However, it is understood that this is a numerical anomaly and as such, is not of 
concern [43]. 
As shown in Figure 4. 7 and Figure 4.8, the frequency dependence of the current 
distribution is obvious, as is the effect of load state. This suggests a dependence of the 
scattered field and ratio on frequency as well. The effect of monostatic angle is shown in 
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Figure 4. 9 and Figure 4.1 0, where for an incident angle of 45°, a ''steering effect" is 
evident, where the current is maximum near the incident angle direction. Figure 4.11 and 
Figure 4.12 show the etTect (or lack thereof) of polarization angle. These results illustrate 
the independence of the ratio with respect to polarization angle, as the phase distribution 
does not change at all, and the magnitude distribution merely experiences a scalar 
reduction as the polarization angle changes from 0°. 
The effect of material (dielectric properties), perhaps the most important 
parameter to this technique, is shown in Figure 4.13 - Figure 4.16. Without the current 
distribution changing as a function of material, the ratio will not change. It is this change 
in the ratio as a function of dielectric properties that is the basis of and vital to this 
technique. 
A last design parameter that should be investigated is the load separation distance, 
dz. This is a design parameter that can be controlled (unlike polarization angle, for 
example, when exact probe placement may deviate from the ideal vertical orientation). 
As such, it is worthwhile to consider the effect of load separation distance. The range of 
d~ considered in these simulations covers both extremes, where an initial value of 0.25 
mm was chosen in order to see the effect on the current distribution when the loads are 
located near one another. This separation is representative of the realistic lower limit for 
the load separation distance, when the loads are effectively placed next to each other. The 
next value of 2.5 mm was chosen to represent a value significantly (an order of 
magnitude) larger than the initial 0.25 mm, as well as more practical (i.e., similar to the 
physical dimensions of the DLS probe used in this investigation). The remaining two 
values, 10 mm and 15 mm, were chosen to see if a large separation distance resulted in an 
increase in difference between each probe state. These large separation distances 
represent the realistic upper limit, where the majority of the wire length of the probe is 
located in the center, with the loads placed near the probe ends. The current distribution 
(for all four probe states) along the scatterer length for all four load separation distances 
is provided below in Figure 4.17 - Figure 4.20. 
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Figure 4.17. Current distribution for a load separation of0.25 mm. 
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Figure 4.18: Current distribution for a load separation of2.5 mm. 
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Figure 4.19: Current distribution for a load separation of 10 mm. 
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Figure 4.20: Current distribution for a load separation of 15 mm. 
Clearly, as is evident in Figure 4.17 - Figure 4.20, the load spacing dz significantly 
changes the induced current distribution along the scatterer length. The current 
distributions when the loads are separated by 0.25 nun and 2.5 mm are significantly 
different than when the distance between the loads is relatively large. As the separation 
distance approaches the entire length of the probe (dz of 10 nun and 15 mm with a total 
probe length of 16 mm), the distribution per each state becomes more similar (in both 
magnitude and phase). In fact, when the separation distance approaches the length of the 
probe, the current distribution for each state resembles that of plane-wave scattering for a 
straight wire (i.e. unloaded) antenna, as is shown in Figure 4.21. 
-.--- -:-------- ~-------- ~----- -- -------
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Figure 4.21: Current distribution for a straight wire scatterer without loads. 
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Comparing Figure 4.20 and Figure 4.21, the magnitude of the current distribution 
shown in Figure 4.20 (for all four states of the probe) is similar to the magnitude 
distribution shown in Figure 4.21. A similar statement can be made about the phase of the 
current distribution, although the effect of each load state is slightly more evident. 
Ultimately, the results shown in these two figures indicate that the current distribution is 
not sensitive to the load state when the load separation distance is large (e.g., approaching 
the total probe length). Since it is the scattered field, detected from the probe in all four 
bias states, that is used to determine the ratio, this insensitivity indicates that a large load 
separation distance is not a desirable design trait for the DLS probe. 
The effect of load separation can also be analyzed by looking at the resulting 
scattered field for each case. Thus, the complex (magnitude and phase) scattered field for 
each load separation distance (and each load state) was calculated assummg an 
observation distance of 10 em. The results are shown below in Table 4-1. 
The results in Table 4-1 provide a clear option for comparing the effectiveness of 
each load separation distance with respect to maximizing the scattered field and/or 
change in scattered field per probe state. In other words, the stronger the scattered field is, 
the more reliably it can be detected. The same can be said for the change in the scattered 
field per probe state. If each state differs more with respect to other states, then detection 
of each is stronger and the results more reliable. As shown in Table 4-1 , the magnitude of 
the scattered field (for each probe state) for the two smaller load separation distances is 
similar. This suggests that as long as the distance between each load is small (for 
example, less than 30% of the total probe length) , other considerations may be taken into 
account when choosing a load separation distance (such as ease of probe assembly, etc .). 
Table 4-1 also supports what was mentioned above with respect to a decrease in 
sensitivity to each load state as the load separation distance is increased. For load 
separation distances of 10 mm and 15 mm, the magnitude of the scattered field decreases, 
and the field per each state becomes more similar. This may lead to less reliable detection 
of the scattered field , and as such, large load separation distances should be avoided. 
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Table 4-1: Scattered field for different load separation distances, dz. 
Scattered Field (magnitude, phase) (mV/m) 
Load State dz= 0.25 mm dz=2.5 mm dz= 10 mm dz = 15 mm 
LL 79 132° 79 132° 67 112° 58 102° 
LH 58 102° 56 101° 55 100° 57 101° 
HL 58 102° 56 101° 55 100° 57 101° 
HH 36 84° 38 86° 48 93° 56 100° 
4.4.1. DLS Ratio Simulations. Following a thorough understanding of the 
effects of each measurement parameter on the current distribution, the properties of the 
ratio (as defined earlier in this section) can also be investigated. Consequently, using the 
simulation parameters (for each measurement parameter) and resulting current 
distribution provided above, the scattered electric field and ratio, RDLS, were calculated. 
Using the current distribution results, we have a good expectation which measurement 
parameters should affect the ratio (frequency, monostatic angle, dielectric properties, and 
load separation distance), as well as which parameters should not affect the ratio (relative 
polarization angle and distance between transceiver and DLS probe). The ratio as a 
function of frequency is shown in Figure 4.22; dielectric properties, Figure 4.23 and 
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Figure 4.23: Ratio as a function of relative permittivity (lossless case). 
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Figure 4.24: Ratio as a function of relative loss factor (relative permittivity equal to 3). 
As is shown in Figure 4.22, the ratio is clearly a function of frequency. This 
dependency is expected since it was shown above that the current distribution is also a 
function of frequency. Figure 4.23, the ratio as a function of relative permittivity, and 
Figure 4.24, the ratio as a function of relative loss factor, also show a dependence. This 
dependence is perhaps the most important, as without this sensitivity of the ratio to 
material properties, this technique cannot be used to detect change in material properties. 
Moreover, these results indicate a possibility of probe optimization. For example, 
considering Figure 4.23 , if this probe were placed in a material with relative permittivity 
equal to 3, the magnitude ofratio will change linearly ifthe material properties change in 
such a way that the relative permittivity changes by ± 0.5. Similarly, the phase of the 
ratio exhibits a similar behavior near a permittivity of 2.4, with a useful range of± 0.4. 
This illustrates a potential application for detecting change in a material by looking at 
change in the ratio. The phase of the ratio as a function of loss factor appears to become 
78 
insensitive to changes in loss factor as the loss factor becomes larger. This is not a 
drawback, however, but rather it provides a straightforward method by which change in 
loss factor can be detected. Once the material reaches a loss factor of less than -1.5, the 
phase of the ratio is no longer changing. Thus, once the phase of the ratio no longer 
changes, the threshold of a relative loss factor of -1 .5 or greater has been reached. 
The ratio as a function of monostatic angle, shown in Figure 4.25, seems to 
indicate negligible change. This is similar to the ratio vs. monostatic angle for the single-
loaded MST probe (as discussed in Section 3), where the angle did not significantly 
affect the ratio until the probe length surpassed resonant (i.e., IJ2). It is useful to 
investigate this effect for the DLS as well. As such, the ratio for probes of length IJ4, IJ2, 
and 3').J4 (for an operating frequency of 10 GHz in free-space with resulting wavelength, 
A., of 3 em) are provided in Figure 4.26. The load separation distance remains 5 mm for 
these simulations. 
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Figure 4.26: Ratio vs. monostatic angle for three different probe lengths. 
A number of interesting observations can be made by considering the results in 
Figure 4.26. First, the effect of monostatic angle becomes obvious as the length of the 
probe exceeds resonant (e.g., 3JJ4). Contrary to this, the ratio remains mostly unaffected 
for probe lengths less than resonant (i.e., JJ4). It is important to be aware of this effect, as 
the electrical length of the probe changes with material property change. Hence, in order 
to reduce the effect of monostatic angle, it is best to design a probe that will remain 
subresonant or (near) resonant through its expected lifetime. 
A last comment can be made about the lack of symmetry in the ratio for all three 
probes as a function ofmonostatic angle. Since the ratio is a differential quantity (and the 
current distribution changes per each state), there is no reason for the difference between 
two states (the difference in the numerator) to be equivalent to the difference between the 
remaining two states (the difference in the denominator). This is especially true with 
respect to monostatic angle, where the transceiver location may be "closer to" or "farther 
away" from a maximum or minimum within a non-uniform current distribution. 
In order to explain why the ratio is so sensitive to monostatic angle for longer 
probe lengths, the current distribution must be studied. As such, the current distribution 
for all three probe lengths (JJ4, JJ2, and 3AJ4), for monostatic angles of 0° and 45°, are 
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Figure 4.30: Current distribution for a IJ2 probe and monostatic angle of 45°. 
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Figure 4.31 : Current distribution for a 31J4 probe and mono static angle of 0°. 
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Figure 4.32: Current distribution for a 31J4 probe and monostatic angle of 45°. 
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Clearly, when comparing the results presented in Figure 4.27 - Figure 4.32, the 
increased effect of monostatic angle on the current distribution (and ratio) of the longer 
(3A/4) probe can be seen. 
From the study on induced current distribution above, not all measurement 
parameters indicated a dependence of the ratio. From above, it is expected that the ratio 
will be independent of polarization angle and separation distance, as is shown below in 
Figure 4.33 and Figure 4.34. 
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Figure 4.33: Ratio as a function of polarization angle. 
0 











5 10 15 0 5 10 
Distance from Probe (em) Distance from Probe (em) 




Clearly, the ratio exhibits an independence with respect to polarization angle and 
distance, as expected. A comment can be made about the ratio as a function of 
polarization angle at angles near 90°. It is understood that when the antennas are cross-
polarized, no signal from the transceiver will couple to the scatterer, and hence no 
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scattered field will exist (resulting in an undefined ratio). In the case of simulations, it 
appears that for all angles (including 90°), the ratio is defined. This is a numerical issue, 
meaning that what should mathematically be equal to zero is, computationally, equal to 
the calculation limit. Nonetheless, it is understood that in practice, there will always be an 
angle (or range of angles) where the signal scattered from the probe is negligible and 
hence the ratio will be undefined. 
4.4.2. Effect of Incident Field. The incident field also effects the current 
distribution and hence the scattered field. It is understood, as mentioned above, that so 
long as the incident field is uniform over the probe length, the ratio will not depend on 
the incident field. Moreover, when considering realistic transceivers (e.g., a horn antenna) 
and the physical dimensions of a probe, it is easy to see that such a requirement is not 
difficult to meet. However, it is interesting to consider the effect of incident field if it is 
not uniform over the probe length, L (in this case, 1.6 em). Consequently, simulations 
were conducted assuming four different incident (plane-wave) fields as shown (incident 
along the scatterer length) in Figure 4.35. These incident distributions were chosen, not 
for practical intentions, but rather to illustrate a wide/extreme range of possible incident 
field distributions. 
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Figure 4.35: Incident electric field distributions. 
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The first distribution, referred to as the Baseline distribution, is broadside 
incidence, uniform plane-wave with a magnitude of one and phase of zero. Distribution 1 
also represents a uniform plane-wave, but with a magnitude of 10 and phase of 30°. 
Distribution 2 varies in magnitude but not phase. This means, the magnitude of the 
incident field along the scatterer length varies, but the phase remains constant. The final 
distribution, Distribution 3, varies in phase only. By considering these representative 
incident field distributions, the effect of any type of incident field distribution (uniform or 
non-uniform) is investigated. The induced current, per each incident field distribution, is 
provided in Figure 4.36 - Figure 4.39. 
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Figure 4.36: Induced current resulting from "Baseline" incident field. 
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Figure 4.39: Induced current resulting from "Distribution 3". 
A number of interesting observations can be made by considering the results in 
Figure 4.36 - Figure 4.39. First, by comparing the current distribution for the Baseline 
distribution and Distribution 1, it can be seen that in both cases, the current distribution 
(shape) remains the same. The magnitude of current is larger (by a factor of 10) in the 
case of Distribution 1 as compared to the Baseline result. In addition, the phase also 
remains similar in shape, but differs by a phase shift. Such results indicate that the ratio 
for the Baseline distribution and Distribution 1 will be equivalent. It should also be noted 
that the effect of distance on a propagating plane-wave is exactly what is shown between 
Distribution 1 and the Baseline distribution. In other words, as the wave propagates, the 
magnitude will reduce, and a phase shift will be evident as well. Hence, regardless of 
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where the scatterer is located with respect to the source of the incident field (assuming 
uniform illumination), the induced current distribution will retain the same shape, and the 
subsequently calculated ratio will be independent of this parameter. 
Considering the results shown for Distribution 2 and 3, a change in the current 
distribution as compared to that of the Baseline is evident. More specifically, the results 
from Distribution 2 (Figure 4.38) show increased variation in the complex current along 
the scatterer length. Hence, it is expected that the ratio for Distribution 2 will differ from 
that ofthe Baseline and Distribution 1. Similarly, as is shown in Figure 4.39, the induced 
current maximum occurs at an off-center location along the probe length. This results 
from the phase distribution of the incident field over the length of the scatterer. It is also 
expected that the ratio will differ for this distribution as well. The ratio for all four 
distributions is provided in Figure 4.40. 
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Figure 4.40: Ratio for different incident field distributions as a function of frequency. 
Upon considering the results in Figure 4.40, it may seem that some of these 
results contradict the expectation. Based on the discussion above, Distributions 2 and 3 
should have resulting in a ratio that was different than that of the Baseline and 
Distribution 1. The ratio from Distribution 3 meets this expectation, especially in phase. 
However, the ratio from Distribution 2 does not appear to meet the expectation. The 
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reason for this is best illustrated by first considering the ratio from the Baseline and 
Distribution 2 as a function of monostatic angle, as is shown below in Figure 4.41 . 
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Figure 4.41: Ratio for the Baseline distribution and Distribution 2 vs. monostatic 
angle. 
The results in Figure 4.41 show exactly what was expected, namely, the ratio 
from the Baseline distribution and Distribution 2 differ, especially in phase. Additionally, 
at an incident angle of 0°, the ratio from both distributions is the same (as was shown 
above). The reason this difference was not evident for broadside incidence has to do with 
the symmetry of the incident field distribution along the scatterer length. At broadside 
incidence, DistriJ:>ution 2 affected the induced current and ratio like a scalar multiplier 
(i.e. polarization angle or distance). However, when the incident angle is off-broadside, 
the affect from Distribution 2 is similar to that of an incident field with a phase 
distribution along the scatterer length, and hence the induced current and ratio was 
different from that of the Baseline. 
4.5. PLANAR INTERFACE MODEL FOR EMBEDDED DLS 
Thus far, all mathematical modeling assumed that the transceiver and DLS probe 
were located in the same material. Such an assumption is not practical, however, as even 
in the most straightforward embedded cases there is an additional static reflection not 
present in this model. That reflection is a result from the material interface in which the 
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probe is embedded. Consequently, a first-order approximation to an embedded case with 
multiple boundaries (i.e., the transceiver is located in free-space and the probe is 
embedded in a material) was developed. This model still considers plane-wave incidence, 
but takes into account a planar interface and the reflections that take place as a result. In 
this case, the field incident upon the loaded scatterer is reduced by the reflection at the 
interface. This model is shown below in Figure 4.42, where E~ is the incident electric 
field from the transceiver, E~ is the field incident on the scatterer, and is defmed as 
E~ = '!' E~ , where r is the transmission coefficient from free-space to the material in which 
the probe is located. Similarly, E~ is the field reflection by the planar interface and is 
defined as E~ = r E~ . E! is the field scattered by the probe, and E; is the portion of the 
scattered field that will reach the transceiver (i.e., that includes the effects of the planar 
interface). In addition, d is the distance between the planar interface and probe, and do is 
the distance between the transceiver and planar interface. For the case of plane-wave 
incidence, do is very large (i.e., the material is in the far-field of the radiating antenna). 
Practically (in the case ofmeasurements), do is equal to zero (i.e., the transceiver is flush 
against the material of interest). 
Using the model shown in Figure 4.42, the reflection coefficient (as detected by 
Er+E' 
the transceiver) can be modeled as r,otat = 0 E; s . Furthermore, the ratio can be 
0 
calculated using the reflection coefficient information and compared to the ratio as 
determined using scattered fields alone. If the premise behind the DLS is correct, then the 
additional static term (from the planar interface) will not affect the ratio. Using this 
model, the (embedded) ratio was calculated and is shown below as a function of 
separation distance (Figure 4.43), polarization angle (Figure 4.44), relative permittivity 
(Figure 4.45) and relative loss factor (Figure 4.46). For comparison, the results from the 



















Figure 4.42: First-order approximation model of embedded DLS. 
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Figure 4.45: Ratio for embedded and non-embedded cases vs. relative permittivity 
(lossless case). 
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The results shown in Figure 4.43 - Figure 4.46 clearly indicate agreements 
between the embedded and non-embedded cases. This agreement is critically important 
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as it illustrates the removal of a static term through the differential ratio calculation. Such 
a concept, when considered with respect to application (measurements) suggests a 
calibration-free technique. 
4.6. CONCLUSION 
The dual-loaded scatterer (DLS), a novel MST probe design, was introduced in 
this Section. The theory behind the dual-loaded sensor has been fully developed and 
investigated. Using the MoM model, the effect of each measurement parameter, including 
incident field, on the induced current distribution and subsequent calculated ratio was 
studied. 
The differential ratio, Rms has been shown to be independent of polarization 
angle, separation distance, and for all practical purposes, incident field. Remaining 
dependencies are frequency, monostatic angle, and dielectric properties. The frequency 
dependence is expected, as even the (unloaded) wire scatterer has properties that change 
with frequency. The dependence of monostatic angle is not a limiting factor, as once the 
probe is placed in practice, the orientation of the probe with respect to incident field (i.e., 
monostatic angle) will be fixed. Hence, any change detected in the ratio over time is a 
result of a change in the material (dielectric properties) in the vicinity of the probe. 
Moreover, so long as the probe remains resonant or sub-resonant in length (::S "A/2), the 
effect of monostatic angle is minimal. The change in ratio with respect to dielectric 
properties, both permittivity and loss factor, is vital to the technique. Without this 
sensitivity, the DLS probe cannot be used to detect change in material properties. 
While many of the studies presented herein considered the transceiver and probe 
to be located in the same material and calculated the scattered fields directly, a first order 
approximation to a true embedded model was also presented. This model included the 
effects of a planar interface, and the ratio as calculated from this model is equivalent to 
the ratio calculated using scattered fields directly. These results suggest a calibration-free 
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technique, and as such are extremely promising for the utility of this method. Section 5 
presents measurements using the DLS probe. Measurements for calibrated and 
uncalibrated measurement equipment are included, as are embedded and multilayer 
results. 
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5. DUAL-LOADED SCATTERER MEASUREMENTS 
5.1. INTRODUCTION 
In Section 4 , a dual-loaded scatterer (DLS) probe was introduced. As with the 
original (single-loaded) probe, the signal scattered from the DLS probe must be detected 
separately from other reflections, including relatively strong static reflections. Dual-
loading of this probe results in four possible modulation states (whereas the single-loaded 
probe has two possible states). By taking a differential ratio, using information from all 
four states of the probe, the common terms (consisting of the static reflection terms) can 
be effectively removed. This ratio has the additional benefit of independence to several 
measurement parameters, similar to the ratio from the single-loaded probe. Section 4 
presented a full electromagnetic study of the induced current distribution and differential 
ratio. In this Section, the theory outlined in Section 4 is followed up with measurements 
to show the efficacy of the methodology. Subsequently, comparison between the 
simulation and experimental results is included as well. 
5.2. DUAL-LOADED MST PROBE 
The dual-loaded MST probe consists of a resonant dipole antenna, of length L, 
loaded with two PIN diodes (separated by a di stance d::), as shown in Figure 5.1. A 
photograph of one of the DLS probes used for the measurements presented in this Section 
is shown in Figure 5.2b. This probe (along with a few others) was designed to be resonant 
at 10 GHz, resulting in an (ideal) length L of 1.5 em (i .e., ha lf-wave dipole). The exact 
physical dimensions of each probe used in this investigation are provided per each set of 
measurements. Similarly, the load separation distance is approximately 5 mm in all cases. 
This dimension was chosen based on ease of probe construction. Lastly, all probes are 
loaded with two Microsemi GC4270 PIN diodes. Modulation of each PIN diode load is 
accomplished by connecting each load to a modulation circuit via thin w ires. These wires 





Figure 5.1: DLS probe schematic. 
Figure 5.2: Picture ofDLS probe. 
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The DLS probe has a total of four states; both probes are forward-biased (high-
high, or HH state), both probes are reverse-biased (low-low, or LL), and one probe is 
forward-biased and the other, reverse-biased (high-low, HL, and low-high, LH, states). 
Similar to what was presented in Section 4, the measured differential ratio is defined as: 
R = r HH -rLH 
DLS r -r 
HL LL 
(20) 
where r is the reflection coefficient detected at the transceiver. As the probe has a total of 
four states, so will the detected reflection coefficient. 
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5.3. DLS MEASUREMENTS 
In Section 4, a full electromagnetic investigation of DLS probe was presented. As 
a result, the differential ratio RDrs was shown to be independent of the separation 
distance, d, and (relative) polarization angle between the transceiver (in this investigation, 
a hom antenna) and the probe. To this end, measurements were conducted to show this 
independence experimentally. A probe with a length (L) of approximately 1.5 em was 
placed a distance (d) of 5.5 em in an anechoic chamber (to reduce environmental effects) 
in front of a hom antenna. Using a measurement process similar to that described in 
Section 2, complex reflection coefficient measurements (r) were obtained at X-band 
(with respect to the calibrated plane of the VNA) for all four states of the probe. Figure 
5.3 shows the measurement schematic, and Figure 5.4 shows the measured reflection 
coefficient data for all four states of the probe. This data was obtained using only one 
modulation cycle, meaning that no coherent averaging over a number of modulation 
cycles was applied. 





Figure 5.3: DLS measurement schematic. 
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Figure 5.4: Measured reflection coefficient data for all four states of the probe. 
The results presented in Figure 5.4 highlight a number of interesting points. First, 
the difference as a function of probe state is obvious. This is similar to Figure 2.2 of 
Section 2, where the difference as a function of probe was presented for the SLS. 
Moreover, this difference is more significant at lower frequencies (less than 10.5 GHz), 
demonstrated as a relative phase shift between all four states of the probe. The reason for 
this increased sensitivity to probe state is a result of the impedance of the (unloaded) 
dipole antenna and PIN diodes. As mentioned in Section 4, the PIN diode loads affect the 
overall induced current and subsequent scattered field. When the impedance of the PIN 
diode is on the order of the input impedance of the unloaded scatterer, (considered as a 
transmitting antenna with the driving source located at the location ofthe each PIN diode 
load), the effect from the load will be more significant. Thus, using the mathematical 
(simulation) model of Section 4, the input impedance (at both load locations, referred to 
as Zin, 1 and Zin,2) was calculated as a function of frequency and is provided in Figure 
5.5. For comparison, the impedance of the PIN diode is provided in Figure 5.6 (using the 
PIN diode circuit model of Sections 3 and 4). 
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Figure 5.5: Resistance and reactance of dipole. 
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Figure 5.6: Resistance and reactance of PIN diode load. 
The results shown in Figure 5.5 illustrate how the input impedance of the dipole 
antenna (as considered from each load location) changes with frequency. In addition, 
Zin, 1 and Zin,2 are equal, as the dual-loading of the dipole is symmetric with respect to 
the center of the dipole length. In the range of 8.2 - 10.5 GHz, the resistance of the dipole 
increases by a factor of 5, and continues to increase with frequency, reaching a value of 
over 400 n. The reactance of the dipole stays within a± 50 n range for most ofX-band. 
Now, considering the impedance of the load(s), shown in Figure 5.6, with respect to the 
impedance of the dipole, it is easy to see why the load would cause less of an effect at 
higher frequencies. The reactance of both the dipole and load is similar over the entire 
range of X-band. However, once the resistance of the dipole becomes sufficiently large, 
the effect of the load becomes less evident, as the large resistance is dominating the 
overall impedance value. Hence, since the more significant impedance parameter of the 
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load (the reactance) is small (in magnitude) compared to the dipole resistance, the overall 
effect of the load is reduced as the frequency is increased. Of course, this trend may 
change should a different PIN diode be used as the load. 
After the reflection coefficient data for each state of the probe was measured, the 
ratio can be calculated. Additional reflection coefficient measurements were made for 
separation distances of 3 em and 8 em. Using this data (and the results shown in Figure 
5.4), the ratio was calculated as a function of frequency, as is shown in Figure 5.7. 
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Figure 5.7: Ratio as a function of frequency for three separation distances. 
The results shown in Figure 5.7 clearly show the frequency dependence of the 
ratio. In addition, the independence of the ratio with respect to distance is evident, as the 
calculated ratios for all three distances are very similar per a given frequency. 
Additionally, there is more variation evident in the ratio in the first half of the frequency 
band (8.2 - 10.5 GHz). This is a result of the load presenting a more significant 
impedance to the dipole at lower frequencies. More specifically (and referring back to 
Figure 5.4), since the impedance of the load(s) results in a relative phase shift in the 
measured reflection data of each probe state, any unintended variation, common to each 
probe response, will be shifted (in frequency) as well. An example of such unintended 
variation (common to all four probe states but occurring at different frequencies, due to 
the relative phase shift) is the ripples in the measured reflection coefficient data, evident 
in Figure 5.4. As a result, these common terms are not removed when the different ratio 
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is calculated, since, in the measurement results, the variation appears to occur at different 
frequencies (per each probe state). Thus, the ratio will show more variation as a function 
of frequency in the lower part ofthe band where the effect of the load (i.e., phase shift) is 
more significant. 
It is also useful to compare the measured results with those of simulation. Using 
the mathematical model discussed in Section 4, simulations were conducted to compare 
the measured and simulated ratio as a function of frequency for a probe located a distance 
of 5.5 em from the transceiver. In the case of the simulated results, it is important to 
recall that the ratio is determined by calculating the scattered field directly (in this case, at 
an observation distance of 5.5 em from the scatterer/probe). The measured and simulated 
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Figure 5.8: Measured and simulated ratio as a function of frequency. 
The results shown in Figure 5.8 indicate good agreement (certainly in trend) 
between the measured and simulated cases. It is important to note the method by which 
the measured and simulated ratios are calculated. In the case of the simulated results, the 
ratio is calculated from the scattered field directly. However, in the case ofthe measured 
results, the ratio is calculated using reflection coefficient data. The detected reflection 
coefficient contains reflections from other targets in the vicinity of the probe, as well as a 
significant reflection from the aperture of the radiating hom antenna. No extra signal 
processing was required to remove the static terms, other than simply calculating the 
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(differential) ratio. Thus, the agreement between these two results is extremely 
encouraging for this technique. 
As was explained in Section 4, the ratio is independent of the separation distance 
between the transceiver and probe. It is useful to support what was shown via simulation 
with measurements as well. To this end, measurements were conducted using the same 
process as above, while in this case increasing the separation distance (d) in a controlled 
and precise manner. Furthermore, this process was also completed without first 
calibrating the VNA. The lack of calibration introduces a significant increase in the 
overall static term( s) present in the detected reflection coefficient data. If the premise 
behind the differential ratio is correct, the ratio, as calculated using reflection coefficient 
data from a calibrated and uncalibrated VNA, should be the same. Simulations are also 
included. Figure 5.9 and Figure 5.10 show the ratio obtained from all three sets of data 
(calibrated, uncalibrated, and simulated) for operating frequencies of 10 and 11 GHz. 
respectively. 
--Calibrated --Simulated 
- - Uncalibrated 
Distance (em) Distance (em) 
Figure 5.9: Measured and simulated ratio as a function of distance for an operating 
frequency of 10 GHz. 
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Figure 5.10: Measured and simulated ratio as a function of distance for an operating 
frequency of 11 GHz. 
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The results shown in Figure· 5.9 and Figure 5.10 show close agreement between 
the calibrated and uncalibrated ratios. Moreover, the simulated ratio (where, since the 
scattered field is used to determine the ratio directly, there are no static terms present) is 
also in good agreement with the measured ratio(s). This is very encouraging for this 
technique, as the ratio determined using uncalibrated data contains many static reflections 
(resulting from the numerous internal and external connections of the VNA) that are 
normally removed during the calibration process. It is quite significant, as it relates to the 
apparent practicality of this method, that the ratio can be determined using reflection 
coefficient data with no equipment calibration required or post-measurement data 
processing (such as a process to remove the static term from the measured results). The 
slight deviation between the measured and simulated results may be a result of the values 
used for the circuit model of the PIN diode load, as was discussed in Section 3. 
Another parameter that the ratio is independent with respect to is relative 
polarization angle. Therefore, if the long axis of the probe is misaligned with respect to 
the polarization of the tranceiving antenna, the ratio should remain the same as when the 
probe is aligned correctly. To illustrate this, measurements were taken as a function of 
distance using the same process as above, but this time the probe alignment was 45° from 
vertical, referred to as 'Tilted' in the results below. In this way, a polarization mismatch 
is created. The results of these measurements, for operating frequencies of 10 GHz and 
11 GHz, are shown in Figure 5.11 and Figure 5.12, respectively. For comparison, the 
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ratio for when the probe was aligned with the polarization of the hom antenna, referred to 
as 'Vertical', is also included. 
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Figure 5.11: Measured ratio as a function of distance for the vertical and tilted ( 45°) 
cases at an operating frequency of 10 GHz. 
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Figure 5.12: Measured ratio as a function of distance for the vertical and tilted (45°) 
cases at an operating frequency of 11 GHz. 
8 
The results shown in Figure 5.11 and Figure 5.12 confirm the expectation that the 
ratio is equivalent for the vertical and tilted cases. The phase ratio at 10 GHz (shown in 
Figure 5.11) does show more deviation between the vertical and tilted cases than the 
results at 11 GHz. However, this deviation, approximately 10° maximum, is not much 
larger than what occurs at 11 GHz (approximately 5°). As such, this deviation is 
attributed to measurement error and is not of concern. 
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The independence of the ratio with respect to polarization angle can be further 
investigated experimentally by rotating the probe in a controlled manner when located a 
specific distance, d, in front of the transceiver. In order to complete such an investigation, 
the probe was suspended (via a thin balsa wood rod) on a rotating platform, and the hom 
antenna placed a distance, d, of 1 em above the probe, as shown in Figure 5.13. Then, the 
platform was rotated in increments of 1 0°, where a set of reflection measurements were 
made (using the process above) at each angle interval, until a full 180° rotation of the 
probe with respect to the hom antenna was achieved. In this way, the effect of relative 
polarization angle can be more thoroughly investigated through measurements. The ratio 
as a function of rotation angle is provided below for frequencies of 10 GHz and 11 GHz 
in Figure 5.14. 
Transceiving Antenna 
tC 




Figure 5.13: Measurement schematic for rotation measurements. 
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Figure 5.14: Ratio as a function of relative polarization angle. 
The results in Figure 5.14 are as expected. The ratio is constant for a majority of 
the 180° range for both operating frequencies. As the probe approaches a relative 
polarization angle of goo, the ratio becomes undefined (and not useful). This is a result of 
a cross-polarized condition between the two antennas. Since both antennas are linearly 
polarized, and for angles near goo, are positioned in space such that their respective 
(linear) polarization are goo apart (in space), the amount of signal coupled to the probe 
(and subsequently re-radiated) is significantly reduced (to zero in theory). From the 
results in Figure 5 .14, the region where the ratio becomes undefined is from 
approximately 60° to 120°. While this range may seem large, it is not an issue in practice. 
There remains a large range of angles where the ratio is independent of polarization 
angle. In addition, it is unlikely that the angle orientation of a probe would 
unintentionally deviate over 60° from the intended orientation (i.e. 0°) during probe 
placement. It should also be noted that the measurement setup in this case included a 
rotating platform constructed of a large metal plate. This metal plate causes an additional 
static term to be present in the total detected signal. However, when comparing the values 
in Figure 5.14 to those of Figure 5.g - Figure 5.12 (measurements taken inside of an 
anechoic chamber, reducing additional static terms resulting from the measurement 
environment), good agreement is observed, suggesting the additional static reflection 
(from the rotating platform) was removed during the differential ratio calculation and as 
such, is of no consequence. This agreement further supports the successful removal of 
static terms as part of the differential ratio calculation. 
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A comment can also be made about the specific (numeric) behavior of the ratio at 
polarization angles near 90°. The ratio is calculated based on a detected reflection 
coefficient that contains a static term, the scattered field from the probe, and noise. At 
polarization angles near 90°, the (differential) ratio is calculated based on detected noise 
only, as the scattered field is effectively zero, and the static terms are removed during the 
calculation process. Therefore, the precise value of ratio in this region may become very 
large (such as that shown in the 11 GHz result of Figure 5.14), or may show less 
deviation (such as the 10 GHz result in Figure 5.14). Nonetheless, it is understood that 
angles near 90° will not result in a reliable ratio calculation. For further illustration, 
Figure 5.15 and Figure 5.16 show the ratio as a function of frequency for polarization 
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Figure 5.16: Ratio as a function of frequency for two different polarization angles. 
The results shown in Figure 5.15 and Figure 5.16 illustrate the effect of relative 
polarization angle on the ratio at angles near 90°. In Figure 5.15, a "clean" ratio is 
evident; with the only variation present that which is typical for measurements. As the 
relative polarization angle increases (Figure 5.16) the fact that the ratio is calculated 
using what is effectively a noise signal becomes especially noticeable for the results at 
90°. 
5.3.1. Embedded Measurements. An experimental study for the case of the 
DLS probe located in air is useful for verification purposes. However, it is not the best 
case to support practical application. As this technique is intended to be an embedded 
sensor technique, a more realistic experimental procedure includes an embedded probe 
(as opposed to the probe embedded in air). Therefore, a probe (in this case of length, L, 
equal to 1. 7 em) was embedded 8 em from the surface in a plexiglass box containing 







Figure 5.17: Measurement schematic for embedded measurements. 
Using the process outlined above for polarization measurements, the sand box 
was placed on the rotating platform, and measurements taken for the full 180° range (as 
outlined above). Furthermore, prior to embedding the probe, measurements were also 
taken of the probe in air (also located approximately 8 em from the hom aperture inside 
the plexiglass box), for comparison purposes. The ratio as a function of frequency, as 
calculated from the reflection coefficient measurement results (for sand and air), is 
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Figure 5.18: Ratio as a function offrequency for sand and air. 
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As can be seen in Figure 5.18, the ratio for sand and air is different for most of X-
band. However, there are frequencies where ambiguity occurs. For example, near 9 GHz, 
the magnitude of both ratios is similar. However, the phase of both ratios is different at 
this frequency, and as the ratio is a complex parameter, this apparent ambiguity does not 
actually exist. Near 10 GHz, there is a true ambiguity as complex ratio for both cases is 
similar at that frequency. However, this is not a limiting issue for this technique. For 
embedded applications, if the expected change in the ratio is similar to for, example, that 
of air to sand, then an operating frequency of 9 - 10 GHz, or 10.5 - 11 GHz is best. This 
type of analysis (to choose a frequency to maximize a change in ratio) can also be 
accomplished via simulation if the expected change in material properties is known. If the 
expected change is not known, then using a number of different measurement frequencies 
may also be beneficial. 
Another comparison that can be made involves the ratio at an interface of air and 
sand. As discussed in Section 4, the induced current changes as a function of material 
surrounding the probe. Therefore, if the probe is surrounded by two materials, the ratio 
for such a case should be different than the ratio for either material individually. To this 
end, measurements were obtained (as above) as a function of rotation angle for the case 
where the probe was located at the air-sand interface (a distance of approximately 8 em 
from the hom aperture) within the plexiglass box. The results are shown in Figure 5.19, 
along with the ratio of sand and air individually. Additionally, Figure 5.20 shows the 
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Figure 5.19: Ratio as a function of polarization angle for three different cases at a 
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Figure 5.20: Reduced scale to show change of ratio as a function of polarization 
angle for three different cases. 
From the results shown in Figure 5.19 and Figure 5 .20, independence of all three 
ratios as a function of polarization angle is shown. In addition, as is more easily seen in 
Figure 5.20, a difference in the ratio (both magnitude and phase), per each material, is 
evident. This is especially noticeable in the phase of the ratio, where there is 
approximately 10° of difference in phase per each material, including the interface. This 
is very important as it relates to the viability of this technique as a sensor capable of 
detecting change in material properties. It is also interesting to note that the ratio for the 
air/sand interface, for both magnitude and phase, lies between the ratio for air and the 
ratio for sand (or between the material "limits" of the interface). A final comment can be 
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made about the ability to assess interface materials. Using the traditional MST probe, 
presented in Sections 2 and 3, evaluation of an interface was very difficult to achieve. 
This is due to the difficulty of removing the static term(s) from the detected signal. 
However, these results support the potential for using a DLS probe in conjunction with 
MST to detect change in material properties, including those at an interface. 
5.3.2. Multilayer Measurements. The DLS ratio has been shown to be 
sensitive to material properties, including those at an interface. This change suggests that 
the technique may be applied for evaluation of multilayer structures. More specifically, 
the technique may offer the ability to evaluate a given layer, without influence of 
additional layers in front of or behind the layer of interest. To illustrate this potential 
application, measurements were conducted using a probe with a length (L) of 1.5 em. As 
before, this probe was suspended in front of a hom antenna connected to a calibrated port 
of a VNA, but in this case, an additional layer of hard synthetic rubber (of thickness 2.5 
em) was placed in between the hom and probe. In this way, reflection measurements can 
be made and the ratio calculated to assess the second layer in which the probe is located 
(i.e. a layer of air). It is expected that the presence of the front layer will not affect the 
ratio, as this layer only contributes additional static reflections that are subsequently 




Figure 5.21: Measurement schematic for measurements with a front layer. 
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To begin, the probe was placed very close to the synthetic rubber layer, and then moved 
in a controlled manner away from that layer. As above, per each location of the probe, a 
complete set of reflection data was obtained. Using this data, the ratio was calculated as a 
function of distance and is provided below for operating frequencies of 1 0 GHz and 11 
GHz in Figure 5.22 (magnitude) and Figure 5.23 (phase). For comparison, the ratio as a 
function of distance without the additional layer is also included. 
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Figure 5.22: Magnitude of the ratio as a function of distance a) without, and 
b) with, an additional layer. 
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Figure 5.23: Phase of the ratio as a function of distance a) without, and b) with, an 
additional layer. 
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The results shown in Figure 5.22 and Figure 5.23 support the expectation that the 
ratio of the probe in air is equivalent between both cases (with and without the first 
layer). As such, this technique has the potential for individual layer evaluation of 
multilayer structures. 
Another important comment can be made about the results in Figure 5.22b and 
Figure 5.23b (i.e. , the ratio for the case with the additional synthetic rubber layer). As 
mentioned above, the initial location of the probe was very close to the rubber layer. As 
such, it is possible (and likely) that the field scattered by the probe was affected by the 
presence of both synthetic rubber and air (similar to that discussed above with respect to 
the sand-air interface). The ratio does exhibit some change within the first 2.5 mm - 5 
mm away from the synthetic rubber-air interface. This change may indicate the potential 
for characterizing the range at which the probe (and ratio) becomes sensitive to material 
changes. This may be useful if a DLS probe were to be placed in a particular layer for the 
purpose of detecting the presence (or lack) of an invasive substance. For example, 
consider a cement-based structure subjected to multiple de-icing treatments (i.e., 
chloride). It may be useful to determine when chloride ingress has reached a particular 
critical location of interest. The results presented here support such a possible application 
for embedded MST using a DLS probe. 
Consequently, measurements were also conducted to further investigate the 
potential of MST using a DLS probe for interface evaluation. Using a measurement 
process similar to above, measurements were made for the case when the DLS probe is 
fixed at an interface between hard synthetic rubber (Layer 1, with a width of 2.5 em) and 
air, with an additional synthetic rubber layer (Layer 2, with a width of 4 em) present. The 
probe used for these measurements is of length (L) 1.3 em. The initial measurement setup 
is shown below in Figure 5.24, where both layers of synthetic rubber are placed as close 
to flush as possible, with the DLS probe placed between them. 
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Figure 5.24: Initial measurement schematic for multilayer measurements. 
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Using this initial measurement setup (Figure 5.24), three different sets of 
measurements were conducted. Case 1 started from that shown in Figure 5.24, with Layer 
2 systematically moved away from Layer I (and the probe), as is shown in Figure 5.25. 
Transceiving 
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Figure 5.25: Case I, where the probe is attached to Layer I and Layer 2 is moved. 
In this way, a middle layer (of air) of increasing width is created. The ratio from 
Case I should remain constant as a function of the width of the middle layer, as the 
material surrounding the probe will be synthetic rubber (Layer 1) and air. Of course, for 
very small widths of the middle layer, it is possible that the ratio may be sensitive to 
changes in this dimension. Such a sensitivity introduces the possibility of composite 
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structure evaluation, specifically disbonds between composite layers or delaminations 
within a layer. For example, if a DLS probe is placed at a critical location (structurally 
important, or one where disbond-type failures are expected to occur first), the ratio will 
change with the introduction of the dis bond (i.e., thin layer of air). It may be possible to 
assess when the width of a disbond has reached a certain extent (meaning the ratio is no 
longer changing with increase in disbond), or at minimum, be able to detect the presence 
of a dis bond from a measured change in the ratio. 
Case 2 is similar to Case 1, except the position of Layers 1 and 2 are switched. 
This is shown in Figure 5.26. 
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Figure 5.26: Case 2, where the probe is attached to Layer 2 and Layer 1 is moved. 
The ratio resulting from the measurement procedure illustrated in Figure 5.26 
(Case 2) should be equivalent to that of Case 1, since the material surrounding the probe 
(air and synthetic rubber is the same in both cases. 
Case 3, shown below in Figure 5.27, is similar to Case 1, except the probe is 
attached to the moving layer. In other words, the probe is on the other end of the 
increasing middle layer. 
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Figure 5.27: Case 3, where the probe is attached to Layer 2 and Layer 2 is moved. 
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The ratio from the measurement process illustrated in Figure 5.27 should be 
equivalent to the ratio of Cases 1 and 2. In all three cases, the material surrounding the 
probe is the same. Since the static terms are removed during the differential ratio 
calculation, the physical differences between each Case should not affect the ratio. The 
ratio for all three cases as a function of middle layer width is shown below in Figure 5.28. 
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Figure 5.28: Ratio as a function of middle layer width for all three multilayer cases. 
The results in Figure 5.28 indicate that there is good agreement in the ratio for all 
three Cases mentioned above, especially between Cases 1 and 2. Comparing Cases 1 and 
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2, the agreement is very strong, especially in magnitude. There is some deviation in 
phase, at most approximately 10°, but given the difference in physical setup and 
considering the fact that coherent averaging (using the result from many different 
modulation cycles) was not incorporated, this agreement is very encouraging. The same 
can be said about Case 3 and its comparison with Cases I and 2. Case 3 is significantly 
different physically than Cases 1 and 2, and yet the ratio from Case 3 exhibits similar 
values and trends as Cases 1 and 2. The probe in Case 3 is placed on the other side ofthe 
increasing middle layer. Therefore, the scattered field, detected at the location of the 
transceiver, will not be as strong in this case. In additional, there are more boundaries 
leading to additional potential multiple reflections that may be on the order of the 
scattered field. If this is the case, the overall effect may be a ratio with more deviation. 
The issue of multiple reflections has not been of concern prior to this, even in the case of 
the experiments conducted without an anechoic chamber due to the (simplified) geometry 
of the test setups (such as a rotating platform for polarization measurements) , as opposed 
to a multilayer structure with an increasing layer dimension. Overall , the results from 
Case 3 indicate an agreement with the first two cases that is commensurate with the level 
of agreement from previous measurement results. However, as the structures in Cases 1 
and 2 are significantly different than that of Case 3, it is conceivable that, in the case of 
more complicated geometries (for example, multiple layers), the ratio may be susceptible 
to the direction of interrogation (i.e. the ratio from Case 2 may not be equal to the ratio 
from Case 3). 
Since these experiments were not conducted m an anechoic chamber, 
environmental effects (including reflections from other targets in the laboratory, some of 
which are not constant in time) are also present in the detected signal(s) and may cause 
more deviation in the ratio as a function of middle layer width. These non-constant 
targets can be considered as noise, and as the ratio for the DLS probe includes a 
differential calculation, it is possible that this noise will cause more deviation in the ratio, 
as it will not be a common term that is removed. This behavior is similar to that of a 
difference amplifier, where the circuit produces an output proportional to a difference 
signal, and rejects common-mode signals [63]. This effect is possible for all three ratios, 
but Case 3 is likely to be the most susceptible, as it is the most complicated of the three. 
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Overall, the strong agreement between Cases 1 and 2, and the agreement in trends and 
general values of Case 3, support this technique as an option for layer and interface 
evaluation in multilayer structures. 
One last comparison can be made between the results in Figure 5.28 and the ratio 
of this probe located in exclusively in air. Figure 5.29 shows this comparison using the 
results of ratio for Case 1. 
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Figure 5.29: Ratio for Case 1 (as a function of middle layer width) along with the 
ratio of the probe located in air. 
The results in Figure 5.29 show that the ratios of Case 1 and air are markedly 
different. This provides additional support for MST using a DLS probe as a potential 
method for the evaluation of multilayer structures. 
5.4. CONCLUSION 
The modulate scatterer technique has shown promise as an embedded sensor 
technique. Incorporating a dual-loaded scatterer into MST has strengthened the 
technique, as the static signals are removed as part of the differential ratio calculation. A 
full electromagnetic study of the DLS was presented in Section 4, and the measurement 
results presented in this Section serve to support what shown theoretically in the previous 
Section. Within this Section, independence of the ratio with respect to separation distance 
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and relative polarization angle was verified experimentally. Additionally, the ratio was 
shown to be sensitive to the material in the localized vicinity of the probe. This concept 
was first illustrated with measurements of the ratio embedded in sand, and then extended 
to a study of the ratio in a specific layer (within a multilayer structure). It was shown that 
layers preceding and following the layer of interest (containing the probe) do not effect 
the ratio, as it is the material in the immediate vicinity of the probe that effects the ratio. 
This concept can also be broadened to include interface evaluation, including potential 
detection of unwanted interfaces (such as a disband in a layer of a layered composite 
structure). Overall, including a DLS probe into MST has opened up the potential realm of 
applications, making this a more robust localized sensing technique. 
The final section of this dissertation will include a discussion of a number of 
topics including an initial study on the effect of noise on both types (single- and dual-
loaded) of probes, the possibility of using power/radar cross section measurements (as 
opposed to complex magnitude and phase measurements) to determine the ratio (thus 
simplifying the required measurement equipment), as well as a discussion on future work 
for the further development of this embedded sensor technique. 
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6. DISCUSSION AND CONCLUSION 
6.1. INTRODUCTION 
In this dissertation, embedded modulate scatterer technique, usmg both the 
original single-loaded and dual-loaded scatterer (SLS and DLS, respectively) was 
thoroughly investigated. Section 2 introduced the SLS and the inclusion of a swept-
frequency/Fourier Transform process (i.e. time-gate method) to MST. Section 3 provided 
a thorough electromagnetic study of the SLS. In Section 4, an improved probe design (the 
DLS) was introduced, along with a full electromagnetic derivation of the potentials of 
this probe as applied to MST. Section 5 outlined several different sets of relevant 
measurements, demonstrating the utility of the DLS for embedded cases. 
As a result of this study, embedded MST has shown promise as a material 
evaluation tool. The differential ratio of the DLS provided removal of the static terms 
from the ratio, suggesting a calibration-free technique. This is a significant improvement 
as compared to single-loaded MST, where, in order to accomplish static term removal , 
additional steps must be taken (i.e., time-gate method). This final Section addresses a few 
practical considerations (such as the influence of noise and probe design considerations) 
before concluding with a discussion of potential future work. 
6.2. INFLUENCE OF NOISE 
This investigation included a complete electromagnetic investigation of both 
probe designs as applied to MST, and some specific measurements designed to show the 
expected behavior (such as independence of the ratio with respect to distance) or a 
potential application/proof-of-concept of embedded MST (for example, measurements of 
the probe embedded in sand, or used in a multilayer application). All measurements were 
completed in a controlled (laboratory) environment, and in some cases, even included an 
anechoic chamber to reduce environmental effects (i.e ., one source of noise). 
Simulations of the ratio were conducted as a function of relative permittivity to 
obtain a representative idea of how noise may affect the ratio ofthe SLS and DLS probes. 
These simulations assumed a probe length of 1.5 em (both probes are resonant at 10 GHz 
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in free-space) and, for the DLS, a load separation distance (dz) of 5 mm. Complex noise 
(in the form of a software-created random complex signal) was coherently added to the 
calculated scattered field. In this way, detection of a noisy scattered field signal is 
replicated. The software-created noise has a normal (Gaussian) distribution, and an 
average noise power related to the signal-to-noise (SNR) ratio. SNR is defined as the 
ratio of average signal power to average noise power, as measured within a specific 
bandwidth. Another way noise power can be represented is, using a statistical analysis, 
the mean square value of a noise signal measured over a given (long) time-period. 
Therefore, to model the mean square representation of noise power and the average noise 
power specified through a specific SNR, 1 00 separate instances of Gaussian noise was 
coherently added to the calculated scattered field (from each probe state). The average of 
this data set was used as a first-order representation of a noisy (detected) scattered field 
[64-65]. 
Three different SNR' s were considered; 30 dB, 20 dB, and 10 dB. These values 
were chosen to represent practical measurement limits, namely, a very clean signal (30 
dB) to a fairly noisy environment (10 dB). The ratio for both probes is shown below in 
Figure 6.1 (SLS) and Figure 6.2 (DLS). 
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Figure 6.1: SLS ratio as a function of relative permittivity (lossless case) for three 
different SNR' s. 
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Figure 6.2: DLS ratio as a function of relative permittivity (lossless case) for three 
different SNR' s. 
By examining Figure 6.1 and Figure 6.2, it is clear that the ratio of the SLS probe 
is less sensitive to noise than the DLS probe. This is as expected, since the noise changes 
per each probe state, more variation will result in the DLS ratio, as the noise is not 
common to all and therefore is not removed during the differential ratio calculation. 
Additionally, for an SNR of 10 dB, and for larger values of relative permittivity, the noise 
is very significant in the DLS ratio (as compared to the ratio for an SNR of20 dB and 30 
dB). This indicates that the effect of noise is becoming more significant (in the ratio 
calculation) than the change in probe state. However, for materials more similar to free-
space, the DLS probe still performs reasonably well. 
From these results, it appears that the SLS probe may be a better choice for noisy 
environments. However, it is important to remember that the probe response is not 
readily available for the SLS (as it is using the DLS, due to the differential ratio 
calculation). Overall, there is a tradeoff between ease of application (e.g., necessity of the 
time-gate method for the SLS) and effect of noise on the ratio. Shown next in Figure 6.3 -
Figure 6.5 are the results of a similar analysis with respect to relative loss factor (with a 
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Figure 6.3: SLS ratio as a function of relative loss factor (relative permittivity of3) 
for three different SNR's. 
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Figure 6.4: Reduced scale of SLS ratio as a function of relative loss factor 
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Figure 6.5: DLS ratio as a function of relative loss factor (relative permittivity of 3) 
for three different SNR's. 
As can be seen in Figure 6.3 (SLS ratio), the effect of noise is not detectable. 
Figure 6.4 shows the same information as Figure 6.3, but on a reduced scale. In this case, 
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the effect of noise is minor but evident for small relative loss factors. This indicates that 
as the relative loss factor increases, the noise (and its subsequent effect on the ratio) is 
attenuated (along with the scattered field as well). This may seem to indicate an 
advantage of the SLS probe for detecting change in lossy materials in noisy 
environments, but it is important to remember that the signal of interest (field scattered 
by the probe) is also attenuated in lossy environments, and therefore reliable detection 
may be more difficult in practice. 
The results shown in Figure 6.5 (the DLS ratio) are significantly different than 
those of the SLS. The noise variation dominates the ratio once the relative loss factor has 
reached a value of -0.5. This indicates that the variation in noise, given the attenuation of 
the scattered field, is more significant than the scattered field itself. This may indicate 
that the DLS probe may not perform well in noisy environments for evaluation of lossy 
materials. Overall, it should be noted that as noise is a very complex topic, the results and 
discussion presented in this section are not meant to encompass a complete study, but 
rather to provide insight as to which method may be more reliable in noisy environments. 
6.3. PROBE DESIGN CONSIDERATIONS 
The studies presented in this dissertation provide great insight into the potential 
applications of embedded MST (using the SLS and DLS probes). If a specific 
application/goal is known, the results of this work may be used to optimize the probe 
design, select an optimal frequency of operation, etc., in order to maximize the sensitivity 
of the ratio to the sensing goal. It is also useful to perform a sensitivity analysis of each 
ratio (from an SLS and DLS probe) with respect to change in dielectric properties. 
Initially, simulations were conducted as a function of relative permittivity 
(lossless case) considering SLS and DLS probes of three lengths; 1J4, 1J2 and 31J4 (with 
respect to 10 GHz in free-space), in order to examine which probe has the most useful 
change in ratio for a given material. In the case of the DLS, the load separation distance 
was approximately O.lSA.. The results from these simulations are shown in Figure 6.6 for 
the SLS and Figure 6. 7 for the DLS. 
--A./4 
- 1..14 --t../2 
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By examining the results shown in Figure 6.6, it is obvious that SLS probes 
perform differently based on probe length. For example, considering the magnitude of the 
ratio, the A./4-probe appears most sensitive for materials with relative permittivity 
between 2 and 3, meaning if the expected change in material falls in this range, a probe of 
this length may be a good choice. A similar statement can be made for a material with a 
relative permittivity of6 for the A./2-probe, and 3.5 for the longest probe (oflength 3/J4). 
Phase can also be used to choose an optimal probe length. Considering phase, a material 
with relative permittivity of 2 is best for the A./4-probe. Interestingly enough, for this 
particular value of permittivity, the magnitude of the ratio cannot be used to detect 
change, as the change in magnitude is equivalent for larger and smaller values of relative 
permittivity (centered near 2). The A./2-probe is best for detecting change in relative 
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permittivity of 5 or 6.5, although the range in this case is limited. The longest probe 
(3/J4) is only useful for relative permittivities slightly smaller or larger than 3. 
By examining the results in Figure 6. 7, a similar analysis can be applied to the 
DLS. When using the Ai4-probe, the ratio is most sensitive to relative permittivity of2 for 
magnitude and 1.5 for phase. With respect to the /J2-probe, it is most sensitive at values 
of relative permittivity near 3.5 (in magnitude) and relative permittivities of slightly 
smaller or larger than 3 (in phase). The longest probe (of length 3A./4) offers sensitivity in 
both magnitude and phase for materials slightly different than free-space (i.e. , relative 
permittivity of 1.5). There is also a stronger sensitivity in magnitude at a value of 6.5, and 
near 5.5, in phase. 
If possible, it is best to choose a probe that offers a useful sensitivity, per a given 
material, in both magnitude and phase. In this case, this behavior is evident for small 
ranges, such as near a relative permittivity of 2 for the A./4-probe (SLS and DLS ), and 
between 5 and 6 for the SLS A./2-probe, and between 3 and 4 for the DLS A./2-probe. The 
3A./4-probe (SLS and DLS) also exhibits this type of behavior (near 3 for the SLS, and the 
range of 1-2 for the DLS). Since these results are determined using a specific (dimensions 
and PIN diode load) probe, different probe geometry (length, radius, or PIN diode load) 
may result in an improved performance. Ultimately, an analysis of this type may provide 
design insight if specific sensing goals (for example, expected change of material) are 
known. 
It is also important to consider (practical) detection of these signals. In the both 
cases, static reflections, often times much larger than the scattered field (signal of 
interest), are included as part of the total detected signal. Therefore, maximizing the 
scattered tield is of interest. The scattered field from each state of both probes (located in 
free-space with a unit plane-wave incident electric fi eld) is provided in Table 6-1 for the 
SLS probe, and Table 6-2 for the DLS probe. 
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Table 6-1: Scattered field for SLS probes located in free-space. 
Scattered Field (magnitude, phase) (mV/m) 
Load State L=:AA L = A./2 L=3AI4 
L 6.7 129° 76 128° 48 88o 
H 9.1 131° 49 95° 37 82° 
Table 6-2: Scattered field for DLS probes located in free-space. 
Scattered Field (magnitude, phase) (mV/m) 
Load State L = A/4 L = A./2 L=3AI4 
LL 6.1 129° 80 144° 51 91° 
LH 7.7 130° 60 107° 40 84° 
HL 7.7 130° 60 107° 40 84° 
HH 10.2 133° 44 91° 36 80° 
The results in Table 6-1 and Table 6-2 indicate that for both probes, the scattered 
field is strongest for the resonant (A/2 in length) probe. This is important when practical 
considerations such as reliable detection are considered, especially since (large) static 
rct1ections are likely present in the total detected signal. It is also important to note that, 
while the field scattered by the longer 3A/4-probe is less than that of the :A./2-probe, it is 
still significantly larger than the A/4-probe. Hence, it may be more practical to employ 
probes of resonant length or longer, although for applications where a non-intrusive 
probe is desired, the increase in length may be a disadvantage. Additionally, as discussed 
in previous Sections, the issue of monostatic angle dependency is stronger for probes 
longer than resonant. Obviously, this presents yet another optimization that should be 
considered on a case by case basis, depending on the specific sensing needs of the 
application. Lastly, it should be noted that while this analysis was presented for the 
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lossless case, it is expected that the inclusion of loss factor will increase practical 
detection difficulties as the scattered field will be attenuated as a result. 
In the area of dielectric measurement/calculation, in general, relative permittivity 
can be measured with an accuracy of±5%, and relative loss factor, an accuracy of±10%. 
It is interesting to consider this (general) accuracy with respect to embedded MST. For 
the SLS probe, considering Figure 6.6 and the corresponding analysis presented above, a 
sensitivity analysis was performed using a material with (nominal) dielectric properties of 
3.5- j0.5 (chosen based on the response of the 3AJ4-probe). By considering the range of 
relative permittivity and loss factor, a nominal ratio and supporting "limit" ratios (from 
the upper and lower bounds of the material properties) can be calculated. This analysis 
also included the AJ2-probe, since this probe has a more significant scattered field. The 
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Figure 6.10 Ratio vs. frequency for the SLS 3:AJ4-probe, varying relative permittivity. 
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Figure 6.11: Ratio vs. frequency for the SLS 3AJ4-probe, varying relative lost factor. 
The SLS results shown in Figure 6.8 - Figure 6.11 indicate a number of 
interesting points. First, the reduced sensitivity (i.e., change) of the ratio calculated using 
the AJ2-probe as compared to the 3AJ4-probe is obvious. Considering the AJ2-probe, in 
both cases of varying the relative permittivity (by ±S%) and relative loss factor (by 
±10%), the magnitude of the ratio is, for all practical purposes, constant. This indicates 
that, most likely, the ratio cannot be used for direct calculation of dielectric properties or 
to detect a change in dielectric properties of this order of magnitude. The ratio calculated 
using the 3AJ4-probe is a bit more encouraging. In this case, the phase of the ratio does 
indicate some sensitivity to dielectric properties. However, the change over the three 
different values is minimal, less than so per change in relative permittivity and loss 
factor. As there has been more than so of change presented in Sections 2 and S, resulting 
from measurement error alone, this indicates that it is unlikely that the ratio can be used 
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for direct calculation of the dielectric properties, or possibly as an indication of change in 
dielectric properties. However, considering Figure 6.1 0, it is possible that, if swept 
frequency measurements were to be used, the frequency at which the phase of the ratio 
reaches a maximum may be indicative of a change in relative permittivity. In the results 
of Figure 6.1 0, almost 500 MHz of change is evident as the permittivity is varied over the 
±5% range. This amount of change in the frequency of the phase maximum may be 
measureable and therefore useful. 
Overall, these results do not suggest that embedded MST, using an SLS probe, is 
not a useful technique. Rather, the technique will likely find successful application for 
sensing applications of substantial change, such as the introduction of an additional 
material (e.g. chloride ingress or moisture), or a drastic structural change, such as a 
delamination or disbond. 
A similar analysis was completed for the DLS, but with nominal relative 
dielectric properties of 6.5 - j0.5 (chosen based on the sensitivity of the 3A/4-probe, as 
shown in Figure 6.7). The results ofthe DLS analysis are shown below in Figure 6.12-
Figure 6.15. 
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Figure 6.13: Ratio vs. frequency for the DLS 1./2-probe, varying relative loss factor. 
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Figure 6.14: Ratio vs. frequency for the DLS 31./4-probe, varying relative 
permittivity. 
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Figure 6.15: Ratio vs. frequency for the DLS 3JJ4-probe, varying relative loss factor. 
' The results presented in Figure 6.12 (for the DLS JJ2-probe) indicate that this 
probe is not sensitive to changes in relative permittivity of this magnitude. Figure 6.13, 
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however, indicates some sensitivity to change in relative loss factor. However, this 
sensitivity is, like the SLS probe, on the order of what was presented in previous Sections 
as expected variation in measurement (5° of change in phase). In addition, unlike the 
results in Figure 6.1 0, where a phase maximum occurred at different frequencies, in this 
case the phase minimum and maximums occur at the same frequency. Therefore, this 
probe is not well-suited for precise dielectric property calculations, but may still find 
application for detection of more considerable changes in material. 
The 3}./4-probe has a ratio response (Figure 6.15) similar to that of the SLS probe. 
More specifically, with respect to change in relative loss factor, this probe is quite 
insensitive, and thus not useful for sensing applications of this type. However, with 
respect to change in relative permittivity (Figure 6.14 ), this probe has a ratio similar to 
the SLS above (Figure 6.1 0). As a result, this probe may find application in conjunction 
with swept-frequency measurements, as discussed above for the SLS probe. In all, it is 
likely that embedded MST, in its current stage of development, will be best implemented 
as a large-scale material change detection method. 
6.4. FUTURE WORK 
The overriding goal of this dissertation has been to investigate the basics of 
embedded MST in such a way that its potentials and limitations are established. To this 
end, two probe designs, as applied to MST, were considered. The original probe design, 
the SLS, was developed prior to the start of this work. At that point, the premise behind 
MST was well understood, but many limitations remained, including the issue of static 
reflections. Thus, a method by which the probe response could be obtained individually 
was required. It has been shown that the time-gate method successfully accomplished this 
requirement. Concurrent to this, a full electromagnetic study of the SLS as applied to 
MST was also conducted, bringing the technique to more developed and well-understood 
stage. The necessity of the time-gate method prompted further development of MST to 
include a probe that, as part of the application to MST, did not require additional methods 
to remove static reflections. The incorporation of the DLS to MST resulted in a more 
practical and robust method. As with the SLS, a full electromagnetic study of the DLS 
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probe was also conducted along with supporting measurements, resulting 111 a clear 
understanding of the potential applications and limitations of the technique. 
To conclude this dissertation, a discussion of a number of potential topics for 
future work for MST is provided. These topics include improved probe design. improved 
mathematical modeling, development of the "Sphere of Influence' ' (defined below). 
specialized instrumentation, and possible further applications of MST. 
6.4.1. Improved Probe Design. The electric field scattered by the probe (the 
quantity upon which the ratio is based) depends on the geometry ofthe probe. This is true 
for both probe designs (SLS and DLS). Furthermore, it is understood that this scattered 
field is a relatively small signal, especially when considered relative to the other strong 
reflection(s) present (most significantly, the reflection resulting from the interface of the 
material in which the probe is located). Therefore, ifthe scattered field can be maximized 
by optimizing the probe geometry, this signal will be more reliably detected. This, at 
minimum, will improve the repeatability of this technique, and may also improve the 
sensitivity of the probe to change in material properties as well. Such an improvement is 
beneficial, since, as shown in this Section, improved probe sensitivity results in a better 
ability to detect smaller changes in material properties. 
6.4.2. Improved Mathematical Modeling. The large scale goal of this work 
has been to bring the MST technique, using SLS and DLS probes, to the point where the 
potentials are thoroughly understood. This goal has been accomplished by complete 
electromagnetic studies on both probes as applied to MST, with supporting measurements 
in both cases. Meeting this goal leaves room for many improvements to the mathematical 
modeling including: 
• improved electromagnetic consideration of multilayer structures, 
• error analysis, especially since expressions for the ratio are available, 
• noise analysis, 
• comprehensive statistical analysis to gam a better understanding of the 
minimum detectable change in dielectric properties. 
The results from any one of these studies may provide valuable information about 
optimal applications for the technique or potential probe design optimization or 
improvement. 
6.4.3. Sphere of Influence. It is understood that the current induced on a 
loaded scatterer is a function of the material surrounding the scatterer. In the case of large 
homogeneous materials, or layered structures with electrically thick (i.e. greater than a 
few wavelengths) layers, the range at which materials begin to effect the current 
distribution is not an issue, since the current is solely affected by the material surrounding 
the probe. However, in the case of thin layer evaluations, or evaluations of a material 
interface, it is useful to know the range at which the material begins to effect the current 
distribution. This range is qualitatively termed as the "Sphere of Influence" . Should the 
Sphere of Influence be quantitatively described, it may be applied to MST for possible 
applications including detecting the presence of an ingressing material (such as chloride 
ingress in cement-based structures), or assessing the width of a disbond or delamination 
within a composite structure. 
6.4.4. Specialized Instrumentation. The MST technique is a modulated 
technique. Thus far, the modulation aspect of this method has not been fully utilized. As 
has been mentioned in previous Sections, the addition of coherent averaging may 
improve the reliability of the detected probe response, especially in noisy environments. 
Including coherent averaging implies that the measurement process is automated, 
meaning the probe can be modulated in a specific, controlled manner within in which the 
frequency data (swept or single frequency) can properly obtained. The case of single-
frequency operation and coherent averaging brings forth an additional opportunity for 
improvement. For single frequency operation, the total detected signal can be regarded as 
similar to an amplitude-modulation signal, consisting of a carrier and a modulated 
component. The modulated component, in this case, is the signal of interest (i.e. scattered 
field) , and the carrier, the static term. Therefore, it may be possible to include specialized 
instrumentation " tuned" to the modulated component (i.e ., removing the carrier from the 
total signal as part of the detection process) . This may be especially useful for the SLS 
(the sensor shown to be less susceptible to noise), which currently requires the time-gate 
method in order to be practically applied as an embedded sensor. 
6.4.5. Potential Applications. Thus far, MST has been developed as an 
embedded sensor technique. One possible extension to this is the potential application of 
MST for detection of corrosion of rebar. As the material surrounding the probe affects the 
induced current and hence the ratio, it is conceivable that if a probe is placed ncar a rcbar. 
the ratio may change depending on the presence of corrosion. Initial testing of such an 
application may include using a corroded rebar alone with a DLS probe to see if the 
presence of corrosion can be detected. This can be further extended to an embedded (e .g. 
rebar in mortar or concrete) condition. 
6.5. CONCLUSION 
The modulate scatterer technique has the potential as a robust embedded sensor 
for localized material evaluation. Two probe designs, the SLS and DLS, have been 
considered, each with respective benefits and drawbacks. This Section concludes this 
research endeavor by discussing a few practical considerations (effects of noise and probe 
design considerations/sensitivity). Lastly, a number of potential future improvements to 
the technique have been discussed, as well as prospective further applications. 
APPENDIX A. 
SLS MATLAB CODE 
SLS Code 
%% this code calculates the current distribution on a single loaded 







%% sweep 0 does off center load. all others are center loaded. 
fprintf('\nSweep Paramaters: \n Enter 0 for single frequency, 1 for 
f requency sweep,\n 2 for incident/observation angle sweep, 3 for 
polarization angle sweep,\n 4 for position sweep, 5 for dielectric 
properties sweep, \nor 6 for load sweep. \n'); 
ss=input('\nSweep #: '); 
dipl=1.5e-2; 
dipa=.5e-3/2; 
% length of the wire (m) 
% radius of the wire (m) 
nPtz=input('\nHow many MoM segments (must be odd)?: '); 
if ss-=5 %not sweeping dielectric properties 
fprintf ( '\n') 
er=input('What are the relative dielectric properties of the 






Loff=input('\nWhat is the offset from center f o r your load location 
(positive offset is "up")? '); 
f=input('\nFrequency of operation (GHz): '); 
Iangle=input('\nWhat is the angle of incidence (0 is head on) 
(deg)? '); 
Pangle=input('\nWhat is the polarization angle (0 is head on) 
(deg)? '); 
Oangle=input('\nWhat is the angle of observation (0 is head on) 
(d e g )? '); 
Oangle=Oangle . *pi/180; 











ZloadH=Rload+(j*w*Lload); %%high,assumes series combination 





%form the V matrix for Incident Plane Wave, plane wave magnitude of 1 
%form dipole axis zn for plotting 










%% discretize dipole length 
dzz=dipl/(nPtz-1); %segments 
zzplot=O:dzz:dipl; %dipole axis, 0 to L, size N 
zz=O:dz:dipl; %dipole axis, 0 to L, size N+1, segment lines 
zz2=zz-dipl/2; %dipole asiz, -L/2 to L/2, NOT segment centers 
zl2=Loff; %load location, -L/2 to L/2, 
for ij=1:nPtz, 
137 






Ewave(ij)=20*(cos(1000*zn(ij) ) A2)*magterm.*phterm; 
Vwave(ij)=CC*Ewave(ij); 














Vfrill(ii)=(CC*1/(2*log(2.3)))*(expm{-j*k*r1)/r1-expm(-j*k*r2)/r2); %% a 1V voltage source is implied here 
end 
%determine current distribution for inci dent planewave (wire 
scattering, Zload = 0) 
dipiwave=Y*Vwave. '; 
%determine current distribution for fr i l l fed (used for Zdipole) 
dipifrill=Y*Vfrill. '; 
%create Veff (effects o f Zload) 














%determine current distribution from Zload (ie, Veff) 
dipiloadL=Y*VeffL. '; 
dipiloadH=Y*VeffH. '; 
% % %determine current on dipole from scattering and load 
dipitotL=Y* (VeffL. '+Vwave. '); 
dipitotH=Y* (VeffH. '+Vwave . '); 
%%%%%%Calculate Scattered field 
R01=10e-2; 
xO=O; 
y0=R01* c os(Oangle); 
z0=dipl/2+R01*sin(Oangle); %+dipl/2 %dipole center e d 
about dipl/2 , see zn 2 
rO= [xO yO zO]; % observat i on point 
RO=sqrt(sum({repmat(rO,nPtz,1)-[zeros(nPtz,1) zeros(nPtz,1) 
zn2' ] ) . ~ 2, 2) ) ; 
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%%%Define " G" function s (as stated in Balanis blac k book pg 2 84 ) . 9 
G 1 = ( -1- ( j * k * RO) + ( k ~ 2 * RO . " 2 ) ) . I ( RO . "3 ) ; 
G2= {3+ j *3*k*R0-k" 2*R0. "2 ) . /( R0. " 5 ); 
g = [ (Gl +G2 . * (z0- zn 2 ') . "2 ) . *e xp (-j*k*RO ) ] . '; 
EscatzL={-j *eta/(4*pi*k))*dz*(g*dipitotL); 











(angle(Escatz) .*180/pi) .'; 
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DLS Code 








%%%%% Sim Parameters 
fprintf('\nSweep Paramaters: \n Enter 0 f o r single frequency, 1 for freque ncy sweep,\n 2 for incident/observation angle sweep, 3 for polarizat i on a ngle swe ep,\n 4 for position sweep, 5 for dielec tric properties s weep, \n 6 f or load sweep , or 7 for dZ swee p. \n'); 
ss=input('\nSweep #: '); 
dipl=1.6e-2 % length o f the wire (m) 
dipa=.25e-3; %. %% was this .25mm?? 
if ss- =7 
DZ=5e-3% spac i ng b etween l oads (m} 
end 
% % % Number of Loads 
NL=2; 
nPt z=input(' \ nHow many MoM s egments (must be odd): '); 
z n = zeros(1, n Ptz ); 
z n2 = zeros( 1 ,nPt z ); 
if ss - =6 
Rload=1.5; 
Lload=.6e -9; 
Cl oad= . 2e-12 ; 
e nd 
if ss - =5 %not swe eping d ielec tric propertie s 
fprintf ( ' \ n') 
er=i nput('Wha t a r e t h e relativ e d ie l ectric p rop ert i e s of the 
s u rrounding material (enter real#-imag# i ) ? '); 
eta=sqrt( u O/( e O*er )}; 
vp=1/ s q rt (uO *e O* r e al( er )); 
end 
i f s s ==O 
f r eq=input('\nFrequency of operat i o n (GHz ): '); 
f req =fre q *1e9; 
Iangle=input('\nWhat is the angl e of inc i dence (0 is head on) 
(deg ) ? '); 
Iangle= Iangle*pi/180; 
Pangle =input('\nWhat is the polariza tion angle ( 0 is hea d on ) 
(deg)? '); 
Pangle=Pangle*pi/180; 







% waveglength (m) 





% zl=[zz(end)/2-DZ/2 zz(end)/2+DZ/2); %load location, 0 to L 
zl2=[-DZ/2 DZ/2); %load location, -L/2 to L/2 
end 
if ssOF==1 
DZ1=input('\nWhat is the location of load 1 from probe center 
(negative distance equals the lower half of the probe)? '); 
DZ2=input('\nWhat is the location of load 2 from probe center 
(negative distance equals the lower half of the probe)? '); 
% zl=[zz(end)/2-DZ/2 zz(end)/2+DZ/2); %load location, 0 to L 
zl2=[DZ1 DZ2]; %load location, -L/2 to L/2 
end 
% lll=input('\nDo you want to use custom load values? Enter 0 f o r 




%% length of each segment 
% 









-L/2 to L/2 




%dipole axis, segment centers, 
%dipo le a x is, segment centers, 
dzz=dipl/(nPtz-1); 
zzplot=O:dzz:dipl; %dipole axis, 0 to L, size N 
zz=O:dz:dipl; 
zz2=zz-dipl/2; 
% % % index of 
for ii=l:NL 
%dipole axis, 0 to L, NOT segment centers, size N+1 
%dipole asiz, -L/2 to L/2, NOT segment centers 
the load segments 
i2=find(zz2>=zl2(ii)); 
end 
nl2(ii)=i2(1)-l; %% location of l (neg ) and 2(pos) 












Zh=Rload+(j*w*Lload); %% assumes series combination 




% % % Number of modulation states 
Ns=NL+2; 
% % % INCIDENT Planewave Excitation, used for UNLOADED scatterer 
for ij=l:nPtz, %% zn is segment centers from -L / 2 to L/2 
end 
magterm=l.*cos(Pangle)*cos(Iangle); 
phterm=(exp(-j*k.*zn(ij) .*sin(Iangle)) ); 
Ewave(ij)=magterm.*phterm; 
Vwave(ij)=CC*Ewave(ij); %1V source implied here 




r2=sqrt( (zn(ij)-zl2(ii) )A2+(dipb)A2); 
Vfrill(ii,ij)=(CC*l/(2*log(2.3)))*(expm(-j*k*rl)/rl-expm(-






%%% Find current on DLS from incident planewave and from feedi n g at load 
%%%points for input/transfer impedance calculations 
dipiwave=Y*Vwave. '; %from wire scatterer 
for ii=l:NL %from loads 
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end 
dipifrill (ii,:) =Y*Vfrill (ii,:). 1 ; 
dipifrill=dipifrill. 1 ; %% fi rs t column i s neg offset/L1 , second is pos 
of fs e t / L2 
%% input inpedance 
Y11=dipifrill(nl2(1),1)/1; 
Y22=dipifrill(nl2(2),2)/1; 
%% neg offset , port 1 
%% p o s offset , port 2 
%%t ransfe r i mp edanc e 
o ffset / p o rt 2 
Y13=dipiwave(nl2(1) )/1; 
Y23=dipiwave(nl2(2))/1; 
%%n l2( 1 ) i s neg offset/port 1 , nl2(2) 
%at 1/neg from 3 
%at 2/pos from 3 
Y21=dipifrill(nl2(2),1)/1; 
Y12=dipifrill(nl2(1),2)/1; 
%at pos( 2 ), feed neg(1) 
%neg(1), feed pos(2 ) 
Yi3= [Yl3 Y23]; 
Yij=[Y12 Y21]; 
Yin=[Yl1 Y22]; 






YL=[Yl Yl; Yl Yh; Yh Yl; Yh Yh]; 
for ii=1:Ns 
YN=YIJ+diag(YL(ii, :)); 
Vload(:, ii)=-1* (inv(YN) * [Yi3. 1 ]); 
for ij=1:nPtz 
r11=sqrt( (zn(ij)-zl2(1) )A2+(dipa)A2); 
r21=sqrt((zn(ij)-zl2(1) )A2+(dipb)A2); 
r12=sqrt((zn(ij)-zl2(2))A2+(dipa)A2); 
is p o s 









Zload1L=input( 1 \ nWh a t is t h e l ow i mpedance of load 1 (negative 
o ffse t)? 1 ); 
Zload1H=input( 1 \ nWhat i s the h i gh impedance of load 1 (negative 
o ffs e t )? 1 ); 
Zload2L=input( 1 \nWha t is the low i mpedance o f loa d 2 (positive 
offset)? 1 ); 
Zload2H=input( 1 \nWhat is the high impedanc e of l oad 2 (p o s itive 





YL=[Y1L Y2L; Y1L Y2H; Y2H Y1L; Y1H Y2H]; 
for ii=1:Ns 
YN=YIJ+diag(YL(ii, :)); 















% Current from effects of load, first 2 cols are load 1, low-high, then 
load 2, low-high 
for ii=1:Ns 
dipiload(ii, :)=Y*Veff(ii,:) . 1 ; 
end 
dipiload=dipiload. 1 ; 


















low, load 2 low 
low, load 2 high 
high, load 2 low 
high, load 2 high 
y0=R01*cos(Oangle); 
zO=R01*sin(Oangle); %dipole centered about origen, 
see zn 
rO=[xO yO zO]; % observation point 
RO=sqrt(sum( (repmat(rO,nPtz,1)-[zeros(nPtz,1) zeros(nPtz,1) 
zn 1 ]).A2,2)); 
%% near-field expressions 
G 1 = ( -1- ( j * k * RO) + ( k A 2 * RO . A 2) ) . I ( RO . A 3) ; 
G2=(3+j*3*k*RO-kA2*R0."'2) ./(R0."'5); 





sigma(ij)=eta A2*kA2/4/pi*abs(trapz(dz*dipitot(:, i j))) A2; 
end 





abs (Escatz) . 1 ; 




% LlH- LlL while L2 is high (HH - LH) 





















%%% FF ratio o r der of things : LL , LH , HL , HH 
R1FF=Es(4)-Es(2); % LlH- LlL while L2 is high 




(HH - LH ) 
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