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It’s a kind of scientific integrity, a principle of scientific thought that cor-
responds to a kind of utter honesty–a kind of leaning over backwards. For
example, if you’re doing an experiment, you should report everything that you
think might make it invalid–not only what you think is right about it : other
causes that could possibly explain your results ; and things you thought of that
you’ve eliminated by some other experiment, and how they worked–to make
sure the other fellow can tell they have been eliminated.
- R. P. Feynman
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Sommaire
La simulation des matériaux demande une compréhension de leur comportement à de nom-
breuses échelles de temps et d’espace. Ces différentes échelles requièrent des méthodes de
simulations différentes, qui se basent sur des approximations différentes et donnent accès
à différentes propriétés. La simulation multiéchelle est une approche qui regroupe l’utilisa-
tion de ces différentes méthodes, ainsi que des relations qui les unissent.
Des développements plus récents ont permis la mise au point de méthodes mésoscopiques,
comblant le trou entre les simulations atomistiques (< 10 nm) et les milieux continus (>mm).
La dynamique de particules dissipatives (DPD) est une telle méthode, qui présente de nom-
breux avantages théoriques et pratiques en comparaison avec d’autres méthodes mésosco-
piques. La DPD est une méthode modélisant la matière par des particules molles, s’ins-
pirant de l’équation de Langevin. La dynamique des particules est gérée par trois forces :
une force conservative, une force dissipative et une force aléatoire. La force conservative
naît des interactions effectives moyennes à l’échelle méso, alors que la force dissipative
et la force aléatoire sont d’origine statistique. Différentes formulations et contributions à
la force conservative sont présentées, permettant notamment la simulation de polymères
enchevêtrés et de systèmes chargés. Les contraintes auxquelles les forces statistiques sont
soumises, ainsi que leurs impacts sur les dynamiques, sont ensuite discutés. La présentation
de la DPD se termine par des considérations sur les effets numériques particuliers à la DPD.
La puissance de la DPD est démontrée par la simulation de polymères arborescents. Les po-
lymères arborescents sont des macromolécules hyperbranchées obtenues par une séquence
de réactions de greffage de chaînes polymères. La structure qu’adoptent ces molécules
n’est pas connue avec certitude. Des expériences ont permis aux chercheurs de proposer
un modèle en loi de puissance pour le profil de densité radiale. Or, cette propriété n’est
accessible qu’indirectement aux méthodes expérimentales, alors qu’elle peut être obtenue
directement des travaux de simulation. La masse énorme de ces composés, ainsi que leur to-
pologie complexe, impossible à réduire à un modèle plus simple, empêche toute simulation
par des méthodes microscopiques traditionnelles. L’utilisation de méthodes mésoscopiques
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s’impose donc. Les polymères arborescents de génération 2 (d’une masse de l’ordre de
3,2×103 kDa) en solution (5 %) peuvent être simulés explicitement grâce à la DPD, et ce,
en un temps acceptable. Les propriétés du solvant peuvent être ajustées, notamment leur
qualité et leur masse moléculaire. Le profil de densité radiale moyen simulé correspond
plutôt bien au modèle en loi de puissance proposé. L’analyse des données expérimentale
suppose une symétrie sphérique des molécules individuelles qui s’avère être erronée. L’ani-
sotropie des macromolécules est étudiée et s’avère être hautement variable. Des fonctions
de distribution radiale ainsi que les patrons de diffusion de neutrons associés ont été obte-
nus. Ces derniers pourront être comparés directement aux résultats expérimentaux lorsque
ces derniers seront disponibles.
L’utilisation de la DPD est riche en possibilités. Elle est facilement étendue à diverses
classes de matériaux. Par sa nature dynamique et ses propriétés, la DPD donne accès à
certaines classes de phénomènes inaccessibles aux autres méthodes de simulation méso-
scopique. Notamment, la DPD permet naturellement la simulation dans l’état stationnaire,
tel que démontré par la simulation de la structure du Nafion c© sous cisaillement. De plus, le
comportement hydrodynamique devrait permettre la simulation à l’échelle mésoscopique
de la transition vitreuse ou à tout le moins, d’une transition lui ressemblant. De plus, la
DPD peut être étendue afin d’effectuer la simulation dans d’autres ensembles thermodyna-
miques, qui donnent accès à d’autres propriétés d’intérêt pour les matériaux (conductivité
thermique, propriétés mécaniques). Les versions actuelles de la DPD, bien que versatiles,
ne permettent pas encore de reproduire quantitativement les propriétés des matériaux. Dif-
férents succès, obstacles et pistes de réflexion sont présentés. Le perfectionnement de la
DPD fournit à la fois un prétexte et un banc d’essai de choix pour tenter de comprendre les
questions fondamentales suscitées par le coarse-graining et l’échelle méso en elle-même.
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INTRODUCTION : Le défi de simuler
la matière molle
I.1 La simulation multiéchelle
La compréhension du comportement des matériaux amène de nombreux défis. La simula-
tion s’avère un outil intéressant pour les surmonter, en ce qu’elle permet d’obtenir des in-
formations complémentaires aux expériences et de tester différents modèles théoriques en
détail. Différentes méthodes de simulation, s’attaquant à différentes classes de problèmes,
ont vu le jour avec le développement des capacités informatiques. En chimie, deux mé-
thodes sont abondamment utilisées, soit les calculs ab intio et la dynamique moléculaire
(DM).
La simulation ab initio vise la résolution numérique de l’équation de Schrödinger, et permet
ainsi d’obtenir la structure et le comportement des molécules avec une bonne précision (1).
C’est donc la méthode de choix afin de déterminer la structure des molécules ainsi que leurs
spectres d’excitation lorsqu’elles interagissent avec du rayonnement. Ces calculs détaillés
peuvent s’avérer d’une grande exactitude relative (≈ 1/103) lorsque les méthodes les plus
récentes sont utilisées (2). Malheureusement, ce genre de calcul se trouve inutilisable pour
de trop grosses molécules, puisque les exigences en ressources informatiques (temps de
calcul, mémoire) deviennent prohibitives au-delà de quelques dizaines d’atomes.
Afin de traiter les problèmes de plus grande ampleur, les méthodes atomistiques (MM, MD,
ou MC) sont utilisées. Ces méthodes s’intéressent au comportement des atomes, décrivant
leurs interactions par différents potentiels associés, par exemple, aux liens ou aux interac-
tions électrostatiques. La dynamique moléculaire, entre autres, est une méthode de choix
qui permet d’étudier l’évolution temporelle d’un système en intégrant les équations de mou-
vement de Newton (3, 4). La MC permet d’explorer les propriétés d’équilibre recréant les
distributions caractéristiques de chaque ensemble thermodynamique via des modifications
1
F I G U R E 1 La simulation multiéchelle exige l’utilisation des méthodes appropriées
au phénomène de notre choix. Les méthodes aux éléments finis permettant la simula-
tion macroscopique sont absentes, mais s’inscriraient en continuité avec cette diago-
nale.
aléatoires. Ces méthodes permettent d’étudier une grande variété de propriétés d’ensemble
de nombreuses substances, comme les transitions de phases, les propriétés mécaniques ou
les dynamiques locales des molécules.
Bien qu’elles permettent de simuler de plus gros systèmes que les méthodes ab initio, les
méthodes atomistiques ne donnent aucun accès au comportement quantique des molécules.
Cette perte de détails provient des approximations utilisées afin de représenter les liens. En
effet, tous les degrés de liberté des électrons ont disparu, et leur effet est modélisé par des
fonctions mathématiques jouant le rôle de ressorts plus ou moins exotiques. Cette approxi-
mation simple, un corollaire de l’approximation de Born-Oppenheimer, peut être effectuée,
car les échelles de temps des mouvements électroniques et atomiques sont nettement sé-
parées. Chaque méthode s’intéresse à des échelles différentes, elles se complètent donc.
L’approche consistant à exploiter cette complémentarité des méthodes se nomme la simu-
lation multiéchelle.
La simulation multiéchelle requiert la connaissance des forces et des limites des différentes
méthodes de simulation afin de sélectionner la plus adaptée à la résolution d’un problème
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donné. La simulation multiéchelle permet également de faire face au double problème de
la taille et de la complexité qui surgit fréquemment en matière condensée (5). Les données
obtenues par une simulation détaillée peuvent être utilisées comme paramètres pour une
simulation utilisant un niveau de théorie plus grossier. Par exemple, la simulation ab initio
peut être utilisée afin d’extraire des paramètres décrivant la force d’un lien d’un point de
vue atomistique. Ce processus s’effectue toutefois au coût d’approximations. Par exemple,
le choix de la forme fonctionnelle décrivant le potentiel atomistique doit être effectué avec
soin afin de bien représenter le comportement électronique d’intérêt.
En plus des méthodes microscopiques précédentes, de nombreuses méthodes de simulation
sont disponibles afin de représenter les propriétés des objets macroscopiques. Ces méthodes
appartiennent à la famille de la simulation par éléments finis. Or, entre le domaine micro
et le domaine macro réside une zone d’ombre qui défie toutes les méthodes mentionnées
jusqu’à maintenant. Ce domaine intermédiaire regroupe les phénomènes d’intérêt pour la
science dite mésoscopique.
De nombreux systèmes mésoscopiques présentent un intérêt scientifique, technologique
ou médical notable. Ils incluent des systèmes aussi variés que les solutions concentrées de
colloïdes, les assemblages de nanostructures, les polymères de haute masse moléculaire, les
verres, les copolymères à blocs, les micelles, les bicouches de tensioactifs et les vésicules,
pour n’en mentionner que quelques-uns. Le développement d’une méthode de simulation
pour de tels systèmes s’en trouve dès lors très intéressant.
La simulation mésoscopique suscite l’intérêt par ses capacités, certes, mais également d’un
point de vue fondamental par le choix des approximations à effectuer. Le passage de la
simulation ab initio à la simulation atomistique est relativement instinctif. Il suffit en effet
d’oublier les degrés de liberté quantiques afin de retrouver la mécanique classique ; une
sorte de retour dans le temps. Les approximations nécessaires et leurs limites sont bien
connues et bien caractérisées. Certaines formes fonctionnelles, comme l’approximation har-
monique, sont bien étudiées mathématiquement et répandues en sciences physiques. Qui
plus est, la simulation atomistique s’intéresse toujours aux atomes, qui sont les éléments
constitutifs de la matière. Une méthode de simulation plus grossière doit regrouper les
atomes ou molécules en unités plus grandes, et ainsi suivre le chemin, moins bien tracé, qui
mène au domaine de la statistique et des dynamiques dissipatives.
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I.2 La simulation dissipative
Un des premiers problèmes de nature mésoscopique attaqué par la science est celui posé par
le mouvement brownien, qui a été résolu au début du XXe siècle. Bien qu’il ait également
été résolu par Einstein et Smoluchowski 1, c’est la solution de Langevin (6) en 1908 qui
retiendra notre attention. Selon cette dérivation, l’équation de mouvement selon l’axe x
d’une particule de masse m et de rayon a sujette au mouvement brownien dans un fluide






dans le formalisme original de Langevin. En plus de la viscosité, Langevin ajoute une force
complémentaire X dont «nous savons qu’elle est indifféremment positive et négative, et sa
grandeur est telle qu’elle maintient l’agitation de la particule que, sans elle, la résistance
visqueuse finirait par arrêter» (6). L’ajout de cette force aléatoire, compensant la friction,
constitue l’apport important de ce travail.
Ces équations de mouvement ont donné naissance à des méthodes de simulation comme les
dynamiques de Langevin et la dynamique brownienne. Ces méthodes sont abondamment
utilisées pour simuler des systèmes colloïdaux, en ajoutant simplement une énergie poten-
tielle d’interaction U(r) entre les différents colloïdes à l’équation 1 (4). La dynamique
brownienne va plus loin et ne considère que le régime dit inertiel, où la force totale est
nulle.
La principale raison permettant de représenter ainsi le mouvement brownien est la sépara-
tion claire entre l’échelle de temps des molécules du solvant (ps) et du colloïde (ms). On
peut donc représenter implicitement les mouvements rapides du solvant, via les forces de
friction et aléatoires, tout en représentant explicitement le mouvement des colloïdes. Des sé-
parations d’échelle similaires interviennent dans d’autres domaines des sciences physiques.
Notamment, la séparation entre les échelles des dynamiques électroniques (as, quelques
fs) et vibrationnelles (nombreuses fs, ps) permet de traiter séparément ces degrés de liber-
tés. L’approximation de Born-Oppenheimer, qui en résulte, intervient en spectroscopie, en
simulation ab initio et en simulation atomistique.
1. Je vous citerais bien les travaux en question, mais je ne lis pas l’allemand. Vous trouverez les références
dans l’article de Langevin.
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Les degrés de libertés rencontrés en science mésoscopique sont toutefois moins bien sépa-
rés que les degrés de libertés atomiques et moléculaires. Les comportements de groupes et
les effets à plusieurs corps inhérents à la matière condensée causent des couplages entres
les différentes échelles de temps qui sont importantes à la description du système. Il faut
donc perfectionner les méthodes.
Aucune des méthodes de simulation mésoscopique susmentionnées ne respecte ni la 3e loi
de Newton ni l’invariance galiéenne. Il n’y a donc pas de conservation de la quantité de
mouvement et pas d’hydrodynamique. De plus, le solvant implicite qu’elles font interve-
nir brise l’invariance galiléenne, puisque les dynamiques dépendent des vitesses absolues
des particules. La DPD est une solution élégante à ces deux écueils, suggérée en 1992 par
Hoogerbrugge et Koelman, afin notamment de simuler des phénomènes hydrodynamiques
microscopiques (7). Ils proposent de simuler les dynamiques de particules molles se dé-
plaçant dans l’espace et soumises à des forces conservatives, dissipatives et aléatoires pro-
venant de leurs voisines. Le principal aspect novateur de cette méthode n’est pas l’aspect
dissipatif, mais bien la représentation explicite de tout le système, solvant inclus, qui règle
les problèmes précédents 2.
Selon l’interprétation habituelle, chacune des particules dissipatives représente une «parti-
cule de fluide», associée à un ensemble de molécules et à leur dynamique moyenne. Cette
interprétation est celle qui se présente le plus naturellement, puisqu’un coarse-graining
temporel et spatial est effectué. La dynamique de telles particules dissipative est l’objet
principal de ce mémoire. Cette méthode sera présentée en détail au chapitre 1 et certains de
ses aspects fondamentaux seront discutés. L’application de cette méthode à la simulation
de polymères arborescents sera décrite au chapitre 2. Finalement, quelques pistes d’appli-
cations seront mentionnées et diverses réflexions visant l’amélioration de la méthode seront
discutées en guise de conclusion, au chapitre 3.
2. Respecter la 3e loi de Newton, j’irais jusqu’à dire que c’est important...
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CHAPITRE 1 : La dynamique de
particules dissipatives
1.1 Une dynamique à trois forces
La DPD s’intéresse à la dynamique de particules de fluide, ou blobs, obtenues en regroupant
les molécules ensemble. Contrairement aux méthodes microscopiques, qui s’intéressent
à des unités bien définies, ou aux méthodes macroscopiques, dont la taille des unités est
dictée par la précision recherchée, les unités de base de la DPD ne font pas l’objet d’une
définition claire. Il est même probable que plusieurs définitions d’une particule dissipative
soient valides, tant que les différents paramètres du modèle sont ajustés en conséquence.
Selon l’interprétation habituelle, chaque particule dissipative est associée à un ensemble de
molécules et à leur dynamique moyenne. Cette interprétation est celle qui se présente le
plus naturellement, puisqu’un coarse-graining temporel et spatial est effectué. Cette inter-
prétation est abondamment utilisée lors de calculs sur les polymères, puisque le concept de
blobs statistiques est nettement répandu dans ce domaine (8). Cette interprétation est toute-
fois mentionnée avec plus de prudence lors de calculs avec de petites molécules. Contraire-
ment à ce qui se produit dans les polymères, rien ne contraint les molécules regroupées dans
une particule dissipative à rester à proximité. Ainsi, une analyse rigoureuse du lien entre le
modèle DPD et le modèle microscopique détaillé doit prendre en compte la diffusion des
molécules d’un blob à l’autre. Cette question s’avère notamment très complexe lorsqu’il y
a présence d’écoulement ou de plusieurs phases.
Les travaux présents dans la littérature scientifique se contentent habituellement d’allusions
vagues à la correspondance sans jamais attaquer de front ces difficultés. Après tout, il existe
une correspondance entre les dynamiques micro et le modèle DPD; la quête d’une inter-
prétation aisée de cette correspondance n’est peut-être pas justifiée. Diverses procédures de
coarse-graining peuvent être envisagées, présentant toutes leurs forces et leurs faiblesses.
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La discussion détaillée de cette problématique est repoussée au chapitre 3. Le présent cha-
pitre présentera les fondements de la méthode, ainsi que les techniques les plus répandues.
En effet, toutes les simulations DPD s’effectuent dans la même optique et contiennent cer-
tains ingrédients de base communs.
Afin de représenter fidèlement les phénomènes naturels et de permettre l’émergence d’un
comportement hydrodynamique, le modèle doit respecter l’invariance galiléenne, ainsi que
la 3e loi de Newton. Pour ce faire, les interactions entre les particules ne doivent alors
dépendre que des positions relatives et des vitesses relatives des particules. De plus, selon
la 3e loi de Newton, les forces résultant de ces interactions doivent agir entre des paires
de particules et une force égale mais de sens inverse doit s’appliquer sur les éléments de
chaque paire (Fij = −Fji).
Les trois forces gouvernant la dynamique des particules dissipatives sont la force conserva-
tive F C , la force dissipative FD et la force aléatoire FR. Chaque particule subit dès lors





F Cij + FDij + FRij
)
[1.1]
La force conservative dépend de la nature des particules qui interagissent. Elle peut prendre
de nombreuses formes et avoir de nombreuses origines, comme l’interaction dispersive de
type Van der Waals ou la force électrostatique de Coulomb. Certaines des formes les plus
répandues que peut prendre la force conservative seront présentées à la section 1.2.
Les forces dissipative et aléatoire, quant à elles, sont les héritières directes de l’équation
de Langevin. La force dissipative retire de l’énergie au système par interaction visqueuse,
alors que la force aléatoire en ajoute en agitant constamment les particules. Ensemble,
elles constituent les forces statistiques. Lorsque leurs effets se compensent, ces deux forces
agissent comme un thermostat. Pour ce faire, elles doivent obéir à des contraintes (9). Avant
discrétisation numérique, leur forme est :




où γ est le coefficient dissipatif ; w(r) est une fonction de poids qui atténue les interactions
aux grandes distances ; rij est la distance séparant les deux particules ; rˆij est le vecteur
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unitaire associé ; vij = vi − vj est la vitesse relative ; kB est la constante de Boltzmann ;
T est la température et ξij = ξji est un nombre aléatoire de moyenne nulle, de variance
unitaire et indépendant à la fois d’une paire à l’autre et d’un instant à l’autre. La fonction






, 0 < r < rc [1.4]
L’origine de ces forces, les contraintes qui s’y appliquent et leur rôle seront discutés à la
section 1.3.
Les équations 1.2 et 1.3 sont en fait les équations du modèle continu, impossible à atteindre
par simulation. Comme toujours, certaines précautions doivent être prises lorsque l’on dis-
crétise le temps lors des simulations. La DPD présente deux particularités de ce côté. Pre-
mièrement, l’utilisation de nombres aléatoires suscite son lot de considérations. Deuxiè-
mement, la force totale sur une particule dépend à la fois des positions et des vitesses des
particules du système, via la force dissipative. Cela amène des particularités quant aux in-
tégrateurs à utiliser. Ces différents aspects sont discutés à la section 1.4.
1.2 La force conservative
1.2.1 Répulsion quadratique douce
La majorité des simulations DPD utilisent une force répulsive douce qui décroit linéaire-
ment avec la distance. Le potentiel d’interaction associé est un potentiel quadratique répul-
sif. Les équations sont :







, r < rc [1.6]
où aij est le coefficient de répulsion et rc est le rayon d’interaction, au-delà duquel l’inter-
action est nulle. Le rayon utilisé pour la force conservative est habituellement le même que
pour la fonction de poids (éq. 1.4).
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Ce potentiel quadratique n’a pas été justifié lors de son introduction, qui a été contingente à
la première formulation de la DPD. En effet, la présentation initiale de la DPD par Hooger-
brugge ne mentionnait pas explicitement de force conservative (7). C’est plutôt l’analyse
théorique par Español (9) qui lui reconnaît une existence indépendante. Hoogerbrugge et
Koelman variaient plutôt la valeur moyenne de la variable aléatoire, dénotée Π0 dans leur
notation initiale. La forme de la force conservative s’est dès lors retrouvée dictée par la
forme de la fonction de poids (éq. 1.4).
La démonstration de cette correspondance est aisée. Afin de l’effectuer, nous dénoterons










(ξµσ − µ)2 = σ2 [1.8]
Lorsqu’une telle variable aléatoire est additionnée ou multipliée par une constante, elle se
comporte de la façon suivante :




Ces propriétés sont facilement démontrées à partir de la distributivité et de l’associativité
de l’addition et de la multiplication 1.
Selon les équations 1.3, 1.5 et 1.11, la force agissant entre deux particules est :



































1. En plus que ça fait ben du sens.
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(a) (b)
F I G U R E 2 (a) Potentiel quadratique tel que décrit à l’équation 1.6. (b) Potentiel non
liant effectif à différents niveaux de coarse-graining. Le potentiel le plus doux est net-
tement similaire au potentiel quadratique utilisé en DPD. Reproduit avec permission
depuis réf. (10), Copyright 1995, AIP Publishing LLC.
où l’équation 1.12 correspond à la formulation d’Español et l’équation 1.15 à celle d’Hoo-
gerbrugge. La variable aléatoire passe d’un nombre sans dimensions dans la formulation
d’Español à une force aléatoire dans la formulation d’Hoogerbrugge.
Selon les premières formulations de la DPD, la fonction de poids peut prendre de nom-
breuses formes. Le choix du potentiel quadratique précédent est donc complètement arbi-
traire. Par un heureux hasard, il se trouve qu’il peut être justifié. En effet, l’obtention d’une
énergie potentielle d’interaction effective par coarse-graining de polymères donne des ré-
sultats compatibles avec une interaction quadratique, tel que montré à la figure 2.
Les courbes d’énergie potentielle effectives de la figure 2b proviennent d’une simulation
hybride MD/MC de chaînes de polyéthylène (10). Le modèle utilisé regroupe les CH2 en
une seule particule. Les longueurs de liens et les angles sont fixés ; les particules n’inter-
agissent entre elles que par un potentiel de torsion le long de la chaîne et un potentiel de
Lennard-Jones.
Le coarse-graining a été effectué en prenant la position moyenne de chaque atome du-
rant un intervalle de temps ∆t de longueur telle que l’écart-type des fluctuations de posi-
tions 〈∆2〉1/2 = 2Å. Il est important de souligner ici que la moyenne n’est que temporelle
et qu’elle n’implique aucun groupement de particules. On peut supposer qu’un potentiel
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moyen sur plusieurs atomes serait encore plus doux. Cette justification inattendue explique
probablement que ce potentiel ad hoc donne des résultats acceptables et qu’il ait donc sur-
vécu.
Le potentiel quadratique décrit par l’équation 1.6 s’avère commode puisqu’il ne contient
qu’un paramètre indépendant, aij . Les démarches permettant de déterminer sa valeur sont
toutefois peu nombreuses et assez mal établies. Les premiers travaux sur la DPD ont pu
relier la compressibilité isotherme κT au paramètre aij . Cette connexion s’effectue grâce à











où ρn = N/V est la densité de nombre de particules dissipatives. Le terme central de cette
équation demande étrangement de connaître la densité expérimentale en particules dissipa-
tives. Il s’agit en fait de la densité molaire divisée par le nombre de molécules contenues
dans une particule DPD (11).
La pression est obtenue grâce au théorème du viriel :





(ri − rj) · F Cij
〉
[1.17]
L’équation du viriel implique normalement la force totale et devrait donc inclure les contri-
butions dissipative et aléatoire. Toutefois, ces deux forces sont soumises à des contraintes
faisant en sorte qu’elles se compensent. Cela justifie qu’on puisse les éliminer de l’équation,
puisque leurs effets moyens sont nuls (12).
Les résultats de simulation de Groot et Warren ont permis de constater que l’excès de pres-
sion dû aux interactions est proportionnel au paramètre de répulsion aij ainsi qu’au carré de
la densité de nombre de particules dissipatives, ρ2n. Ces résultats sont valides pour ρn > 3,
tel qu’on peut le constater à la figure 3. Les équations suivantes pour la pression et la com-
pressibilité sont obtenues :
p = ρnkBT + αaijρ2n [1.18]




F I G U R E 3 La pression en excès dépend linéairement du paramètre d’interaction et
quadratiquement de la densité. Reproduit avec permission depuis réf. (12), Copyright
1997, AIP Publishing LLC. ρ désigne la densité de particules, ici dénotée ρn.
où α = 0, 101± 0.001 est la courbure de la parabole à la figure 3. L’équation 1.19 devient :




Il est dès lors possible de déterminer la valeur du coefficient répulsif aij dès que la com-
pressibilité du système est connue et que la densité de simulation est fixée.
Ces mêmes auteurs ont exploré la simulation de séparations de phases par DPD. Le modèle
DPD correspond raisonnablement à une version continue de la théorie de Flory-Huggins
des polymères, dans laquelle les billes de polymères sont situées sur un réseau. Il est donc
tout naturel de tenter de relier le paramètre d’interaction χ de cette théorie à la force conser-
vative. Le paramètre d’interaction χ correspond au coût énergétique de mettre en contact
deux éléments de réseau de constitution différente. Les auteurs observent une relation li-
néaire entre le paramètre d’interaction χ de la théorie de Flory-Huggins et l’interaction
en excès ∆a de la DPD. Deux densités différentes ont été étudiées, donnant les relations
suivantes :
χ = 0,286∆a si ρn = 3 [1.21]
χ = 0,689∆a si ρn = 5 [1.22]
où les constantes de proportionnalité sont connues avec une précision de 0,002 et où ∆a =
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F I G U R E 4 L’excès d’interaction ∆a est liée au paramètre d’interaction χ. Reproduit
avec permission depuis réf. (12), Copyright 1997, AIP Publishing LLC.
aAB−aAA. Cette définition assume notamment que aAA = aBB, ce qui n’est pas déraison-
nable en régime dilué ou lorsque la nature des composés est similaire. Il faut également
noter que cette relation n’est observée que pour ∆a > 5, tel qu’on peut le constater à la
figure 4.
Cette approche a évidemment ses limites. Notamment, elle est impossible à appliquer lorsque
κT est inconnu ou non défini. Il s’agit d’une propriété macroscopique, appartenant à l’en-
semble d’une phase homogène, alors que la répulsion mésoscopique aij appartient aux
différentes espèces. La compressibilité d’un soluté, comme une chaîne polymère, n’est pas
définie correctement. Or, le volume exclu par les mouvements de chaînes devrait se ma-
nifester par une répulsion plus importante. Malheureusement, l’utilisation de facteurs aij
trop élevés amène le système à adopter une structure artificielle se propageant sur une trop
grande distance.
L’utilisation de cette force soulève également la problématique de la conversion des unités
réduites en unités réelles. Tel que mentionné précédemment, rc est habituellement fixé à 1,
tout comme kBT , T et m. Ces unités définissent les échelles de distance, d’énergie et de






Les unités de la constante dissipative γ étant des kg m s−1, sa valeur sera affectée par
les choix des autres unités. Qui plus est, ces grandeurs sont intimement liées au nombre
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de molécules regroupées en une particule dissipative, et donc à la densité ρn. La question
du nombre de variables nécessaires se voit ici soulevée de façon plutôt claire. Entre 6N
degrés de libertés microscopiques en thermodynamique statistique et C+2 variables in-
dépendantes en thermodynamique, où en sommes-nous? La question du coarse-graining
systématique sera abordée en plus de détails à la section 3.2.
Dans une perspective moins philosophique, le potentiel quadratique de l’équation 1.6 ne
contient aucune partie attractive, aucun minimum à courte portée. Cela signifie qu’un en-
semble de particules DPD n’a aucune énergie cohésive et que, laissé dans le vide, il se
dissiperait très rapidement. Il ne s’agit pas là d’un détail négligeable. L’absence d’énergie
cohésive est une conséquence directe de la simplicité du potentiel utilisé. Cette simplicité
est sa principale force et explique probablement en grande partie sa popularité. Qui plus
est, le potentiel quadratique doux permet l’utilisation de grands pas d’intégration et d’une
utilisation plus efficace du temps de calcul.
Ce potentiel simpliste permet malgré tout la modélisation de nombreux système intéres-
sants. Des résultats cohérents avec les connaissances actuelles ont été obtenus dans des
systèmes aussi variés que les polymères, les colloïdes, les séparations de phases et les mi-
celles. Les propriétés de systèmes colloïdaux simulés, en particulier, se comparent très bien
aux propriétés expérimentales. L’accord est surtout frappant pour les fortes concentrations
de colloïdes, régime inaccessible aux autres méthodes (13).
Ce succès s’explique probablement par la sensibilité relativement faible de la structure des
liquides face aux détails du potentiel répulsif. On peut en effet déterminer la structure sta-
tique des liquides ainsi que d’autres propriétés thermodynamiques via un traitement per-
turbatif (14). Certains «détails» du potentiel, comme une légère courbure ou la partie at-
tractive 2 peuvent être traités comme de faibles perturbations d’un potentiel de référence
associé à un système connu (15). En effet, il semble que la structure liquide tienne davan-
tage du fait de la haute densité du système et de l’existence d’un potentiel répulsif que des
détails de ce potentiel.
Finalement, l’utilisation du potentiel quadratique simple a aidé la mise au point et l’étude
de la DPD en simplifiant le portrait. Il s’est avéré un accident utile, puisqu’il a permis
de lancer d’importantes réflexions sur la nature des interactions à l’échelle méso dont les
résultats peuvent être appliqués à toutes les méthodes mésoscopiques.
2. Je n’appellerais pas ça un détail, mais ça marche...
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1.2.2 Interactions à plusieurs corps
Le lien entre la compressibilité et le potentiel conservatif est permis puisque tous deux
sont liés aux fluctuations de densité (14). Suivant cette piste, Pagonabarraga et Frenkel ont
obtenu la force conservative pour différents cas par une approche basée sur la théorie de la
fonctionnelle de la densité (16). Selon cette approche, la contribution à l’énergie libre de





où f désigne la contribution de la particule à l’énergie libre et ni est liée à la densité locale
autour de la particule i.
La densité locale est habituellement choisie à partir de la densité pondérée des voisins,









R3 w(r)dr est le facteur de normalisation de la fonction de poids et rc est le rayon
maximal de répartition. L’approximation implicite ρ(ri) ≈ ni se nomme l’approximation
de la densité locale pondérée.
La thermodynamique permet de relier cette énergie libre par particule à la pression du
système :




où ρkBT est associée à la partie idéale de f . La contribution en excès à l’énergie libre est
liée à la force agissant sur les particules via :

























L’équation est obtenue ici pour l’approximation de la densité locale pondérée.
Les équations 1.26 et 1.27 permettent de relier entre elles l’énergie libre en excès, l’équation
d’état et la force conservative, ce qui nous permet d’établir des modèles DPD correspondant
à différents systèmes réels ou simulés. Notamment, le modèle de Pagonabarraga permet de
reproduire le système DPD avec interactions quadratiques douces présenté précédemment,
ainsi qu’un gaz de Van de Waals. 3
L’interaction quadratique douce peut être retrouvée lorsque l’énergie libre en excès est
linéaire en densité :
p = kBTρ+ αaρ2 [1.28]












, r < rc [1.31]
Les équations 1.28 et 1.18 sont identiques. Ce système reproduit quantitativement les pro-
priétés d’équilibre du liquide de Groot et Warren lorsque la fonction de poids quadra-
tique 1.31 est utilisée. Le modèle de fonctionnelle de la densité de Pagonabarraga 4 est
donc une généralisation du modèle de la section précédente.
Les équations pertinentes pour le gaz de Van der Waals sont 5 :
p = ρkBT1− bρ − aρ
2 [1.32]













Les auteurs généralisent l’équation de Van de Waals en ajoutant un terme cubique en den-
sité, abα3ρ3. Le paramètre α3 permet d’ajuster la compressibilité du système, ce qui faci-
lite les comparaisons avec les prévisions de théories de champ moyen. Les auteurs ne lui
3. Les auteurs décrivent également un système à deux composantes, mais leur dérivation m’apparaît pro-
blématique.
4. Ce nom est encore plus plaisant à dire qu’à écrire.
5. L’équation 1.33 est erronée dans la réf. (16)
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F I G U R E 5 Diagramme de phases du modèle de gaz mDPD/Van der Waals en 2D.
Les différentes courbes correspondent à différentes températures. Reproduit avec per-
mission depuis réf. (16), Copyright 2001, AIP Publishing LLC.
accordent pas d’autre sens physique. Ce modèle de liquide de Van der Waals permet la co-
existence de deux phases de densité différentes, qui peuvent être associées au liquide et au
gaz. Le diagramme de phases est représenté à la figure 5.
Ce modèle d’interactions à plusieurs corps est très intéressant. Il permet de relier la ther-
modynamique du système aux paramètres du modèle de façon rigoureuse, via les équa-
tions 1.26 et 1.27. Il s’avère dès lors possible de simuler des systèmes dont l’équation
d’état est connue, et ainsi de s’attaquer à des classes très variées de matière. La simulation
quantitative des liquides simples, dont les coefficients du viriel sont connus, est également
envisageable. Ce modèle à plusieurs corps nécessite toutefois une inspection plus approfon-
die afin de vérifier les limites de validité de l’approximation de champ moyen intrinsèque
à la DFT. Une seconde approximation se trouve cachée dans l’équation 1.27, qui implique
que l’énergie libre soit identique à l’énergie, ie : F ≈ U .
La force conservative est reliée à l’énergie U dans l’ensemble microcanonique, et non pas
à l’énergie libre de l’ensemble canonique. L’approximation F ≈ U peut être justifiée en
assumant que la composante entropique de l’énergie libre d’une particule mésoscopique
est négligeable. Cette justification est d’autant plus difficile à défendre que la particule mé-
soscopique est grosse. Une interprétation alternative peut être faite, soit que la force F Ci
n’est pas la force cinématique habituelle, mais bien la force agissant sur la particule méso-
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scopique dans l’ensemble canonique. L’utilisation de telles dynamiques modifiées permet
de contourner l’approximation F ≈ U en modifiant la définition de F Ci . Cette interpré-
tation est similaire à la démarche ayant permis la mise au point du thermostat de Nosé-
Hoover (17, 18).
1.2.3 Coarse-graining de simulations atomistiques
Les approches décrites précédemment permettent d’obtenir le paramètre d’interaction aij
à partir des propriétés du matériau macroscopique. L’approche inverse, soit partir des pro-
priétés microscopiques du système simulé afin d’obtenir les paramètres méso, est également
possible. Ce problème, dit de coarse-graining, n’est pas particulier à la DPD, mais bien à
toutes les simulations mésoscopiques. Diverses solutions ont été proposées afin de transfé-
rer les caractéristiques d’une substance sur différentes échelles de façon automatique. Ces
méthodes visent à mettre au point des potentiels d’interaction effectifs permettant de repro-
duire les propriétés thermodynamiques et structurales du système microscopique simulé,
notamment la fonction de distribution radiale. La méthode présentée ici se nomme l’inver-
sion de Boltzmann itérative (IBI).
De nombreux travaux concernés par le coarse-graining s’intéressent aux polymères, notam-
ment parce que la définition des regroupements d’atomes est plus facile et la notion de blob,
relativement répandue. Certains travaux associent une particule dissipative à chaque unité
de répétition (19–23), alors que d’autres en regroupent plusieurs ensemble (24–26). Ces
deux méthodes donnent des résultats différents, notamment pour ce qui a trait aux forces
intramoléculaires reliant les particules mésoscopiques entre elles. Il apparaît plus simple
d’étudier les polymères dans le régime de la chaîne à articulation libre, dans lequel les po-
tentiels de flexion et de torsion sont complètement négligeables. Il y a toutefois un risque
qu’en passant à une échelle trop grossière, trop d’informations soit perdues et qu’il s’avère
impossible de représenter les effets de différences subtiles entre deux polymères.
La simulation micro et son coarse-graining effectué, l’étape suivante consiste à obtenir les
propriétés du système méso à reproduire, soit habituellement la fonction de distribution








D’autres distributions, comme les longueurs de liens ou les distributions d’angles de va-
lence peuvent être analysées de la même façon. Une fois la fonction de distribution cible
obtenue, un potentiel de départ U0(r) est obtenu grâce à l’équation de Boltzmann inverse :
U0(r) = −kBT ln g(r) [1.36]
Les distributions de distances entre les particules méso obtenues par coarse-graining de la
simulation microscopique permettent ainsi d’obtenir des potentiels effectifs pour la simula-
tion à l’échelle mésoscopique. En plus d’être l’inverse de l’équation habituelle de thermo-
dynamique statistique, l’équation 1.36 peut être démontrée rigoureusement par l’approche
dite de potential of mean force (24).
Ce potentiel initial est utilisé pour lancer une simulation mésoscopique et obtenir une fonc-
tion de distribution radiale associée g0(r). Cette fonction de distribution radiale permet de
corriger le potentiel par comparaison avec la fonction cible :






Le processus est répété jusqu’à ce que la fonction de distribution radiale soit suffisamment
bien représentée par le modèle mésoscopique. Les résultats sont présentés à la figure 6.
Puisque seules les propriétés structurales du système sont concernées, il n’est pas surpre-
nant que les propriétés de l’ensemble, comme la pression ou l’énergie, soient très mal repro-
duites. Notamment, la normalisation de la fonction de distribution radiale donne naissance
à un potentiel fortement répulsif. La pression est donc fortement surestimée, bien que la
structure semble adéquate. Un biais attractif visant à restaurer la pression du système peut







où A ≈ −0.1kBT et rcut est le rayon d’interaction du potentiel effectif. Le potentiel peut
être optimisé à nouveau si désiré. Des potentiels avec et sans correction sont présentés à la
figure 6. La valeur de A peut être obtenue de façon itérative à partir de la pression obtenue
par l’expression du viriel (27).
Cette approche permet l’obtention de potentiels conservatifs mésoscopiques, ce qui ouvre
la porte à la mise au point de champs de forces mésoscopiques. Les formes fonctionnelles
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F I G U R E 6 Fonctions de distribution radiale et potentiels effectifs pour le polyiso-
prène. La fonction de distribution radiale cible et celle obtenue par IBI se superposent.
Le potentiel obtenu par IBI directe est nettement trop positif. Les résultats obtenus par
optimisation simplex leur sont inférieurs. Reproduit avec permission depuis réf. (20),
Copyright 2003, John Wiley & Sons, Inc.





U l(r) = b0e−(r/b1)
2 + b2e−(r/b3)
2 + b4rb5 [1.40]
Les familles de composés auxquelles ces formes s’appliquent, et dans quelles limites, de-
vraient être étudiées.
L’inversion de Boltzmann itérative permet l’obtention de potentiels effectifs mésoscopiques
cohérents avec les simulations microscopiques. Compte tenu de la maturité de ces dernières
méthodes, l’IBI ouvre la voie à la description mésoscopique quantitative de nombreux sys-
tèmes. Cette méthode s’avère d’ailleurs bien plus robuste que les alternatives, visant à op-
timiser les paramètres d’une fonction décrivant le potentiel d’interaction (19) par simplex.
Les résultats de cette dernière méthode, également montrés à la figure 6, sont fortement
sensibles aux choix des paramètres initiaux et de la fonction utilisée, ce qui explique leur
médiocrité.
Malgré ses succès, l’IBI présente de nombreuses failles. Elles proviennent principalement
de l’utilisation de l’équation 1.36, qui n’est pas valide. En effet, le potentiel U(r) affecte
les paires de particules, alors que g(r) est une propriété de l’ensemble de l’échantillon. De
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ce fait, l’inversion de Boltzmann ignore complètement les corrélations parfois complexes
entre divers degrés de liberté, ainsi que les effets à plusieurs corps. Il apparaît possible
d’éliminer les corrélations entre divers degrés de liberté dans certains cas, notamment en
choisissant judicieusement la procédure de coarse-graining. Dans le cas des polymères, par
exemple, le choix de particules plus grandes que la longueur de Kuhn élimine les effets de
rigidité et de torsion de la chaîne. Le modèle de Kuhn regroupe les monomères en segments
articulés librement, formant une pelote statistique idéale. La longueur de ces segments est
la longueur de Kuhn.
Les effets à plusieurs corps sont par contre bien plus difficiles à éliminer. Notamment, les
pics associés aux seconds voisins sont toujours présents dans les liquides, même pour les
sphères dures. Ce genre de corrélation n’est pas dû à une interaction directe entre les parti-
cules, mais à ce qu’elles sont toutes deux couplées à une troisième. Il s’agit d’une caractéris-
tique importante du système à l’étude qu’il faut conserver, mais qui introduit des artefacts
nuisibles dans le potentiel recherché. Cet effet peut être observé à la figure 6. L’ajout de
contraintes sur le potentiel durant le processus itératif pourrait éliminer certains de ces arte-
facts de calculs. Par exemple, le rayon maximal d’interaction du potentiel conservatif peut
être fixé à partir des propriétés du système atomistique, comme le déplacement quadratique
moyen durant le temps de coarse-graining.
Des corrections visant à reproduire l’énergie totale ou la pression du système sont égale-
ment à envisager. Par exemple, il semble exister un lien entre la pression du système et le
paramètre A de l’équation 1.38 et la composante attractive du potentiel. Ces liens s’avèrent
toutefois très complexes et l’obtention d’une relation explicite entre les paramètres du sys-
tème n’est pas garantie. D’autres approches sont envisageables, comme le changement de
l’ensemble thermodynamique d’intérêt. En effet, la densité du système est intimement liée
à la distance du premier voisin, donc à la fonction de distribution radiale. Or, l’ensemble
NVT fixe le volume et la masse durant la simulation ; ce n’est pas le potentiel conservatif
qui détermine g(r) aux faibles séparations. En permettant à la densité de varier, la partie
attractive du potentiel pourra dès lors jouer pleinement son rôle. Effectuer l’inversion de
Boltzmann itérative dans l’ensemble NPT donnera probablement lieu à un potentiel conser-
vatif reproduisant à la fois la structure, la densité et la pression du système micro 6.
6. On est en droit d’espérer...
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F I G U R E 7 Potentiels utilisés en DPD pour représenter les liens. La constante de
rappel k = 4 est la même dans tous les cas. La longueur d’équilibre du ressort har-
monique est nulle (r0 = 0) et les positions des barrières de potentiel sont de 1,1 et
0,9 pour les liens FENE et poly9, respectivement.
1.2.4 Simulation de polymères
Les polymères présentent des propriétés et dynamiques très intéressantes qui se manifestent
à de grandes échelles de distance. La DPD est donc une méthode tout indiquée pour explo-
rer certains de leurs comportements, comme la morphologie de copolymères à bloc, les
propriétés mécaniques à haute masse moléculaire ou encore leur transition vitreuse. Pour
ce faire, deux ingrédients fondamentaux doivent être ajoutés à la force conservative, afin de
prendre en compte la connectivité et l’enchevêtrement.
Connectivité
Une grande particularité des polymères provient de l’existence de liens reliant entre eux
un très grand nombre d’unités de répétition. Pour bien les représenter, différents potentiels
peuvent être utilisés pour relier les particules dissipatives entre elles.
Le plus simple des potentiels utilisés est un potentiel harmonique tel que rencontré dans
de nombreuses simulations atomistiques. Lorsque la valeur d’équilibre r0 est nulle, il peut
prendre le nom de ressort de Hooke ou de ressort linéaire. Il est parfois appelé ressort de
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F I G U R E 8 Une chaîne de particules dissipatives reliées par des liens harmoniques
respecte les lois d’échelles des polymères.Reproduit avec permission depuis réf. (31),
Copyright 2000, IOP Publishing.
Fraenkel lorsque r0 6= 0. L’équation générale d’un tel ressort est :
U(rij) =
k
2 (rij − r0)
2 [1.41]
où k est la constante de rappel du ressort et r0 la distance d’équilibre. Les valeurs de k
varient habituellement de 2kBT/r2c à 6kBT/r2c alors que r0 est soit nul, soit fixé à r ≈ 0.8rc
afin de correspondre à la distance du premier voisin. Un tel potentiel est représenté en
pointillé à la figure 7.
Ces ressorts sont fréquemment rencontrés lors de la simulation DPD de polymères (12,28–
31). Ils permettent notamment de recréer le comportement d’échelle reliant le degré de po-
lymérisation N à la distance entre extrémités R0, au temps caractéristique de réorientation
du vecteur entre extrémités τ ainsi qu’au coefficient de diffusion D (31), tel que montré
à la figure 8. Les résultats sont en accord quantitatif avec les théories de Rouse et de de
Gennes (8).
Un second type de ressort est parfois utilisé pour simuler les polymères à l’échelle méso-
scopique, que ce soit par DPD, dynamique brownienne, bead spring ou autre. Il s’agit du











si rij < rm
∞ sinon
[1.42]
où k est la constante de rappel et rm est l’extension maximale du lien. Ce potentiel est tracé
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en noir à la figure 7. Comme cette fonction présente une variation plutôt brusque, le pas
d’intégration doit être revu à la baisse, d’un facteur 10.
Ce type de lien se comporte comme un lien harmonique à faible distance, mais qui ne
peut être étendu au-delà d’une distance maximale rm. En effet, les différentes sections de
polymère ne peuvent s’éloigner d’une distance plus grande que l’extension maximale de la
chaîne qu’elles représentent. Une telle manœuvre forcerait les liens microscopiques sous-
jacents à s’étirer et à se déplier, ce qui est très exigeant en énergie et inatteignable à l’échelle
méso. La distance entre extrémités R d’une chaîne gaussienne, lorsque ses extrémités sont
soumises à une force F , correspond à :






oùN est le degré de polymérisation, b est la longueur d’un lien, β = 1
kBT
etL est la fonction
de Langevin. L’inverse de cette fonction n’existe pas, mais peut être approximée par :
L−1(x) ≈ x3− x
2
1− x2
dans l’intervalle −1 < x < 1. Cette dernière équation s’approche de la force dérivée du
potentiel à l’équation 1.42, qui ne considère que le premier terme de la fraction.
Le lien à extension fini semble posséder les caractéristiques nécessaires d’un lien méso-
scopique. Malheureusement, la divergence numérique à r = rm complique les simulations.
En effet, la force de rappel restaurant la longueur du lien pour r → rm dépend des dé-
tails de l’implémentation. Dans le cas du code LAMMPS, cette force reste constante à
F (r =
√
0, 9r0). Ce n’est pas toujours suffisant pour conserver la longueur du lien dans le
domaine permis, ce qui amène des erreurs.
Afin de contourner cette problématique, votre humble serviteur se permet de proposer un
potentiel ad hoc approximant l’équation 1.42 par une barrière polynomiale, d’ordre neuf,
qui s’ajoute au potentiel harmonique. L’ordre du polynôme a été choisi afin de présenter
une approximation acceptable du potentiel FENE, tout en limitant le nombre d’opérations









où rm fixe l’échelle de distance à laquelle le potentiel diverge. Un exemple de ce poten-
tiel est représenté à la figure 7. Ce potentiel réussit à maintenir les longueurs de lien à
des valeurs acceptables, tout en ne les modifiant pas de façon appréciable dans le cas de
courtes chaînes libres. 7 Comme pour le lien FENE, ce potentiel demande de réduire le pas
d’intégration de façon appréciable, compte tenu de sa variation rapide.
Finalement, notons que les potentiels liants peuvent également s’obtenir par coarse-graining
de simulations microscopiques. Les procédures permettant d’y arriver sont présentées à la
section 1.2.3 et ne seront pas répétées ici.
Enchevêtrement
Un phénomène particulier aux polymères, l’enchevêtrement, apparaît aux grandes échelles
de distances. Celui-ci a de nombreux impacts sur les propriétés mécaniques, ainsi que sur la
dynamique des polymères. Il est donc primordial de permettre aux chaînes de s’enchevêtrer.
En simulation atomistique et en dynamique brownienne, les potentiels non liants utilisés,
comme le potentiel de Lennard-Jones, présentent habituellement d’abruptes barrières ré-
pulsives à courte distance, qui entraînent naturellement l’enchevêtrement. Ce n’est pas le
cas des potentiels doux utilisés en DPD, comme celui décrit par l’équation 1.6. Lorsque
ce potentiel est utilisé, les chaînes se comportent comme des chaînes «fantômes» se traver-
sant les unes les autres (31). Ajouter des interactions plus dures force l’utilisation d’un pas
d’intégration plus court et mitige, de ce fait, les gains qui peuvent être obtenus à utiliser la
DPD.
Afin de contourner ces écueils, un potentiel de répulsion inter-segments agissant entre les
liens non géminaux peut être ajouté (33). L’objectif de cet ajout est de minimiser la fré-
quence des croisements de chaînes durant une simulation. De tels événements de croise-
ment peuvent être détectés par le changement de signe de la valeur suivante :
Vij = (ri − rj) · [(ri+1 − ri)× (rj+1 − rj)] [1.44]
où i et j sont deux atomes se retrouvant à proximité. Cette équation permet de détecter le
croisement des droites supportant les liens i − i+1 et j − j+1. Il faut donc vérifier que
7. Réf. moi-même, communication personnelle.
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les segments de droites se sont effectivement croisés dans l’espace. La force exercée par le
potentiel inter-segments est ensuite rapportée sur les atomes formant les liens respectifs.










, d < dc [1.45]
où d est la distance inter-lien, b est le coefficient de répulsion et dc est le rayon d’interaction.
Ce potentiel permet une réduction importante (1/104) du nombre de croisements de liens,
tout en étant suffisamment doux pour permettre un grand pas d’intégration.
L’ajout d’un potentiel répulsif inter-segments doit être effectué avec précaution. En effet, la
répulsion entre les segments augmente la répulsion entre les chaînes et perturbe ainsi leur
structure. Celle-ci se manifeste de deux façons, soit par une modification de la structure
du liquide, soit par une modification de la structure interne des chaînes. Les altérations
à la structure globale s’étudient très bien grâce à la fonction de distribution radiale g(r).
L’ajustement des paramètres b et dc de l’équation 1.45 permet d’éliminer cet effet. Les
altérations à la structure interne sont plus ardues à éliminer. Notamment, l’utilisation de
potentiel inter-segments réduit l’angle entre deux liens consécutifs, rigidifiant la chaîne.




où n est le degré de polymérisation de la chaîne, R(n) est la distance entre extrémités et
l est la longueur des liens. Ce ratio tend vers une valeur à grand n, notée C∞. Lors de
l’utilisation d’un potentiel inter-segments, le ratio caractéristique C∞ < 1, signifiant que la
majorité des liens forment des angles inférieurs à 90◦ avec leurs voisins. Afin de compenser
cet effet structural, un potentiel angulaire peut être ajouté (35) :
Ua(θ) = kθ (1 + cos θ) [1.47]
L’ajout de ce potentiel permet de restaurer un ratio C∞ près de celui observé sans potentiel
inter-segments, quoique légèrement supérieur. Une étude plus approfondie de l’impact de
ce potentiel serait désirable, notamment afin de vérifier que cet effet de contraction n’est
pas un artefact dû à des erreurs d’implémentation.
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(a) (b)
F I G U R E 9 La distance inter-segments d peut-être choisie de deux façons : (a) la
distance minimale ; (b) la distance inter-centres.
Tableau 1 Paramètres utilisés en mSRP, donnant lieu à l’enchevêtrement et à moins
de 4 % d’augmentation de l’énergie potentielle du système. Toutes les grandeurs sont






Deux déﬁnitions alternatives de la distance inter-segments sont présentes dans la littérature.
La première, appelée SRP (de segmental repulsion potential) déﬁnit d comme la distance
de plus courte approche entre les liens. La seconde, appelée mSRP (de modiﬁed SRP) agit
entre les centres de liens (35). Toutes deux sont représentées à la ﬁgure 9. Bien qu’il semble
plus approximatif, le second potentiel affecte bien moins la structure et la thermodynamique
du système, tout en limitant autant les croisements de liens que la SRP classique lorsque
les paramètres sont bien choisis. La table 1 présente les paramètres optimaux déterminés
par Sirk et al. Le modèle mSRP s’avère également plus économe en terme de calculs que
la version originale.
L’ajout de répulsions inter-segments permet la simulation de polymères enchevêtrés. La
simulation de chaînes de diverses longueurs permet d’observer une transition de régime
entre les dynamiques caractéristiques des chaînes non-enchevêtrées (régime de Rouse), et
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F I G U R E 10 Le coefficient de diffusion passe du régime de Rouse D ∼ n−1 au ré-
gime de tube-reptationD ∼ n−2. Les tirets rouges montrent le comportement attendu
du régime de Rouse, tandis que les tirets pointés verts montrent celui du régime de
tube-reptation. Reproduit avec permission depuis la réf. (35), Copyright 2012, AIP
Publishing LLC.
les dynamiques caractéristiques des chaînes fortement enchevêtrées(tube-reptation) (34).
Ce changement s’observe dans l’évolution du coefficient de diffusion et de la viscosité de
chaînes polymères, tel que montré à la figure 10. L’enchevêtrement se manifeste également
sur les propriétés mécaniques et sur la configuration des chaînes soumises à un cisaillement
(35). Ces phénomènes sont également observés lorsque les potentiels inter-segments sont
utilisés conjointement avec l’inversion de Boltzmann itérative décrite à la section 1.2.3 (26).
L’ajout d’un potentiel inter-segment modifie la structure et les grandeurs thermodynamiques
du système. Bien que ces impacts puissent être mitigés par le choix judicieux des para-
mètres, ces failles suggèrent la recherche de méthodes alternatives. Une façon conceptuel-
lement simple d’éliminer les effets indésirables consiste à retirer le potentiel inter-segments
et à imposer explicitement les contraintes topologiques. L’algorithme Twentanglement (36)
remplit cette tâche en ajoutant des points d’enchevêtrement lorsqu’un croisement interdit
est détecté. Ces points d’enchevêtrement limitent les dynamiques accessibles au système et
reproduisent adéquatement les propriétés mécaniques des polymères dans le régime tube-
reptation. Malheureusement, le traitement des enchevêtrements s’avère compliqué. En ef-
fet, ceux-ci peuvent glisser le long de la chaîne et leurs positions doivent être recalculées à
chaque pas d’intégration. De plus, les cas non triviaux de désenchevêtrement doivent être
traités au cas pas cas par une partie du code. Puisqu’il n’existe pas de solution générale au
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problème, le risque d’oubli ou d’erreurs s’en retrouve augmenté. Les polymères branchés
ou réticulés semblent problématiques à gérer. Finalement, le temps de calcul nécessaire
pour gérer les enchevêtrements s’avère prohibitif. Cet algorithme n’est donc pas répandu
dans la littérature.
1.2.5 Systèmes chargés
Les systèmes de tensio-actifs forment une autre classe importante de matériaux structurés à
l’échelle mésoscopique. Or, plusieurs d’entre eux sont ioniques. De plus, les effets de sels
et le comportement des ions en solutions sont d’un intérêt particulier dans de nombreux
domaines. Il apparaît donc important de simuler les forces électrostatiques dans la matière
molle.
Une méthode permettant ce genre de travaux a été mise au point par Groot en 2003 (37).
Cette méthode calcule le champs électrique local sur une grille à partir des positions des
ions, de façon analogue aux méthodes PPPM répandues en dynamique moléculaire. La
principale différence tient à la répartition des charges sur la grille, qui suit une loi similaire





(1− r/Re) si r < Re
0 sinon
[1.48]
où Re ≈ 1.6rc est le rayon d’étalement des charges. Cet étalement adoucit le potentiel
d’interaction entre les charges de telle sorte qu’il ne diverge plus lorsque r → 0. Autrement,
les répulsions douces utilisées en DPD ne permettraient pas de tenir les charges éloignées
les unes des autres. Les simulations évolueraient donc rapidement vers des paires fortement
liées.
La formulation des équations de champ électrique permet de prendre aisément en compte
les variations de polarisation du milieu. On peut donc simuler simplement les différents
effets de polarisation, donnant ainsi accès à de nombreux phénomènes intéressants de façon
directe, comme l’interaction favorable entre le champ et les milieux fortement polarisables.
Cette méthode a été validée de différentes façons afin de tester les limites de la méthode.
Premièrement, les effets d’écrantage du champ électrique se comportent comme il se doit.
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Les distributions de charges obéissent également à la première relation de Stillinger-Lovett
(balance de charge locale) avec une précision d’environ 3 % pour des concentrations de
sel allant de 0,15 à 1,2 M. Le facteur de structure de paires d’ions ainsi que le profil de
concentration d’ions entre des plaques chargées correspondent à notre connaissance de ces
systèmes. Cette méthode peut également être utilisée lorsque deux phases de polarisabili-
tés différentes sont présentes dans le système. Les changements de polarisabilité affectent
correctement le champ électrique local. De plus, les effets de charge miroir dus aux interac-
tions entre l’interface et le champ électrique correspondent à la théorie, à l’exception d’une
région très près de l’interface. Ce désaccord peut provenir d’approximation dans la théorie,
comme des interfaces d’épaisseur nulle, ainsi que d’artefacts de la méthode, dus notamment
au rayon d’étalement des charges.
Le calcul des interactions électrostatiques par somme d’Ewald est également très répandu
en dynamique moléculaire. Certains chercheurs ont étudié l’application de cette méthode à
la DPD (38). Comme précédemment, la charge est étalée sur une portion de l’espace afin
d’éviter la formation de paires infiniment liées. Toutefois, l’interaction à longue portée est
calculée dans l’espace réciproque plutôt que dans l’espace réel. Elle a le potentiel d’être
plus rapide grâce aux méthodes à transformée de Fourier rapide. Les résultats de cette
méthode sont similaires à la méthode de Groot, tout en surestimant l’amplitude des interac-
tions à courte portée. Cette différence est probablement due à l’étalement des charges, qui
est effectué selon une fonction différente.
L’ajout d’interactions électrostatiques permet la simulation de mélanges relativement com-
plexes, comme un mélange polyélectrolyte/surfactant anionique dans l’eau (37). Les résul-
tats de ce modèle sont en accord qualitatif avec notre connaissance de ces systèmes. Les
paramètres du modèle n’étant pas calibrés afin de représenter un système réel, toute compa-
raison quantitative serait hasardeuse. Il s’agit toutefois d’une piste de recherche intéressante
et d’une amélioration prometteuse de la DPD.
1.3 Les forces statistiques
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1.3.1 La DPD en tant que thermostat 8
L’utilisation de forces statistiques est une particularité commune à toutes les méthodes
mésoscopiques. Leur paternité revient à Langevin, qui les a introduites (éq 1). Plus particu-
lièrement, Langevin ajoute la force aléatoire exercée par les collisions avec les molécules
de solvant afin de modéliser adéquatement l’agitation constante du mouvement brownien.
Il spécifie clairement que la grandeur de la force aléatoire doit être telle qu’elle compense
exactement la force visqueuse.
La force conservative naît des interactions moyennes, qui gèrent l’interaction des degrés
de liberté mésoscopiques entre eux. Or, les fluctuations relatives sont importantes à cette
échelle et l’impact des degrés de liberté mircoscopiques ne peut être ignoré. Ils se mani-
festent à l’échelle mésoscopique par la friction dissipative et l’agitation aléatoire. Il peut
être tentant d’établir des relations entre ces forces à partir du lien qui les relient toutes deux
aux dynamiques microscopiques sous-jacentes.
Une telle approche détaillée se révèle toutefois ardue, d’une grande complexité et requiert
des mathématiques poussées ; il n’est pas nécessaire d’utiliser un tel arsenal pour obtenir
le lien reliant les deux forces statistiques entre elles 9. Les contraintes entre les deux forces
statistiques peuvent être dérivées rigoureusement à partir de principes généraux de la mé-
canique statistique (9).
Le point de départ de cette démonstration est l’existence d’une distribution d’équilibre des

















+ V (rN) [1.50]
où ρéq est la distribution à l’équilibre dans l’espace des phases, Z est la fonction de par-
tition, H est l’hamiltonien classique, rN désigne l’ensemble des 3N coordonnées des N
8. Attention, calcul différentiel en vue.
9. Ça n’arrête toutefois pas les théoriciens. Nous y reviendrons bientôt.
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particules, pN désigne l’ensemble des momenta, pi est le momentum de la particule i, mi
est sa masse et V (rN) désigne l’énergie potentielle totale, source des forces conservatives.
La mécanique statistique prouve l’existence d’une telle distribution pour un système com-
posé uniquement de forces conservatives. L’ajout de forces statistiques ne doit pas perturber
cet état d’équilibre, afin que le modèle représente toujours un système physique dans l’en-
semble canonique.
L’état d’équilibre possède une caractéristique importante : il ne varie pas dans le temps.
Ainsi, ρéq ne doit pas non plus varier dans le temps. Mathématiquement, cette propriété est




En mécanique classique, l’évolution temporelle d’une fonction de l’espace des phases
comme celle-ci est donnée par l’équation de Liouville :
dρ
















































où L est l’opérateur d’évolution, appelé l’opérateur de Liouville dans le cas conservatif.
L’équation 1.52 est le théorème de Liouville. Habituellement, l’opérateur fait intervenir
des coordonnées généralisées, notées qi plutôt que ri, afin de pouvoir traiter l’évolution de
toutes sortes de degrés de liberté, comme des angles. Cette modification a un impact sur la
forme des équations de mouvement sans affecter les propos actuels, plus généraux.
Cette équation signifie que la distribution de points dans l’espace des phases n’a pas d’évo-
lution intrinsèque ; toute la dynamique dans l’espace des phases est dictée par les variations
de positions et momenta de l’équation 1.55. La dynamique du système est donc donnée
uniquement par les équations de mouvement (3, 39).



















où mi est la masse de la particule i et dWij est un incrément d’un processus de Wiener,
l’équivalent différentiel de notre variable stochastique de l’équation 1.3. Le second terme
entre crochets de l’équation 1.57 provient la force dissipative, FDij = −γwD(rij)vij rˆij et le
dernier terme provient de la force aléatoire, FRij = σwR(rij)ξij(t)rˆij . Les autres variables
ont leur signification habituelle. Les fonctions de poids wD et wR sont clairement distin-
guées, tout comme les coefficients γ et σ.
L’ajout de la variable stochastique dWij n’est pas trivial. L’équation 1.53 n’est plus valide ;
elle doit être remplacée par son équivalent stochastique. L’équation d’évolution d’une pro-
priété dynamique comportant une contribution stochastique est appelé équation de Fokker-
Planck. Cette différence n’affecte que la forme de l’opérateur d’évolution (éq. 1.55), sans
retirer de validité aux autres équations présentées ici. Notamment, les équations 1.53 et
1.49 permettront d’obtenir les contraintes reliant entre elles les deux forces statistiques. Il
suffit 10 donc de trouver l’équation de Fokker-Planck adéquate.
De nouvelles méthodes doivent être utilisées afin de manipuler les équations différentielles
stochastiques. Ces méthodes ont été dérivées par Ito¯ à partir de réflexions sur le mouve-
ment brownien (40). Plus particulièrement, le Lemme d’Ito¯ remplace la règle de dérivée en
chaîne du calcul différentiel. Voici cette règle de chaîne stochastique, dans le cas simple
d’une fonction f(x) ne dépendant que d’une variable x ayant une composante stochas-
tique :














10. Notez le choix des termes.
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où a et b sont des coefficients, potentiellement fonction de x et t, et dW est l’incrément de
Wiener, la contribution stochastique.
Formellement, cet incrément peut être relié à la variable aléatoire ξ de l’équation 1.3 par :
dW (t) = ξ(t)dt [1.60]
En plus de cette correspondance commode 11, l’incrément de Wiener possède une propriété
d’importance capitale, permettant de le relier à dt :
dWdW = dt [1.61]
Cette équation peut être comprise à partir du mouvement brownien ou de la marche aléa-
toire. La solution bien connue de ce problème affirme que 〈(∆x)2〉 ∝ ∆t. L’équation 1.61
affirme que cette correspondance est valide même pour des incréments de temps infinitési-
maux (40). La correspondance peut être établie en prenant l’équation 1.58 avec a = 0 et
b = 1, qui décrit bien un mouvement brownien.
Le lemme d’Ito¯ peut être démontré de façon informelle, mais exacte, en prenant l’expansion
en série de df(x) jusqu’au deuxième ordre de dx :
df(x) = f ′(x)dx+ 12f
′′(x)(dx)2 [1.62]
df(x) = f ′(x) (adt+ bdW ) + 12f
′′(x) (adt+ bdW )2 [1.63]
df(x) = f ′(x) (adt+ bdW ) + 12f
′′(x)
(
a2(dt)2 + b2(dW )2 + 2abdtdW
)
[1.64]
df(x) = f ′(x) (adt+ bdW ) + 12f
′′(x)
(
a2(dt)2 + b2dt+ 2abdtdW
)
[1.65]
df(x) = f ′(x) (adt+ bdW ) + 12f
′′(x)b2dt [1.66]
où l’équation 1.63 est obtenue par substitution de 1.58 dans 1.62, l’équation 1.65 est obte-
nue grâce à la relation 1.61 et l’équation 1.66 est obtenue en conservant les infinitésimaux
que jusqu’au premier ordre en dt (40).
Tous les ingrédients sont disponibles pour obtenir l’équation de Fokker-Planck nécessaire
à la résolution du problème. Il suffit de prendre une fonction arbitraire des ri et pi (ρ, par
11. Nous passerons sous silence que W (t) n’est pas différentiable.
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exemple), et d’appliquer la procédure des équations 1.62 à 1.66 afin d’obtenir une équa-
tion différentielle de la forme 1.66. Cette démonstration fait intervenir les équations du
mouvement 1.56 et 1.57, ainsi que l’équation 1.53, avec les pi dans le rôle de la variable
stochastique.
Les résultats 12 de ce calcul sont (9) :
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où l’opérateur d’évolution a été séparé en deux contributions. La partie conservative donnée
par l’équation 1.68 n’est autre que l’équation de Liouville 1.55, et la partie dissipative est
particulière à la DPD.
La dernière étape de la démonstration des contraintes reliant les deux forces statistiques
consiste à comparer les équations 1.67 et 1.51, prouvant ainsi que les équations de mou-
vement DPD peuvent donner lieu à une distribution cohérente avec l’ensemble NVT. Afin
que l’équation 1.51 soit respectée, il faut à la fois que
LCρéq = 0 [1.70]
LDρéq = 0 [1.71]
La première équation est valide selon le théorème de Liouville. La seconde équation de-














(rˆij · vij) ρéq [1.72]
où β−1 = kBT . Cette équation est respectée si le terme entre crochets s’annule 13, ce qui
12. Je n’allais tout de même pas vous gâcher la démonstration et ses amusants jeux d’indices en l’effectuant
à votre place.
13. Vous pouvez faire la dernière dérivation, ça devient seulement un peu plus laid.
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wD(rij) = w2R(rij) ∀ rij [1.74]
Ces deux équations fournissent les contraintes désirées (9). Si elles sont respectées, la si-
mulation sera effectuée dans l’ensemble canonique.
Les forces statistiques fournissent un thermostat aux simulations DPD. En plus des avan-
tages précédemment mentionnés (hydrodynamique), la DPD en tant que thermostat a l’avan-
tage d’utiliser exclusivement des interactions locales. Il contourne ainsi une des faiblesses
du thermostat Nosé-Hoover, par lequel une force non locale agit sur les particules. Le ther-
mostat DPD présente toutefois des limites, comme l’absence de réversibilité et de conduc-
tivité thermique. Il semble particulièrement adapté à la simulation atomistique de phéno-
mènes hors-équilibre. Notamment, il a été utilisé avec succès afin de simuler la formation
de bandes de cisaillement dans un liquide de Lennard-Jones (41) au niveau atomistique. Le
paramètre dissipatif γ doit toutefois être choisi avec soin afin d’éviter une modification des
propriétés dynamiques du système.
1.3.2 Les dynamiques
La DPD permet la simulation de phénomènes hors-équilibre à l’échelle mésoscopique ;
c’est l’une de ses principales forces. Il importe donc de s’intéresser à l’impact que peuvent
avoir les paramètres du modèle, nommément le coefficient dissipatif γ et la fonction de
poids w(r), sur les propriétés dynamiques du système étudié.
Plus particulièrement, la force dissipative FD tend à diminuer les vitesses relatives de par-
ticules qui sont près les unes des autres. Puisqu’elle lutte contre les gradients de vitesse,
cette force augmente la viscosité du fluide DPD. La modification du coefficient dissipatif et
de la fonction de poids affectent l’amplitude moyenne de la force statistique, ce qui modifie
nécessairement le coefficient de diffusion.
Les propriétés dynamiques ne dépendent pas exclusivement des forces statistiques, loin de
là. La force conservative joue évidemment un rôle important. La séparation de l’impact de
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ces deux composantes sur les dynamiques du système n’est absolument pas triviale. Mal-
heureusement, assez peu de travaux existent dans la littérature à ce sujet. Deux approches
ont été utilisées, soit des études empiriques et des analyses théoriques.
Étude empirique
L’approche empirique est conceptuellement simple : il suffit de varier systématiquement les
paramètres et d’observer les variations dans les résultats de simulation. Cette méthode n’éta-
blit pas de distinction entre les contributions dissipatives et conservatives aux dynamiques
a priori ; elles peuvent être difficiles à observer séparément. Il est toutefois possible de sim-
plifier le problème en divisant les simulations en deux régimes distincts : les dynamiques
dominées par la force conservative et les dynamiques dominées par les forces statistiques.
Dans le régime d’interactions conservatives fortes, les forces statistiques sont utilisées en
tant que thermostat et les interactions atomistiques dures dominent les dynamiques. La fric-
tion entre les particules est due principalement aux interactions conservatives et la diffusion
est principalement gouvernée par les collisions telles que rencontrées en MD habituelle. La
simulation d’un liquide de Lennard-Jones réalisé dans de telles conditions (41) n’a pas
montré de dépendance importante de la viscosité mesurée pour des valeurs de γ allant de
0,01 à 10 unités réduites. Cette étude n’a pas testé l’impact du rayon d’interaction de la
fonction de poids, maintenu à une valeur relativement faible de 21/6 ≈ 1, 12 unités réduites,
pour la DPD et le thermostat de Langevin. Le thermostat de Langevin est un thermostat dis-
sipatif par lequel les particules interagissent avec un solvant implicite. Il utilise les forces
statistiques suivantes, inspirées de l’équation 1 :




Lorsque le thermostat de Langevin est utilisé, la viscosité augmente significativement dès
que γ > 0, 5. Ces résultats sont résumés à la figure 11.
La majorité des travaux cités dans les sections précédentes sont effectués dans le régime op-
posé, où la force conservative est faible et les forces statistiques dominent les dynamiques.
Malheureusement, ces recherches s’intéressent surtout à la force conservative et négligent
les dynamiques. Exception notable, les travaux de Lahmar (25) dans lesquels l’impact de γ
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F I G U R E 11 Régime dynamique conservatif : La viscosité est insensible à γ lorsque
le thermostat DPD est utilisé. Le thermostat de Langevin (SD) a un impact notable.
Figure reproduite avec permission depuis réf. (41), Copyright 2003, American Physi-
cal Society.
et de rC sur les propriétés dynamiques des polymères sont étudiés systématiquement. Plus
particulièrement, le coefficient de diffusion de centres de masse DCM, le temps de corréla-
tion du vecteur entre extrémités τR et les temps de Rouse ont été étudiés. Les paramètres






Les propriétés dynamiques en dépendent de la façon suivante :
DCM ∝ γ−1.09eff [1.78]
τR ∝ γ1.05eff [1.79]
Ce comportement est montré à la figure 12. Une augmentation de γeff amène un ralentisse-
ment des dynamiques. Il est ainsi possible d’ajuster la force dissipative afin de reproduire
les dynamiques du système d’intérêt.
L’équation 1.77 n’est pas justifiée lors de sa présentation par les auteurs. Or, il est possible
de démontrer que le coefficient effectif est relié au coefficient dissipatif moyen. Afin de
le démontrer, le coefficient dissipatif est redéfini en tant que coefficient dépendant de la
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F I G U R E 12 Régime dynamique dissipatif : le coefficient de diffusion des centres
de masse est inversement proportionnel à γeff. Reproduit avec permission depuis
réf. (25), Copyright 2007, Elsevier Ltd.
distance :
γ(r) = γw(r) [1.80]
puisque la séparation de la fonction en un coefficient et une fonction de poids est complè-
tement arbitraire. La moyenne de ce coefficient dans l’échantillon est donnée par :





où ZN est la fonction de partition. La fonction de distribution radiale est donnée d’un point







où rN−2 désigne toutes les variables sauf ri et rj . Ces deux équations permettent d’obtenir
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où N2/V est la densité de paires.
Il serait intéressant de poursuivre l’analyse afin de voir si une relation similaire, mais plus











Malheureusement, cette équation est difficile à évaluer puisque vij n’est pas indépendant
de rij aux courtes séparations, notamment à cause de la force dissipative.
Analyse théorique
Les dynamiques s’étudient grâce aux coefficients de transport hydrodynamiques, comme
le coefficient de diffusion ou la viscosité. L’existence d’un lien entre les forces statistiques
et ces variables a été constatée à la section précédente, notamment lors de l’utilisation d’in-
teractions douces. L’hydrodynamique rend cette relation plus explicite, puisqu’elle donne
la relation entre les coefficients de transport et les dynamiques détaillées du système.
Notamment, les coefficients hydrodynamiques sont reliés aux fonctions d’autocorrélation
microscopiques par les relations de Green-Kubo. Par exemple, le coefficient de diffusion,














〈Jz0 (t)Jz0 (0)〉 dt [1.90]
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où vi est la vitesse (vectorielle, évidemment) de la particule i, β = 1/kBT , V est l’élément
de volume considéré, Πxzk désigne une composante hors-diagonale du tenseur de contrainte,
Jzk est le courant d’énergie selon z et k = 0 signifie que seules les variations lentes sont








La moyenne sur les particules ou éléments de volume est implicite. L’énergie n’est pas
conservée en DPD (dans cette version, du moins). L’énergie locale fluctue rapidement et ne
fait donc pas partie des variables hydrodynamiques conservées. Il n’y a donc pas de conduc-
tion thermique adéquate. Celle-ci ne sera donc pas incluse dans la discussion suivante.
L’étude des contributions de la force conservative et de la force dissipative aux coefficients
hydrodynamiques revient donc à séparer leur impact dans les fonctions d’autocorrélation.
Pour ce faire, il faut effectuer mathématiquement le coarse-graining sur les momentum en
plus des positions, soit dans l’ensemble de l’espace des phases. C’est l’objectif du forma-
lisme de l’opérateur de projection de Mori-Zwanzig 14.
Le formalisme de l’opérateur de projection est plutôt lourd d’utilisation. De plus, la notation
s’avère habituellement lourde et varie d’un auteur à l’autre. Il ne sera donc pas présenté
explicitement, mais le principe sous-jacent sera esquissé et les résultats pertinents seront
soulignés.
Le coarse-graining s’effectue en changeant les 6N degrés de liberté du système pour les
6N degrés de liberté de particules grossières. Ces derniers sont les variables dites d’intérêt
ou lentes, alors que les degrés de liberté perdus sont les variables dites rapides. Dans de
nombreux cas rencontrés en DPD, les 6N degrés de liberté sont les centres de masse des
molécules, ainsi que leur momenta. Les variables rapides sont alors les modes normaux des
molécules et les momenta associés, qui modifient l’arrangement des atomes autour de ces
centres de masse. L’opérateur de projection, habituellement noté P , permet d’extraire les
propriétés des blobs en effectuant la moyenne sur les variables rapides.
Une telle réduction de l’espace des phases n’est pas sans conséquence. Cette compression
s’accompagne d’une perte d’entropie, ce qui est impossible puisqu’il s’agit toujours du
même système. Puisque le système DPD simulé est isolé du milieu, cette entropie ne peut
14. Je vous avais prévenu qu’on y reviendrait.
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pas être compensée sous forme de chaleur tel que dicté par le principe de rature de Lan-
dauer. Il se manifeste plutôt par l’ajout des forces statistiques (FD et FR). Ces forces sont
obtenues grâce à un opérateur complémentaire, notéQ = 1−P . La forme de ces opérateurs
est complexe, ce qui limite généralement leur application à des traitements théoriques.
Le formalisme de l’opérateur de projection fait donc intervenir deux opérateurs complé-
mentaires. Le premier, l’opérateur de projection P extrait les dynamiques d’intérêt en ef-
fectuant une moyenne dans le sens thermodynamique. Or, cette moyenne est effectuée sur
un sous-ensemble de l’espace des phases, soit l’ensemble des points a de l’espace détaillé
qui correspondent au point A de l’espace des blobs. L’application de l’opérateur de projec-
tion demande donc de connaître l’identité des points a ∈ A ∀A. En ce sens, l’opérateur
P est un démon de Maxwell qui agit sur les degrés de liberté micro. Celui-ci ne peut pas
enfreindre la seconde loi de la thermodynamique plus qu’un autre ; l’opérateurQ se charge
de conserver l’entropie. Il peut d’ailleurs être démontré que la dépendance en vitesse des
forces dissipatives est liée directement à la variation d’entropie (42). Par exemple, la force
dissipative de Langevin :








Le formalisme de l’opérateur de projection peut être appliqué aux équations dynamiques de
toutes sortes. L’opérateur de projection a notamment été appliqué à l’équation de Fokker-
Planck de la DPD (éq. 1.67) afin d’obtenir des expressions pour les coefficients hydrody-
namiques (43). Il ressort de cette analyse que la viscosité dynamique η et la viscosité volu-
mique ζ sont séparables en deux contributions, l’une conservative et l’autre dissipative :
η = ηC + ηD [1.94]
ζ = ζC + ζD [1.95]
Des relations de Green-Kubo de forme similaire à l’équation 1.89 sont obtenues pour toutes
ces grandeurs. Toutefois, l’absence de modèle permettant de déterminer la matrice de ci-
saillement Π et les opérateurs de projection inhibe l’application de ces formules. Elles sug-
gèrent cependant une dépendance quadratique des coefficients hydrodynamiques envers le
coefficient dissipatif : ηD, ζD ∝ γ2.
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Une approche différente consiste à appliquer le formalisme de l’opérateur de projection de
Mori-Zwanzig directement sur les équations de mouvement afin de retrouver les équations
DPD. Cette approche mène à l’équation de Langevin généralisée :
dpi





〈δFi(t− s) · δFj(0)〉 pj(s)
mj
ds+ δFi(t) [1.96]
dans la notation utilisée de ce document (44). Les variables pi et Fi font référence aux
particules grossières, les blobs.
Les trois termes de cette équation sont directement liés aux trois forces. Le premier terme,
〈Fi〉 est la force moyenne agissant sur la particule i. Le second terme fait intervenir l’in-
tégrale de la fonction d’autocorrélation de la force fluctuante, δFi(t) = Fi(t) − 〈Fi〉. Le
dernier terme est la force fluctuante.
En principe, cette équation reproduit exactement la même trajectoire que les dynamiques
microscopiques. Malheureusement, ces trois termes dépendent de l’ensemble du système
et de toute son histoire ; ils sont impossibles à évaluer sous cette forme. Le second terme
est exemplaire : il dépend explicitement des forces et momenta à tous les temps passés,
et couple entre elles toutes les paires. Cette équation doit être simplifiée. Pour ce faire,
deux approximations sont utilisées : l’approximation Markovienne et l’approximation des
interactions par paires.
L’approximation Markovienne consiste à considérer que la fonction d’autocorrélation de
la force décroît rapidement par rapport à fonction d’autocorrélation de la vitesse. La force
subie par une particule ne dépend donc pas de la force aux instants précédents. L’utilisation
d’une force aléatoire uniforme est alors possible. De plus, lorsque la vitesse varie lente-
ment par rapport à la force, la vitesse peut être considérée constante dans l’intervalle où la















L’approximation d’interaction par paires stipule que toutes les interactions peuvent être
exprimées au niveau mésoscopique comme des interactions entre paires de blobs. Cette
approximation simplifie la force moyenne pour lui donner la forme d’une somme sur les
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paires, tel que discuté tout au long de la section 1.2. Les forces statistiques sont simplifiées
de la même façon. Lorsqu’on assume que ces forces dépendent de la distance séparant les
paires d’atomes, des équations de mouvement compatibles avec la DPD sont retrouvées
(42, 44).
Cette démarche n’est pas qu’une preuve théorique. Elle permet également d’obtenir une
relation entre les coefficients dissipatifs et la fonction d’autocorrélation via l’équation 1.97.
L’étude de la force fluctuante montre qu’elle n’agit pas uniquement de façon radiale ; un
certain cisaillement existe entre les blobs. La force dissipative doit donc être séparée en
deux composantes, l’une perpendiculaire et l’autre parallèle :
FDij = γ‖(rij)v‖,ij + γ⊥(rij)v⊥,ij [1.98]
v‖,ij = (rˆij · vij) rˆij [1.99]
v⊥,ij = vij − v‖,ij [1.100]
Ces équations respectent toujours l’invariance galiléenne et la 3e loi de Newton.













〈δF⊥,ij(t) · δF⊥,ij(0)δ(rij − r)〉 dt [1.102]
où le δ(rij − r) signifie que seules les paires séparées de la bonne distance sont prises en
compte. La force aléatoire est également séparée en deux composantes. Leurs coefficients








Ces relations correspondent aux contraintes des équations 1.73 et 1.74. Leur comparaison
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F I G U R E 13 Coefficients dissipatifs obtenus à partir de simulation microscopiques
pour l’eau. La dépression à r = 2, 75 semble provenir du régime de cage. Reproduit
avec permission depuis la réf. (46), Copyright 2011, AIP Publishing LLC.














δ(t)dt = 1/2 [1.107]
puisque δ(t) est une fonction symétrique (ou une somme de telles fonctions). Ces contraintes
ne sont donc que l’approximation de Markov.
Ces relations permettent l’obtention des forces statistiques par coarse-graining de simu-
lations microscopiques. Cette procédure a été appliquée à différents systèmes (42, 45, 46)
avec un certain succès. Les coefficients dissipatifs obtenus pour l’eau (1 molécule = 1 blob)
sont donnés à la figure 13.
Malheureusement, les coefficients de transport hydrodynamiques mesurés dans ces simu-
lations ne reproduisent pas les valeurs obtenues pour le système micro. Lors de la simu-
lation de l’eau, les coefficients dissipatifs doivent être divisés par 20 afin de reproduire le
coefficient de diffusion microscopique. Une fois cette mise à l’échelle effectuée, la visco-
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sité et donc le nombre de Schmidt (Sc = ν/D = η/(ρD), soit le ratio entre la viscosité
cinématique et la quantité de mouvement) sont adéquatement reproduits sans autres mo-
difications (46). Cette déviation provient du bris des deux approximations mentionnées
précédemment, soit l’approximation des interactions par paires et l’approximation Marko-
vienne.
L’approximation des interactions par paires est discutée aux sections 1.2.2 et 1.2.3. Aucune
de ces procédures n’a été utilisée dans les travaux de coarse-graining des forces statistiques,
qui n’ont utilisé que la force moyenne. La force conservative n’a donc pas été obtenue
convenablement, ce qui explique les irrégularités observées dans la fonction de distribution
radiale. De plus, il ne serait pas surprenant que les forces statistiques aient une composante
à plusieurs corps. Une dépendance aux densités locales, telle que développée à la section
1.2.2, pourrait régler ce problème.
L’approximation Markovienne suppose que les forces sont corrélées bien moins longtemps
que les vitesses. Or, cela peut s’avérer problématique compte tenu du régime de cage parfois
long dans les liquides. Les fonctions d’autocorrélation de l’eau sont représentées à la figure
14. Cette figure montre clairement que la corrélation des forces décroît plus rapidement
que celle des vitesses. Les deux échelles de temps sont toutefois comparables. De plus, ces
deux fonctions de corrélation présentent des queues de longue durée, dues aux corrélations
complexes des liquides. Ces résultats suggèrent que l’approximation Markovienne n’est
pas respectée.
Afin de régler ce problème, un terme d’amortissement, dépendant des accélérations plutôt
que des vitesses, peut être ajouté à la force dissipative. Or, cela demande de modifier la
force statistique afin qu’elle présente une corrélation correspondante. Cela complexifie dra-
matiquement la méthode. À l’inverse, l’approximation Markovienne peut être considérée
comme une limite de la méthode : la DPD ne peut simuler correctement les dynamiques
de systèmes qui respectent l’approximation de Markov. Il faudrait alors se concentrer sur
l’évaluation de ces limites et déterminer s’il existe des familles de systèmes qui les res-
pectent.
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F I G U R E 14 Fonctions d’autocorrélation de force φ et de vitesse ψ de l’eau. Le
temps de corrélation des forces, bien que plus court, est de la même échelle que celui
des vitesses. Ces deux fonctions de corrélation présentent une queue de longue durée.
Reproduit avec permission depuis la réf. (46), Copyright 2011, AIP Publishing LLC.
1.4 Imperfections numériques
La simulation s’effectue à l’aide d’ordinateurs et elle est évidemment affectée par les limita-
tions de ceux-ci. Les erreurs du passé ainsi que le développement technologique diminuent
l’acuité de ces problèmes et les programmes de simulation modernes prennent soin de les
éviter. Ils n’ont toutefois pas disparu et il importe que l’utilisateur de ces programmes les
connaisse.
Les principales imperfections numériques rencontrées en simulation découlent de la repré-
sentation imparfaite des nombres et des fonctions. Ces erreurs peuvent être regroupées en
familles :
1. Les erreurs d’arrondissement, où les dernières décimales sont perdues ;
2. Les erreurs de troncature, où un calcul est tronqué ou discrétisé ;
3. La stabilité des algorithmes, où une erreur numérique prend de l’ampleur au point de
dominer le résultat final, notamment dans les calculs itératifs.
Ces erreurs sont bien connues et détaillées dans des ouvrages sérieux (47). Elles ne seront
pas discutées plus longuement dans le présent ouvrage, au profit des considérations numé-
riques propres à la DPD. La DPD présente toutefois des particularités qui interviennent
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lors du calcul des forces statistiques qui ne sont pas rencontrées dans les dynamiques de
particules habituelles.
La force aléatoire fait intervenir des nombres aléatoires. Le comportement d’échelle de ces
nombres aléatoires impose des modifications à l’algorithme. De plus, la génération infor-
matique de nombres aléatoires comporte de nombreuses particularités qui doivent être abor-
dées. La force dissipative, quant à elle, fait intervenir à la fois les positions et les vitesses
des particules. Cela affecte les procédures d’intégration de façon non triviale et certaines
précautions doivent être prises lors des dynamiques. Les problématiques rencontrées ainsi
que certains algorithmes d’intégration spécifiques à la DPD seront présentés.
1.4.1 Nombres pseudo-aléatoires
L’utilisation de nombres aléatoires est une particularité importante des méthodes stochas-
tiques comme la DPD ou les dynamiques de Langevin. C’est un trait que ces méthodes
partagent également avec les méthodes Monte-Carlo, bien que ces dernières utilisent les
nombres aléatoires de façon bien plus intensive.
L’utilisation de nombres aléatoires a certains avantages. Ceux-ci sont habituellement fa-
ciles à générer, les codes utilisés pour les obtenir sont habituellement rapides et efficaces.
De plus, ils permettent de réduire l’impact de certaines erreurs numériques, comme les er-
reurs d’arrondissement ou de troncature, en diminuant leur importance. En effet, quelle est
l’importance d’une erreur de l’ordre de 10−8 lorsqu’un nombre aléatoire de l’ordre de 100
est ajouté au résultat ? Ce genre de robustesse est typique des simulations dans l’ensemble
NVT, où la conservation de quantités globales n’est pas importante. Les nombres aléatoires
ont la particularité de réduire l’impact des erreurs numériques sur les dynamiques, en plus
des propriétés thermodynamiques. La stabilité de l’algorithme s’en trouve améliorée.
Les nombres aléatoires n’ont pas que des avantages. Leur génération est délicate et né-
cessairement imparfaite, puisqu’elle est effectuée par un appareil fondamentalement déter-
ministe. Il est de ce fait impossible d’obtenir des nombres strictement aléatoires grâce à
un algorithme purement numérique. De tels algorithmes sont donc appelés générateurs
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de nombres pseudo-aléatoires. Ils demandent à être initialisés à partir d’un nombre ini-
tiateur 15 et retournent une série de nombres pseudo-aléatoires selon un algorithme détermi-
niste. L’utilisation du même nombre générateur donnera toujours lieu à la même série de
nombres.
Ce déterminisme peut être considéré comme un défaut, mais il est également une qualité.
En effet, il importe de pouvoir reproduire des calculs de façon identique, notamment lors
des tests (48). Ainsi, il est possible de comparer les résultats d’une simulation DPD effec-
tuée avec deux versions différentes d’un même programme. Si le générateur de nombres
aléatoires est initialisé avec le même nombre, des résultats différents seront le signe d’un
défaut de programmation. La reproductibilité des générateurs de nombres aléatoires permet
donc d’effectuer des tests et de découvrir des bugs subtils.
Évidemment, le déterminisme des générateurs peut être un obstacle à l’utilisation des nombres
aléatoires. Notamment, les générateurs de nombres aléatoires présentent tous une période,
au bout de laquelle la séquence recommence au début. Certaines familles de générateurs
présentent des périodes plutôt faibles, qui dépendent fortement des paramètres utilisés. L’aug-
mentation de la période a durant un temps été le centre de la recherche sur les générateurs de
nombres aléatoires. Certains générateurs modernes ont des périodes monstrueuses, comme
le Mersenne Twister, d’une période de 219937 − 1, ou les générateurs WELL, de périodes
allant jusqu’à 244497 (49).
En plus de la période, les nombres générés par un générateur de nombres aléatoires peuvent
présenter des corrélations plus ou moins grandes entre eux. Notamment, les populaires
(et vétustes) générateurs congruentiels linéaires ne permettent d’explorer qu’un ensemble
limité de plans dans l’espace des résultats possibles (50). Différentes batteries de tests ont
été mises au point afin de mettre en évidence les corrélations parfois subtiles présentes dans
les nombres pseudo-aléatoires. Les plus fameux sont Diehard et le plus récent TestU01.
Bien peu de générateurs passent les tests les plus exigeants, la batterie de tests BigCrush
de TestU01 16. Les seuls qui semblent passer tous les tests sont basés sur des méthodes
cryptographiques (49).
15. Le nombre initiateur est parfois appelé «graine», traduction peu imaginative de l’anglais seed.
16. J’ajouterais bien des références vers la littérature, mais il ne semble pas y en avoir. Les travaux origi-
naux sont sur le web, google est votre ami.
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Les nombres aléatoires utilisés par LAMMPS pour la force aléatoire sont générés par l’al-
gorithme RANMAR 17 mis au point par Marsaglia (51). Il s’agit d’un générateur de type
Fibonacci retardé utilisant la soustraction. Sa période est supérieure à 1030. Il passe les tests
statistiques les plus simples, mais échoue à tous les tests plus complexes. Son initialisation
est telle que 109 séries indépendantes peuvent être générées, ce qui facilite la parallélisation
tout en s’assurant que les processeurs génèrent des séries de façon indépendante.
Ce générateur n’est pas optimal, mais il est suffisant pour la DPD. Sa période est amplement
longue : dans la situation hypothétique où tous les processeurs de Mammouth (MS II et MP
II) généraient chacun un nombre d’une même série à chaque signal d’horloge (2,6 GHz),
il faudrait cent fois l’âge de l’univers pour épuiser ladite série et revenir au début. Le gé-
nérateur RANMAR est statistiquement imparfait, mais toute imperfection présente dans la
série de nombres aura un impact négligeable comparativement aux fluctuations physiques
naturelles du système. Les tests statistiques auxquels échoue le générateur sont construits
spécifiquement pour mettre en relief des corrélations subtiles, alors que l’algorithme DPD
n’a pas un tel objectif. Si nécessaire, ces défauts peuvent être corrigés par l’implémenta-
tion d’un générateur plus robuste. Les générateurs cryptographiques sont performants et
aisément parallélisables (49).
Une fois les nombres aléatoires générés, il importe de prendre en compte le comportement
d’échelle de ces nombres. Plus particulièrement, la force aléatoire doit être modifiée afin
de compenser les effets dus à la variation du pas d’intégration.
La force aléatoire, en DPD comme en dynamiques de Langevin, représente les collisions
moléculaires. Selon Langevin, celles-ci sont modélisées par des collisions aléatoires de
moyenne nulle et d’écart-type donné. Cet écart-type est, pour la composante selon x :





















où ξ est une variable aléatoire centrée réduite, soit 〈ξ2〉 = 1 et 〈ξ〉 = 0. L’écart-type de la
force aléatoire fixe la température du système, et doit donc être maintenue constante, peu
importe les paramètres de simulation.
17. Acronyme composite qui veut probablement dire ’générateur de nombre aléatoire de Marsaglia’
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F I G U R E 15 Comportement d’échelle d’une somme de N variables aléatoires : les
forces moyennes sont d’autant plus faibles qu’elles couvrent un long intervalle de
temps. En noir : événements indépendants distincts, en rouge : N = 5, en jaune :
N = 20.
Si le temps moyen entre deux collisions est de τ , un pas d’intégration Δt contiendra
N = Δt/τ tels événements. Le comportement d’une somme de N variables aléatoires
est bien connu : l’écart-type de sa fonction de distribution est proportionnel à 1/
√
N . Il
s’agit du comportement d’échelle d’un processus de Wiener. Ce comportement est illustré
à la ﬁgure 15. Le calcul numérique ne nous permet pas d’utiliser un processus stochastique
idéalisé. La dynamique s’obtient par intégration de pas ﬁnis, δt. La variable aléatoire doit











ξ(t, δt) ∝ 1√
δt
[1.113]
Cette démonstration est bien connue et peut être effectuée de nombreuses façon. Elle a été
obtenue par Bachelier en 1900 (52), Einstein en 1905 18, Langevin en 1908 (6) et formalisée
dans le contexte du calcul différentiel stochastique par Wiener (40).
18. La référence originale, en allemand, est disponible dans l’article de Langevin
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Afin que la force aléatoire décrive toujours le même processus, il faut ajouter un facteur
1/
√






Cette correction permet de conserver la température près de la température cible. Il ne
s’agit toutefois pas de la seule contribution cause de déviation : l’intégration de la force
dissipative doit également être effectuée avec précaution.
1.4.2 Intégration des équations
L’intégration des équations de mouvement est un aspect important de la dynamique molé-
culaire. Beaucoup d’efforts ont été mis dans la recherche de meilleures méthodes d’intégra-
tion, qui soient stables, efficaces et présentant certaines propriétés mathématiques (3). En
DPD, l’algorithme doit pouvoir intégrer de façon stable les forces statistiques en plus de la
force conservative. Or, la force dissipative demande de connaître à la fois les positions et les
vitesses. Une intégration inadéquate amène un réchauffement artificiel du système, sa tem-
pérature d’équilibre mesurée selon l’équipartition étant supérieure à la température fixée
par la relation de fluctuation dissipation 1.73. De plus, une structure peut se développer
dans g(r) lorsque le pas d’intégration est trop grand. Cet effet est d’autant plus prononcé
que le pas d’intégration est grand, le résultat dépendant de l’algorithme utilisé (12).
Différents algorithmes ont donc été mis au point spécialement afin de minimiser ce réchauf-
fement artificiel. Trois de ceux-ci seront présentés brièvement, soit l’algorithme de velocity
Verlet modifié, l’algorithme leap-frog auto-cohérent et l’algorithme de scission de Shard-
low. D’autres existent, mais ils ne seront pas présentés (53).
Le premier algorithme d’intégration réalisé spécialement pour la DPD est un algorithme de
velocity Verlet modifié, noté λ-VV :
ri(t+ ∆t) = ri(t) + ∆tvi(t) + 12(∆t)
2fi(t) [1.115]
v˜i(t+ ∆t) = vi(t) + λ∆tfi(t) [1.116]
fi(t+ ∆t) = fi (r(t+ ∆t), v˜(t+ ∆t)) [1.117]
vi(t+ ∆t) = vi(t) + 12∆t (fi(t) + fi(t+ ∆t)) [1.118]
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F I G U R E 16 Réchauffement artificiel causé par le pas d’intégration. Eu : Algorithme
d’Euler ; Veλ : λ-VV. Reproduit avec permission depuis réf. (12), Copyright 1997,
AIP Publishing LLC.
où v˜i(t+ ∆t) est une prédiction temporaire de la vitesse (vectorielle, évidement). Lorsque
λ = 0, 5, l’algorithme de velocity Verlet est retrouvé. La variation systématique de λ a
permis de déterminer une valeur magique, le réchauffement étant minimal lorsque λ = 0, 65
(voir fig 16) (12). Cet algorithme n’est pas plus exigeant que l’algorithme VV.
Le second algorithme mis au point est une version auto-cohérente de l’algorithme leap-frog.













vi (t−∆t/2) + vi (t+ ∆t/2)
2 [1.120]






Dans la version auto-cohérente, les équations 1.119 et 1.120 sont mises à jour jusqu’à ce
que les valeurs de v(t+∆t/2) et f(t) soient cohérentes entre elles. Cet algorithme élimine
les effets indésirables, mais il demande de nombreux recalculs des vitesses relatives (vec-
torielles, évidemment). Il prend donc environ deux fois plus de temps par pas d’intégration
mais conserve la même complexité algorithmique (54).
Le troisième et dernier algorithme présenté ici est l’algorithme de scission de Shardlow (55).
Cet algorithme repose sur la scission des équations de mouvement en équations différen-
tielles simples. L’équation des momenta est scindée en deux contributions, l’une provenant
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FDij dt+ σwR(rij)rˆijdWij [1.124]
dpi = dpCi + dpDi [1.125]
Les équations conservatives (1.122 et 1.123) sont intégrées par la méthode de VV comme
en MD. Les équations 1.124 sont intégrées avec une autre méthode, plus appropriée aux
équations différentielles stochastiques. Les équations différentielles dissipatives n’ont en
effet pas les mêmes propriétés que les équations de mécanique classique ; elles ne sont pas
soumises aux mêmes contraintes. La présentation initiale utilise la méthode de Bruenger,
Brooks et Karplus afin d’intégrer la contribution dissipative (56). L’algorithme de scission
de Shardlow atténue légèrement les effets numériques indésirables. Il se généralise toute-
fois très bien aux simulations DPD dans les ensembles NVE, NPT et NPH. Notamment,
l’algorithme de Shardlow est nettement plus stable que ses concurrents dans les ensembles
NVE et NPH (57).
Généralement, le pas d’intégration est fixé par le potentiel conservatif. Ce dernier est ha-
bituellement trop abrupt pour utiliser de grands pas d’intégration, ce qui diminue l’impor-
tance des effets d’intégration. Le choix des paramètres de simulation demande la prise en
compte de nombreux facteurs de nature différente, ce qui rend complexe la mise au point
d’un modèle pour un système particulier, comme les polymères arborescents.
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CHAPITRE 2 : Les polymères
arborescents
2.1 Aspects expérimentaux
Les polymères arborescents sont une classe de polymères hyperbranchés de haute masse
moléculaire. Ces molécules sont obtenues de façon itérative, donnant lieu à une structure
dense difficile à sonder expérimentalement. La grande masse et la complexité de ce système
en font un système qui se modélise naturellement à l’échelle mésoscopique.
Les polymères arborescents sont des analogues statistiques aux dendrimères, constitués de
chaînes polymères plutôt que de monomères. Les polymères arborescents sont obtenus par
une séquence de réactions de greffage sur un polymère central. Le greffage s’effectue en
deux étapes :
1. Modification du polymère central par chlorométhylation,
2. Greffage de chaînes polymères par substitution anionique.
Le polymère branché obtenu peut être utilisé comme polymère central afin d’obtenir des po-
lymères arborescents de plus grande masse moléculaire. Chaque étape d’une telle boucle
donne des polymères de génération de plus en plus grande, à partir du premier greffage
qui donne un polymère de génération 0 (G0). Ce processus peut a priori être répété un
nombre illimité de fois, chaque itération donnant lieu à un polymère de génération supé-
rieure, dénotés Gn. Ce processus est schématisé à la figure 17. Les polymères arborescents
ainsi obtenus présentent des masses moléculaires très élevées et une polydispersité plutôt
faible (58). De plus, en modifiant la composition des chaînes greffées, il est possible d’ob-
tenir des architectures cœur-couronne intéressantes (59).
Le greffage par étapes n’est pas sans conséquence sur la morphologie du produit final. En
effet, la position de greffons potentiels est déterminée par la modification du polymère cen-
tral, tandis que l’étape de greffage implique l’insertion d’une chaîne polymère. La position
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F I G U R E 17 Synthèse de polymères arborescents. Chaque génération est obtenue
par modiﬁcation et greffage sur la génération précédente.
des greffons est donc dictée par les deux étapes, soumises à des contraintes différentes.
L’encombrement stérique est notamment différent lors des deux étapes. L’impact de l’effet
stérique dépends donc de l’étape déterminante du processus.
Tout comme pour les dendrimères, la structure exacte des polymères arborescents est in-
connue et soumise à divers travaux de recherche. Plus particulièrement, ces travaux s’inté-
ressent à la répartition de la densité autour du centre de masse des polymères. Plusieurs pos-
sibilités existent, comme la sphère dure, le paquet gaussien, différents modèles de sphères
molles, une couronne dense autour d’une dépression centrale (60) ou une combinaison de
ces possibilités (61).
Les réactions de greffage s’effectuent en solution isotrope. Le seul mécanisme permettant
de justiﬁer une anisotropie dans la structure des polymères arborescents est donc le rapport
entre la longueur de la chaîne centrale et celui des greffons. Lorsque la chaîne centrale et
les greffons sont de taille similaire, le polymère arborescent est considéré comme sphérique
(58). L’orientation n’est donc pas importante dans la description de la structure, qui peut






δ (r − rCM,i)
〉
[2.1]
où i désigne les atomes constituant le polymère arborescent, rCM,i = |rCM − ri| est la
distance d’un atome au centre de masse et les chevrons désignent à la fois la moyenne sur
tous les atomes d’une molécules et sur toutes les molécules.
Expérimentalement, ce proﬁl de densité peut être sondé par des expériences de diffusion de
neutrons, SANS. Des expériences ont été menées sur des polymères arborescents composés
de polystyrène dans différents solvants deutérés (61,62). Les auteurs ont proposé un modèle
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où ρ0 est la densité maximale, Rmax le rayon maximal et α l’exposant donnant la courbure.
Plus ce dernier est élevé, plus le profil de densité est abrupt, s’approchant de la sphère
dure lorsque α devient grand (> 15). Le profil de densité radiale est relié aux résultats de








où I(q) est l’intensité diffusée et q est le vecteur d’onde.
Les résultats de leurs mesures sont présentés au tableau 2. Un exemple de profil et de résul-
tat de diffraction sont présentés à la figure 18. Les données expérimentales ont toutes été
obtenues à partir de polymères arborescents de génération 3 composés de chaînes d’environ
5000 g mol−1. Le polymère contient 5200 greffons. Le nombre de greffons est obtenu en
comparant la masse des polymères arborescents avant et après chaque étape de greffage. Le
gain de masse moléculaire est dû aux greffons. Les greffons ont une distribution de masses
moléculaires plutôt étroite (Mw/Mn = 1, 03), ce qui permet une bonne détermination du
nombre de greffons. La procédure de greffage donne des macromolécules d’une polydisper-
sité plutôt faible, de l’ordre de 1,3. Dans leur analyse expérimentale, les auteurs assument
une dispersion relative de 9% (61).
Il est important de noter que le modèle de l’équation 2.2 est cohérent avec les résultats
expérimentaux ; il n’en est pas dérivé. Plus particulièrement, les expériences de diffusion
de neutrons donnent accès au facteur de structure, qui est relié à la transformée de Fourier
de la fonction de distribution radiale (éq. 1.82). Lors de l’interprétation de leurs données,
les auteurs ont assumé que les molécules adoptent une structure sphérique, ce qui permet
de relier directement le facteur de structure au profil de densité radiale (63).
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(a) (b)
F I G U R E 18 Détermination de la structure des polymères arborescents par SANS.
(a) Facteur de structure expérimental et du modèle en loi de puissance. (b) Profils
de densité en loi de puissance dans différents solvants. Reproduit avec permission
depuis (61). Copyright 1999 American Chemical Society.
Tableau 2 Paramètres du profil de densité en loi de puissance pour des polymères
arborescents de génération 3 dans différents solvants, obtenus par SANS. Les gran-
deurs marquées d’une étoile ont été estimées depuis des graphiques. Les analyses sont
effectuées à 20◦C pour les petites molécules et à 90◦C pour les solvants polymères.
Génération Solvant ρ0 (g cm−3) Rmax (Å) α Rg (Å) ref.
G2 d-Cyclohexane - - - 138? (61)
G2 d-Toluène - - - 140? (61)
G2 d-PVME - - - 137? (62)
G2 d-PS - - - - (62)
G3 d-Cyclohexane 0.55? 310±6 4 220? (61)
G3 d-Toluène 0.40? 350±8 4 265? (61)
G3 d-PVME 0.70? 260±4 12 205 (62)
G3 d-PS 1.05? 221±4 18 - (62)
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2.2 Détails du modèle
2.2.1 Construction
La construction des modèles de polymères arborescents présente des défis bien différents
de ceux rencontrés en simulation atomistique. Contrairement aux polymères linéaires, dont
les propriétés obéissent à des lois d’échelle connues, les polymères arborescents ne peuvent
pas être représentés par une molécule plus petite. Il est nécessaire de représenter l’entièreté
de la molécule. Considérant la taille des polymères arborescents, un modèle mésoscopique
doit être mis au point.
La première étape de la mise au point de ce modèle est la détermination du niveau de
coarse-graining, soit le nombre d’atomes ou molécules que représente un blob. D’un côté,
la description du système doit être suffisamment grossière pour que soient respectées les
approximations sous-jacentes à la dynamique dissipative. De l’autre, une description trop
grossière fait perdre beaucoup de détails et représente mal le système. Voici donc quelques
chiffres relatifs à la taille du système, qui permettent de s’en faire une idée raisonnable.
Les polymères arborescents les plus simples obtenus expérimentalement sont formés de
chaînes de polystyrène de Mw ≈ 5000g mol−1. Le degré de polymérisation moyen de
telles chaînes est de 48 unités de répétitions (UR). Un polymère arborescent de génération
2 réunit environ 720 de ces chaînes, pour une masse de Mw = 3,2× 106g mol−1 réunissant
3,4× 104 UR, soit 5,5× 105 atomes.
Au vu de ces chiffres, associer un blob DPD à 4 UR (soit 64 atomes) semble raisonnable.
Cela permet de représenter les chaînes par 12 blobs et le polymère total par ∼ 104. Les
chaînes sont suffisamment longues et flexibles pour se comporter comme des chaînes, tout
en réduisant suffisamment le nombre de particules pour permettre la simulation de poly-
mères arborescents dilués.
Le greffage des chaînes peut être effectué de plusieurs façons. Les travaux initiaux sur les
polymères arborescents assument une distribution uniforme des greffons sur les monomères
préexistants (58). Cela correspond à une morphologie dictée par l’étape de modification
chimique, première étape du greffage. L’encombrement stérique dû à l’insertion des chaînes
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F I G U R E 19 Deux modèles de greffage : aléatoire et hiérarchique. Les chaînes gref-
fées à différentes étapes sont désignées par des couleurs différentes. Flèche : Cer-
taines greffes possibles dans le modèle aléatoire sont interdites dans le modèle hiérar-
chique.
dans la structure dense n’est toutefois pas négligeable, ce qui pousserait les chaînes à se
greffer sur les parties de la macromolécule présentes en périphérie. Aﬁn de prendre en
compte ces considérations, deux modèles ont été mis au point : aléatoire et hiérarchique.
Le modèle aléatoire correspond à la situation où l’étape de modiﬁcation est l’étape déter-
minante. Une chaîne greffée à l’étape n peut se greffer sur tout monomère appartenant à
une chaîne de génération n′ < n, puisque les réactifs de modiﬁcation sont petits et peuvent
pénétrer profondément dans la structure.
Le modèle hiérarchique, quant à lui, correspond à la situation inverse, dans laquelle les sites
modiﬁés ne réagiront pas tous et où le greffage domine la répartition des greffons. Dans ce
modèle, une chaîne ajoutée à la génération n ne peut être greffée que sur un monomère de
génération n − 1. Ces deux modèles donnent lieu à des structures subtilement différentes,
représentées à la ﬁgure 19. À des ﬁns de comparaison, tous les calculs ont été effectués à
partir de ces deux modèles.
Une fois les contraintes de greffage établies, le système modèle, communément appelé
«boîte», doit être généré. Ce système sert de point de départ à la simulation. Il doit être le
plus près possible de la situation d’équilibre aﬁn de bien représenter le système et de réduire
la période d’équilibration. Cette étape est d’une importance capitale en dynamique molécu-
laire ; des procédures très complexes ont été développées aﬁn de générer les systèmes les
plus représentatifs possible (64). Cette problématique est moindre lors de l’utilisation de la
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DPD, puisque l’exploration de l’espace des phases est facilitée par les interactions douces.
Les interactions douces permettent aux particules de se superposer et de se traverser, ce qui
facilite l’équilibration du système. De plus, la réduction du nombre de degrés de liberté faci-
lite la tâche en réduisant la taille de l’espace des phases. Les résultats sont donc bien moins
sensibles aux configurations de départ. En fait, les méthodes mésoscopiques sont entre
autres étudiées comme outil permettant de pré-équilibrer un système atomistique (10, 65).
La méthode de croissance proposée ici est basée sur un algorithme de marche aléatoire biai-
sée sur un réseau. Elle est bien plus grossière que les méthodes habituellement employées
pour la création de systèmes atomistiques, mais s’avère suffisante pour une simulation mé-
soscopique. En plus des justifications guidées par les principes énumérés au paragraphe
précédent, les résultats de calculs s’avèrent hautement reproductibles d’une configuration
à l’autre.
La première étape de l’algorithme consiste à choisir un point de départ pour le greffon. Il
est choisi au hasard parmi toutes les positions obéissant aux contraintes du modèle choisi,
tel que décrit précédemment. La chaîne croît ensuite par addition successive de blobs sur
les éléments d’un réseau. La destination est choisie après trois étapes :
1. Obtention d’une liste de destinations possibles,
2. Calcul du potentiel de biais sur chacune de ces cases,
3. Choix aléatoire pondéré.
Le processus est répété pour l’addition de chaque particule. Il est illustré à la figure 20a.
Les destinations possibles sont obtenues en prenant les éléments de la grille avoisinant la
particule précédente. Si la particule précédente se trouve en ijk, ce voisinage est constitué
des cases i′j′k′ obéissant à :
i−2 ≤i′ ≤ i+2 [2.4]
j−2 ≤j′ ≤ j+2 [2.5]
k−2 ≤k′ ≤ k+2 [2.6]
soit une sous-grille cubique de 5 unités de coté, centrée sur la particule initiale. La particule
ijk est marquée d’une étoile à la figure 20a ; le voisinage considéré est représenté par un





F I G U R E 20 Marche aléatoire biaisée sur réseau. (a) Croissance d’un greffon (vert)
près d’une chaîne préexistante (noir). Voir texte pour explications. (b) Quatre réalisa-
tions de l’algorithme de croissance de polymères arborescents en 2D
Un potentiel de biais Ei′j′k′ est calculé pour chaque case de ce voisinage. Ce biais est obtenu
par l’addition des potentiels générés par toutes les particules voisines de i′j′k′, déterminé




K(r − r0)2 [2.7]
où r est la distance entre i′j′k′ et son voisin. Pour les polymères arborescents, une constante
K = 2,0 un rayon d’équilibre r0 = 2,0 ont été utilisés. Les distances sont en unités de ré-
seau. Ce potentiel est désigné par des pointillés à la ﬁgure 20a. Le site désigné par un point
d’interrogation interagit avec toutes les particules présentes dans son voisinage, encadré
par des tirets. Ce processus est répété pour toutes les cases i′j′k′, soit 33 fois selon les
paramètres actuels.
Une fois le potentiel de biais calculé pour toutes les destinations possibles, une case parmi









Le choix pondéré est effectué en une seule passe sur l’ensemble des destinations envisagées.
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Cela est possible grâce au nombre fini et restreint de possibilités, qui ont déjà toutes été
énumérées. La pondération est inspirée de la thermodynamique statistique sans qu’une
correspondance formelle ne mérite d’être établie. Des algorithmes de croissance Monte-
Carlo bien plus rigoureux peuvent être mis au point, mais il n’est pas certain que le gain
soit suffisant.
Pour faire ce choix, une liste des probabilités cumulatives est construite. Pour chaque pos-




pb = Sa−1 + pa [2.10]
Un nombre aléatoire tiré d’une distribution uniforme nR est ensuite obtenu et comparé aux
valeurs Sa. L’élément a est choisi tel que :
Sa−1 < nR < Sa [2.11]
L’ordre des éléments de la liste (a) n’est pas important, mais il doit rester identique lors
de l’application des équations 2.10 et 2.11. La particule choisie est ajoutée sur la grille, et
le processus complet se répète pour l’ajout de la prochaîne particule. Une fois la chaîne
polymère complète ajoutée, un nouveau point de greffage est choisi comme point de départ
pour la prochaîne chaîne. Une fois le polymère arborescent construit, les positions sont
mises à l’échelle de simulation. Un pas de réseau correspond à 0,5rc.
Le nombre de chaînes par génération vise à reproduire les densités de greffage expéri-
mentales (61). Les polymères modèles sont légèrement plus massifs que les polymères
expérimentaux compte tenu des déviations statistiques impliquées dans les mesures expé-
rimentales. Le degré de polymérisation des polymères arborescents n’est pas toujours clair
et leur masse molaire est tantôt rapportée en poids, tantôt en nombre. Cet algorithme est
répété 10 fois pour chaque modèle de greffage, donnant lieu à 10 configurations différentes.
Les résultats de calculs sont obtenus par moyenne sur ces configurations. Ces moyennes
ne sont pas pondérées, les différences d’énergie entre les polymères était plutôt faible et
l’échantillonnage est faible.
Le polymère arborescent obtenu par marche aléatoire biaisée est ensuite dissout à 5 % dans
différents solvants. Les résultats sont identiques à ceux obtenus pour une concentration de
0,5 %, la concentration expérimentale. Les solvants de petites molécules sont constitués de
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Tableau 3 Création de polymères arborescents.
Paramètre Valeurs
Modèles de greffage Aléatoire, Hiérarchique






Côté de la boîte 41,09
particules dissipatives indépendantes, disposés selon une distribution aléatoire uniforme à
l’intérieur de la boîte de simulation. Pour les solvants polymères, chaque chaîne est obte-
nue par marche aléatoire en 3D et les centres de masse des chaînes sont répartis de façon
aléatoire dans la boîte de simulation, toujours suivant une distribution uniforme. La densité
réduite de simulation est de 3,0 ; le système réside dans une boîte aux conditions limites
périodiques d’environ 41 unités DPD de côté. Les systèmes ainsi créés sont présentés au
tableau 3.
2.2.2 Dynamiques
Une fois les systèmes créés, ils doivent être équilibrés avant de procéder à l’acquisition
des données nécessaires aux calculs. Pour ce faire, le système est laissé à lui-même : son
évolution dynamique naturelle devrait le rapprocher de l’équilibre.
Les modèles de polymères arborescents ne sont pas complets sans l’ensemble des forces
et paramètres qui régissent les interactions des particules dissipatives entre elles. Dans le
cas actuel, un modèle DPD simple est utilisé : le fluide de Groot décrit à la section 1.2.1.
Comme dans les travaux de Groot, un potentiel d’interaction homologue aX−X = 25,0 est
utilisé. Ce paramètre a été obtenu pour l’eau ; il n’est pas adapté au polystyrène. L’équation
1.20 pour le PS donne toutefois lieu à des valeurs de aX−X bien trop grandes, qui causent
une cristallisation du système. La valeur de 25 est donc toujours utilisée par défaut pour la
simulation du PS (66–68).
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Il peut sembler absurde d’effectuer une simulation sans calibrer les paramètres adéquate-
ment. Toutefois, le modèle utilisé ici est qualitatif et l’étude vise à étudier la morphologie.
Les propriétés ayant le plus grand impact sur la morphologie sont la différence d’affinité
et la topologie. De fait, la modification du paramètre d’interaction homologue aX−X n’af-
fecte pas le rayon de giration ou la distance entre extrémités de chaînes polymères, pour
des valeurs allant de dix à cent.
La qualité de solvant est modifiée grâce à l’équation 1.21 : l’interaction polymère-solvant
aP−S est plus répulsive d’un facteur ∆a relié au paramètre d’interaction. Quatre valeurs de
∆a différentes sont utilisées, allant d’un solvant athermique (∆a = 0) à un très mauvais
solvant (∆a = 10;χ ≈ 2,8). Ce modèle ne représente donc pas réellement un polymère
arborescent dissout dans un solvant donné (cyclohexane deutéré, par exemple), mais les
principales propriétés devraient rester inchangées.
Les particules sont reliées entre elles grâce au lien non-linéaire polynomial d’ordre 9 (poly9)
présenté à l’équation 1.43. Ce lien est nécessaire afin de lutter contre le stress causé par
l’encombrement. Un lien harmonique permet une distorsion trop importante des chaînes
centrales tandis que la divergence numérique du lien FENE pose problème. Les particules
liées interagissent également par la force répulsive quadratique, la force totale étant donc :
Flié(r) = FC(r) + Flien(r) [2.12]
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où FC(r) est la force quadratique douce de Groot et Flien(r) est le lien poly9. Cette si-
tuation est différente du cas habituellement rencontré en dynamique moléculaire, où les
interactions non liantes (électrostatiques et dispersives) sont prises en compte dans le po-
tentiel liant. Il est important d’ajuster les paramètres de votre code de simulation favori
en conséquence 1. Ce potentiel abrupt demande de maintenir le pas d’intégration δt à une
valeur relativement faible.
Les paramètres utilisés sont tous présentés à la table 4. La fonction de poids quadratique ha-
bituelle est utilisée (éq. 1.4). Les forces aléatoires et dissipatives obéissent aux contraintes
des équations 1.73 et 1.74. La force aléatoire est calculée grâce à l’éq. 1.114. Comme à l’ha-
bitude dans les méthodes de simulation numérique, l’état du système est dicté par une série
de paramètres de différents types dont le compte est rapidement perdu. La simplicité du
modèle DPD restreint toutefois le nombre de paramètres, comparativement aux méthodes
de dynamique moléculaire ou ab initio.
Le modèle est décrit explicitement par un total de sept paramètres indépendants : a, ∆a,
rc, γ, T , klien et rm) et de trois formes fonctionnelles (w(r), FC , Ulien). Ce nombre semble
plutôt restreint ; il ne s’agit là que de la pointe de l’iceberg. En effet, l’échelle du modèle
DPD est fixée ici par trois paramètres indépendants : ρ,m et kBT . Ces paramètres affectent
de façon non triviale les paramètres explicite. Il ne faut pas non plus oublier les paramètres
de préparation du système, soit la concentration des polymères en solution, leur degré de
polymérisation, leur connectivité, la durée d’équilibre, etc. qu’il est déjà plus difficile de
quantifier avec précision.
Finalement, le démon est dans les détails d’implémentation. Tous les algorithmes de calcul
un peu complexes utilisent ce qu’il convient d’appeler des méta-paramètres, qui affectent le
fonctionnement de l’algorithme. Le pas d’intégration est un exemple de méta-paramètre de
l’intégrateur ayant un impact si important qu’il doit être pris en compte dans les équations
de mouvement (sec. 1.4.1). La construction de la liste des voisins et la marche aléatoire
biaisée décrite à la section 2.2.1, entre-autres, affectent les résultats de simulation. D’autres
paramètres cachés peuvent être trouvés en creusant encore un peu, comme le seuil de calcul
pour la gestion de la singularité du lien FENE (éq. 1.42), ou les détails d’implémentation
numériques. Il ne faut pas non plus oublier les bugs, inévitables dans un code si complexe.
La seule façon de naviguer dans ce fouillis est d’utiliser des tests, c’est à dire calibrer les
1. Dans LAMMPS, c’est effectué grâce à la commande special_bonds.
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paramètres indépendamment les uns des autres, en vertu de contraintes et considérations qui
leur sont propres. Aucun des paramètres ne doit être calibré d’après les résultats finaux ; il
ne s’agit pas d’ajustement de courbe. L’équilibre des systèmes est un exemple de procédure
délicate qui doit faire l’objet de tests robustes.
Les systèmes sont équilibrés durant une période téq suffisamment longue. Il est impossible
de vérifier hors de tout doute si l’équilibre est réellement atteint. Une série de tests peuvent
toutefois être menés, les systèmes respectant tous diverses conditions lorsqu’à l’équilibre.
Ces test étudient tous l’évolution d’une propriété pour des durées de simulation de plus
en plus longues. Cette étude, linéaire en temps, vise en fait à déterminer la valeur de ces
propriétés lorsque t→∞, à déterminer numériquement quelle valeur de t satisfait t ≈ ∞.
Il est plus approprié d’étudier le comportement de ces propriétés pour 1/t → 0, ce qui
est moins subjectif. Malheureusement, la nature complexe du système, le faible nombre
de configurations et le nombre limité de périodes d’équilibre étudié ne donnent pas lieu à
des résultats concluants pour cette technique. Elle est en effet très sensible aux fluctuations
statistiques ; le rapport signal sur bruit est trop élevé dans ce cas précis.
Un test simple consiste à observer l’évolution temporelle des propriétés thermodynamiques
d’ensemble du système, comme la température, l’énergie ou la pression. Une variation im-
portante est habituellement observée au début de la simulation, puis ces grandeurs se sta-
bilisent autour de leur valeur d’équilibre. Ce test est simple et rapide à réaliser, mais n’est
pas très sensible. En effet, la majorité de notre système est ici constitué de particules de sol-
vant, qui atteignent l’équilibre plutôt rapidement. La contribution du polymère arborescent
aux grandeurs thermodynamiques est diluée et difficile à observer. Même lorsqu’il est pos-
sible d’isoler la contribution du polymère arborescent, en étudiant l’énergie de liaison par
exemple, les fluctuations naturelles autour de la moyenne peuvent masquer une évolution
lente, comme une réorganisation collective du polymère arborescent. Ce genre de méthode
n’est donc pas très fiable. Une période d’équilibre de 12tDPD (figure 21a) est obtenue par
cette méthode, ce qui fixe un minimum à la période d’équilibre.
La période d’équilibre peut être déterminée grâce à des méthodes plus sensibles, invoquant
des conditions plus strictes, idéalement calculables à partir du polymère arborescent seule-
ment. Les fonctions dites stationnaires, comme les fonctions d’autocorrélation temporelles
ou le déplacement quadratique moyen, peuvent remplir ce rôle. Ces fonctions sont dites
stationnaires puisque leurs valeurs ne dépendent que d’un intervalle de temps, sans qu’un
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(a) (b)
F I G U R E 21 Période d’équilibre. (a) L’énergie atteint sa valeur d’équilibre en en-
viron 12 tDPD. (b) Le MSD atteint son comportement d’équilibre en 20 tDPD. Les
courbes sont obtenues en calculant le MSD avec différents temps initiaux t0. Les
courbes de t0 allant de 0 à 40 tDPD sont représentées par incrément de 2.
instant soit plus important qu’un autre. Le déplacement quadratique moyen s’écrit :
MSD(t) =
〈




Les chevrons 〈· · · 〉i,t0 désignent la moyenne sur tous les temps initiaux t0, en plus des
particules i. Le déplacement quadratique moyen n’est stationnaire qu’à l’équilibre, il est
donc possible d’étudier l’évolution du MSD en fonction de t0. À l’équilibre, les courbes
obtenues à différents t0 se confondent. Une telle analyse est présentée à la figure 21b, qui
suggère une période d’équilibre minimale de 20tDPD.
Le diagnostic d’équilibre par MSD est une méthode bien plus forte que par l’énergie.
La condition de fonction stationnaire est plus difficile à rencontrer et le calcul peut être
construit de façon à étudier une partie du système, indépendamment des autres. Ce n’est tou-
tefois pas une preuve absolue d’équilibre, tant s’en faut. Certaines propriétés d’ensemble,
comme le profil de densité radiale, évoluent très lentement par rapport à leurs constituants.
Le profil de densité radiale a donc été calculé périodiquement sur une période de 10000
tDPD afin de constater son évolution. Ces résultats sont présentés à la figure 22. Le profil
de densité radiale évolue trop doucement pour être perceptible à l’échelle de quelques cen-
taines de tDPD. L’équilibre ne semble être atteint qu’après 2000 tDPD tel que constaté à la
figure 22. Une période d’équilibre de 6000 tDPD semble donc sécuritaire. Il faut noter que
déterminer l’équilibre sur un si petit ensemble de données, pour un système présentant de
nombreuses échelles de temps, demeure une entreprise risquée. Cet équilibre prend un peu
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F I G U R E 22 Évolution du profil de densité radiale au cours de la simulation. Le
profil atteint l’équilibre sur une échelle de l’ordre de 1000 tDPD.
Tableau 5 Conversion des unités réelles en unités DPD. Les unités désignées par une
étoile assument une température de 300K, ce qui n’est pas vérifié.
Unité DPD Valeur réelle
mDPD 416 g mol−1
lDPD 1,27 nm
εDPD 2,49 kJ mol−1 ?
tDPD 16,4 ps ?
moins de cinq jours de calcul sur 16 processeurs de Mammouth-Série II.
Une fois cette période d’équilibre écoulée, les positions des particules de polymère sont
notées toutes les 0,05 tDPD à 101 reprises. Les résultats sont obtenus par moyenne sur les
différents temps, ainsi que sur les dix configurations. L’écart entre les résultats obtenus pour
les différentes configurations est très faible, ce qui permet de penser que la procédure de
génération et d’équilibre est robuste.
La correspondance entre les unités réduites et les unités réelles peut être effectuée à partir
de la masse d’une particule et de la densité du système. Une particule DPD correspond à
quatre monomères de PS, ce qui fixe l’unité de masse à 416 g mol−1. La longueur DPD est
obtenue en comparant la densité simulée ρsim = 3,0 à une densité expérimentale de 1,0 g
cm−3. L’échelle d’énergie est obtenue pour une température de 300K, avec εDPD = kBT .
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Tel que spécifié précédemment, les paramètres d’interaction ne décrivent pas adéquatement
le PS ; l’échelle d’énergie est mal définie. Les études sur les polymères arborescents dans
des solvants polymères sont effectuées à des températures plus élevées que pour les solvants
de petites molécules, les polymères devant être à l’état fondu. Cette variation de température







L’échelle d’énergie n’étant pas définie adéquatement, l’unité de temps ne sera pas exacte
non plus. Il s’agit plutôt d’une estimation, l’unité de DPD étant de l’ordre de la dizaine de
ps. La boîte de simulation a donc une largeur de 52,18 nm, la période d’équilibre est de
l’ordre de 100 ns et le pas d’intégration de 16 fs.
2.3 Résultats de modélisation
2.3.1 Structure d’ensemble
Les principaux résultats expérimentaux sur la structure des polymères arborescents sont les
rayons de giration Rg ainsi que le modèle de profil de densité radiale en loi de puissance.
Ils ont été présentés au tableau 2.
Les profils de densité simulés sont présentés à la figure 23. Il s’agit de la moyenne sur
les configurations. Les écart-types ne sont pas rapportés ici : ils sont très faibles sauf pour
r < 2. Les plus grandes erreurs aux faibles r sont dues à des considérations géométriques
évidentes (le volume associé est petit et contient peu de particules). Le modèle en loi de
puissance (éq. 2.2) a été ajusté jusqu’au point d’inflexion de la courbe par minimisation du
χ2 grâce à la méthode de Levenberg-Marquardt implémentée par Origin c©.
Le modèle en loi de puissance s’ajuste adéquatement aux données sur la majorité de l’in-
tervalle. La majeure différence réside à l’extrémité des courbes : le profil de densité radiale
simulé atteint progressivement 0 alors que la loi de puissance se termine abruptement. Le
comportement du profil de densité radiale simulé semble plutôt raisonnable considérant la
nature aléatoire des polymères arborescents. La queue à longue portée peut être affectée
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par les conditions limites périodiques. En effet, les polymères les plus étendus (∆a = 0)
présentent une valeur non-nulle de ρ(r) près de r = 20. Le polymère peut donc avoir un
diamètre total de l’ordre de la taille de la boîte, lui permettant de chatouiller son image
miroir. Il est donc possible que la courbure exacte du profil de densité soit influencé par
la taille de la boite. La variation systématique de la taille de la boîte de simulation permet
d’évaluer cette contribution.
D’autres modèles de profil de densité radial peuvent être proposés, afin de tenir compte de
la queue à longue portée. Toute la panoplie des fonctions sigmoïdes ainsi que des fonctions
composites sont envisageables. Rien ne semble toutefois en justifier une plus que l’autre.
À des fins de comparaison avec l’expérience, seulement le modèle en loi de puissance sera
discuté.
Le modèle de densité radiale en loi de puissance n’a pas été appliqué aux polymères
G2 expérimentaux, une comparaison directe est donc impossible. L’extension maximale
Rmax semble toutefois du bon ordre de grandeur lorsque transformée en unités réelles, tout
comme les exposants α.
Le comportement face à la qualité de solvant est qualitativement le même que pour les
polymères G3 expérimentaux (Fig. 18b). Lors de la dégradation de la qualité de solvant,
Rmax diminue tandis que ρ0 et α augmentent ; le polymère arborescent devient plus compact.
La même tendance est observée pour le rayon de giration Rg, qui diminue progressivement.
Le taux de compression est sensiblement le même pour ces deux grandeurs (Rg et Rmax),
ainsi que pour les deux topologies. Il se situe autour de 63 %. La valeur de ces deux rayons
en unités réelles est présentée au tableau 7.
La figure 23 montre quelques différences entre les deux topologies. Les polymères arbores-
cents aléatoires semblent plus compacts que leurs analogues hiérarchiques lorsque dissouts
dans de bons solvants (∆a = 0 ; 2 resp. χ = 0,0 ; 0,57). Cette différence n’est pas per-
ceptible dans les mauvais solvants (∆a = 5 ; 10 resp. χ = 1,43 ; 2,86), la structure étant
dominée par les effets d’interface plutôt que par la structure du polymère arborescent. En
effet, lorsque la densité au centre du polymère arborescent atteint la densité de l’échantillon
à ∆a = 5, la présence d’une interface entre le polymère et le solvant peut être constatée.
Cette interface devient tellement défavorable que le polymère arborescent se retrouve com-
pressé à une densité supérieure à la densité moyenne dans le plus mauvais des solvants.
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F I G U R E 23 Profils de densité radiale simulés. Polymères G2.
Cet effet peut être dû à la pression de Laplace ainsi qu’à une répulsion à courte portée trop
faible menant à une sous-estimation de la compressibilité.
Le modèle en loi de puissance n’est pas observé directement par l’expérience. Il est postulé,
puis ajusté aux résultats de diffusion de neutrons. Le spectre de diffusion I(q) est propor-
tionnel au facteur de structure S(q), qui peut être calculé à partir des résultats de simulation.
Une comparaison directe avec les résultats de simulation peut alors être effectuée.
Le facteur de structure est obtenu par la transformée de Fourier de la fonction de distribution
de paires g(r). Pour une fonction ne dépendant pas de l’orientation, comme la fonction de
distribution radiale, la composante angulaire peut être intégrée. L’équation devient :






où ρ est la densité moyenne de particules. En général, g(r) tend vers 1 alors que r tend vers
l’infini. L’intégrale ci-dessus ne converge donc pas nécessairement. Afin de contourner cet
écueil, l’écart à la densité moyenne peut être étudié. Cela s’effectue en retirant la contribu-
tion du faisceau transmis à l’équation 2.15, soit un pic δ(q) correspondant à g(r) = 1. Cette
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Tableau 6 Profils de densité radiale et rayons de giration simulés. Les incertitudes
sont l’erreur-type (1σ) suite à l’ajustement de courbe.
Structure ∆a ρ0 (DPD) Rmax (lDPD) α Rg (lDPD)
Hiérarch. 0 1,2544±0,0061 14,96±0,10 2,743±0,070 11,29±0,13
Hiérarch. 2 1,9848±0,0064 13,481±0,049 2,500±0,036 9,66±0,14
Hiérarch. 5 2,9314±0,0042 9,886±0,022 10,53±0,24 7,586±0,045
Hiérarch. 10 3,2269±0,0034 9,497±0,013 16,40±0,35 7,201±0,018
Aléa. 0 1,696±0,013 15,822±0,094 1,509±0,034 10,95±0,20
Aléa. 2 2,2812±0,0085 13,506±0,037 1,963±0,024 9,57±0,20
Aléa. 5 2,9651±0,0037 9,982±0,021 8,88±0,17 7,602±0,054
Aléa. 10 3,2274±0,0039 9,501±0,012 16,78±0,39 7,191±0,012
Tableau 7 Taille des polymères arborescents : Rmax et Rg.
Structure ∆a Rmax (Å) Rg (Å) Rmax/Rg
Hiérarch. 0 190,0 143,4 1,325
Hiérarch. 2 171,2 122,7 1,396
Hiérarch. 5 125,6 96,3 1,303
Hiérarch. 10 120,6 91,5 1,319
Aléa. 0 200,9 139,1 1,445
Aléa. 2 171,5 121,5 1,411
Aléa. 5 126,8 96,5 1,313
Aléa. 10 120,7 91,3 1,321
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F I G U R E 24 Fonction de distribution radiale et facteur de structure des polymères
arborescents. Polymères G2.
équation devient :






Cette intégrale converge lorsque l’équation 2.15 ne converge pas (63, 69).
La fonction de distribution radiale des particules de polymères a été obtenue grâce à l’équa-
tion 1.35. Numériquement, cette fonction de distribution radiale est obtenue en réalisant
l’histogramme des distances interparticulaires. Celui-ci a été réalisé grâce à des intervalles
de 0,05 lDPD allant de 0 à 20. Les résultats sont présentés à la figure 24a.
Les fonctions de distribution radiale des différents systèmes présentent des caractéristiques
similaires. Un premier pic, situé à ≈ 0,8 lDPD correspond au pic de premier voisin. Un
second pic, correspondant aux voisins proches, peut être observé autour de 1,5 lDPD. La
fonction de distribution radiale décroît ensuite de façon monotone, avec une pente d’autant
plus abrupte que le polymère est compact. L’extension maximale de g(r) correspond envi-
ron à 2Rmax, tel qu’attendu. Les polymères arborescents les mieux dissouts présentent une
extension supérieure à la moitié de la longueur de la boite de simulation. Leur structure
n’est toutefois pas différente lorsque dissouts à 0,5 %.
Les facteurs de structure sont obtenus en intégrant l’équation 2.15 grâce à la méthode de
Simpson. Le facteur de structure a été calculé pour des valeurs de q allant de 0,0125 à 2,5,
par incréments de 0,0125. Les résultats sont présentés aux figures 24b et 25b. Cette seconde
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(a) (b)
F I G U R E 25 Facteurs de structure expérimentaux et simulés des polymères arbo-
rescents. (a) Facteur de structure expérimentaux de polymères arborescents dans le
cyclohexane deutéré. Les polymères G2 sont représentés par des carrés. Reproduit
avec permission depuis réf. (61). Copyright 1999, American Chemical Society. (b)
Facteurs de structure simulés pour les polymères arborescents G2, en échelle loga-
rithmique.
image peut être comparée directement aux résultats expérimentaux pour le polymère de
génération 2 présentés à la figure 25a. Il faut noter que les fonctions de distribution radiales
pour ∆a = 0;2 n’atteignent pas 0 à r = 20. Cela cause une erreur de troncature dans les
facteurs de structure correspondants. Cette erreur devrait se répercuter aux faibles valeurs
de q, compte tenu des propriétés de la transformée de Fourier. Cette queue à longue portée
devrait se poursuivre jusqu’à presque 40rc compte tenu des résultats de profils de densité
de la figure 23.
Les facteurs de structure expérimentaux et simulés, visibles à la figure 25, présentent cer-
taines différences. En l’absence de données détaillées sur les polymères G2, il est impos-
sible d’évaluer les écarts entre le modèle DPD et les résultats expérimentaux de façon
concluante. Deux différences peuvent malgré tout être soulignées.
Premièrement, les facteurs de structure simulés présentent une variation moins importante
que les résultats expérimentaux, surtout pour les valeurs de q inférieures à 0,01 Å
−1
. Cette
partie du spectre dépend du comportement à longue portée, qui devrait en principe être cor-
rectement représenté par la simulation DPD. Ce défaut reste présent peu importe la qualité
du solvant, ce qui jette la faute sur un autre paramètre du modèle. La force conservative
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est suspecte ; la faute peut être due à la forme du potentiel non liant ou aux paramètres
de la force liante. L’extension maximale rm du lien polynomial est établie de façon arbi-
traire. Il semble que son impact morphologique ne soit pas négligeable, même lors d’une
comparaison semi-quantitative.
Deuxièmement, deux pics bien distincts dans le spectre simulé. Lorsque la qualité de sol-
vant se dégrade (∆a augmente), le pic se déplace à de plus grandes valeurs de q−1 et est
moins marqué. Ce second pic semble absent du spectre expérimental, tout comme la dé-
pression importante entre ceux-ci. Cet effet peut être attribué à l’étalement expérimental
des données, provenant de diverses imperfections expérimentales comme la focalisation ou
l’alignement imparfait du faisceau (61, 63). Une modélisation de l’étalement demande la
connaissance de différent paramètres expérimentaux afin de construire la fonction de ré-
ponse de l’appareillage. Ces paramètres sont malheureusement indisponibles. Cette convo-
lution devrait être effectuée lorsque les données expérimentales des polymères G2 seront
disponibles pour comparaison.
Le facteur de structure ne semble pas très sensible aux contraintes de greffage. La diffé-
rence entre les courbes obtenues des différents modèles est infime. La distinction entre
les deux modèles apparaît plus clairement lors de l’étude des profils de densité radiale et
des rayons de giration. Le modèle DPD semble représenter adéquatement les polymères
arborescents, bien qu’une comparaison décisive requière des données expérimentales plus
détaillées. Certaines déviations peuvent être dues à la longueur des liens, qui est fixée arbi-
trairement.
2.3.2 Structure individuelle
La description globale précédente ne permet pas de s’intéresser aux détails de la structure
individuelle des polymères arborescents. Les fonctions de distributions présentées précé-
demment supposent toutes une symétrie sphérique qui n’a pas été vérifiée. Or, une asymé-
trie et des corrélations peuvent être présentes, conférant aux molécules une structure au
sens statistique.
Une première analyse qualitative peut être effectuée en visualisant les polymères arbores-
cents. L’analyse visuelle est dangereuse : il y a un risque de donner de l’importance à des
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F I G U R E 26 Inspection visuelle des polymères arborescents hiérarchiques dans un
solvant athermique. La symétrie sphérique n’apparaît qu’en moyenne.
détails qui s’avèrent n’être que des fluctuations vides de sens. Elle peut toutefois suggérer
des pistes d’investigation, qui devront être suivies de façon plus rigoureuse.
La figure 26 présente les dix polymères arborescents de structure hiérarchique dans un sol-
vant athermique après une période d’équilibre de 10000 tDPD. Une constatation s’impose :
ces molécules ne sont pas sphériques, mais présentent une configuration désordonnée, ami-
boïde. La symétrie sphérique n’apparaît que lorsqu’un calcul est effectué sur l’ensemble
des particules ou sur l’ensemble de leurs orientations possibles. Cette condition est remplie
dans les conditions expérimentales, effectuée sur un grand ensemble de molécules. L’ab-
sence de symétrie sphérique (ou d’inversion) dans chaque molécule individuelle affecte
toutefois le lien entre le profil de densité radiale et le facteur de structure. En effet, l’équa-
tion 2.3 repose sur l’existence d’un centre d’inversion dans les molécules.
Les molécules amiboïdes de la figure 26 semblent toutes légèrement oblongues. L’exis-
tence de cette orientation privilégiée et sa source peuvent être étudiées systématiquement.
La chaîne centrale est un suspect naturel. La figure 27a montre la distribution de la longueur
des liens selon la génération et les contraintes de greffage pour des polymères arborescents
dans un solvant athermique. Les polymères centraux sont étirés de façon importante par
l’encombrement. La tension devient moins importante à mesure que la génération aug-
mente ; la distribution converge vers celle de chaînes libres pour les greffons de dernière
génération. La topologie aléatoire donne lieu à des chaînes centrales soumises à plus de ten-
sion. Cette tension intense est inhérente aux structures hautement ramifiées des polymères
arborescents. Il est possible qu’il se traduise par un comportement mécanique différent du
centre de la macromolécule, comme un état vitreux, ou favorise la cristallisation du centre
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F I G U R E 27 Étirement des liens dans les polymères arborescents. (a) Distribution
des longueurs de liens dans un solvant athermique. Les chaînes centrales, ajoutées
plus tôt dans le processus de greffage, sont étirées. (b) Distribution de longueur de
liens de la chaîne centrale pour le polymère hiérarchique dans des solvants de qualités
différentes. La tension sur la chaîne centrale diminue avec la contraction du polymère
dans les mauvais solvants.
de la molécule. La tension est toutefois moins prononcé dans des solvants de mauvaise
qualité, tel que montré à la figure 27b.
La longueur des liens en unités réelles est inadéquate. Un segment de quatre monomères
de polystyrène a une élongation maximale d’environ 10 Å, soit environ 0,75 lDPD. De nom-
breux liens présentent des extensions supérieures dans les polymères simulés. L’extension
maximale du lien polynomial rm n’est donc pas adéquat et devrait être fixé à une valeur
d’environ 0,6 lDPD. Il s’agit probablement de la principale faiblesse du modèle : les poly-
mères arborescents se retrouveront contractés, leur profil de densité radiale en sera modifié.
En plus d’étirer les liens de la chaîne, l’encombrement étire la chaîne centrale elle-même, la
forçant dans une configuration assez linéaire. La longueur de lien moyenne 〈l〉 et la distance
moyenne entre les bouts de la chaîne centrale 〈r〉 sont présentées au tableau 8. Le rapport
entre ces deux grandeurs donne une indication de l’étirement de la chaîne : pour une chaîne
complètement étirée possédant 11 liens, 〈r〉 / 〈l〉 = 11. Les ratios observés ici sont plutôt
élevés, indiquant des chaînes fortement étirées.
Cette chaîne centrale étirée peut conférer une orientation privilégiée au polymère arbores-
cent. Afin de vérifier cette hypothèse, la matrice d’inertie a été calculée pour les polymères
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Tableau 8 Extension de la chaîne centrale pour les polymères arborescents dans un
solvant athermique.
Structure 〈l〉 〈r〉 〈r〉 / 〈l〉
Hiérarchique 1,11 10,53 9,5
Aléatoire 1,16 10,00 8,6
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où xi, yi et zi désignent les coordonnées relatives au centre de masse.
La matrice d’inertie a été diagonalisée afin d’obtenir les moments d’inertie principaux et
leurs axes. L’angle entre ces axes et le vecteur entre extrémités des chaînes centrales est
rapporté au tableau 9, à côté des moments principaux.
Les moments d’inertie principaux sont tous différents, mais relativement proches les uns
des autres. Les polymères sont amorphes, sans structure, ni oblate, ni prolate. L’axe prin-
cipal de plus faible moment angulaire est généralement le mieux aligné avec la chaîne
centrale. La variabilité est toutefois très grande. Les polymères arborescents sont donc des
molécules relativement amorphes, amiboïdes, sans symétrie sphérique notable. Les macro-
molécules tendent à s’allonger sur l’axe de la chaîne centrale, sans que cet effet ne soit
dominant dans les conditions actuelles.
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Tableau 9 Moments d’inertie principaux des polymères arborescents et leur orienta-
tion par rapport à la chaîne centrale.
Structure Conf. Ia Ib Ic θa (◦) θb (◦) θc (◦)
Hiérarchique 1 790799 882619 1000150 14 77 84
Hiérarchique 2 705066 823818 969555 21 78 73
Hiérarchique 3 721570 867954 944438 16 74 87
Hiérarchique 4 689111 975033 1028598 28 70 71
Hiérarchique 5 754398 813445 1071438 65 28 78
Hiérarchique 6 680763 1115247 1132836 3 89 87
Hiérarchique 7 819985 858498 981290 21 75 76
Hiérarchique 8 748203 904074 1058131 62 32 74
Hiérarchique 9 706702 812447 933119 23 84 67
Hiérarchique 10 747623 862883 1118693 15 80 80
Aléatoire 1 688727 866824 996740 6 85 88
Aléatoire 2 688859 858494 993732 39 59 68
Aléatoire 3 719712 872855 882681 14 79 82
Aléatoire 4 640629 820460 948414 11 80 85
Aléatoire 5 708055 873904 920042 7 85 85
Aléatoire 6 724086 869457 901088 23 81 69
Aléatoire 7 663856 788617 857208 24 72 74
Aléatoire 8 736993 898313 998242 15 87 75
Aléatoire 9 699281 842833 1085793 35 84 56
Aléatoire 10 662758 869504 1029145 9 84 84
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Cette analyse n’a été effectuée que sur les polymères arborescents dans les solvants ather-
miques. Les polymères dans de mauvais solvants, plus compacts, sont fort probablement
plus sphériques. En effet, la figure 27b montre une contraction des chaines centrales dans
les mauvais solvants. De plus, l’étude des profils de densité radiale et des rayons de gi-
ration de la section 2.3.1 précédente montrent une contraction des polymères arborescent.
La figure 23 suggère la formation d’une interface, qui favorise la formation de gouttelettes
sphériques.
2.3.3 Solvants polymères
Les solvants polymères sont aisément modélisés en DPD : il suffit d’ajouter des liens entre
les particules de solvant. De nombreuses études intéressantes peuvent être effectuées, son-
dant les effets du paramètre d’interaction, du degré de polymérisation et de l’enchevêtre-
ment. Ce programme est ambitieux ; seulement quelques travaux préliminaires ont été effec-
tués. Les polymères aléatoires et hiérarchiques ont été dissous dans des solvants polymères
athermiques à longue chaîne afin d’évaluer la période d’équilibre.
Les chaînes de solvant ont été générées par marche aléatoire tridimensionnelle et position-
nées selon une distribution uniforme dans la boîte de simulation. Afin de tester les limites
de la DPD, de grandes chaînes de 60 particules statistiques ont été utilisées. Ces chaînes ont
une masse de 25,0 kDa. Comme précédemment, une densité réduite de 3.0 et une concen-
tration de 5 % sont utilisées, ce qui nécessite 3295 chaînes. Les mêmes paramètres d’inter-
action que précédemment ont été utilisés (tableau 4). Aucun potentiel inter-segment n’a été
utilisé (section 1.2.4). L’équilibre, diagnostiqué à partir du profil de densité radiale, est at-
teint après une période de 6000tDPD. La relaxation des chaînes non enchevêtrées du solvant
est en effet plus rapide que la relaxation du polymère arborescent entier.
Les profils de densité radiale sont présentés à la figure 28b et leurs paramètres au tableau 10.
Le modèle en loi de puissance s’ajuste, comme précédemment, jusqu’au point d’inflexion
du profil de densité. Ce dernier présente une courbure sigmoïde, similaire à ce qui était ren-
contré pour les solvants de petites molécules. Le profil est également abrupt, les molécules
sont plus compactes, conformément à ce qui est observé expérimentalement (figure 28a).
Le profil de densité radiale simulé est moins abrupt que les modèles expérimentaux. Les
analyses expérimentales sont toutefois faites dans des conditions différentes. Leur solvant
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F I G U R E 28 Profils de densité radiale des polymères arborescents dissouts dans des
solvants polymères athermiques. (a) Profils de densité radiale expérimentaux. Repro-
duit avec permission depuis réf. (62), Copyright 2000, American Chemical Society.
(b) Profils de densité radiale simulés.
Tableau 10 Profils de densité radiale et rayons de giration simulés pour des polymères
arborescents dissouts dans un solvant polymère.
Structure ρ0 (DPD) Rmax (lDPD) α Rg (lDPD)
Hiéarch. 3,048±0,036 10,86±0,32 3,23±0,33 8,31±0,11
Aléa. 3,024±0,012 10,69±0,10 3,48±0,12 8,32±0,15
polymère est de plus faible masse et le système n’est pas athermique : la deutération des
polymères affecte leur comportement en mélange.
Les fonctions de distribution radiale des particules du polymère arborescent ont été cal-
culées comme précédemment. Leur comportement est similaire. Les facteurs de structure
associés sont présentés à la figure 29b, à coté des résultats expérimentaux. Les facteurs de
structure simulés sont plutôt différents des résultats expérimentaux. Cette différence n’est
pas surprenante étant donné que le degré de polymérisation et le paramètre d’interaction ne
sont pas les mêmes dans l’expérience et la simulation. Les travaux de simulation ne recréent
Tableau 11 Taille des polymères arborescents dans un solvant polymère.
Structure Rmax (Å) Rg (Å) Rmax/Rg
Hiéarch. 138,0 105,5 1,308
Aléa. 135,7 105,6 1,285
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F I G U R E 29 Facteurs de structure des polymères arborescents dans un solvant po-
lymère athermique. (a) Résultats de SANS pour les polymères arborescents dans le
d-PS. Les résultats simulés doivent être comparés à la courbe composée de carrés.
Reproduit avec permission depuis réf. (62), Copyright 2000, American Chemical So-
ciety. (b) Facteurs de structure simulés. Les résultats pour les solvants moléculaires
athermiques sont présentés à titre de comparaison.
pas non plus l’enchevêtrement qui est une des caractéristiques importantes des polymères
d’une telle masse moléculaire.
La DPD permet de simuler aisément des solvants polymères de haute masse moléculaire : il
s’agit simplement d’ajouter des liens entre les particules de solvant. L’analyse effectuée ici
sur les polymères arborescents dans des solvants polymères est préliminaire : les impacts
du degré de polymérisation, du paramètre d’interaction et de l’enchevêtrement devraient
être étudiés en détail. L’étude de ces paramètres ne devrait pas être trop compliquée, les
procédures ont été démontrées dans le présent mémoire.
La simulation des polymères arborescents semble avoir été effectuée avec succès. Certaines
sources d’erreurs ont déjà pu être soulignées, malgré le manque de données expérimentales.
La force conservative utilise des paramètres dont les valeurs absolues ne sont pas calibrées
par rapport au système expérimental. Les valeurs relatives des paramètres devraient toute-
fois être bonnes, ce qui permet une comparaison à des grandeurs expérimentales, comme
la qualité de solvant. Les séparations de phases sont dominées par des différences d’affi-
nités : une grande part du comportement du modèle est fort probablement réaliste malgré
les paramètres grossiers. Une exception a toutefois pu être repérée : la longueur des liens
n’est pas cohérente avec les autres paramètres du modèle. L’extension maximale des liens
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polynomiaux, rm, devrait être réduite. Ultimement, un potentiel conservatif détaillé, obtenu
par coarse-graining devrait être utilisé.
Les résultats ont permis de constater que le modèle de profil de densité radiale en loi de
puissance semble raisonnablement adapté aux polymères, bien que les profils simulés se
terminent de façon moins abrupte. La simulation a été effectuée avec des paramètres mal ca-
librés, ce qui affecte nécessairement les résultats. En l’absence de résultats expérimentaux
pour les polymères arborescents, une critique détaillée est malheureusement impossible.
Malgré ces failles, certaines caractéristiques des polymères arborescents mises en évidence
par les travaux semblent insensibles aux détails du potentiel. Notamment, un stress impor-
tant est présent au centre de la macromolécule. Les liens de la chaîne centrale sont distendus
et la chaîne est alignée, presque parfaitement étirée. De plus, les molécules adoptent une
configuration amiboïde sans présenter individuellement de symétrie sphérique.
Une modification de la force conservative affectera sans doute les résultats de simulation.
Compte tenu du succès de la DPD rapporté dans la littérature, les résultats de simula-
tion devraient s’approcher des mesures expérimentales. Avec un peu de chance, une dif-
férence plus notable entre les propriétés des différents polymères arborescents émergera.
Une étude plus approfondie des propriétés propres aux polymères arborescents, comme
les ratios de greffage, pourrait alors être entreprise. Les études possibles sont nombreuses,
mais semblent peu justifiées dans le contexte actuel, où les polymères arborescents n’ont
pas d’utilité. Malgré tout, leur étude par simulation est formatrice : il s’agit d’un système
structuré à l’échelle mésoscopique dont il peut être soupçonné que le comportement soit
relativement peu sensible aux détails des paramètres et potentiels.
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CHAPITRE 3 : Simulation
mésoscopique des matériaux
3.1 Les matériaux à l’échelle mésoscopique
Les résultats présentés au chapitre précédent montrent qu’il est possible de simuler de très
grands systèmes grâce à la DPD. Des polymères arborescents d’une masse de 4,3 × 106 g
mol−1 dissout à 5 %, pour une masse totale de 8,7× 107 g mol−1, ont été simulés avec un
certain succès.
La simulation de matériaux formés de macromolécules, comme les polymères arborescents
cœur-couronne, les polymères annulaires, les polymères réticulés, les dendrimères, etc. est
donc à portée de main. Ces systèmes sont très variés et une grande quantité d’encre coule
pour les décrire. La taille de ces système est telle que leur étude bénéficierait grandement
des contributions que peut lui apporter la DPD. Les pistes d’investigation sont nombreuses
et variées ; il suffit de choisir.
La DPD est une méthode dynamique et particulaire, ce qui lui donne naturellement accès
aux simulations hors-équilibre. Affaire délicate s’il en est, la simulation hors-équilibre est
non seulement possible : elle peut également être pertinente. La viscosité, notamment, est
habituellement déterminée par l’étude de l’état stationnaire émergeant de l’application de
contraintes de cisaillement (41). D’autres études, plus qualitatives, s’intéressent au replie-
ment de membranes amphiphiles, phénomène d’importance en biologie (70).
Certaines simulations dans l’état stationnaire ont été réalisées dans le laboratoire. Ces tra-
vaux ont été réalisés sur les membranes de Nafion c© soumises à un cisaillement. Ce mo-
dèle utilise l’interaction répulsive quadratique douce de Groot comme force conservative,
la même que pour les polymères arborescents. Les paramètres conservatifs ont été cali-
brés adéquatement pour représenter l’eau et les différentes composantes du Nafion. Les
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F I G U R E 30 Formation de canaux conducteurs d’eau dans le Nafion c© sous cisaille-
ment. Densité de particules d’eau dans une tranche de Nafion c© 20 UR à 10 % H2O.
Les coordonnées X,Y sont en unités DPD. (a) Sans cisaillement, structure en double
éponge. (b) Cisaillement (γ˙ = 0, 2), formation de canaux cylindriques alignés avec
le cisaillement.
systèmes simulés ont été équilibrés, puis soumis à un cisaillement grâce aux conditions
périodiques de Lees-Edwards. Différents systèmes ont été simulés afin d’évaluer l’impact
de la longueur des chaines, de la teneur en eau et du taux de cisaillement. Dans le cas de
longues chaines de Nafion c© (20 UR) à faible concentration d’eau (10 %), le cisaillement
cause un changement de morphologie dans le polymère. Des canaux cylindriques riches en
eau se forment parallèlement à la direction de cisaillement, au détriment de la structure en
éponge habituelle. Ces résultats sont montrés à la figure 30 (71).
L’interaction de la tension d’interface, de la relaxation des polymères et de l’hydrodyna-
mique donne lieu à de nombreux phénomènes complexes, qui peuvent, au moins en partie,
être représentés par la DPD. Il a été prouvé par Español que l’algorithme DPD présente
un comportement hydrodynamique correct, ie : les fluctuations de densité relaxent via des
fluctuations de courant (momentum), et vice-versa (43). Ce couplage des modes est une
des composantes importantes des dynamiques à l’échelle méso. La DPD permet donc non
seulement de représenter la structure des matériaux à l’échelle méso, mais également leurs
dynamiques. La représentation correcte de cet aspect requiert une étude approfondie des
forces statistiques.
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Heureusement, il existe un corpus important d’études expérimentales s’intéressant à ce su-
jet. Celles-ci s’intéressent à de nombreuses classes de matériaux et utilisent des techniques
variées, basées sur la théorie de la réponse linéaire, comme la spectroscopie diélectrique ou
l’analyse mécanique dynamique, ou encore les expériences de diffusion de rayonnement
(visible, γ, neutrons). Il serait important d’évaluer la capacité de la DPD à reproduire, au
moins qualitativement, les phénomènes mis en évidence par les techniques.
La transition vitreuse est à la fois un phénomène technologiquement important et scienti-
fiquement problématique, qui présente des particularités sur de nombreuses échelles. La
DPD a le potentiel d’apporter un éclairage nouveau sur ce phénomène, qu’elle est censé
pouvoir représenter. En effet, les modèles théoriques les plus épurés de la transition vitreuse
demandent des caractéristiques que possède la DPD, comme un comportement d’hydrody-
namique 1. La théorie du couplage des modes (MCT), notamment, repose sur des bases
théoriques compatibles avec la DPD et se concentre sur le facteur de structure (72), acces-
sible par la simulation. Plus particulièrement, la MCT affirme qu’au-delà d’une température
ou d’une densité donnée (TC , ρC), les dynamiques structurales passent d’un régime carac-
téristique de l’équilibre à un état «arrêté» qui ne peut plus atteindre l’équilibre. Dans le
régime «arrêté» caractéristique des verres, les fluctuations ne relaxent plus complètement ;
une perturbation du système ne peut être dissipée complètement. Mathématiquement, la
fonction d’autocorrélation des fluctuations de densité F (k, t) ne décroît pas jusqu’à 0, ie :
F (k, t → ∞) > 0. Cette fonction d’autocorrélation peut être à la fois calculée pour des
systèmes DPD modèles ou reliée à des expériences de diffusion incohérente de neutrons. Il
s’agit là d’une piste de recherche intéressante : la transition vitreuse est comprise comme
un phénomène multiéchelles dont la compréhension est particulièrement problématique. La
DPD permettrait de l’étudier sous un jour nouveau, venant supporter les travaux théoriques
et expérimentaux.
Les fluctuations et les dynamiques associées contribuent énormément aux propriétés des
matériaux. Or, ces fluctuations varient avec l’ensemble étudié. Par exemple, un phénomène
dans lequel le couplage entre les fluctuations thermiques et les fluctuations de densité se-
rait important ne peut pas être représenté dans le modèle DPD actuel. Certains calculs
demandent également de retirer le stress interne afin d’atteindre l’équilibre mécanique, ce
qui se fait plus naturellement dans l’ensemble NPT. Différentes méthodes permettant la
simulation DPD dans les ensembles NVE, NPT et NPH ont été mises au point. Certaines
1. Un couplage fortement non-linéaire entre les fluctuations de densité et les fluctuations de courants...
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techniques mélangent également la DPD avec des méthodes Monte-Carlo grand canonique
afin d’effectuer des simulations dans l’ensemble µV T (73).
La conservation d’énergie en DPD demande de doter les particules des quatre caractéris-
tiques suivantes : température, énergie interne, conductivité thermique et capacité calori-
fique. L’échange d’énergie entre les particules a lieu par conduction, causé par une diffé-
rence de température, ainsi que par fluctuations aléatoires. Les forces dissipatives et aléa-
toires modifient également l’énergie interne des particules afin que l’énergie totale soit
conservée. La conservation d’énergie est respectée localement, ce qui permet la formation
de gradients (74). Cet algorithme est en accord avec les résultats analytiques, tout en per-
mettant des simulations plus complexes (75).
Le contrôle de la pression peut être effectué grâce à différentes procédures contrôlant la
taille de la boîte. Trois algorithmes ont été utilisés à cette fin dans la littérature : un piston
de Langevin, le barostat de Nosé-Hoover (76) et celui de Andersen (77). L’utilisation de ces
méthodes conjointement au thermostat DPD demande certaines précautions dues à la nature
stochastique du système. Notamment, certains paramètres doivent obéir à un théorème de
fluctuation-dissipation analogue aux contraintes sur les paramètres des forces statistiques
en DPD (éqs. 1.73 et 1.74). De plus, l’algorithme d’intégration doit parfois être modifié
afin d’amoindrir les erreurs systématiques causées par la forme particulière des équations
de mouvement (57). La pression est déterminée grâce à l’équation du viriel. Cette équation
peut être modifiée afin de prendre avantage des particularités de la DPD :













rij · F Cij
〉
[3.2]
où rij = ri − rj , fi est la force totale sur la particule i et F Cij est la force conservative
agissant entre les particules i et j. L’équation modifiée est permise, car les contributions
dissipatives et aléatoires s’annulent en moyenne (12).
L’accès à la simulation mésoscopique dans divers ensembles thermodynamiques ouvre
la voie à la simulation de nombreuses propriétés des matériaux d’intérêt technologique.
Des matériaux structurés à l’échelle mésoscopique, comme les polymères enchevêtrés, les
gels, les dispersions colloïdales, les ensembles de micelles, les structures auto-assemblées
88
et toute la panoplie déjà découverte ou à découvrir dans le futur sont théoriquement ac-
cessibles à la DPD ou aux méthodes apparentées. Les nanosciences, notamment, seront
fort probablement prolifiques en matériaux d’intérêt, dont les propriétés mécaniques, ther-
miques et chimiques pourront être simulées.
Les relations de travail hors-équilibre, appropriées à l’échelle méso, peuvent également être
étudiées par simulation. Les simulations permettent en effet de construire aisément des
systèmes idéaux à peu près impossibles à réaliser expérimentalement. Ces versions micro-
scopiques des lois de la thermodynamique permettent également de tester les modèles de
simulation, en tant que diagnostic (78).
L’étude de matériaux divers, de phénomènes divers et ce, dans différents ensembles, permet-
tra probablement de mettre en évidence certaines propriétés propres aux diverses classes
de matériaux à l’échelle méso (79,80). Certains de ces comportements universels sont déjà
connus, comme divers aspects du comportement des polymères. Il est possible que le profil
de densité radiale sigmoïde présenté précédemment soit une propriété présente chez tous
les polymères arborescents. La découverte de comportements qui soient véritablement des
protectorats mésoscopiques demande toutefois une étude plus fondamentale du lien entre
le micro et le méso. La mise en évidence de tels protectorats, s’ils existent, serait non seule-
ment intéressante en elle-même, il s’agirait de points de repère très importants afin de guider
le processus de coarse-graining.
3.2 Le défi du quantitatif
Pour l’instant, la représentation quantitative complète du système DPD, similaire à la pré-
cision pouvant être atteinte par la MD ou les calculs ab initio, est hors de portée. Au mieux,
certains travaux réussissent à recréer à la fois la fonction de distribution radiale, le coeffi-
cient de diffusion et la viscosité des liquides (46). Certaines problématiques subsistent tou-
tefois : les procédures reproduisant adéquatement la compressibilité ne reproduisent pas la
structure et vice-versa (27).
Une relation correcte entre la pression et le volume est nécessaire à de nombreuses utili-
sations de la DPD. Les propriétés mécaniques des matériaux, notamment, requièrent une
telle relation. De plus, quelle validité accorder à un modèle dont la thermodynamique est
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plus éloignée des systèmes réels que les équations d’état les plus approximatives? La re-
cherche d’un comportement quantitativement correct, à la fois pour la structure microsco-
pique (g(r)) et le comportement thermodynamique, est donc un objectif prioritaire, qui n’a
rien du simple ajustement fin des paramètres.
La mécanique statistique moderne offre heureusement un peu d’espoir de résolution de ce
problème, notamment sous la forme de succès rencontrés. Théoriquement, donc, il est pos-
sible de mettre au point un modèle reproduisant tant les propriétés d’ensemble, comme les
propriétés mécaniques, que les propriétés locales, comme les dynamiques. De nombreuses
méthodes expérimentales permettent de sonder indirectement les dynamiques locales des
matériaux. Tel que mentionné précédemment, les résultats d’expériences de diffusion de
particules (principalement neutrons, lumière et rayons X) ainsi que de méthodes basées sur
le théorème de la réponse linéaire peuvent être simulés grâce à la DPD.
Ces techniques expérimentales ont des fondations théoriques poussées, impliquant des fonc-
tions de corrélation diverses. Ces traitements enrichiraient énormément la recherche future
sur les aspects dynamiques de la DPD, qui se limite actuellement aux coefficients de dif-
fusion. L’analyse des écarts entre les systèmes simulés et les résultats expérimentaux pour
différentes fonctions de corrélation aiderait certainement à déterminer quel est le problème
le plus criant.
Ainsi, les paramètres utilisés en DPD doivent être quantitativement bons ; il ne suffit pas
d’obéir aux équations de Newton. Deux approches visant à mettre au point le modèle
peuvent être distingués, une approche descendante et une approche ascendante. L’approche
descendante vise à mettre au point les paramètres du modèle d’après les propriétés ma-
croscopiques du matériau. C’est l’approche utilisée dans le modèle DPD d’interactions à
plusieurs corps (mDPD) de Pagonabarraga détaillée à la section 1.2.2. Or, cette approche
semble particulièrement ardue compte tenu du peu d’outils disponibles. Notamment, il
n’existe pas à l’heure actuelle d’équation d’état qui permette de reproduire en général le
comportement des liquides, encore moins celui de matériaux plus complexes comme les
polymères ou les verres moléculaires.
L’approche ascendante, à l’inverse, vise à reproduire les propriétés microscopiques. Cette
approche est plus répandue, pour de nombreuses raisons. Notamment, elle s’intègre mieux
au paradigme multiéchelle mentionné en introduction (Fig. 1). L’approche ascendante per-
met également de mettre à profit les méthodes de simulation moléculaire bien développées.
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Le coarse-graining de simulations atomistiques est un domaine de recherche actif ; les mé-
thodes présentées aux sections 1.2.3 et 1.3.2 peuvent être améliorées de toutes sortes de
façon.
Deux types de procédures sont utilisées pour effectuer le coarse-graining. Comme les in-
teractions en DPD se font habituellement par paires, certaines méthodes calculent l’interac-
tion entre deux molécules maintenues à une distance fixe les unes des autres. Des potentiels
d’interaction de paires bien définis sont alors obtenus, qui n’incluent pas d’artefacts dus aux
corrélations complexes présentes dans l’échantillon. En fait, ces procédures négligent com-
plètement de telles corrélations, qui sont donc éliminées des dynamiques mésoscopiques.
Puisqu’il s’agit justement du genre de caractéristiques que le modèle méso doit pouvoir
reproduire, ces méthodes semblent peu appropriées, sinon pour des fins de comparaison.
Afin de bien reproduire les corrélations complexes caractéristiques de la matière condensée,
le coarse-graining doit être effectué sur des simulations de densité comparables à l’expé-
rience, tel que l’IBI (sec. 1.2.3). Surtout, les simulations atomistiques de phases condensées
permettent d’obtenir la forme (et en principe l’amplitude) des forces statistiques (sec. 1.3.2).
Certaines méthodes tentent d’obtenir le meilleur des deux mondes : un potentiel d’interac-
tion conservatif de paires est obtenu en faisant interagir deux molécules, puis ce potentiel est
utilisé comme point de départ pour l’IBI (81). Ce genre de procédure hybride a l’avantage
de prendre en compte les corrélations complexes sans amplifier anormalement les détails
de la fonction de distribution radiale.
Certains progrès prometteurs ont donc été faits vers la mise au point de procédures de
coarse-graining quantitativement exactes. Une certaine confusion reste toutefois, limitant
le développement des méthodes. Afin de dissiper une part de ce flou, le formalisme de l’opé-
rateur de projection de Mori-Zwanzig (FFOPMZ 2) sera mis à contribution. Le FFOPMZ,
mentionné précédemment à la section 1.3.2, est habituellement considéré trop encombrant
pour une utilisation pratique. Il semble confiné à des réflexions théoriques ou à des procé-
dures complexes (42). Votre humble serviteur est d’avis que ces considérations mathématico-
théoriques ne sont pas une excuse pour ne pas s’attaquer de front au problème du coarse-
graining. En vérité, le FFOPMZ amène un éclairage nouveau sur le problème, de par la
séparation claire qu’il effectue entre le coarse-graining et les autres approximations, soit
2. Le premier "F" provient de l’adjectif "fabuleux" implicite. Les acronymes, on aime ça.
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l’approximation d’interactions par paires et l’approximation de Markov. Ces composantes
peuvent être évaluées ou testées indépendamment les unes des autres.
Le principal élément du FFOPMZ est l’opérateur éponyme, P . Cet opérateur permet de sé-
parer l’espace des phases détaillé en deux sous-espaces, celui des variables négligées (ou
rapides) et celui des variables d’intérêt (ou lentes). L’espace des phases microscopique dé-
taillé sera désigné par φ et les différents points par φi. L’espace des phases mésoscopique,
celui des variables d’intérêt, sera désigné par Φ et ses différent points par Φi. Les idées
seront transcrites dans un langage plus mathématique d’équations. Le formalisme utilisé
ne sera pas d’une rigueur exemplaire : cela demanderait des acrobaties inélégantes qui nui-
raient à la transmission des idées.
L’opérateur de projection permet de déterminer les propriétés dans l’ensemble mésosco-
pique à partir de la connaissance des dynamiques micro. Pour ce faire, l’opérateur de pro-
jection effectue la moyenne thermodynamique sur un sous-ensemble de l’espace des phases,
et s’exprime mathématiquement de façon similaire à :




A(φj)p(φj)dφj = 〈A〉Φi [3.4]












exp [−βE(φj)] dφj [3.7]
L’opérateur de projection détermine quelle est la valeur de la propriété A en un point Φi
de l’espace méso en effectuant une moyenne thermodynamique sur tous les points φj ap-
partenant au même point Φi. Il s’agit d’une sorte de moyenne avec contraintes. Dans la
littérature, l’opérateur P effectue habituellement l’opération sur l’ensemble de l’espace des
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F I G U R E 31 L’opérateur de projection effectue la connexion entre l’espace détaillé
φ et l’espace méso Φ. En rouge : un point Φi et les points φj qui lui correspondent.
phases d’un seul coup, dans le but d’extraire des dynamiques. Il s’agit conceptuellement de
la même opération.
Voici un exemple, inspiré des procédures de coarse-graining de la littérature. Les variables
lentes sont les positions et momenta des centres de masse des molécules. PourN molécules,














L’espace des phases des variables négligées sera alors constitué des modes normaux ainsi
que de l’orientation des molécules.
Pour appliquer l’équation 3.4 à une conﬁguration des centres de masse donnée Φi, il faut
déterminer tous les points φj qui lui correspondent, ie : dont les centres de masse des molé-
cules (et les momentums associés) sont identiques à ceux énumérés dans Φi. La moyenne
est ensuite effectuée sur l’ensemble de ces points φj . Ce processus est illustré à la ﬁgure
31.
Le coarse-graining affecte la représentation que nous avons du système. S’il est bien effec-
tué, ce procédé n’affecte pas le système lui-même, qui devrait conserver le même compor-
tement. Les quantités obéissant à des lois de conservation, comme l’énergie ou la quantité
de mouvement, notamment, doivent rester inchangées dans le sens statistique du terme.
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La quantité de mouvement ne semble pas trop problématique. Dans l’exemple de coarse-
graining précédent, décrit par l’équation 3.8, les modes normaux ne contribuent pas au
momentum total en moyenne. La conservation de momentum est très aisée à évaluer et
fournit donc un outil diagnostic important.
Le cas de l’énergie est plus problématique, notamment car son calcul est plus complexe.
C’est à cette étape qu’intervient l’approximation d’interaction par paires. Il faut toutefois
distinguer les deux difficultés, soit la détermination des degrés de liberté d’intérêt et le
calcul de l’énergie à l’échelle méso. Sans coarse-graining adéquat au système, les efforts
visant à reproduire correctement l’énergie seront vains. La modélisation de molécules aniso-
tropiques, comme des cristaux liquides columnaires, demande de prendre en compte l’orien-
tation des molécules ; la position des centres de masses ne suffira certainement pas.
De nombreuses études peuvent être effectuées sur le coarse-graining des forces statistiques,
même en l’absence d’une méthode pour calculer les forces conservatives. La formulation
DPD des forces statistiques repose sur l’approximation de Markov, valide si le temps de
corrélation des forces est nettement plus court que celui des vitesses. Cette étude peut être
effectuée pour diverses procédures de coarse-graining, ie : pour différentes formulations
de l’opérateur de projection P . Il est alors possible d’explorer le domaine d’application de
l’approximation de Markov et de concentrer les efforts sur ces systèmes.
Le discours sur le coarse-graining implique habituellement des références à des échelles
de temps. Ces échelles de temps sont cependant absentes des discussions détaillées et des
équations, comme l’équation 3.4. Elles n’interviennent qu’implicitement à travers le choix
des opérateurs et degrés de liberté d’intérêt. En s’inspirant de la thermodynamique statis-
tique, il est possible de suggérer une formulation alternative de l’opérateur de projection
qui fait intervenir directement l’échelle de temps. Plutôt que par une moyenne d’ensemble,
le coarse-graining peut être effectué par moyennes temporelles :







où les limites ont été choisies de façon à correspondre aux règles du calcul d’Ito¯, soit A(t)
ne dépend que de ce qui s’est produit à t′ < t. Le coarse-graining temporel aura pour effet
direct d’adoucir la trajectoire dans l’espace des phases, tel que représenté à la figure32,
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F I G U R E 32 Le coarse-graining d’une trajectoire dans l’espace des phases. Le
coarse-graining adoucit la trajectoire dans l’espace des phases. Cet effet peut être
obtenu directement par le coarse-graining de Boltzmann
possiblement jusqu’à annuler la contribution de certain degrés de liberté. Cette procédure
permet d’obtenir des potentiels raisonnablement doux, tel que celui de la Fig. 2b.
Cette moyenne temporelle rappelle la méthode utilisée par Boltzmann pour obtenir la dis-
tribution des gaz parfaits, tandis que l’équation 3.4, qui utilise des moyennes d’ensemble,
évoque la méthode de Gibbs. Ces deux approches seront appelées coarse-graining de Boltz-
mann et de Gibbs, respectivement. En général, ces deux approches ne donneront pas le
même résultat. Toutefois, il existe certains systèmes pour lesquels il semble possible d’éta-
blir une correspondance entre les deux formulations, ie : pour lesquels τ et Φ peuvent être
choisis de telle sorte que Pτ ⇔ PΦ. Les colloïdes sont un bon exemple d’un tel système,
qui présente une séparation nette entre degrés de liberté lents des colloïdes et degrés de li-
berté rapides du solvant. La compréhension de systèmes à l’échelle méso est déjà entamée
pour différents matériaux. Certaines grandeurs, comme la longueur de Kuhn, le temps de
persistance ou encore le régime de cage, suggèrent différentes pistes d’étude.
Les travaux effectués sur les petites molécules montrent que le coarse-graining de celles-
ci est problématique. L’approximation de Markov n’est pas respectée à cette échelle (46)
et les gains computationnels qui peuvent être effectués sont plutôt faibles compte tenu du
peu d’atomes par centre de masse. Il faut donc tenter de trouver des procédures alternatives
pour réussir le coarse-graining ascendant de petites molécules. Trois procédures peuvent
être suggérées :
1. Le coarse-graining de Boltzmann sur un temps sufﬁsamment long ;
2. La dynamique de particules marquées ;
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3. La dynamique de cellules de Voronoï.
La première possibilité a été discutée précédemment. Elle ne permet pas de réduire de beau-
coup le nombre de degrés de liberté, puisque les molécules conservent leur indépendance
propre.
La seconde procédure demande de choisir N molécules parmi les N molécules présentes
dans l’échantillon : les degrés de liberté d’intérêt seront les positions et momenta de leurs
centres de masses. Le modèle ne s’intéresse dès lors qu’aux interactions effectives entre mo-
lécules marquées, les particules dissipatives sont interprétées comme des pseudo-particules
constituées d’une molécule habillée par les effets d’écran et et de tampon de ses voisines
non représentées. Pour que cette seconde interprétation corresponde au modèle DPD, il
faut s’assurer que toutes les forces ressenties par une molécule peuvent être interprétées
comme provenant de l’une de ses voisines et non du bain de molécules implicites. Cette
procédure donne probablement un modèle situé entre la DPD, les dynamiques de Langevin
et les théories de champ moyen, compte tenu que le résultat doit être indépendant du choix
des particules importantes. Les effets à plusieurs corps forment probablement une grande
part de l’interaction entre de telles particules marquées. Un potentiel dépendant à la fois de
la distance et de la densité locale, comme le potentiel mDPD (16) (sec. 1.2.2) pourrait être
utilisé.
La troisième procédure suggérée demande de superposer un ensemble de centres d’inter-
actions au modèle microscopique et de diviser les molécules en différents domaines selon
un diagramme de Voronoï (82). Le momentum d’un domaine est donné par la somme des
momenta des molécules lui appartenant. Cette procédure permet d’effectuer des coarse-
graining ascendants avec de grands facteurs de grossissement. La détermination de cer-
taines propriétés peut être rendue plus ardue par cet algorithme. Le coefficient de diffusion
moléculaire, par exemple, est difficilement accessible par cette méthode.
Les pistes de recherche permises par la DPD sont nombreuses et variées. La DPD permet
d’étudier les matériaux sous un jour nouveau et de ce fait, d’effectuer des travaux nouveaux,
jamais entrepris auparavant. La transition vitreuse, notamment, n’a jamais été étudiée sous
cet angle, malgré les nombreux travaux de simulation dont ce problème fait l’objet. La
DPD amène également de nombreux défis théoriques et méthodologiques. L’exploration
des limites d’application de la méthode est prometteuse, tant pour le développement de
techniques que pour la compréhension de l’échelle méso et l’identification de protectorats
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mésoscopiques. De plus, le FFOPMZ s’appuie sur des mathématiques rigoureuses dont
l’étude permettra certainement une compréhension plus approfondie du coarse-graining. Il
y en a vraiment pour tous les goûts 3.
3. Pour les théoriciens, du moins.
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CONCLUSION
La DPD est une méthode de simulation mésoscopique permettant de simuler la matière
molle, notamment amorphe, avec succès. Cette méthode fait interagir des «particules de
fluide» molles, parfois appelées blobs via trois forces : conservative, dissipative et aléatoire.
La force conservative peut prendre différentes formes, ce qui permet de modéliser diffé-
rentes catégories de matériaux. Les forces statistiques (dissipative et aléatoire) amènent de
la dissipation dans le système, inévitables à cette échelle. Comme les forces agissent toutes
entre des paires de particules et qu’elles ne dépendent que de grandeurs relatives, la mé-
thode respecte l’invariance galiléenne. Les simulations présentent donc naturellement un
comportement hydrodynamique.
La DPD a été utilisée afin d’explorer la structure des polymères arborescents. Ces poly-
mères de haute masse moléculaire sont obtenus par une séquence d’étapes de greffage. Leur
topologie est donc complexe, et irréductible à une structure plus simple. La complexité de
la connectivité des polymères arborescents complexifie la détermination de leur structure
en solution. Des expériences de diffusion de neutrons ont permis une étude indirecte de
leur profil de densité radiale. Un modèle en loi de puissance a été suggéré, compatible avec
ces résultats.
La taille et la complexité des polymères arborescents empêchent leur simulation par les
méthodes plus répandues de la dynamique moléculaire ; il s’agit d’un système qui s’étu-
die naturellement grâce à la DPD. Les polymères arborescents G2 simulés ont été créés
grâce à une procédure de marche biaisée sur réseau. Bien que grossière, cette technique
a permis l’obtention de résultats reproductibles. Deux modèles de greffage ont été étu-
diés : hiérarchique et aléatoire. Dix polymères arborescents différents ont été générés pour
chaque modèle, et leur structure a pu être étudiée. Les profils de densité radiale peuvent être
ajustés par le modèle en loi de puissance, à l’exception d’une queue à longue portée. Les
fonctions de distribution radiale et les facteurs de structure associés ont été calculés. Ces
résultats pourront être comparés directement aux résultats d’expérience lorsque ceux-ci se-
ront disponibles. La méthode de simulation mésoscopique a pu être mise au point, testée
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sur un système ne requérant pas de procédure de coarse-graining complexe, et des résultats
intéressants ont été obtenus.
Ces calculs demandaient chacun un peu moins de cinq jours sur 16 processeurs de MSII.
Ce délai est suffisamment court pour permettre la variation systématique des paramètres,
comme la qualité du solvant ou l’exploration, comme l’essai de solvants polymères 1.
La DPD est à la fois versatile et ancrée dans une théorie solide, ce qui donne l’espoir qu’elle
peut recréer les dynamiques d’une grande variété de systèmes complexes. À titre d’exemple,
la DPD reproduit la structure du Nafion c© et permet d’observer des changements structurels
lorsque la membrane est soumise à du cisaillement. L’obtention de résultats quantitative-
ment valides pour diverses classes de systèmes est toutefois un problème auquel il n’y a pas
de solution générale. Diverses méthodes de coarse-graining systématique ont été dévelop-
pées, mais un paradigme d’analyse est toujours manquant. Le formalisme de l’opérateur
de projection de Mori-Zwanzig, bien qu’il souffre d’un excès de formalisme, permet de
clarifier le problème en séparant clairement le coarse-graining des autres approximations
utilisées. L’étude du domaine de validité des approximations nécessaires à l’échelle méso et
des procédures de coarse-graining associées sont intrinsèquement liées au développement
de l’échelle mésoscopique. Les pistes de recherche ne manquent pas, que ce soit au niveau
de la simulation des matériaux, du développement des techniques de simulation ou de la
compréhension fondamentale du comportement de la matière à cette échelle.
1. Ça laisse également le temps de faire des erreurs et de les corriger.
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