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ABSTRACT
Predictive state representation (PSR) uses a vector of action-observation sequence to represent the
system dynamics and subsequently predicts the probability of future events. It is a concise knowl-
edge representation that is well studied in a single-agent planning problem domain. To the best
of our knowledge, there is no existing work on using PSR to solve multi-agent planning problems.
Learning a multi-agent PSR model is quite difficult especially with the increasing number of agents,
not to mention the complexity of a problem domain. In this paper, we resort to tensor techniques
to tackle the challenging task of multi-agent PSR model development problems. By first focusing
on a two-agent setting, we construct the system dynamics matrix as a high order tensor for a PSR
model, learn the prediction parameters and deduce state vectors directly through two different ten-
sor decomposition methods respectively, and derive the transition parameters via linear regression.
Subsequently, we generalize the PSR learning approaches in a multi-agent setting. Experimental
results show that our methods can effectively solve multi-agent PSR modelling problems in multiple
problem domains.
Keywords Predictive state representations · Tensor optimization · Learning approaches
1 Introduction
Predictive State Representation (PSR) is a dynamic system modelling method and uses a vector of action-observation
sequence to represent system states, which is subsequently used to solve a sequence prediction problem [1]. The
system dynamics matrix theory provides a matrix-based modelling technique for learning PSR [2]. Currently the PSR
discovery and learning algorithms have been well studied except that the algorithmic reliability and efficiency needs to
be improved, e.g., the search based techniques [3, 4, 5], the spectral learning approach [6, 7], the compressed sensing
approach [8, 9] and the sub-state space method [10]. However, the PSR research is solely conducted in a single-agent
decision making setting.
∗Corresponding author.
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Learning a multi-agent PSR model is rather difficult since available data contains interactive behaviour of multiple
agents, e.g. their observations and actions, and the interaction data is often to be considered as a high dimensional
space particularly with the increasing number of agents. Moreover, the multi-agent system dynamics matrix is often
filled with noise and when the available data is not sufficient in a complicated problem domain, it would be hard to learn
a good PSR model in a large multi-agent problem domain. Meanwhile, the computational cost will be dramatically
increased since a large number of tests need to be conducted in order to build high dimensional matrices for learning
a multi-agent PSR model.
In this paper, we focus on a PSR model with more than one agent and investigate a high dimensional system dynamics
matrix, namely tensor, for learning the multi-agent PSR model. The key underlying idea is to take advantage of a
highly connected structure of a tensor and the property of tensor decomposition that can extract the latent low-rank
components (even though the data is noisy). The difficulty lies in the embedding of tensor into the multi-agent PSR
model and the learning of model prediction parameters, state vectors and prediction equation. We present two com-
monly used tensor decomposition techniques (CP decomposition and its generalized form Tucker decomposition) to
solve the PSR discovery and learning problems. Thus, the model prediction parameters and the compressed vector for
representing states can be obtained from the decomposition results. Inspired by the transformed PSR model [11], we
obtain the model transition parameters via linear regression after constructing auxiliary matrices. We conduct exper-
iments on several problem domains including one extremely large domain, and the results demonstrate the expected
performance.
The rest of this paper is organized as follows. In Section 2, we extend a single-agent PSR model, which leads to a
multi-agent PSR model, to represent a multi-agent planning problem. Section 3 introduces system dynamics tensor for
learning a multi-agent PSR model. Sections 4 and 5 are devoted to the theoretical analysis of learning the multi-agent
PSR model of dynamical systems through a tensor decomposition. We present experimental study on several domains
in Section 6. In Section 7, we discuss related works on learning PSR. Finally, we conclude our work and give some
suggestions on the future work.
2 Technical Background of Multi-agent PSRs
Linear PSRs are a systematic-studied type of PSRs for modelling a dynamic system [1]. The dynamic environment
considered here is a discrete-time, controlled dynamic system with N -agent (N ≥ 2), which produces a sequence of
actions and observations with one action and one observation per time step. We extend all necessary definitions of a
single-agent PSR model to a multi-agent PSR in this section. In order to clearly represent various notations, we use
non-bold lowercase letters, boldface lowercase letters, capital letters, calligraphic letters and so on. We summarize a
set of main notations in Table 1.
2.1 Single-agent PSR
In a controllable dynamical system with a single agent, the agent continuously performs a sequence of actions a chose
from the action set A = {a1, a2, . . . , a|A|} according to any policy pi and senses a sequence of observations o which
can be identified in the observation set O = {o1, o2, . . . , o|O|}. At time step s, the agent has already experienced a
sequence of action-observation pairs that are called as history h, i.e. hs = a1o1 . . . asos for any possible history at
time step s. All possible histories at the entire horizon forms a history set H . After an agent applies ao at time step
s, the history hs is updated to history hs+1 = hsao. The agent may expect to follow a special sequence of action-
observation pairs with the length l which is called as test t beginning immediately at time step s, i.e. t = a1o1 . . . alol.
All possible tests in the future form a test set T . The probability of the occurrence of a test t given the history hs is
denoted as p(t|hs), which can be calculated by prediction equation, thus
p(t|hs) = f(p(Q|hs)) = p(Q|hs)mt
where f is the project function in a linear PSR, p(Q|hs) is the state vector at time step s, and mt is the projection
vector of test t. The new state vector of a linear PSR is calculated by updating equation, thus
p(Q|hs+1) =
p(Q|hs)Mao
p(Q|hs)mao
where mao is the projection vector for t = ao and Mao is a matrix consisted of one-step extension projection
vectors. In short, a single agent linear PSR model in a controlled partially observable system has the parameters
< A,O,Q, {mao}, {Mao}, p(Q|φ) >: the set of actions A, the set of observations O, the set of core tests Q, the
model parametersmao andMao (∀ a ∈ A, o ∈ O), and an initial prediction vector p(Q|φ), where φ is the null history
at initial time step s = 0.
2
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Table 1: Summary of notations
a,o,t,h, φ action, observation, test, history, null (joint) history
A,O,T,H the set of actions, observations, tests and histories
Q,D core test set, system dynamics matrix
mt projection vector
mao,Mao (one-step) projection vector and transition matrix
a,o,t,h joint action, joint observation, joint test, joint history
A,O, T ,H the set of joint actions, joint observations, joint tests and joint histories
Q,H,Q core joint test set, core joint history set, core test tensor
D,D system dynamics matrix, system dynamics tensor
mt,mi1...iN projection vector
mao,Mao (one-step) projection vector and transition matrix
Hs joint history set at time step s
m˜∗, M˜∗ projection vector and transition matrix of TPSR
F projection matrix of TPSR
s time step
Φd,Ψd training dataset and test dataset
p(·), p(·|·) probabilistic operator and conditional probabilistic operator
I(e,S) an index that records the index of the element e in set S
I(S ′,S) an index set that records the indices of elements of subset S ′ in set S
A,Ai:, A:j a matrix, its i-th row vector and j-th column vector
AT , A−1 the transpose and (pseudo-)inverse of matrix A
AI a sub-matrix of A consisting of rows indicated by set I
A(i) the i-th factor matrix in Tucker decomposition
A a tensor
A(k) mode-k matricization of tensor A
×n the n-mode product of a tensor with a matrix
∗, ◦,⊗ Hadamard product, outer product, Kronecker product of vectors
2.2 Multi-agent PSR
For a dynamic N -agent system, the joint action a = a(1)a(2) · · · a(N) represents a sequence of executable actions
that agents, e.g. agent (1), · · · , (N ), can operate simultaneously, and the joint observation o = o(1)o(2) · · · o(N)
represents the observations that the agents may receive in their interactions. Then we have the action set
Ap = {a1, a2, . . . , a|A|−1, a|A|} to represent all valid actions that agent p can perform, and the observation set
Op = {o1, o2, . . . , o|O|−1, o|O|} for all observations that the agent p may receive in the interaction. Hence, we
assume that A = {a1, a2, . . . , a|A|−1, a|A|} is a set of all executable joint actions that agents can operate and
O = {o1, o2, . . . , o|O|−1, o|O|} is a set of all joint observations that the agents may receive.
A joint test t = a1o1a2o2 · · · alol represents the sequence of joint action-observation pairs of all the agents that they
may encounter in the future. Accordingly, we have the action sequence ta = a1a2 · · · al and the observation sequence
to = o1o2 · · · ol. The joint test set is a set of all possible joint tests t of the agents, denoted as T . A test is a limited
sequence of action-observation pairs in a single agent scenario, e.g., test t
(i)
i1
= a
(i)
1 o
(i)
1 a
(i)
2 o
(i)
2 · · · a
(i)
l o
(i)
l represents
the i1-th sequence of action-observation pairs of the i-th agent’s test set T
(i). Then a joint test can be expressed by
using the test of all the agents, e.g., ti = t
(1)
i1
· · · t
(N)
iN
, which is the i-th joint test in joint test set T . A joint history
has the same structure as the joint test, which is used to describe the entire sequence of past action-observation pairs,
e.g., joint history hs = a1o1a2o2 . . . asos at time step s and the joint history will be updated to hs+1 = hsao after
agents taking the joint action a and seeing the joint observation o from the joint history hs. The joint history set is
a set of all possible joint histories h of the agents, denoted as H. And we denote a joint history set of all possible
joint histories hs of the agents with length s, denoted as Hs ⊂ H, i.e., Hs = {h|h ∈ H, |h| = s}, which contains all
possible joint histories that agents have encountered at time step s. Therefore, the joint history setH can be described
as H = {Hs=0 = φ,Hs=1, . . . ,Hs=L} sampled from training dataset Φd, where L is max-length of sequences of
action-observation in Φd.
A sequence prediction problem is defined as predicting the probabilities of different joint observation sequences when
agents execute the joint action sequence given an arbitrary history. Thus, to make a prediction of a joint test t given
3
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the prior joint history hs ∈ Hs at time step s, denoted by p(t|hs), is defined as
p(t|hs) = prob(t
o|hst
a). (1)
For any set of joint tests Q = {qi|qi ∈ T , i ∈ {1, 2, . . . , n}}, its prediction vector (or state vector) is p(Q|hs) =
[p(q1|hs), . . . , p(qn|hs)] ∈ R
1×n. If p(Q|hs) forms sufficient statistic at any joint history hs in the dynamic system
at time step s, i.e., all tests can be predicted based on p(Q|hs) (in other words, there exists a function ft such that
p(t|hs) = ft(p(Q|hs)) for any test t), then the set Q is called core joint test set. We will denote p(Q|hs ← hk) as
p(Q| hk) for any given joint history hk ∈ H(k ∈ [1, |H|) at time step s = |hk| for simplicity. For linear PSRs, the
function ft is a linear function. Thus, the prediction formula Eq. (1) can be rewritten as
p(t|hs) = p(Q|hs)mt, (2)
wheremt ∈ R
n×1 is called projection vector. For ti = t
(1)
i1
· · · t
(N)
iN
, Eq. (2) becomes
p(t
(1)
i1
· · · t
(N)
iN
|hs) = p(Q|hs)mti1 ,...,tiN ,
we will denotemti1 ,...,tiN asmi1...iN for simplicity. For example, in a 2-agent system, the projection vector for a joint
test t = t
(1)
i t
(2)
j can be denoted bymij . The projection vector for a one-step joint test t = ao in a multi-agent system
is denoted bymao.
When a system receives the agents’ joint action a, it immediately transforms into a next state, which means the PSR
model should update its state at the same time. The update calculates the new state p(Q|hs+1) from the previous
state p(Q|hs) after agents take the joint action a and receive the observation o from the history hs. The initial state is
p(Q|φ) when hs takes the null joint history φ at time step s = 0. For any core joint test qi ∈ Q and hs+1 = hsao,
∀ a ∈ A, o ∈ O, we compute the update as follows:
p(qi|hs+1) =
p(aoqi|hs)
p(ao|hs)
=
p(Q|hs)maoq
i
p(Q|hs)mao
, (3)
where mao and maoq
i
are mt for each one-step joint test (ao) and each one-step extension (aoqi) respectively. The
first equality of Eq. (3) is obtained by Bayes rule, and the second one is computed by Eq. (2). By defining the matrix
Mao ∈ R
n×n, in which the i-th column vector ismaoq
i
, we have
Mao = [maoq1 maoq2 · · · maoqn ], ∀ a ∈ A, o ∈ O.
Subsequently, Eq. (3) can be rewritten as
p(Q|hs+1) =
p(Q|hs)Mao
p(Q|hs)mao
. (4)
The vectors {mao} and matrices {Mao} (∀a ∈ A, o ∈ O) are called the model parameters of the linear PSR model.
If an initial prediction vector p(Q|φ) for a given null joint history φ, the prediction vector p(Q|hs) can be calculated
step by step for any time s. In addition, for any test t = a1o1a2o2 · · · alol, its corresponding projection vectormt can
be computed by the chain rule in terms of conditional probability, Eqs. (1) and (4), i.e.,
mt = Ma1o1Ma2o2 · · ·Mal−1ol−1malol .
Notice that when the model parameters and the initial prediction vector of the linear PSR model are known, i.e., the
modelling of the entire PSR model is completed, we can make the sequential prediction p(t|h). If the core joint tests
Q is found, the parameters can be computed as follows.
mao = p(Q|H)
−1p(ao|H),
maoq
i
= p(Q|H)−1p(aoqi|H),
where H is called core joint history set. The values of p(Q|H), p(ao|H) and p(aoqi|H) can be estimated through the
training data in the following.
p(Q|H) =


p(q1|h1) p(q2|h1) · · · p(qn|h1)
p(q1|h2) p(q2|h2) · · · p(qn|h2)
...
...
. . .
...
p(q1|h|H|) p(q2|h|H|) · · · p(qn|h|H|)

 ,
4
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p(ao|H) =


p(ao|h1)
p(ao|h2)
...
p(ao|h|H|)

 , and p(aoqi|H) =


p(aoqi|h1)
p(aoqi|h2)
...
p(aoqi|h|H|)

 .
In a summary, a linear PSR model in a controlled partially observable system has the parameters <
A,O,Q, {mao}, {Mao}, p(Q|φ) >: the set of joint actions A, the set of joint observations O, the set of core joint
tests Q, the model parametersmao andMao (∀ a ∈ A, o ∈ O), and an initial prediction vector p(Q|φ), where φ is the
null joint history. The process of finding Q is called the discovery problem, while the computation of the projection
vectors by using Q to represent all the other tests is called the learning problem.
In a variant of PSRs, transformed predictive representation (TPSR) [11] tries to maintain a small number of linear
combinations of the probabilities of a larger number of tests instead of maintaining probability distributions over the
outcomes of a small set of tests. Therefore, we are aiming to learn a multi-agent PSR model based on TPSR in
this paper. Traditionally, the parameters < A,O, xs, {m˜ao}, {M˜ao}, x0 > describes a TPSR model, where xs is the
compressed state vector, x0 is an initial compressed state vector and the other parameters are the same as a usual linear
PSR model. In fact, xs is a compressed version of system prediction vector p(Q|hs), and hence x0 is a reduced version
of an initial prediction vector p(Q|hs=0 = φ). Therefore, xs ∈ R
1×R can be calculated by multiplying p(Q|hs) by a
projection matrix F , namely:
xs = p(Q|hs)F, (5)
where the matrix F ∈ R|Q|×R, |Q| is the size of core joint test set Q. Therefore, for a given joint history hk ∈ H(k ∈
[1, |H|]) at time step s = |hk|, we have xs = p(Q|hk)F and can denote xs as xk for simplicity. Hence, for a given
joint history hk ∈ H(k ∈ [1, |H|]) at time step s = |hk|, the prediction formula Eq. (2) and the state update Eq. (4)
can be rewritten as
p(t|hk) = xkm˜t, (6)
and
xk+1 =
xkM˜ao
xkm˜ao
, (7)
where m˜ao ∈ R
R×1 is called a projection vector or model prediction parameter, which can be calculated in Eqs. (2),
(5) and (6), i.e., m˜ao = F
−1mao , and M˜ao ∈ R
R×R is called a transition matrix or model update parameter, which
can be calculated in Eqs. (4), (5), (7) and m˜ao = F
−1mao, i.e., M˜ao = F
−1MaoF . However, it is difficult to solve
the transformation matrix F directly in order to learn the model parameters. Generally, the two parameters learned
for TPSR will not be identical to those learned in a traditional PSR model. It can no longer interpret the elements of
xk as probabilities as they may be negative or even larger than 1. Since the two parameters fully summary the system
updating rule and sequential prediction, we will learn them in another way without the help of the projection matrix F
in this paper.
3 System Dynamics Tensor for Multi-agent PSRs
In this section, we construct the system dynamics matrix as a high order tensor for learning a multi-agent PSR model,
and give the formulas to calculate the system marginal dynamic matrix and the PSR model under each agent’s perspec-
tive. The PSR model of each agent can be used to predict its future sequences given the experienced history of the
system.
We propose a system dynamics tensor for learning a multi-agent PSR model based on a tensor approach. For a
system with N agents, we use D ∈ Rn1×n2×n3×···×nN+1 to denote a system dynamics tensor, whose element is
Di1i2···iNk = p(t
(1)
i1
. . . t
(N)
iN
|hk), which can be estimated by the reset algorithm [3], where t
(1)
i1
, t
(2)
i2
, . . ., t
(N)
iN
are the
tests for each agent and hk ∈ H(k ∈ [1, |H|)) is the given joint history at time step s = |hk|. Then, the discovery
problem is transferred into finding a minimal linearly independent set (i.e., core joint test set Q), so that the whole
fibers listed in the set Q form a basis of the space spanned by the mode-(N + 1) fibers of tensor D, and these fibers
together form a sub-tensor, namely core test tensor Q.
Without loss of generality, let us discuss a 2-agent scenario, the system dynamic tensor D ∈ Rn1×n2×n3 is a 3rd
order tensor now, where n3 = |H| and ni = |T
(i)|(i = 1, 2), as intuitively shown in Fig. 1. Its element, e.g.,
p(t
(1)
1 t
(2)
2 |a
1o1), is corresponding to the test t
(1)
1 = a
1o2 in test set T (1) of agent 1, the test t
(2)
2 = a
2o2 in test set T (2)
of agent 2, and the joint history a1o1 in joint history set H. The corresponding system marginal dynamics matrices
5
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(i.e., D(1) ∈ R|T
(1)|×|H(1)| and D(2) ∈ R|T
(2)|×|H(2)|) can be calculated by the elements of system dynamics tensor
D according to the probability theory. Let us take the computation of D(1) as an example. For any t(1) ∈ T (1),
h(1) ∈ H(1), the elementD
(1)
t(1),h(1)
is computed as follows:
D
(1)
t(1),h(1)
= p(t(1)|h(1))
=
∑
h(2),|h(2)|=|h(1)|
∑
t(2),|t(2)|=|t(1)|
p(t(1)t(2)|h(1)h(2))
=
∑
h(2),|h(2)|=|h(1)|
∑
t(2),|t(2)|=|t(1)|
Dt(1)t(2),h(1)h(2) ,
where the second equation is obtained by summing up all the histories and tests of all the other agents (i.e., agent 2 in
this case) with length |h(2)| = |h(1)| and |t(2)| = |t(1)|, marked as two red directions on the upper left hand side of Fig.
1. For simplicity, we write the two system marginal dynamics matrices as follows.
D(1) =
∑
h(2)∈H(2)
∑
t(2)∈T (2)
D, and D(2) =
∑
h(1)∈H(1)
∑
t(1)∈T (1)
D.
The two dimensions of each matrix reflect test and history, respectively.
Figure 1: Diagram of system marginal dynamics matrices obtained by system dynamics tensor of 2-agent system
On the other hand, the system dynamics matrix [1] can be employed for learning a multi-agent PSR model as an
alternative way since we will apply the traditional matrix-based single-agent PSR learning algorithms to the multi-
agent PSRs in Section 6.1.2. The matrix consists of joint histories and tests, and their elements can be estimated by
the reset algorithm [3]. The difference between system dynamics matrix and system dynamics tensor is that we put
the joint tests of all the agents in only one dimension when constructing a system dynamics matrix.
For a two-agent system, the system dynamics matrix D ∈ R|T |×|H| can be depicted as a two-dimensional matrix in
Fig. 2. For example, the element p(a2o1|a1o1) of matrix D is corresponding to the joint test a2o1 in the joint test
set T , and the joint history a1o1 in the joint history set H. The corresponding system marginal dynamics matrices
(i.e., D(1) ∈ R|T
(1)|×|H(1)| and D(2) ∈ R|T
(2)|×|H(2)|) can be obtained by the elements of matrix D. Let us take the
calculation ofD(1) as an example. For any t(1) ∈ T (1), h(1) ∈ H(1), the elementD
(1)
t(1),h(1)
is calculated below.
D
(1)
t(1),h(1)
= p(t(1)|h(1))
=
∑
h(2),|h(2)|=|h(1)|
∑
t(2),|t(2)|=|t(1)|
p(t(1)t(2)|h(1)h(2))
=
∑
h(2),|h(2)|=|h(1)|
∑
t(2),|t(2)|=|t(1)|
Dt(1)t(2),h(1)h(2) ,
6
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where the second equation is obtained by summing up all the histories and testes of all the other agents (i.e., agent 2
in this case) with length |h(2)| = |h(1)| and |t(2)| = |t(1)|, as shown in the left hand side of Fig. 2. Hence, the two
dimensions of D(1) reflect history and test of agent 1, respectively. For simplicity, we write the two system marginal
dynamics matrices as follows.
D(1) =
∑
h(2)∈H(2)
∑
t(2)∈T (2)
D, and D(2) =
∑
h(1)∈H(1)
∑
t(1)∈T (1)
D.
Figure 2: Diagram of system marginal dynamics matrices obtained by the system dynamics matrix of 2-agent system
Correspondingly, the system PSR model in the perspective of two agents has the following parameters.

< A(1),O(1),Q(1), {
∑
ao(2)
mao}, {
∑
ao(2)
Mao},
∑
Q(2)
p(Q|φ) >
< A(2),O(2),Q(2), {
∑
ao(1)
mao}, {
∑
ao(1)
Mao},
∑
Q(1)
p(Q|φ) >
.
Similarly, for a general multi-agent system, the system marginal dynamics matrices can be obtained by the system
dynamics tensor D and the system dynamics matrix D respectively, and the PSR model of each agent can also be
directly obtained from the learned multi-agent PSR model, namely:


D(1) =
∑
h(6=1)∈H(6=1)
∑
t(6=1)∈T (6=1)
D
...
D(N) =
∑
h(6=N)∈H(6=N)
∑
t(6=N)∈T (6=N)
D
and


D(1) =
∑
h(6=1)∈H(6=1)
∑
t(6=1)∈T (6=1)
D
...
D(N) =
∑
h(6=N)∈H(6=N)
∑
t(6=N)∈T (6=N)
D
,
and 

< A(1),O(1),Q(1), {
∑
ao(6=1)
mao}, {
∑
ao(6=1)
Mao},
∑
Q(6=1)
p(Q|φ) >
...
< A(N),O(N),Q(N), {
∑
ao(6=N)
mao}, {
∑
ao(6=N)
Mao},
∑
Q(6=N)
p(Q|φ) >
.
Accordingly we can use these matrices and the PSR model for individual agent planning.
4 Learning 2-agent PSR via Tensor Decomposition
In this section, we propose a new framework for learning 2-agent PSR via tensor decomposition. We elaborate how to
obtain the prediction parameters m˜ij and the state vector xk of the PSR model through CP decomposition (CP) and
7
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Tucker decomposition (TD) respectively, and then use a linear regression to learn the transition parameters M˜ao of the
model from the training data.
4.1 Learning Prediction Parameters and State Vectors
After obtaining interactive data Φd between two agents, we construct the system dynamics tensor D ∈ R
n1×n2×n3 ,
whose element is Dijk = p(t
(1)
i t
(2)
j |hk), where t
(1)
i is the i-th test sequence of the 1st agent’s test set T
(1), t
(2)
j is the
j-th test sequence of the 2nd agent’s test set T (2) and hk ∈ H(k ∈ [1, |H|)) is the given joint history at time step
s = |hk|. We use two main tensor decomposition approaches on tensor D for learning the prediction parameters and
the state vector respectively.
4.1.1 CP Decomposition Learning Method
The CP decomposition decomposes a tensor into a sum of rank-one tensors that can be concisely written in Eq. (8).
D ≈ [λ;A,B,C] ≡
R∑
r=1
λrar ◦ br ◦ cr, (8)
where R is a positive integer, “◦” denotes outer product of vectors, and λr ∈ R, ar ∈ R
n1 , br ∈ R
n2 and cr ∈ R
n3
for r = 1, 2, . . . , R. The factor matrices A, B and C consist of the vectors, i.e., A = [a1 a2 · · · aR] ∈ R
n1×R,
B = [b1 b2 · · · bR] ∈ R
n2×R and C = [c1 c2 · · · cR] ∈ R
n3×R. For any i ∈ {1, . . . , n1}, j ∈ {1, . . . , n2} and
k ∈ {1, . . . , n3}, we observe that each element of the tensor D can be written in Eq. (9).
Dijk =
R∑
r=1
λrAirBjrCkr , (9)
where Air is the (i, r)-th element of matrix A, and likewise for Bjr and Ckr, for r = 1, 2, . . . , R.
Let xk = [xk(1) · · ·xk(R)] ∈ R
1×R, k ∈ {1, . . . , n3} be the k-th row vectorCk:. Since the joint histories of dynamic
system stored in the 3rd dimension of the tensor D are compressed in the matrix C, its row vector xk is a summary of
joint history hk ∈ H(k ∈ [1, |H|) and can be considered as a compressed version of the system state vector p(Q|hk)
at time step s = |hk|. On the other hand, for any r ∈ {1, 2, . . . , R}, we define the scalar m˜ij(r) = λrAirBjr , and
then construct the column vector m˜ij = [m˜ij(1) m˜ij(2) · · · m˜ij(R)]
T ∈ RR. Thus, we have
m˜ij = (λ ∗Ai: ∗Bj:)
T , (10)
where λ = [λ1 · · ·λR] ∈ R
1×R, “∗” denotes the Hadamard product (vector element-wise product), Ai: denotes the
i-th row vector of A and likewise for Bj:. Then, from (6), we rewrite Eq. (9) as
Dijk =
R∑
r=1
m˜ij(r)xk(r) = xk(λ ∗Ai: ∗Bj:)
T = xkm˜ij .
Hence, the prediction parameters m˜ij and the compressed state vector xk are obtained from the tensor decomposition
results. Remark that we do not compute xk directly from Eq. (5), and p(Q|hk) and F are unknown currently.
The computation process of learning the prediction parameters m˜ij and the compressed state vector xk by CP decom-
position is shown in Fig. 3. After applying the CP decomposition to the system dynamics tensor, we have 3 factor
matrices and a diagonal tensor in Step 1. For each element Dijk in tensor D, it can be realized by the CP decompo-
sition results shown in Step 2. Hence, we can deduce the prediction parameters from Dijk in Step 3. Moreover, the
system state vector is also obtained for a further use.
4.1.2 Tucker Decomposition Learning Method
The Tucker decomposition decomposes a tensor into a core tensor multiplied (or transformed) by a matrix along each
mode, i.e.,
D ≈ [G;A,B,C] ≡ G ×1 A×2 B ×3 C
=
P∑
p=1
Q∑
q=1
R∑
r=1
gpqrap ◦ bq ◦ cr, (11)
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Figure 3: The process of learning the prediction parameters m˜ij and the compressed state vector xk by CP decompo-
sition
where “×k” denotes k-mode product of tensor G by a matrix with appropriate dimensions and P,Q,R are all positive
integers. Usually P < n1,Q < n2 andR < n3, the core tensor G can be thought of as a compressed version ofD. The
factor matrices A,B and C can be computed in Eq. 12. A = [a1 a2 · · · aP ] ∈ R
n1×P , B = [b1 b2 · · · bQ] ∈ R
n2×Q
and C = [c1 c2 · · · cR] ∈ R
n3×R. Similarly, each element of the tensor D can be written as
Dijk =
P∑
p=1
Q∑
q=1
R∑
r=1
gpqrAipBjqCkr. (12)
Let xk = [xk(1) · · ·xk(R)] ∈ R
1×R, k ∈ {1, . . . , n3} be the k-th row vector Ck:. As discussed in Section 4.1.1, the
row vector of C is the compressed state vector xk of the TPSR model. For any r ∈ {1, 2, . . . , R}, we define the scalar
m˜ij(r) =
∑P
p=1
∑Q
q=1 gpqrAipBjq , and construct the column vector m˜ij = [m˜ij(1) m˜ij(2) · · · m˜ij(R)]
T
∈ RR.
Thus, we get
m˜ij = G(3)(Bj: ⊗Ai:)
T , (13)
where “⊗” denotes Kronecker product, and G(3) is the mode-3 unfolding of the core tensor G. Hence, from Eq. (6),
Eq. (12) becomes
Dijk =
R∑
r=1
m˜ij(r)xk(r) = xkm˜ij .
The computation process of learning the prediction parameters m˜ij and the compressed state vector xk by Tucker
decomposition is shown in Fig. 4. Similarly, we obtain 3 factor matrices and a core tensor after applying the Tucker
decomposition in Step 1. Then in Step 2, each element Dijk can be reorganized by the Tucker decomposition results.
Hence, we can deduce the prediction parameters in Step 3 and the system state vector as well.
We may add some proper constraints to Equations (8) and (11) to ensure solution uniqueness or algorithm convergence
in the tensor decompositions. We assume that the norm of all columns of A,B and C are 1 for Eq. (8), and A,B
and C are column-wise orthonormal for problem (11). If we further add non-negative constraints on A,B and C, the
problems become non-negativeCP decomposition (NCP) and non-negative Tucker decomposition (NTD), respectively.
There are many methods devoted for solving these NP-hard problems (in general), and the corresponding algorithms
may converge to a stationary point and enjoy convergence guarantee under certain conditions, see e.g., [12], [13] and
[14].
4.2 Learning Transition Parameters
In Section 4.1, we have derived the prediction parameters {m˜ij} for the TPSR model through two tensor decomposi-
tion methods respectively, see Steps 1-2 of Fig. 5. From the analysis in Section 2, we can find the subset of one-step
9
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Figure 4: The process of learning the prediction parameters m˜ij and the compressed state vector xk by Tucker decom-
position
projection vectors {m˜ao} from the prediction parameter set {m˜ij} for each ao ∈ A ×O, which is important in learn-
ing the model transition parameters Mao. In addition, we know that it is very difficult and not necessary to get the
transformation matrix F . Therefore, we try to learn the model transition parametersMao through a linear regression
from the training data, see Steps 3-4 of Fig. 5.
For any a ∈ A, o ∈ O, we find all the joint histories h ∈ H ending with action-observation ao and construct a subset
of joint history set H, i.e., H′ao = {h|h = h
′ao, h ∈ H, h′ ∈ H}. Moreover, for every joint history h′ ∈ H′ao, we cut
off the action-observation ao, obtain the new joint history h = h′ \ ao which absolutely belongs to the joint history set
H, and then construct a subset of joint history set H, i.e., H′ = {h|h = h′ \ ao, h ∈ H, h′ ∈ H′ao}. We see that the
size of the joint history setH′ is equal to that of the joint history setH′ao, i.e., |H
′| = |H′ao|.
Let I(H′,H) be an index set that records the indices of each element of the subset H′ in the set H. Particularly,
I(hk ∈ H
′,H) is an index that records the index of joint history hk ∈ H
′ in the setH. Given xk (k ∈ I(H
′,H)), we
multiply both sides of Eq. (7) by xkm˜ao, and obtain a series of equations with a size equal to |H
′|. Thus, we have


xI(h′1∈H′ao,H)xI(h1∈H′,H)m˜ao = xI(h1∈H′,H)M˜ao
xI(h′2∈H′ao,H)xI(h2∈H′,H)m˜ao = xI(h2∈H′,H)M˜ao
... =
...
xI(h′
|H′ao|
∈H′ao,H)
xI(h|H′|∈H′,H)m˜ao = xI(h|H′|∈H′,H)M˜ao
,
where h′k = hkao, k = 1, 2, . . . , |H
′| and the subscripts I(h′k ∈ H
′
ao,H) and I(hk ∈ H
′,H) indicate the row indices
of the factor matrix C. Then, we extract the row xI(hk∈H′,H) from C according to the index I(hk ∈ H
′,H), and
construct the system state matrixX ∈ R|H
′|×R, i.e.,X ← CI(H′,H). Similarly, we extract the row xI(h′
k
∈H′ao,H)
from
C and construct the one-step extension system state matrix Xao ∈ R
|H′ao|×R, i.e., Xao ← CI(H′ao,H). For simplicity,
we denote CI(H′,H) and CI(H′ao,H) as CH′ and CH′ao , respectively. Hence, we have
X =


xI(h1∈H′,H)
xI(h2∈H′,H)
...
xI(h|H′|∈H′,H)

 , and Xao =


xI(h′1∈H′ao,H)
xI(h′2∈H′ao,H)
...
xI(h′
|H′ao|
∈H′ao,H)

 .
Let dao = Xm˜ao, andDao be the matrix with dao on its diagonal. Thus, Eq. (14) can be written as
DaoXao = XM˜ao. (14)
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The value M˜ao will be exactly true if we have a perfect estimation ofX ,Xao and m˜ao from infinite training data. With
finite training data, it is generally not possible to have precise M˜ao in Eq. (14). Hence we formulate the following
optimization problem below
min
M˜
1
2
‖DaoXao −XM˜‖
2
F ,
where ‖ · ‖F is the Frobenius norm of a matrix. Taking derivative on M˜ , we have the optimal solution
M˜∗ao = (X
TX)
−1
(XTDaoXao). (15)
Fig. 5 shows the detailed calculations of m˜ao, M˜ao, andX ,Xao andDao as well. As shown in the figure, we offer two
frameworks for decomposing the tensor, and obtain a state matrix C, which means that the state vector of state matrix
C is updated while the system updates along the red dashed link after receiving the joint action-observation ao. After
applying tensor decomposition (either CP or Tucker) to the system dynamics tensorD (Step 1), we immediately obtain
the prediction parameters m˜ao in Step 2. In Step 3, starting from the joint histories of the longest action-observation
sequences (L), the process goes: 1© finds out all the rows of C corresponding to the action-observation sequence
ending with ao, which can be indexed by the elements of joint history set H′ao; 2© finds out the corresponding rows
of C after deleting ao, which can be indexed by the elements of joint history set H′; 3© puts the row vectors from 1©
into the matrix Xao; 4© puts the row vectors from 2© into the matrix X ; 5©- 7© repeat from 1© to 4© until the empty
sequences appear. Finally, we calculate M˜ao in Eq. (15) in Step 4.
5 Multi-agent PSR via Tensor Decomposition
We extend the learning 2-agent PSR model to the case of multiple agents. Given a dynamic system has N agents, we
have tensor D ∈ Rn1×n2×n3×···×nN+1 , whose element is Di1i2...iNk = p(t
(1)
i1
· · · t
(N)
iN
|hk) . Its CP decomposition:
D ≈ [λ;A(1), A(2), . . . , A(N+1)]
≡
R∑
r=1
λra
(1)
r ◦ a
(2)
r ◦ · · · ◦ a
(N+1)
r ,
and its Tucker decomposition:
D ≈ [G;A(1), A(2), . . . , A(N+1)]
≡ G ×1 A
(1) ×2 A
(2) ×3 · · · ×N+1 A
(N+1)
=
R1∑
r1=1
R2∑
r2=1
· · ·
RN+1∑
rN+1=1
gr1r2...rN+1a
(1)
r1
◦ a(2)r2 ◦ · · · ◦ a
(N+1)
rN+1
.
Therefore, analogous to Section 4, we have the prediction parameters of the PSR model
m˜i1...iN = (λ ∗A
(1)
i1:
∗A
(2)
i2 :
∗ · · · ∗A
(N)
iN :
)T , (16)
m˜i1...iN = G(N+1)(A
(N)
iN :
⊗A
(N−1)
iN−1:
⊗ · · · ⊗A
(1)
i1:
)T , (17)
via CP and Tucker decomposition methods, respectively. The state vector is given by
xk = A
(N+1)
k: , (18)
and the transition matrix is
M˜ao = (X
TX)
−1
(XTDaoXao). (19)
after constructingX andXao, computing dao and constructingDao.
Algorithm 1 summarizes the learning procedures. First, we construct the system dynamics tensor D from agents’
interaction data set Φd (line 1). We then apply either CP or Tucker decomposition to the system dynamics tensor D,
and obtain the prediction parameters m˜i1...iN through Eq. (16) or Eq. (17) (lines 2-8). Subsequently, we compute the
state vector xk by Eq. (18) (lines 9-11). For any a ∈ A, o ∈ O, we construct the matricesX andXao in Step 3 of Fig.
5 (lines 13-16), compute vector dao and construct matrixDao with dao on its diagonal (lines 17-20), and then compute
the transition matrix M˜ao by Eq. (19) (line 21). Finally, we get all the parameters that are needed in order to learn a
multi-agent PSR model.
11
Tensor Decomposition for Multi-agent Predictive State Representation A PREPRINT
Figure 5: Tensor decomposition for learning 2-agent PSR
6 Experimental Study
We implement the prediction models in the platform of MATLAB, and all the computations are conducted on a
Windows PC with a 16-core Intel E5-2640 2.60 GHz CPU and 64 GB memory. In order to evaluate the learnt PSR
models, a series of action-observation sequences (whose length ranges from 1 to 15) are needed to test and evaluate the
predictive performance of the models in various problem domains. Therefore, we test our approach on four extended
versions of standard benchmarks taken from the literatures, i.e., Tag [15], Gridworld∗ [8], ColoredGridworld∗ [9]
and Poc-Man∗ [16]. Moreover, we simply add one more agent in domains Tag and Gridworld∗ to construct 3-agent
systems for testing purpose. All of them are large domains and were originally defined in a partially observable
Markov decision process (POMDP) [17].
For every problem domain d, agents are given a random exploration strategy to continuously execute actions in the
environment to obtain observations. This is to construct the training sample set Φd and the test sample set Ψd. In
the training sample set Φd, there were 2000 action-observation sequences each of which is with a maximum length
of 10 (because some sequences would terminate early, e.g., reaching the target). There are 3000 action-observation
sequences each of which has a maximum length of 15 in the test sample set Ψd.
12
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Algorithm 1: Tensor-based algorithm for learning multi-agent PSR
Data: number of agents N , agents’ interaction data Φd, decompositionMethods (CP or Tucker), dimension of state compression
R (or (R1, R2, . . . , RN+1)).
Result: system state vector xk, model parameters M˜i1...iN and m˜i1...iN .
1 Construct system dynamics tensor D from data Φd;
2 if Method = CP then
3 [A(1), A(2), . . . , A(N+1)]← CP (D, R);
4 m˜i1...iN ← (λ ∗A
(1)
i1:
∗ A
(2)
i2:
∗ · · · ∗ A
(N)
iN :
)T ;
5 else
6 [G, A(1), A(2), . . . , A(N+1)] = Tucker(D, (R1, R2, . . . , RN+1));
7 m˜i1...iN ← G(N+1)(A
(N)
iN :
⊗ A
(N−1)
iN−1:
⊗ · · · ⊗ A
(1)
i1:
)T ;
8 end
9 foreach k ∈ {1, . . . , nN+1} do
10 xk ← A
(N+1)
k: ;
11 end
12 foreach a ∈ A, o ∈ O do
13 H′ao ← {h|h = h
′ao, h ∈ H, h′ ∈ H};
14 H′ ← {h|h = h′ \ ao, h ∈ H, h′ ∈ H′ao};
15 X ← CH′ ;
16 Xao ← CH′ao ;
17 t← ao;
18 m˜ao ← m˜t;
19 dao ← Xm˜ao;
20 Dao ← diag(d
1
ao, . . . , d
|H′|
ao );
21 M˜ao ← (X
TX)
−1
(XTDaoXao);
22 end
We conduct 20 experiments (rounds) to evaluate the average performance of each model in every domain. In every test,
the single-round test training set used in model training is randomly selected from the training sequence set Φd, which
has 500 action-observation sequences ( Poc-Man∗ uses 400 training sequences, considering that it has a relatively
large state space), while the single-round test set used in the test has about 1000 action-observation sequences, which
is also randomly selected from Ψd.
6.1 Experimental Settings
6.1.1 Problem Domains
1© Tag
The domain Tag depicted in Fig. 6 is a test-bed proposed for multi-agent research [15, 18], in which a chasing
Robot tracks and tags its Opponent in an uncertain environment. There is a set of five executable actions A =
{North, East, South, West, Tag} for Robot, while A = {North, East, South, West, Noop} for Opponent. Each agent
receives a -1 bonus for each move. If they are in the same grid, Robot can fully observeOpponent and should perform
Tag action to win a +10 reward; otherwise, a negative bonus -10 is returned. The Opponent moves away from Robot
with a chance of 0.8, otherwise stays still. If Opponent is tagged, the game is over and Opponent will obtain a -10
bonus. After agents have performed any action, each agent can sensor the surrounding in four directions and receive
a noisy observation oi to check whether there are any walls blocking its movement. Therefore, the space of the
agents’ observation is O = {o1, o2, . . . , o16}. The state space for Robot is S = {s1, s2, . . . , s29} and Opponent is
S = {s1, s2, . . . , s29, stagged}, which is a set of all possible locations plus with a special tagged state stagged.
2© Gridworld∗ and ColoredGridworld∗
The domains GridWorld∗ and ColoredGridWorld∗ are a direct extension of the domain GridWorld [9, 8]. All these
domains have a 5 × 12 grid maze (see Fig. 7), in which agents must navigate from a fixed start state towards a goal
grid. The main difference between them lies in the different responses of the environment to the interactions performed
by agents or the different observation that the agents receive. In GridWorld∗, an agent can sensor the surrounding in
four directions and receive a noisy observation to check whether there are any walls blocking its movement, which
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Figure 6: Tag with a medium number of states and observations.
results in 24 possible observations. While in ColoredGridWorld∗, the agent can see colored walls with three possible
colors. Hence there are 3 possible observations per wall, which results in 28 possible observations in total. In addition,
the complexity of colored walls increases the size of observation space exponentially, which results in a huge set of
possible tests and histories. The set of all executable actions of each agent is A = {North, East, South, West}. An
agent fails to execute an action with the probability 0.2. If this happens, the agent randomly moves in a direction
orthogonal to the specified direction. A reward of 1 is returned at the target state (resetting the environment) and a
negative bonus -1 is costed for each move of the agent. The state space of the agent is a set of all possible locations
plus with a goal state s52, i.e., S = {s1, s2, . . . , s52}.
(a) Gridworld (b) ColoredGridworld
Figure 7: Gridworld∗ and ColoredGridworld∗ with a medium number of states and observations.The grid with red
circle is the goal grid.
3© Poc-Man∗
The Poc-Man∗ domain is commonly used for examining the performance of PSR models, which is a variant of the
popular video game Pac-Man [16]. In Poc-Man∗, the two agents (marked by yellow points in Fig. 8) navigate in
the maze, gather randomly placed food pellets and keep away from four ghosts (marked by red points in Fig. 8) just
like in the game scenario Pac-Man. However, in this domain, the agents can only use noisy and partial observations
about local environment states to accomplish their mission, which is not identical to the video game version. The
set of all executable actions of each agent is A = {North, East, South, West}. An agent fails to execute an action
with probability 0.2. If this happens, each agent randomly moves in a direction orthogonal to the specified direction.
After the agents have performed any action, they can sensor the surrounding in four directions and receive a noisy
observation to check whether there are any walls blocking its movement.
Meanwhile, a reward of 1 is returned when each agent finds food pellets and a negative bonus -1 is costed for each
move of each agent. Learning a perfect predictive representation of this domain is a challenging task because it has a
large size of state space(|S| ≈ 1056) and observation space(|O| ≈ 218).
In summary, these domains have different sizes of observation space and state space, which represents different uncer-
tainties and randomness of dynamic systems. In Table 2, we list the size of the action space, observation space and
system state space of each domain for comparative analysis. Meanwhile, we also show the relationship between the
agents in each domain.
6.1.2 Comparative Methods
We aim to learn a complete PSRmodel in differentmulti-agent systems as elaborated above. Note that many algorithms
focus on learning a local model of the underlying system with the aim of making only predictions in specific situations.
Thus, these algorithms are not included in the comparison. For all domains, we compare our new learning PSRs
techniques (CP, NCP, TD and NTD) to traditional methods, i.e., TPSR and compressed PSR (CPSR) approaches
14
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Figure 8: Pocman∗ with a large number of states and observations.
Table 2: Structure of each domain
Domain |A| = |A×A| |O| = |O ×O| |S| = |S × S| Relationship
Tag 5× 5 24 × 24 870 Competitive
Gridworld∗ 4× 4 24 × 24 2704 Competitive
ColoredGridworld∗ 4× 4 28 × 28 2704 Competitive
Poc-Man∗ 4× 4 ≈ 29 × 29 ≈ 1056 Cooperative
[9, 8]. For a fair comparison, we set the compressed dimension of our algorithms (R in CP (NCP) and (P,Q,R) in
TD (NTD)) to be the same as that of TPSR and CPSR algorithms.
6.1.3 Performance Measurements
The main purpose of a dynamic system is to predict the probabilities of different observations when executing an
action given an arbitrary history. We evaluate the learnt models in terms of prediction accuracy, which computes
the gap between the true predictions and the predictions given by the learnt model over all test sequences. For each
domain, there are no related POMDP files, which contains the true value of each step prediction or could obtain through
calculating. Hence, we cannot obtain the true predictions and use Monte-Carlo roll-out predictions [8] instead.
The error function used in our experiments is called absolute error (AE) that computes the average of absolute error of
one-step prediction error per time step given an arbitrary history hk at time step s = |hk|, as shown in Eq. (20).
AE =
1
NT
NT∑
t=1
|pˆ(otk+1|h
t
ka
t
k+1)− p(o
t
k+1|h
t
ka
t
k+1)|. (20)
where NT is the total number of test sequences (NT = 1000× 20), which is equal to the size of single-round test set
times the total number of rounds, and the test of length k starting from 0 to L− 1 (L = 15) are used, respectively. In
Eq. (20), p(·) is the probability obtained from the Monte-Carlo roll-out prediction and pˆ(·) is the estimated probability
computed by the learnt model.
6.2 Results
We conduct the experiments to calculate the model accuracy by comparing the one-step prediction accuracy of the
evaluated methods in six problem domains (2-agent domains including Tag, Gridworld∗, ColoredGridworld∗, and
Poc-Man∗, and 3-agent domains including Tag and Gridworld∗), and the average runtime for each domain is also
obtained.
In Fig. 9, the x-axis is the step length of action-observation and the y-axis is the mean prediction error of 20,000
trials (NT = 1000× 20) calculated by Eq. (20). As it can be seen from Fig. 9, for almost all cases in 2-agent system,
our algorithms (PSR-CP and PSR-TD) perform as well as all the other algorithms, but are not very well when the
step-length is bigger than two except ColoredGridworld∗. While PSR-NCP and PSR-NTD perform best and produce
15
Tensor Decomposition for Multi-agent Predictive State Representation A PREPRINT
(a) Gridworld∗ (b) ColoredGridworld∗
(c) Poc-man∗ (d) Tag
Figure 9: Comparison analysis of tensor methods, TPSR and CPSR for 2-agent domains Gridworld∗,
GridworldColor∗, Poc-Man∗ and Tag
more competitive predictions than other algorithms in all horizons for all domains. As shown in Fig. 9(c), both PSR-
NCP and PSR-NTD algorithm are able to learn more accurate models compared to the TPSR and CPSR algorithms in
the Poc-Man∗ domain, although the domain is more suitable for the CPSR approach. The reason why PSR-NCP and
PSR-NTD are technically superior to their competitors is due to the fact that they get a non-negative solution, while
CP and TD optimizations do not have a nonnegativity constraint.
The running time of each algorithm is given in Fig. 10, including the time of three parts:
1© Data preprocessing includes establishing and normalizing the dynamics matrix (tensor) of the system and the
auxiliary matrices of an algorithm. When an algorithm needs more auxiliary matrices, the computational time will
inevitably increase. Especially with the extension of the action-observation sequence or the increasing complexity of a
problem domain, the dynamics matrix will eventually become very large. Compared to our methods, TPSR and CPSR
methods cost much more time.
2© Modelling includes finding the core joint test set of PSR and learning model parameters. TPSR and CPSR need
to perform singular value decomposition (SVD) operations on the dynamics matrix, and our algorithms need to solve
tensor decomposition problems. Our methods perform as well as TPSR and CPSR methods in this part. With the
benefit of tensor decomposition, we can truly improve the efficiency of the algorithm.
3©Making prediction. In Poc-Man∗, our methods spend more time than the others because our methods obtain a larger
set of projection vectors, which costs much time to the state update of the model when the prediction is carried out.
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Figure 10: Runtime in building and testing the models for four different 2-agent domains
(a) Gridworld∗ (N = 3) (b) Tag (N = 3)
Figure 11: Comparison analysis of tensor methods, TPSR and CPSR for 3-agent domains Gridworld∗ and Tag
In Fig. 11, we add one more agent for domain Gridworld∗ and a Robot agent for domain Tag. For all horizons of these
two domains, PSR-NCP and PSR-NTD perform better than all the other algorithms and produce more competitive
predictions. This also show the scalability of our approaches in this article.
In summary, the good performance of our approach is partially due to the fact that the tensor decomposition can dig
out the embedded connections of high dimensional data and it is not largely effected by noise in the dynamic system.
7 Related Works
Predictive state representation (PSR) represents state of a dynamical system using a function of a vector of statistics
about future actions and observations [1]. Littman et al. [1] introduced the PSR principles, theories and modeling
methods, and presented a detailed description of the conversion relationship between the PSR models and others.
They demonstrated the advantages of PSR models when the models are compared to other traditional approaches, e.g.
POMDPs. After more than a decade of development, most of the PSR research work is devoted to the following four
issues: the PSR principles, core test discovery, PSR model learning and PSR-based planning, where the second and
third ones are the main interest in this field.
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Littman et al. [1] proposed an algorithm based on sufficient training data for modeling the PSR model of the dynamical
system. Specifically, this work is based on the assumption that the core tests are known, and then uses gradient
descent method to learn from the training data for getting the PSR model. Later on, McCracken et al. [19] developed
constrained gradient descent method, thus the efficiency and accuracy of the PSR model has been improved greatly.
James et al. [3] studied a special class of controlled dynamic systems with a reset operation and provided the first
discovery and learning algorithm for PSRs. Moreover, James et al. [20] proposed a model called memory-PSRs and
also use landmarks while learning PSRs. It can reduce the size of the model (in comparison to a PSR model). In
addition, many dynamical systems have memories that can serve as landmarks that completely determine the current
state. The detection and recognition of landmarks is advantageous because they can serve to reset a model that
has gotten off-track, which happens usually when the model is learned from samples. However, there are many
irrecoverable dynamical systems that cannot be reset in practice. For this reason, some researchers are dedicated to
non-resettable dynamical systems. Wolfe et al. [4] proposed a suffix-history algorithm and a temporal difference
algorithm for non-returnable dynamical systems. Wiewiora et al. [21] learned PSR from a single sequence (i.e.,
history).
Rosencrantz et al. [11] proposed the transformed PSR (TPSR), which tried to alleviate the discovery problem and
learn the parameters of TPSR efficiently by using matrix singular value decomposition for reducing the dimension of
system dynamics matrix, and then using the optimization technology for acquiring the system PSR model. In a recent
few years, some variants of TPSR were inspired by this idea such as spectral learning approach [22, 6, 23, 24, 7, 11],
compressed sensing approach [8, 9], etc. Unlike the traditional iterative methods mentioned before, which can only be
used in a toy problem domain, matrix dimension reduction methods have a quite well performance in practice.
Among these models, researchers often addressed the discovery problem by specifying a large set of tests that contains
a sufficient subset for state representation. Hamilton et al. [9, 8] presented compressed transformed PSR algorithms
for a relatively large domain with a particularly sparse structure. Compared to TPSR, CPSR allows for an increase in
the efficiency and predictive power. Furthermore, Kulesza et al. [24] also did research on data inadequate sampling
situation and the corresponding algorithm ensures the accuracy of the PSR models in both theory and practice, which
significantly reduces prediction errors compared to standard spectral learning approaches. On the other side, there
exist other kind of approaches for learning PSR models. Kulesza et al. [7] introduced a TPSR-based model with
a weighted loss function to overcome the consequence of discarding arbitrarily small singular values of the system
dynamics matrix. They showed that the algorithm can effectively reduce the prediction error within the error bounds;
however, the algorithm requires the training data to be sufficiently sampled.
Some researchers learned PSR models using machine learning methods and optimization approaches. Liu et al. [10]
partitioned the entire state space into several sub-state space and learnt each separate sub-state space via the landmark
technique. Liu et al. [25] formulated the discovery problem as a sequential decision making problem, which can
be solved using Monte-carlo tree search. Zeng et al. [26] formulated the discovering of the set of core tests as an
optimization problem, and then applied alternating direction method of multipliers to solve the problem, which did
not require the specification of the number of core tests. Huang et al. [5] proposed a method for selecting a finite
set of columns or rows for spectral learning via adopting a concept of model entropy to measure the accuracy of the
learnt model. Hefny et al. [27] introduced Recurrent Predictive State Policy (RPSP) networks, a recurrent architecture
that brings insights from predictive state representations to reinforcement learning in POMDPs environments. Liu et
al. [28] proposed online learning and planning approach for POMDPs domains along with theoretical advantages of
PSRs and no prior knowledge of the underlying system is required. Zhang et al. [29] proposed an algorithm extracts
causal state representations from recurrent neural networks (RNNs) for learning state representations, that are trained
to predict subsequent observations given the history and generalizes PSRs to non-linear predictive models and allows
for a formal comparison between generator and history-based state abstractions. Although they have applied many
new technologies in the PSR field, they did not extend the PSR of a single-agent scenario to a multi-agent one.
8 Conclusion and Future Work
In this paper, by utilizing the concept of tensor, we formulate the PSR discovery and learning problem as a tensor
decomposition problem. With the benefit of tensor decomposition techniques, we extend a single-agent PSR in a
multi-agent setting and update the parameters for PSR models as well. Experimental results show that our method
significantly outperforms other popular methods. Future work would study efficient techniques for learning multi-
agent PSRs, i.e., how to develop a more efficient tool for finding a core joint test set from system dynamics tensor
through optimization techniques.
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