A new algorithm for large-scale nonlinear programs with box constraints is introduced. The algorithm is based on an e cient identi cation technique of the active set at the solution and on a nonmonotone stabilization technique. It possesses global and superlinear convergence properties under standard, mild assumptions. A new technique for generating test problems with known characteristics is also introduced. The implementation of the method is described along with computational results for large-scale problems.
Introduction
In this paper we consider the solution of the box constrained nonlinear programming problem min x2K f(x) (1) where K = fx 2 IR n : l i x i u i ; i = 1; : : :; ng (2) is a nonempty set. We assume that the lower and upper bounds may be nite or in nite and that f is a twice continuously di erentiable function in an open set containing K.
A vector x 2 K is said to be a stationary point for Problem (1) if it satis es 8 > > < > > : l i = x i =) rf i ( x) 0 l i < x i < u i =) rf i ( x) = 0 x i = u i =) rf i ( x) 0
where rf(x) is the gradient vector of f at x. Strict complementarity is said to hold at x if rf i ( x) > 0 and rf i ( x) < 0 in the rst and third implications of (3).
The algorithms most widely used for solving Problem (1) fall in the active set category. In this class of methods at each iteration a working set is considered that is supposed to approximate the set of active constraints at the solution and that is iteratively updated. In general, only a single active constraint can be added to or dropped from the active set at each iteration, and this can slow down the convergence rate, especially when dealing with large-scale problems. However, for the special case of Problem (1) , it is possible to envisage algorithms that update the working set more e ciently 25], especially in the quadratic case 14] .
A number of proposals has been made in the last years to design algorithms that quickly identify the correct active set. With regard to Problem (1) , the seminal work is 3] (see also 2]), where it is shown that if the strict complementarity assumption holds, then it is possible, using a projection method, to add to or drop from the current estimated active set many constraints at each iteration and yet nd the active set in a nite number of steps; this work has motivated further studies on projection techniques, both for the general linearly constrained case and for the box constrained case (see , e.g. 5], 6], 8], and 21]). These algorithms are surely among the most e cient ones for the solution of large scale, convex, quadratic problems, 30], 31], but there is not su cient numerical evidence of their e ectiveness in the nonquadratic case.
More recently trust region type algorithms for unconstrained optimization have been successfully extended to handle the presence of bounds on the variables. The global convergence theory thus developed is very robust 10], and, under appropriate assumptions, it is possible to establish a superlinear convergence rate without requiring strict complementarity 29]. Furthermore, preliminary numerical results on small, dense problems 11] show that these methods are e ective and suggest that they are well suited to large-scale problems. Another algorithm has been proposed in 40] that is also based on a trust region philosophy, but in connection with a nonsmooth merit function. A major di erence between this latter algorithm and the techniques so far considered is that the iterates generated are not forced to remain feasible throughout.
We nally mention that interior point methods for the solution of Problem (1) are currently an active eld of research. Some interesting theoretical results can be obtained in this framework, but computational experience with this class of methods for nonquadratic problems is still very limited (see, however, 33]).
In this paper we propose and test a new algorithm for the solution of Problem (1) that combines ideas from active set and nonmonotone Newton-type methods. It generates feasible iterates and has the general form x k+1 = x k + k d k ;
where d k is the search direction and k is the stepsize.
To compute the direction d k , a guessing technique is rst employed to predict which variables are at their bounds at the solution. This procedure xes some of the components of d k . Then the components of d k corresponding to the free variables are determined by solving a strictly convex, quadratic subproblem. This subproblem consists of minimizing the classical second order Newton's model of the objective function in the subspace of free variables subject to some box constraints that are introduced to guarantee that x k+1 is feasible.
The stepsize k is computed by an extension of the nonmonotone stabilization technique proposed in 27]. This is a very exible technique that has shown to be very e cient in unconstrained optimization and allows considerable savings with respect to many other stabilization techniques 27] .
We show that the algorithm possesses global and quadratic convergence properties under standard mild assumptions. Furthermore it reduces to the unconstrained minimization algorithm proposed in 27] when all the variables have no bounds.
Some further considerations are required to put our algorithm in perspective. Loosely speaking, two extreme techniques are available to calculate the search direction in a line search algorithm for linearly constrained problems. In the rst type of algorithms, such as the Recursive Quadratic Programming (RQP) methods, all the constraints are taken into account in the procedure that computes the search direction. On the contrary, active set methods satisfy a subset of the constraints as equations and the remaining constraints are usually ignored. Each approach has its advantages and drawbacks. If we take into account all the constraints we are able to nd good directions that lead to a robust and fast algorithm, but the calculation of the direction may be expensive. If we use an active set strategy, the cost of computing the search direction is greatly reduced. However, the active set strategies generally employed only allow small changes in the active set from one iteration to the next, and this can considerably slow down convergence, especially in the large-scale case. Our algorithm can be viewed as an intermediate approach. A guessing strategy that allows rapid changes in the active set estimate is incorporated, while the direction corresponding to the free variables is calculated by solving a (reduced) subproblem that takes into account only the constraints corresponding to the free variables. So we try to retain the advantages of both RQP and active set algorithms, while mitigating their drawbacks. However, the method requires the solution of a (reduced) box constrained quadratic subproblem at each iteration, and this may seem too costly. One of the aims of this paper is to suggest that a careful implementation of this algorithm, using sparse matrix techniques, is suitable for the solution of large-scale box constrained programs. We feel that we should take advantage of the great progress made in recent years in the eld of direct methods for linear systems and quadratic programs to develop an algorithm that employs these tools in the solution of Problem (1) . We think that the computational e ort required in each iteration should be compensated by a \low" number of iterations, and that the resulting algorithm could be more robust and accurate than other available codes. The numerical results reported in this paper seem to support these ideas and suggest that the proposed approach deserves further investigation. It seems to us that the algorithm is highly recommendable when the costs of function and gradient evaluations are high, as is often the case in engineering applications. We note that direct methods for large-scale, box constrained optimization have been advocated as a viable approach for the quadratic case 8], 28], but very few results are reported in the literature for the nonquadratic case. To our knowledge LANCELOT 12] is the only package where, in a trust region framework, direct techniques are among the available options to solve large-scale, box constrained problems. We hope that this work will contribute to the understanding of the advantages and limits of direct techniques in large-scale optimization.
If we compare the algorithm proposed in this paper with those already existing in the literature there are other two points that deserve a brief comment and constitute a novelty in the eld of box constrained optimization, namely the guessing technique and the nonmonotone line search technique. The rst procedure is used to x some variables at their bounds and is reminescent of the technique rst proposed in 17] for the case of nonlinear constraints, and further employed in 18] and 23]. We exploit the simple structure of the feasible set and the feasibility of the iterates to simplify the original proposal and obtain a very simple and exible tool that seems capable of giving useful information on the active set at the solution at a very low cost, even when the solution is degenerate. Our guessing technique is also related to that proposed in 2] for non negatively constrained problems, but is more general and simpler and enjoys stronger properties. Another important feature of our guessing technique is the fact that it is extremely simple and completely decoupled from the algorithm employed, so that it could be very easily employed with a di erent algorithm scheme; this sharply contrast with the guessing techniques used, e.g., in 10] and, implicitly, in projection methods.
As stated before the nonmonotone line search technique is another important feature of the algorithm. This kind of line search appears to be extremely promising in unconstrained optimization and seems capable of using in the best way the information provided by the Newton direction, with a reduction of the costs of the minimization process (see 26] , 27], and 39]). So, it appears obvious the interest of extending the nonmonotone techniques to box constrained problems. This is achieved in this paper in a very simple way which allows to retain all the theoretical properties of the nonmonotone line search without any additional overhead.
In this paper we also introduce a simple technique for generating box constrained test problems from a given unconstrained problem with a known minimum point. Among other things, the technique allows control over the number of active constraints at the solution and the degree of degeneracy of the problem. Furthermore, the Hessian of the objective function at the solution may be the same as that of the unconstrained problem, so that particular features of the unconstrained problems (ill conditioning, singularity) can be preserved.
The paper is organized as follows. In the next section we introduce a general line search scheme for the solution of Problem (1) . We show that global convergence can be ensured under appropriate assumptions on the search direction. In Section 3 we describe a procedure to calculate the search direction in such a way that these assumptions are satis ed. The local convergence properties of the resulting algorithm are analysed in Section 4. In Section 5 we examine some issues concerned with an implementation of the algorithm for large-scale problems. In particular we describe the block principal pivoting algorithm that is used for solving the quadratic subproblem. Furthermore we discuss the organization of the calculations and the exploitation of the sparsity of the Hessian of the objective function that make the algorithm capable of dealing with large-scale problems. In Section 6 the test problem generator is described, while the numerical testing results are reported in Section 7. In the last section some conclusions are drawn and some directions for future research are outlined.
Regarding the notation, if M is an n n matrix with elements M ij , i; j = 1; : : :n, and I and J are index sets such that I; J fi = 1; : : :ng, we denote by M IJ the jIj jJj submatrix of M consisting of elements M ij , i 2 I, j 2 J. If w is an n vector, we denote by w I the subvector with components w i , i 2 I. A superscript (k or j in general) indicates iteration numbers. Finally k k indicates the euclidean norm or the corresponding subordinate matrix norm.
2 A framework for the solution of box constrained optimization problems
In this section we introduce a general scheme for the solution of box constrained problems that can be analysed using tools similar to those employed in unconstrained optimization. This iterative scheme is a line search scheme with the following general structure:
General line search algorithm Note that since K is de ned by box constraints, an initial point x 0 2 K is readily available.
Next, we introduce two hypotheses under which the algorithm stated above is well de ned and can do its job. Note that if every variable has nite upper and lower bounds, or if the objective function is strictly convex, then hypothesis 1 is trivially satis ed. This assumption will be used to guarantee that the algorithm generates a bounded sequence so that at least one accumulation point exists. In the unconstrained case (K = IR n ) the hypothesis 1 reduces to the classical compactness assumption on the level sets of the objective function.
The hypothesis 2(a) and the convexity of K guarantee that x k 2 K for each iteration k. The remaining parts of hypothesis 2 are used to guarantee that every limit point of the sequence generated by the scheme to be introduced later is a stationary point of Problem (1). In the unconstrained case hypothesis 2 (b), (c), and (d) can take the place of more standard \gradient related" conditions 34], 2]. In the next section we indicate a possible way to de ne a search direction so that hypothesis 2 is satis ed.
There are many ways to compute a suitable stepsize k . The Armijo stabilization technique is one of most common procedures of this sort and is presented below. 
and set k = 2 ?i .
We note that the stopping criterion d k = 0 is based on the hypothesis 2(c), while the hypothesis 2(b) guarantees that a positive k satisfying (4) can be found in a nite number of steps. We now show that the Armijo scheme described above produces a sequence such that each of its limit points is a stationary point of Problem (1). This proof is instructive, since it illustrates well and simply how hypothesis 2 can be used to adapt the classical proof techniques of unconstrained optimization to the box constrained case. Proof. It easily follows from the hypothesis 2(b) and the condition (4) that the sequence fx k g of the points generated by the algorithm is contained in the compact set L 0 . Hence, by hypothesis 1, there exists at least a limit point of this sequence.
If the sequence fx k g is nite with last point x then, by the hypothesis 2 (c), x is a stationary point of Problem (1) . So assume that the sequence x k is in nite. We prove the theorem by showing that lim
Then hypotheses 2(b) and (d) allow us to establish the desired result.
Since every point of the sequence fx k g is contained in the compact set L 0 , then the hypothesis 2 (b) and the boundedness of rf(x) over L 0 imply that the sequence fd k g is bounded. Then, for some suitable subsequence, we can write
lim Since < 1, this inequality contradicts (7) and this proves the theorem. / It should be clear from the proof that any stabilization technique capable of driving rf(x k ) T d k to 0 could be used instead of the Armijo Stabilization Technique. Using the hypothesis 2, it is then possible to show that almost any classical method for unconstrained optimization (which generally guarantees the condition rf(x k ) T d k ! 0) can be extended to box constrained problems.
In the remaining part of this section we describe an adaptation to Problem (1) of the Nonmonotone Stabilization Technique (NMS) introduced in 27], which has proven to be very e ective in unconstrained optimization.
The NMS technique includes di erent strategies for enforcing global convergence without requiring a monotone reduction of the objective function. This may be reasonable in many situations. For example, if the sequence fkd k kg goes to zero, then, by the hypothesis 2(d), the corresponding sequence of points fx k g converges to a stationary point. A decrease of the norm of d k is then a good measure for checking the convergence of the sequence fx k g to a stationary point. So a good idea is to accept the unit stepsize if kd k k has been su ciently reduced in an iteration, even without computing the merit function value. Another important feature of the NMS technique consists of introducing a reference value (R f(x k )) that replaces f(x k ) in the line search criterion (4). This value is maintained during at most N iterations, where N 1 is set by the user. If in one of these iterations the merit function is evaluated and if its value is smaller than R, then R is updated and the whole procedure is repeated. By doing this, the criterion (4) can be satis ed more often with k = 1, and, if Newton's method is employed to calculate d k , this may be very bene cial from the numerical point of view (see 27] ). So the basic steps of the NMS technique can be roughly summarized in the following way. As long as the search direction is \su ciently" reduced, set x k+1 = x k +d k even without evaluating the objective function. However, to ensure convergence to stationary points, a line search is performed if the search direction is not \su ciently" reduced. Furthermore, the objective function is evaluated at least every N iterations, and appropriate steps are taken if its value is greater than the reference value R. Initialization: Set k = 0; j = 0, and = 0 . Compute f(x 0 ) and set R j = f(x 0 );`(j) = k; m(j) = 0 and y j = x 0 . Iteration-k:
Step In order to complete the description of the algorithm we only need to explain how the reference value R j is computed. To this end, we note that the index j is incremented whenever we have to evaluate the function value; in such evenience the algorithm is forced to nd a point in which the function value is smaller than the current reference value R j . This point is recorded as y j and the iteration in which such evenience occurred is recorded in`(j), so that y j = x`( j) .
The reference value R j is initially set equal to f(x 0 ). Then, whenever necessary, it is updated by taking into account a number m(j) M of previous function values. The f y j?i : (12) The NMS algorithm is a quite general scheme and includes most of the line search techniques that have been used in unconstrained optimization. For example, if we set M = 0 and 0 = 0 we obtain the Armijo Stabilization Technique considered before.
As for the Armijo Stabilization Technique, it is not di cult to see that, by employing hypotheses 1 and 2, we can adapt the proofs of the convergence of the NMS algorithm in the unconstrained case to establish the following result for the box constrained problem.
Theorem 2 If the hypotheses 1 and 2 hold, then the sequence fx k g generated by the NMS algorithm has at least a limit point. Furthermore, (a) every limit point of the sequence fx k g is a stationary point of Problem (1); (b) no limit point of the sequence fx k g is a local maximum of Problem (1) The proof of this theorem is almost a verbatim repetition of the proofs contained in 27] and we therefore omit it. The interested reader can nd it in 38].
Calculation of the search direction
In this section we show how to de ne at each feasible point x a search direction d which satis es hypothesis 2 and can be used in connection with the NMS algorithm described in the previous section.
The calculation of the search direction is divided into two parts. First we estimate which variables are at their lower or upper bounds at the solution, and de ne the corresponding component of the search direction. For example if x k is the current point and we estimate that at the optimal solution the i-th component is at its lower bound l i , we set d k i = l i ?x k i , and in the next iteration we have x k+1 i = l i , provided that k = 1. We remark that the technique we use to estimate the active bounds is very simple. After doing this, we calculate the remaining part of the search direction. This is done by solving a strictly convex quadratic subproblem in the space of the estimated \free" variables (those which have not been estimated to be active in the rst part of the procedure).
In order to introduce the procedure that estimates the active bounds, let x 2 IR n be a stationary point of Problem (1), and consider the associated active constraint sets L := fi: l i = x i g; U := fi: x i = u i g:
(13) Furthermore let F := f1; : : :; ng n ( L U) be the set of the free variables. By using this notation, the conditions (3) can be stated in the form: (14) Then, it seems fairly natural to de ne the following approximations L(x), F(x), and U(x) to L, F , and U respectively L(x) := fi : x i l i + a i (x)rf i (x)g U(x) := fi : x i u i + b i (x)rf i (x)g F(x) := f1; : : :; ng n L U (15) where a i (x) and b i (x); i = 1; : : :; n are nonnegative continuous functions bounded from above on K, such that if x i = l i or x i = u i then a i (x) > 0 or b i (x) > 0 respectively. The following result shows that L(x); F(x), and U(x) are indeed "good" estimations of L; F, and U respectively. Proof. The rst assertion follows by observing that if x is feasible and x 2 L(x) then rf i (x) 0, whence, by the de nition of U(x), x 6 2 U(x). Obviously we can exchange the role of L(x) and U(x) so that L(x) \ U(x) = ;. The second part easily follows by taking into account the optimality conditions (14), the nonnegativity of the functions a i (x) and b i (x) and by using continuity arguments.
/
The results of this theorem are fairly strong and yet it should be remarked that they can be established in a very simple way. Another noteworthy point is that the estimates (15) are completely \decoupled" from the algorithm that is used to solve Problem (1), thus allowing much freedom in the de nition of the overall algorithm.
The estimates (15) can be related to some previous proposals in the literature. They are reminescent of the technique rst proposed in 17] for the case of nonlinear constraints and further employed in 18] and 23]. We exploit the particularly simple structure of the feasible set K and the fact that the points produced by the algorithm are feasible to simplify the original proposal and obtain a very simple and yet e ective tool. The estimates (15) can also be seen as a modi cation and a generalization of the guessing technique proposed in 2]. This generalization allows more exibility and appears more naturally linked to the problem data. Furthermore we are able to prove stronger results than those achieved in 2]. On the contrary, the properties established in Theorem 3 are similar to those proved for the xing technique introduced in 10] (see also 29]); however, this latter technique is more complex than the one considered here since it involves the calculation of the \generalized Cauchy point" which is a nontrivial task. (17) and set d k F k to be the optimal solution of the following strictly convex quadratic program We rst observe that the hypothesis 2(a) is easily satis ed by construction. The following result shows that the hypothesis 2(b) also holds. 
Since x k 2 K, each lower (upper) bound of the quadratic program (18) is negative (positive),
Then, by the assumption 1, we have that
Now we prove that there exists a positive scalar i such that 
But a i (x k ) is bounded from above on K, whence there exists (15) and (16), we have
On the other hand for each i 2 U k we
Therefore to establish that x k is a stationary point of f on K it is su cient to prove that l i < x k i < u i and rf i (x k ) = 0, for each i 2 F k . If i 2 F k , we have 
ii < 0; which contradicts the assumption that the direction de ned by (16)- (18) is d k = 0. This is impossible since d k F k = 0 is the optimal solution of (18). We could prove in a similar way that rf i (x k ) cannot be positive. Hence rf i (x k ) = 0 for each i 2 F k . Furthermore l i < x k i < u i by (22) and this proves that x k is a stationary point of f on K. Now suppose that x k is a stationary point of f on K. Hence it follows from (3) and (14) that L k = fi: x k i = l i g; F k = fi: l i < x k i < u i g; U k = fi: x k i = u i g: 
So it remains to prove that rf F ( x) = 0. We recall that d k F is the solution of the quadratic 
Hence rf F ( x) = 0 by following reasonings similar to those used in the proof of Theorem 5. /
To conclude this section we note that we can employ the search direction d k computed by (16)- (17) and (18) in connection to the NMS technique described in the previous section to obtain convergence towards a stationary point of Problem (1). The resulting algorithm can be summarized as follows.
Active set Nonmonotone (ASNM) algorithm Data: Choose x 0 2 K.
Initialization: Set k = 0.
Iteration-k: Find L k ; U k and F k by (15) ; (16)- (17) and (18) We now show that under the assumption 2 the convergence rate of fx k g to x is at least superlinear. To do this, we rst prove that there exists k such that k = 1 for all k k.
Then we exploit this result to establish the convergence rate.
Lemma 1 If Assumption 2 holds then there exists k such that k = 1 for all k k.
Proof. By Theorem 3 we can assume, without loss of generality, that L(x k ) = L, F(x k ) = F, and U(x k ) = U. For brevity, in the sequel we indicate the set L U by A. We consider two distinct situations, namely kx k A ? x A k = o(kx k ? xk) and kx k A ? x A k 6 = o(kx k ? xk) 1 . In either case we will prove that the unit stepsize is eventually attained. First, let us focus on the case kx k A ? x A k = o(kx k ? xk) and consider the following quadratic programming problem
For k su ciently large, the quadratic problem (25) is strictly convex by the KKT second order assumption. Then, by classical results on the stability of strictly convex quadratic programs (see, e.g., 15, Theorem 2.1]) and by the Lipschitz continuity of second order derivatives of f, there is a scalar c 1 0 such that (26) whered k F is the unique solution of (25) and d k F is the solution of the quadratic problem (18) involved in the kth step of the algorithm.
Furthermore, by the strict complementarity assumption, none of the bounds in (25) is eventually active at the solution, so that
andd k F is just the Newton direction for solving the (nonsingular) system of equations (in the x F variable) rf F ( x L ; x F ; x U ) = 0. Hence, from classical results on Newton's method we have that lim
where H k = r 2 f(z k ) for some z k 2 ( x; x k + d k ) and R k = r 2 f(w k ) for some w k 2 ( x; x k ).
Subtracting (32) to (31) and taking into account (30), we obtain
But recalling the optimality conditions (3) and the strict complementarity assumption, we have that
so that
The right-hand side of the previous inequality is equal to
By using (29) and (30) we then get
where the last equality follows from 22, Proposition 2.4] and (30) . The assertion on the acceptance of the stepsize of one now follows from the fact that < 1=2 and Theorem 4. We now examine the case kx k A ? x A k 6 = o(kx k ? xk). We assume, without loss of generality, that kx k A ? x A k c 2 kx k ? xk; (34) for some positive c 2 . In fact, if, for some subsequence K, kx k A ? x A k = o(kx k ? xk); k 2 K, then, as in the previous case we can show that eventually k = 1 for k 2 K and su ciently large and we could analyse the behaviour of the algorithm only on the remaining subsequence of indices. So, we assume that (34) holds. We rst recall that (33) still holds. Furthermore, again by the optimality conditions (3) and the strict complementarity assumption, and taking into account (34), we also have
where the positive constant C is the smallest modulus of the components of the vector rf A ( x).
On the other hand, by the strict complementarity assumption, none of the bounds in (18) is active for k su ciently large, so that
Since rf F ( x) = 0 and the gradient of f is Lipschitz continuous, we then have that kd k k = O(kx k ? xk): (36) As the Taylor's expansions (32) and (31) 
(37) Now, by (36) it readily follows that the last three terms in the right hand side of (37) 
Furthermore, by the complementarity slackness assumption, none of the bounds of the quadratic subproblem is eventually active. Hence the algorithm reduces to Newton's method in the subspace of free variables. Since r 2 f F F ( x L ; x F ; x U ) is positive de nite by Assumption 2, the theorem follows from classical results on Newton's method.
We think that superlinear convergence of the algorithm on degenerate problems cannot be proved. In fact the curvature information on the subspace of the active degenerate variables may be lost if these variables are (correctly) estimated to be at their bounds at the solution, and this may prevent superlinear convergence. However, in most of the practical cases, this piece of information is negligible and we should expect a fast convergence rate even on degenerate problems. We think that it should be possible to modify the algorithm in order to guarantee superlinear convergence on degenerate problems; however we leave this issue as a subject for future research. In this section we discuss the e cient solution of the quadratic subproblem (39) and how to choose the matrix D. Furthermore, we also consider several computational issues related to these topics and the data structures employed in the implementation of the algorithm. Iteration-k:
Step 1: Compute the basic solution ( d; w) associated with the current sets R; S 1 and S 2 by using the formulas (43). Let H be the set given by (44) and j H j be the number of infeasibilities; Otherwise let s = minfi: i 2 Hg, and update R; S 1 and S 2 according to if s 2 J 1 ; set R = R ? fsg; and S 1 = S 1 fsg if s 2 J 2 ; set R = R ? fsg; and S 2 = S 2 fsg if s 2 J 3 ; set R = R fsg; and S 1 = S 1 ? fsg if s 2 J 4 ; set R = R fsg; and S 2 = S 2 ? fsg;
Step 5: Set k = k + 1;
As it is shown in 28] the Block Principal Pivoting algorithm is nitely convergent and it is usually quite e ective in solving large-scale strictly convex box constrained quadratic programs.
Calculation of D and solution of linear systems
In this subsection we discuss how to build the diagonal matrix D and how to reduce the cost of the solution of the linear systems required by the block pivoting algorithm.
The most common way for nding a suitable matrix D consists of performing a modied Cholesky factorization of r 2 f FF (x). Two main algorithms have been mentioned in the literature, 24] and 36]. Computational experience has shown that the method of Gill and Murray 24] is more reliable in our framework, when sparsity is exploited during the modi ed factorization of the Hessian matrix (see 37]). Therefore this is the procedure we have used to compute the matrix B FF for the quadratic program (39) . To understand how this modied factorization and the other operations required by the block pivoting algorithm can be performed e ciently, we have to go into some technical details about the technique adopted for solving linear systems.
In our work we basically use Harwell subroutine MA27 20] to solve linear systems. This routine performs a sparse Cholesky factorization of a positive de nite matrix to solve the associated linear system. It uses a direct multifrontal method and is well suited to large and sparse systems. The Cholesky factorization requires three phases: ordering, symbolic factorization, and numerical solution. In the ordering phase a pivoting order is found which tries to minimize the ll-in of the matrix factors to be computed in the subsequent phases. In the symbolic factorization phase the positions of the nonzeros in the Cholesky factors are determined and an adequate data structure is set up. Finally, the calculations are carried out in the numerical phase.
It is well-known that the major burden in solving large linear systems is generally associated with the ordering phase. The ordering procedure only depends on the sparsity structure of the matrix (and not on the numerical values of its entries). Furthermore it is important to note that once the ordering has been determined for a matrix, a good ordering for any of its principal submatrices can be easily derived.
We consider that the sparsity structure of the Hessian of the objective function is available before the initialization of the main algorithm. Then we proceed as follows.
1. We determine an ordering for the Hessian of the objective function before starting the main algorithm.
2. At the beginning of the solution of each box quadratic subproblem, we perform a (Gill-Murray) modi ed Cholesky factorization to obtain a diagonal matrix D such that r 2 f FF (x) + D is safely positive de nite and we set B FF = r 2 f FF (x) + D.
3. The block pivoting algorithm is always started with R = F and S 1 = S 2 = ;:
4. We use MA27 to solve each linear system required by the block pivoting algorithm.
The following points should be noticed.
The costly ordering phase is performed just once during the whole algorithm.
A straightforward modi cation of MA27 is used to obtain the matrix D of point 2, while solving the rst system of the block pivoting algorithm. where is the largest absolute value of the diagonal elements of the projected Hessian
The solution of each linear system required by the block pivoting algorithm (see point 4) and the calculation of the diagonal matrix (see point 2) only require the symbolic and numerical factorizations and solution phases of MA27.
Due to the choice of the sets R, S 1 , and S 2 in point 3, the block pivoting algorithm generally requires one iteration in the last steps of the algorithm. In fact, close enough to a stationary point where strict complementarity holds, Theorem 3 ensures that the set of free variables is correctly identi ed (F k = F). Since d k converges to 0, the solution of the quadratic problem is then given by ?B ?1 FF rf(x). Furthermore, if r 2 f FF ( x) is \su ciently" positive de nite, this implies that also r 2 f FF (x) is \su ciently" positive de nite, so that D = 0. Note that di erent strategies for modifying the projected Hessian could be employed in order to ensure that D = 0 whenever the sequence fx k g is converging to a point where the second order su cient conditions are met (see 2]). This would guarantee theoretical quadratic convergence even when r 2 f FF ( x) is not \safely" positive de nite. However, from a numerical point of view this could imply the solution of progressivelly more ill conditioned problems so that the solution adopted here is generally preferred.
Other implementation issues
We have seen that a key element to reduce the computational cost of the algorithm is the determination of the sparsity structure of the Hessian of the objective function at the beginning of the algorithm. We store only the nonzero elements of the Hessian according to a column oriented scheme 19]. This requires three vectors Hptc, Hrow, and Hval, of dimension n+1, nnz and nnz respectively, where nnz is the number of nonzero elements of the Hessian.
The rst two vectors characterize the sparsity structure of the Hessian, while the vector Hval contains the values of the nonnzero elements at the current point. Hence the computation of the sparsity structure of the Hessian of the objective function reduces to nd the vectors Hptc, Hrow. In general this structure is readily available for large scale problems. Next we describe a procedure to determine this structure when it is not known beforehand. Consider a (possibly random) feasible point and evaluate sequentially the columns of the Hessian at that point (analitically or by nite di erences). Then take as zero all the elements which are smaller than a prespeci ed small number (typically the machine precision) and build the vectors Hptc, Hrow according to the information gained. This procedure can obviously lead to mistakes, with a deterioration of the overall e ciency, if the sparsity structure of the Hessian varies greately from point to point. However, it typically gives very satisfactory results. This procedure is recommended for small-scale problems. The process can also be applied to large-scale problems, but it is clear that it is prohibitively expensive, unless the cost of the Hessian-vector product is very low. The automatic and cheap determination of the sparsity structure of the Hessian is the subject of current research (see, e.g., 7]) and we expect that reliable software will be available soon.
It is also important to note that the implementation of the algorithm does not require a subroutine to evaluate the Hessian. In fact it only requires a subroutine that computes Hessian-vector products (analitically or by nite di erences). Using this subroutine, it is always possible to reconstruct the full Hessian by performing n products with the vectors e i of the canonical basis of IR n . However, when dealing with large scale problems, the Hessian is often sparse and well structured, so that few selected products are generally needed for its computation. The problem of nding the minimum number of Hessian-vector products necessary to evaluate the Hessian can be cast as a graph colouring problem 9]. This is an NP hard problem, and several heuristics have been suggested for its solution 35], 9]. Here we employ the method proposed in 35] which the numerical experiments of 9] have shown to be quite e cient. We also remark that this procedure is carried out only once, before the algorithm starts.
A technique for generating test problems
In this section we describe a new technique for generating box constrained optimization problems with known characteristics. This technique allows us to control the number of active constraints and the degeneracy at a known local minimum point. The main underlying idea is that of \extending" well established unconstrained test problems in such a way that their more important features are, as far as possible, preserved, but, at the same time, allowing control those characteristics which are relevant to box constrained problems.
Consider an unconstrained optimization problem min x2I R n f(x) (45) where f is twice continuously di erentiable. Let x be a known local minimum of this unconstrained problem. Let F , L, and U be the sets of indices of the variables that will be free, at a lower bound and at an upper bound at the solution of the box constrained optimization problem to be designed. Then we choose the vectors l and u to satisfy the following
In particular we note that if some component of u L or u F is equal to +1 then, the corresponding variable has no upper bound, while if some component of l U or l F is equal to ?1 then, the corresponding variable has no lower bound. Now consider the following function It is important to note that there is no restriction in the choice of the sets F; L and U and on the values of u L , u F , l U , and l F . By changing these \parameters" we can control the number of bounds, the number of active bounds at x, and the magnitude of the bounds.
Furthermore, it is easy to check that the Lagrange multipliers of the constraints l L x L and x U u U are h 0 i ( x i ) for i 2 L U, while the remaining multipliers are 0. Hence we also have a complete control over the degeneracy of problem (49) We note that in general we cannot guarantee that the problems generated do not have stationary points other than x. This can be ensured only if g is strictly convex. For example, this occurs if f is strictly convex and the functions h i are convex for i 2 L and concave for i 2 U.
Computational experience
In this section we examine the numerical behavior of the algorithm ASNM on a set of test problems. The algorithm has been coded in FORTRAN 77, on a SUN SPARC 10 (48 Mhz, 64 Mb RAM), using double precision storage and arithmetic (about 16 decimal places precision).
In The algorithm terminates when kP(rf(x k ))k 1 10 ?6 . We have also included the additional stopping criterion kd k k 1 10 ?10 which is justi ed by Theorems 5 and 2 and might be useful for highly degenerate problems. However the algorithm has always stopped with the veri cation of the test on the projected gradient in all tests but one.
The bounds of the quadratic subproblem have been set tõ l k i = max(l i ? x k i ; ?1000) u k i = min(u i ? x k i ; 1000) ; 8i 2 F k ;
whenever the projected Hessian r 2 f F k F k (x k ) is perturbed in the rst stage of the block pivoting algorithm. Our experience has shown that this procedure prevents the algorithm from getting erroneous solutions due to ill-conditioning of the perturbed matrix. It can be easily seen that the convergence analysis remains valid with this safeguard. The test problems used in our experiments are either described in the literature or generated according to the technique of Section 6. In particular, we have used problems from the CUTE collection 4], problems proposed in 33], and problems generated from unconstrained problems in the MINPACK-2 collection 1] according to the technique of Section 6. While the rst collection is becoming widely used to assess the performance of general nonlinear optimization algorithms, we have also used the problems in 33] because, to our knowledge, these are the only problems for large-scale box constrained optimization that have been used in the literature. The problems generated using the unconstrained MINPACK-2 test problems allow us to better and more sistematically analyse the behaviour of the algorithm and its characteristics.
CUTE test problems
Our rst experiments have been performed on the set of all nonquadratic nonlinear boxconstrained problems from the CUTE collection that have second derivatives available and dimension bewtween 500 and 2000. Some relevant data on the eight resulting problems are collected in Table 1 , namely the name (Name), the dimension (n) the number of lower and upper bounds respectively, (lower/upper) , and the number of Hessian by vector products necessary to evaluate the Hessian matrix (p). The problems EXPLIN, EXPLIN2, EXPQUAD, and QRTQUAD depend on a parameter whose value has been xed at 100. Name n lower=upper p BDEXP 1000 1000=0 5 EXPLIN 1200 1200=1200 3 EXPLIN2 1200 1200=1200 3 EXPQUAD 1200 100=100 3 QRTQUAD 1200 100=100 3 MCCORMCK 1000 1000=1000 3 NONSCOMP 1000 1000=1000 3 LINVERSE 999 500=0 9 Table 1 : CUTE problems.
The rst numerical results illustrate the relative merits of a heuristic procedure for determining a good starting point. The heuristic resets the starting point to the projection on the feasible set of 
whenever the objective function value at this point is smaller than at x 0 . By well-known properties of the projected gradient, this simple strategy should allow to move into a \good" region where the active constraints are more easily identi ed. Table 2 presents the results obtained with and without heuristic starting point. In this and in the remaining tables #it is the number of iterations, #Bl is the total number of block pivoting inner iterations, and #f, #g are the number of function and gradient evaluations, respectively. Additionally, we report the number of variables at the solution found by the algorithm which are at their lower (#L) and upper (#U) bounds, and the function value at the solution (f ). On the basis of these and other results that are not reported here, we have decided to include the heuristic procedure for the starting point in the subsequent runs since it seems that this technique leads to some improvements. In the second set of experiments we have investigated the impact of di erent choices for functions a i and b i that are used in the de nitions of the sets L(x k ) and U(x k ). It seems reasonable to try functions whose values decrease as the minimization proceeds, so that the closer to a stationary point the more accurate the identi cation is. Therefore, besides (I) a i (x) = b i (x) = 10 ?6 which was used to obtain the results of Table 2 We have also tried some more choices for the functions a(x) and b(x) but without any success. Hence, we set a i (x) = b i (x) = 10 ?6 ; i = 1; : : :; n in the remaning numerical experiments.
However, we are convinced that the exibility o ered by the guessing technique could be better exploited. The results reported merely indicate that a correct choice for the functions a i and b i requires some care and cannot be obtained by elementary choices. Since we are only interested in showing the viability of our approach, we postpone the study of a better choice to a more extensive numerical study. As stated before the guessing technique included in the algorithm allows, at each iteration, to add or drop an arbitrary number of variables from the active set (L k U k ), and by Theorem 3 the active constraints with positive multipliers will eventually be correctly determined. In the next experiments we investigate the practical performance of this strategy. We display in Table 4 The results show that the guessing technique behaves well on this set of problems, and seems capable of identifying a large part of the correct active set at an early stage of the minimization process. The conclusion does not appear to hold for the NONSCOMP problem. However, this was expected since this problem is highly degenerate. Nevertheless, the fact that the correct set is not identi ed does not seem to a ect the convergence rate of the algorithm. The good quality of our guessing technique is also con rmed by the tests reported in other subsections (see, in particular, the tables of section 7.3). However we remark that our conclusions are simply empirical; it is obviously possible to build ad hoc examples capable of defeating the guessing strategy proposed. This is true for any guessing strategy which, as ours, is based just on local information, since the problem of identifying the correct active set is basically \global". An example that caused di culties to our algorithm can be found in the CUTE collection. Problem BIGGSB1 is a convex, quadratic problem with 999 variables with nite lower and upper bounds and one free variable. At the starting point all the variables but one are misclassi ed and only two variables change their \status" at each iteration; convergence to the solution was obtained after 499 iterations. We remark that the routine SBMIN (in LANCELOT package, see 12]), which uses a completely di erent identi cation technique, also has di culties with this problem and requires 501 iterations to compute the same solution.
Finally we analyse execution times. In Table 5 we report the execution times of our implementation. In particular:
-T a is the sum of the time spent reading the Hessian sparse structure and translating it into an adequate data structure, with that of determining how many Hessian by vector products are needed to calculate the Hessian and that corresponding to the ordering phase.
-T r is the time required by the iterative process; -T tot is the total execution time, given by the sum of T a and T r ; -T f ; T g and T H are the times spent evaluating f, rf and r 2 Table 5 : CUTE problems: total and partial execution times.
As the time required for evaluating the Hessian is a small multiple of that associated with the computation of the function values, we come to the conclusion that the sparse techniques adopted to calculate the Hessian are viable, at least on these test problems. We also note that T a can be a signi cative fraction of the entire computing time when few iterations are required, but it tends to become negligible when many iterations are needed. In this latter case the advantage of performing only once the costly ordering phase needed in the solution of the linear systems is apparent. To con rm this and also to give a yardstick against which to evaluate the results described in Tables 2 and 5 , we report in Table 6 a summary of the results of the routine SBMIN in the LANCELOT package. We do not intend to compare the performances of these two codes; this would obviously require a much more extensive numerical study. Furthermore SBMIN allows many options and some of them may be more appropriate for some test problems. Instead, our intention is to give the reader an idea of the results which could be obtained with an up-to-date routine that has theoretical convergence properties comparable to ours. As stated before, SBMIN o ers the user several algorithm choices. In order to make this routine as close as possible to our algorithm we choose to set the parameters of SBMIN so that all the linear systems and quadratic subproblems encountered by the routine are solved exactly. Furthermore we arranged things so that the same (modi ed) linear system solver employed by our code is also used by SBMIN. This led to a version of SBMIN which is not, by far, the fastest possible version, but which is extremely robust and accurate (see 13] ). In Table 6 #Lin:sys: indicates the number of linear systems that are solved. In reporting the results of this table we considered that SBMIN failed on QRTQUAD, because the upper number of allowed iterations (3000) was reached, and on LINVERSE, because the maximum execution time (1 hour) was attained; however while for the former problem the last point generated is far from a stationary point, the failure on the LINVERSE problem seems due to a lack of capability to reach the desired precision. In fact, rerunning the routine on this problem and setting the stopping criterion to 10 ?3 , instead of 10 ?6 , the algorithm stopped after 78.61 seconds, 16 iterations, 17 function evaluations, 13 gradient evaluations and 45 linear systems solved, even if convergence occurred to a point di erent from that to which our algorithm converged. From these results we see that on these problems our algorithm seems robust and capable of reaching a high accuracy. It is interesting to compare the time required by both algorithms in solving EXPQUAD. From Table 5 it is obvious that the time needed by ASNM for evaluating the objective function and the derivatives is negligible if compared to the total time. Since the number of active indices is 81 (see Table 2 ), the dimensions of the linear systems solved are (at least in the last iterations) large. ASNM required 310 block pivoting iterations, while SBMIN only required 71 linear systems. Nevertheless, our algorithm took 96.67 seconds against the 485.2 seconds needed by SBMIN. We think that this fact shows that the cost of a block pivoting iteration is much smaller than that associated to the solution of the corresponding linear system and that our organization of the calculations (i.e. performing only once the ordering phase on the whole Hessian of the objective function before the algorithm starts and then using an ordering derived from this during all the algorithm) is valuable. 
Nash and Sofer test problems
In this subsection we report our experience with some of the large scale problems introduced in 33]. These problems are generated using a set of well-known unconstrained test problems that is well described in 32]. The authors proceeded as follows. Each unconstrained problem is rst solved, starting from the standard initial point y 0 , and a point x satisfying krf( x)k 1 Table 7 , where we report the information given in 32] together with the number p of Hessian-vector products needed to evaluate the Hessian. In Table 8 we report the ASNM results on these problems. We have performed the Hessian-vector products by using a nite di erence approximation, since a routine which gives this product is not explicitely available. Hence, the number of gradient evaluations includes the number of gradient evaluations used in the nite di erences formula. The results of Table 8 are in the same lines as those of the previous subsection, i.e, the algorithm was capable of accurately solving all the problems and required a small number of iterations and function/gradient evaluations. However, we believe that these problems are not too di cult, for two reasons. First, the starting point is close to the optimal solution. Furthermore, the neighborhood of the unconstrained solution, which is often the most troublesome \zone" of the original unconstrained problem, is cut o in the constrained problem. By using the generation technique proposed in Section 6 these two drawbacks are taken into account.
MINPACK-2 test problems
In this subsection we sistematically study, on a small set of test problems, the algorithm sensitivity to various characteristics of the problems; namely, the number and distribution of the constraints, degeneracy, shape of the feasible region and starting point. The problems considered in this subsection are obtained by applying the generating technique of Section 6 to some unconstrained minimization problems from the MINPACK-2 collection 1]. This test problem collection contains eight nonlinear minimization problems. We have excluded two convex quadratic problems, the Lennard-Jones Clusters problem for which neither the sparsity structure nor the Hessian-vector product subroutine are provided, and the Homogeneous superconductor problem, since there seems to be a aw in the routine that gives the sparsity structure. The four problems that we have used in our experiments come from various sources and are representative of real life applications; they are nite dimensional approximations to problems that are naturally expressed in an in nite dimensional setting and hence their solution requires the minimization of functions with a large number of variables. Some information about these problems is collected in Table 9 ; we report the problem name and its original identi cation number in the MINPACK-2 collection, the dimension n, and the number p of the Hessian-vector products needed to calculate the Hessian matrix. We can now employ the test problem generator described in Section 6. We have chosen to set
because the resulting objective function g is at most twice continuously di erentiable, and so not \too regular". Furthermore, the Hessian of g(x) and of the underlying function f(x) are equal at x so that second order properties (e.g, ill-conditioning) of the original unconstrained problem are preserved as much as possible. Finally, we note that i are the multipliers of the active constraints, so that we have a complete control on their values.
To describe in a short way the characteristics of the test problems generated we have used ve parameters bnd, lowbnd, actbnd, ndeg, and width, whose meanings are described below. bnd: This parameter can vary between 0 and 100 and determines the number of constraints of the problem. The maximum number of constraints is 2n. Then bnd gives the percentage of this maximum number that should be present in the problem. For example, suppose that n = 1000. The problem is unconstrained if bnd = 0, bnd = 100 means that all the variables have nite lower and upper bounds, and bnd = 40 implies that there are exactly 800 nite bounds. The way in which they are distributed among lower and upper bounds and how many of them are active at x is determined by the next two parameters.
lowbnd: This parameter can take any value between 0 and 100 and speci es the percentage of bounds present in the problem which are lower bounds. For example, suppose that n = 1000 and bnd = 50, so there are 1000 bounds. Now if lowbnd = 100 there are 1000 lower bounds and no upper bounds, lowbnd = 50 means that there are 500 lower bounds and 500 upper bounds, while there are 1000 upper bounds and no lower bounds if lowbnd = 0. Once the number of lower bounds is xed we determine randomly which are the corresponding indices. The same is done for the upper bounds. actbnd: This parameter can vary, in principle, between 0 and 100 and speci es the percentage of existing bounds in the problem which are active at x. For example, suppose that n = 1000 and bnd = 50, so that there are 1000 bounds. If actbnd = 50 half of these bounds are active, while x is an unconstrained minimum if actbnd = 0. Also, the number of active lower bounds and the number of active upper bounds is proportional to the number of lower and upper bounds, respectively. For example, suppose that n = 1000, bnd = 50, and lowbnd = 40, so there are 400 lower bounds and 600 upper bounds. If actbnd = 50 then 200 lower bounds and 300 upper bounds are active at x. As before, these bounds are randomly chosen. This parameter has to be selected with some caution because if, for example, the number of bounds is greater than n and actbnd = 100 we are generating a problem with more than n variables at their bounds! However, this problem can never arise as long as actbnd 50.
ndeg: This parameter can be any nonnegative number. It controls the degeneracy of the problem and is chosen in a way similar to that proposed in 30]. We have already noted that if we de ne h i by (52) then i , i 2 L U are the multipliers associated with the active constraints. We have set i = 10 ?ndeg i ; i 2 L U where i is a random number uniformly distributed in 0; 1]. The larger ndeg is the more degenerate the problem is. width: This parameter can take any positive value and controls the value of the bounds which are inactive. More precisely, if x i has a nite inactive lower bound, we set l i = x i ? width, while we set u i = x i + width if x i has a nite inactive upper bound.
To complete the description of the generation process, it only remains to specify the starting point x 0 . Our basic idea was to use a feasible point that was obtained by perturbing the standard unconstrained starting point y 0 of the underlying unconstrained problem. We have ; i = 1; : : :; n
We have considered only width 5 so that x 0 is always feasible. We have not adopted x 0 as projection of y 0 in the feasible set because, in our experience, this often resulted in a starting point too close to the solution of the constrained problem, whereas with our choice the starting point is likely to be \far" from the optimal solution.
In Tables 11-18 we report a rst set of results on nondegenerate problems (ndeg = 0), that show the in uence of the number and distribution of the bounds on the behavior of the algorithm. The in uence of degeneracy is fairly weak. A slight increase in the number of iterations can be detected as the degeneracy increases, while a somewhat larger number of iterations of the block pivoting algorithm is needed to solve the subproblems. This was expected, since on degenerate problems the identi cation technique of the ASNM method is less e cient so that more work is needed by the subproblem solver. Degeneracy also re ects in the columns concerning the percentage of the constraints correctly identi ed. However it is interesting to note that, in spite of the impossibility to correctly identify the active set, the convergence rate seems to be almost una ected. The starting point we have used in the runs described so far is reasonably far from the solution. However, to further investigate the role of the starting point, we have considered in Tables 21 and 22 , two other di erent starting points. In Table 21 we set the i-th component of the starting point equal to the lower bound whenever the lower bound exists (i.e. x 0 i = l i if l i > ?1) otherwise we used the standard starting point previously described. Analogously, in Table 22 , we report the results obtained doing the same thing but setting the starting point to the upper bound whenever possible. In this last case, the algorithm converged to ?1 in Problem 4.7. Actually this problem is not bounded below, but it has a local minimum point; divergence occurred because the starting point was too far from this local minimum point. Again these tables con rm our impression that the behavior of the algorithm is quite stable and reliable. The starting point is at the upper bound whenever is possible.
Conclusions
In this paper we have introduced a new active set Newton's algorithm for the solution of largescale box constrained problems. The implementation of the algorithm uses sparse matrix techniques to estimate and store the Hessian of the objective function and solve e ciently the required linear systems. Numerical results seem to indicate that our method is fairly insensitive to the parameters that are generally considered when studying the behaviour of algorithms for box constrained problems, namely the number of constraints, the number of active constraints, degeneracy, and width of the bounds. The algorithm seems capable of successfully solving di cult problems and appears to be robust and accurate. Therefore, although the cost of each iteration may be higher than that of a truncated scheme or a limited memory quasi-Newton method, we feel that the algorithm proposed in this paper could be very useful for solving di cult problems, especially when the function and gradient evaluations are very expensive. In our view, the main drawback of the method is that it requires the user to provide information about the structure of the Hessian and this can be, sometimes, too di cult. Furthermore large-scale dense problems cannot be solved by this kind of approach. A solution to these problems could possibly come from the use of (sparse) quasi-Newton methods to update the matrix B k , but we leave the issue to future research.
In our opinion the algorithm is also a valuable basis for future research. There are several issues that could lead to improvements. A rst point that should be considered is probably the choice of the stabilization technique. We have adopted the nonmonotone scheme of 27], but this is not the only possible choice, and the framework developed in Section 2 easily allows one to consider di erent techniques. Another important point that should be further investigated is the solution of the quadratic subproblem. We note that on average the block pivoting strategy adopted seems e cient and that even when, in a few cases, many inner iterations are needed, the cost is not high because of the relatively small cost of a single inner iteration. However, one may ask whether there are better ways of solving the quadratic subproblems in our framework, or whether it is possible to design a truncated version of the algorithm.
The choice of the search direction when the projected Hessian is not suu ciently positive de nite is another important point. Our experience has con rmed the well established fact that this issue has an important impact on the performance of the algorithm. To this end, it is interesting to note that the routine MA27 is capable of solving inde nite systems and cheaply computing, at the same time, a direction of negative curvature. The use of this direction could be a good alternative to performing the modi ed Cholesky factorization.
