Preface
Acoustics has a special relationship with signal processing. Many concepts in signal processing arise naturally from our general experience with sound and vibration and, more than in many other fields, acoustics is concerned with the acquisition, analysis, and synthesis of signals. Consequently, there is a rich resource of signal processing expertise within the acoustics community.
There are many excellent reference books devoted to signal processing but the objective of the Handbook of Signal Processing in Acoustics is to bring together the signal processing expertise specific to acoustics and to capture the interdisciplinary nature of signal processing within acoustics. It is also hoped that the handbook will promote networking and the interchange of ideas between technical areas in acoustics.
The handbook comprises 104 Chapters organized into 17 Parts. Each Part addresses a technical area of acoustics, reflecting the general demarcations of specialization within the acoustics community. An expert with broad knowledge of signal processing within their respective technical area was invited to act as a Section Leader for each Part of the handbook. These Section Leaders contributed substantially to the handbook project by helping to define the contents and scope of each chapter, finding an appropriate contributing expert author, and managing the review and revision of material. Collectively with the Editors, they form the Editorial Board for the handbook.
Planned sections on Architectural Acoustics, Nonlinear Acoustics, and Ultrasound are unfortunately omitted from the handbook; nevertheless, the handbook otherwise provides thorough coverage of the field of acoustics and we can hope that possible future editions might include these areas.
The handbook is written from the perspective of acoustics, by acousticians with signal processing expertise. Emphasis is placed
x Preface in the description of acoustic problems and the signal processing related to their solutions. The reader is assumed to have basic knowledge of signal processing. Signal processing techniques are described but the reader is referred elsewhere for derivations and details.
The authors were not required to adhere to strict standards of style or notation, and were asked to prepare short, concise, self-sufficient chapters. This results in variations in style and notation throughout the handbook that reflects the diversity of perspectives within the acoustics community. Signal processing is the science of applying transformations to measurements, to facilitate their use by an observer or a computer, and digital signal processing (DSP) is the enabling technology for applications across all disciplines and sectors.
The study of sound and vibration is highly dependent on the use of special-purpose signal analysers or software packages. The accessibility and convenience of DSP analysis modules and procedures can sometimes create a deceptive air of simplicity in often complicated phenomena. It is important that practitioners, while availing themselves of the full range of DSP capabilities, should have a clear understanding of the fundamentals of the science of signal processing and so be fully aware of the assumptions, implications and limitations inherent in their analysis methods.
Signal processing and analysis involves the three phases of data acquisition, processing and interpretation (of the results of the processing) and, of course, all three are linked in any application. The last phase is naturally very much related to the subject under investigation, but the first two may be discussed independently of specific applications. A vast body of theory and methodology has been built up as a consequence of the problems raised by the need for data analysis; this is often referred to as "signal analysis" or "time-series analysis" depending on the context [1]. The choice of methodology is often reliant on some prior knowledge of the phenomenon being analysed. This usually relates to classifying the characteristics of the data and/or the way in which the data may be modelled owing to knowledge of (or assumptions about) the way in which the data may have been generated. This section considers signal and system characteristics that underpin signal processing.
In acoustics the signal in question is generally the output of a pressure transducer. Such a signal is a time history that depends on the spatial location of the transducer. We denote this by p(t,r) where t denotes the time dependence and r is the vector representation for its spatial location (with Cartesian co-ordinates x, y, z). Multiple signals may be available from an array of sensors as required, e.g., in beamforming. For the present it is convenient to drop the spatial dependence and consider signals as evolving with time.
• Temporal Signal Classification
The physical phenomenon under investigation is often translated by a transducer into an electrical equivalent, and a single signal evolving in continuous time is denoted as x t . In many cases, data are discrete owing to some inherent or imposed sampling procedure. In this case the data might be characterised by a sequence of numbers. When derived from the continuous time process x t we write x n or x n (n = 0 1 2 ), where we have implied that the sampling interval is constant (i.e. uniform sampling). The time histories that can occur are often very complex, and it is helpful to consider signals that exhibit particular characteristics. This allows us to relate appropriate analysis methods to those specific types of signal. Figure 1 illustrates a broad categorisation of signal types. A basic distinction is the designation of a signal as "random" or "deterministic" where by "random" we mean one that is not exactly predictable. Very often, processes are mixed and the demarcations shown in Figure 1 are not easily applied and consequently the analysis procedure to be used may not be apparent. We have included chaotic processes under both "deterministic" and "random" categories since such signals are generated from a deterministic non-linear phenomenon but nevertheless have an output with an unpredictable, random-like behaviour. The classification of data as being deterministic or random might be debatable in many cases and the choice must be made on the basis of the knowledge of the physical situation. Often signals may be modelled as being a mixture of both, e.g. a deterministic signal "embedded" in unwanted random disturbances (noise).
Many of the classes defined above, such as the stationary and periodic signals, are mathematical constructs to which no realworld signal can belong. However, these classes do provide one with a set of models which, in many cases, provide good approximations to measured processes and they suggest a suitable analysis framework.
A brief note for each of the categories is given belowcontinuous time is used throughout. An analysis method appropriate for each is also noted.
Periodic
A signal is periodic with period T p if x t = x t + T p .
Such a signal can be represented in the frequency domain as a Fourier series:
x t = a 0 + k=1 a k cos 2 kf 0 t + b k sin 2 kf 0 t = k= c k e 2 ikf 0 t (1)
The feature of this is that the frequencies in representation are the fundamental, f 0 = 1/T p , and multiples (harmonics) (plus a d.c. term), and the coefficients, a k and b k (or c k ), give the amplitude and phase of the components. Figure 2a shows the time-series of a small section of voiced speech, the vowel /e/. The approximately periodic character of this signal is evident and suggests that it could be gainfully analysed by computing its Fourier series representation. This Fourier series is shown in Figure 2b , which has been computed based on the first period of the signal shown in Figure 2a . One should appreciate that the assumption of periodicity does not hold exactly for this example, as is commonly the case.
1.2 Transient A transient signal is one which is essentially localised, i.e. a signal that has a finite duration. Such a signal has a Fourier integral representation:
This differs from the periodic case in that the frequency range becomes a continuum and amplitudes "in a band" are X f df so X f is now an amplitude density. Figure 3a shows an example of the time-series of an unvoiced speech segment, in this case the sound /th/. The lack of a periodic structure in this signal is apparent. It can be considered as a transient signal and analysed by employing the Fourier transform defined in (2), which is shown in Figure 3b .
Almost Periodic
This could be regarded as a process where T p in (1) varies with time. There is no natural generalisation of (1) for this.
An alternative way of constructing a simple almost periodic process is, e.g.,
This process whilst being the sum of two periodic signals is itself not periodic because the ratio of the two frequency components is not a rational number. In this case using the Fourier integral (2) is appropriate. Figure 4a shows the time-series of a segment of a sustained piano note. These notes contain discrete frequencies that are approximately harmonically related. The inharmonicities present in piano string vibrations mean that such signals should be regarded as almost periodic and so the use of the Fourier transform (2) represents a suitable tool for analysis; the results of such an analysis are shown in Figure 4b .
Chaotic Process
The range of phenomena that lead to chaotic dynamics is wide, but a feature is that the describing equation is deceptively simple in its deterministic form, but generates intricate signals. An example is a second-order non-linear system driven by a sinusoidal excitation. The methodology of analysis uses topological feature analysis, by which one attempts to reveal the underlying simple generation mechanism.
