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Generalised Lebesgue Stable Flux Reconstruction
Will Trojak∗
A unique set of correction functions for Flux Reconstruction is presented, with there
derivation stemming from proving the existence of energy stability in the Lebesgue norm.
The set is shown to be incredibly arbitrary with the only union to existing correction
function sets being show to be for Nodal DG via reconstruction. Von Neumann analysis
of both linear advection and coupled advection-diffusion is used to show that once coupled
to a temporal integration method, good CFL performance can be achieved and correction
functions presented that may have better dispersion and dissipation for application to
implicit LES. Lastly, the turbulent Taylor-Green vortex test case is then used to show that
correction functions can be found that improve the accuracy of the scheme when compared
to the error levels of Discontinuous Galerkin.
I. Introduction
Flux reconstruction as a doctrine for solving hyperbolic systems of equations has existed in various forms
for considerable time, for example the now ubiquitous ENO1 and WENO2 methods. However, in recent years
more advanced methods of flux reconstruction have come to the for, initially through Discontinuous Galerkin
(DG)3,4 and then Spectral Element (SE)5 and Spectral Volume (SV)6 methods. These methods introduce
a concept that would become key in the development of what we now recognise as the Flux Reconstruction
(FR). Namely the use of domain sub-division to allow local polynomial fitting, with the motivation being
simpler handling of unstructured grids and high-order. FR can now be defined as a method that utilises
sub-domains and polynomial correction to formulate a piecewise continuous solution as was introduced by
Correction Procedure via Reconstruction (CPR)7,8 together with the works of Huynh.9,10 Extensions have
since been made to generalise the topology of solutions to simplicies and hypercubes11–15 to reasonable effect,
although some questions still remain.
The focus of this research is, however, not concerned with topology or even with a particular equation set,
but with the correction procedure definition. This is of particular concern, as was shown by Vincent et al.16
and Vermeire and Vincent,17 the correction function has enormous control over the character of the numerical
scheme. Yet, there are still some established correction function, for example the Lumped-Chebyshev-Lobatto
correction of Huynh,9 which have not yet been shown to fit within the current realm of stable schemes defined
by there correction. Hence, our current view of FR schemes must be incomplete. The current families of
corrections will be introduced in the mathematical description of FR, however for reference they may be
found in.18–20
The investigation presented in this paper will have the following structure. Firstly, the method of FR will
be presented together with the status-quo of FR correction functions. Secondly, we will present an energy
stability proof that simplifies the Sobolev stability proof into the Lebesgue space, which is then shown to
give rise to a new and expansive set of corrections. Thirdly, we show that this arbitrary form of FR does not
contradict mass conservation of the underlying FR method and lastly we will provide analysis, through both
advective-diffusive von Neumann analysis and numerical tests on the turbulent incompressible Taylor-Green
vortex.
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II. Flux Reconstruction
To demonstrate the mathematical procedure of Flux Reconstruction9,18,21 we will consider a 1D conser-
vation equation on the domain Ω which is divided into sub-domains such that:
Ω =
N⋃
i=0
Ωi and Ωi ∩Ωj = ∅ ∀ i 6= j (1)
we then define the reference domain for which the sub-domains may be project into as Ωˆ. With the projection
defined such that:
uˆj = Jjuj (2)
where: u is a conserved variable; Jj is the j
th element Jacobian; and hats and used to signifies a variable
in the reference domain. With the domain and decomposition set out, we will now present 1D conservation
equation to be considered:
∂u
∂t
+
∂f
∂x
= 0 (3)
where f is some flux function. Within each sub-domain a discontinuous pth order polynomial can be con-
structed from data stored at the p+ 1 solution points within the sub-domain, such that:
uˆδ =
p∑
j=0
uˆδ(ξj)lj(ξ) (4)
fˆδ =
p∑
j=0
fˆδ(ξj)lj(ξ) (5)
where δ is used to indicate that a variable is discontinuous and lj(ξ) is the j
th Lagrange basis polynomial
for ξ ∈ Ωˆ, defined by:
lj(ξ) =
p∏
i=0
(
ξ − ξi
ξj − ξi
)
(1− δij) (6)
Approximation of the solution to Eq.(3) requires that the domain wide solution is C0 continuous and to
fulfil this requirement a correction procedure is followed. The first step of which is to use the discontinuous
flux polynomial to interpolate the flux function to collocated flux points on the boundary of each sub-domain.
In the 1D case this gives us fˆδj (−1) = fˆδj,L and fˆδj (1) = fˆδj,R. Once, the interpolated values at the collocated
edges points, or flux points, are calculated, an appropriate Riemann solver22 may used to calculate a common
interface flux value, fˆ Ij,L and fˆ
I
j,R for the left and right interfaces respectively. This then allows a correction
to be performed by propagating the correction to the shared common interface value in the adjacent elements
to form the continuous flux polynomial fˆC . This is done in the following manner:
fˆCj (ξ) = (fˆ
I
j,L − fˆδj,L)hL(ξ) + (fˆ Ij,R − fˆδj,R)hR(ξ) + fˆδj (7)
where hL and hR are the left and right correction function respectively. With the boundary conditions:
hL(−1) = 1 and hL(1) = 0 (8)
hR(−1) = 0 and hR(1) = 1 (9)
Upon differentiation of fˆC the 1D conservative equation can be defined as:
∂uˆj
∂t
= −
p∑
i=0
fˆδj (ξi)
dli(ξ)
dξ
− (fˆ Ij,L − fˆδj,L)
dhL(ξ)
dξ
− (fˆ Ij,R − fˆδj,R)
dhR
dξ
(10)
Time marching of the solution can be performed via an appropriate temporal integration scheme, with
common choices for FR being low storage explicit Runge-Kutta (RK) schemes.16,23 As was outlined in the
introduction, the main concern of this paper is with the definition of the correction functions hL and hR.
The first few correction functions of FR were introduced by Huynh,9 which were broadly encapsulated into
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what we will call the Original stable Flux Reconstruction scheme (OSFR). This gave the definition of the
correction functions as:
hL =
(−1)p
2
[
ψp −
(ηpψp−1 + ψp+1
1 + ηp
)]
(11)
hR =
1
2
[
ψp +
(ηpψp−1 + ψp+1
1 + ηp
)]
(12)
(13)
where
ηp =
ι(2p+ 1)(app!)
2
2
(14)
ap =
(2p)!
2p(p!)2
(15)
and ψi is the i
th order Legendre polynomials of the first kind defined on ξ ∈ [−1, 1]. Here the character of the
scheme is defined by the free parameter ι. The origin of this set of correction functions is from establishing
that the scheme must be time stable in the Sobolev norm |u + ι(u(p))|2, which is sufficient to define the
topology of stable solutions.
An extended range of FR correction functions where then defined by Vincent et al.,19 dubbed here ESFR.
The derivation of this family finds it roots in DG and SE methods and the full proof is excluded for brevity.
However, the key points are included here and we begin by defing the correction function and its gradient
using a Legendre basis of the form:
hL(ξ) =
p+1∑
i=0
h˜Liψi(ξ) and
dhL(ξ)
dξ
= gL(ξ) =
p∑
i=0
g˜Liψi(ξ) (16)
with the right correction similarly defined. Then the extended range of correction function is given by the
equations:
g˜L = −
(
M˜ + K˜
)−1
l˜ (17)
g˜R =
(
M˜ + K˜
)−1
r˜ (18)
where l˜ = [ψ0(−1) . . . ψp(−1)]T and r˜ = [ψ0(1) . . . ψp(1)]T give the values of the Legendre basis at the left
and right interfaces. The mass matrix is defined as M˜, given by:
M˜i,j =
∫ 1
−1
ψiψjdξ =
2
2j + 1
δi,j (19)
K˜ is defined to be our free variable, which must obey the following conditions:
K˜ = K˜T (20)
K˜D˜ + (K˜D˜)T = 0 (21)
M˜ + K˜ > 0 (22)
Together with hL(−1) = hR(1) = 1 and hL(1) = hR(−1) = 0, given the definitions:
Di,j =
dlj(ξi)
dξ
(23)
Vi,j = ψj(ξi) (24)
D˜ = V−1DV (25)
Therefore, this defines a multi-parameter family of correction functions which are enumerated and ex-
emplified for various orders in Vincent et al.19 Lastly, OSFR and ESFR correction functions where grouped
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together by Trojak20 in the correction function set call Generalised Sobolev Stable FR, GSFR. The deriva-
tion of this set was made by exploring the functional Sobolev space more generally by consideration of all
order of derivative up to the pth derivative. For brevity the full stability proof is excluded, however GSFR
can be adequately expressed as a left correction function that satisfies:
p∑
i=0
ιi
∫ 1
−1
dihL
dξi
∂i+1uˆδ
∂ξi+1
dξ =
p∑
i=1
ιi
∣∣∣∣∣∂iuˆδ∂ξi dihLdξi
∣∣∣∣∣
1
−1
(26)
where ιi are p+ 1 free parameters that control the shape of the correction functions. For a full description
of the means by which these correction functions are produced see Trojak,20 where also a matrix form is
presented for easy evaluation from a given ιi.
III. Generalised Lebesgue Stability
In the previous derivation of energy stable flux reconstruction, both OSFR and ESFR of Vincent et al.18,19
and GSFR of Trojak,20 the scheme was shown to be stable in the broken modified Sobolev norm. This
results in a scheme whose energy is stable when balanced between the conserved variable and derivatives of
the conserved variable. However, Trojak20 notes that in the case when ιi = 0 ∀ i 6= 0 there is an illposedness
in the functional space defined by GSFR. Hence, we wish to explore the stability of this case by setting the
Sobolev norm appropriately, which results in the familiar Lebesgue norm. First introducing the modified
broken Sobolev norm:
‖u‖n,Wp,2,ι =
√√√√∫
Ωn
p∑
i=0
ιi
(
diu
dξi
)2
dξ (27)
which, when we take ιi = 0 ∀ i 6= 0 and ι0 = 1, this becomes the broken Lebesgue norm:
‖u‖n,L2 =
√∫
Ωn
u2dξ (28)
We will now look for corrections that satisfy the stability criterion, d(‖u‖n,L2)/dt 6 0, in this norm for the
1D FR conservation law:
∂uˆδ
∂t
= −∂fˆ
δ
∂ξ
− (fˆ IL − fˆδL)
dhL
dξ
− (fˆ IR − fˆδR)
dhR
dξ
(29)
If the flux function is set such that linear advection is solved then fˆδ = uˆδ. This then implies that:
∂uˆδ
∂t
= −∂uˆ
δ
∂ξ
− (uˆIL − uˆδL)
dhL
dξ
− (uˆIR − uˆδR)
dhR
dξ
(30)
Multiplying Eq.(30) by the discontinuous conserved variable and integrating over the sub-domain:∫ 1
−1
uˆδ
∂uˆδ
∂t
dξ = −
∫ 1
−1
uˆδ
∂uˆδ
∂ξ
dξ − (uˆIL − uˆδL)
∫ 1
−1
uˆδ
dhL
dξ
dξ − (uˆIR − uˆδR)
∫ 1
−1
uˆδ
dhR
dξ
dξ (31)
Applying the product rule and integration by parts to Eq.(31), the rate of energy decay of FR which may
also be recognised as the rate of change of the Lebesgue norm is:
1
2
d
dt
∫ 1
−1
(uˆδ)2dξ = −1
2
∫ 1
−1
∂(uˆδ)2
∂ξ
dξ − (uˆIL − uˆδL) ∫ 1
−1
hL
∂uˆδ
∂ξ
dξ︸ ︷︷ ︸
IL
−(uˆIR − uˆδR) ∫ 1
−1
hR
∂uˆδ
∂ξ
dξ︸ ︷︷ ︸
IR
+
(
uˆILuˆ
δ
L − uˆIRuˆδR
)
(32)
If the integrals IL and IR are set equal to zero, then Eq.(32) may be reduced to:
1
2
d
dt
∫ 1
−1
(uˆδ)2dξ = −1
2
(
(uˆδL)
2 − (uˆδR)2
)
+
(
uˆILuˆ
δ
L − uˆIRuˆδR
)
(33)
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This can be further simplified into an expression for the transfer of energy across the boundary.
1
2
d
dt
∫ 1
−1
(uˆδ)2dξ =
1
2
(
2uˆIL − uˆδL
)
uˆδL −
1
2
(
2uˆIR − uˆδR
)
uˆδR (34)
and hence the energy stability after setting of the correction is controlled by the method used for interface
calculation. In order to extract a condition in which IL = IR = 0, it is useful to consider the orthogonal
polynomial basis, by taking uˆδ to be:
uˆδ(ξ; t) =
p∑
i=0
vˆi(t)ψi(ξ) (35)
and using the similar basis for the correction function as in Eq.(16). Is may be useful at this point to be
reminded of the result for Legendre polynomials,24 caused by there alternating odd-even nature:
∫ 1
−1
ψl(ξ)
dψm(ξ)
dξ
dξ =
2, for l/2− bl/2c 6= m/2− bm/2c, l 6 m0, otherwise (36)
Hence, applying this to IL and IR, the family of correction functions is found by satisfaction of the following
conditions:
p−1∑
i=0
i=even
h˜li = 0 and
p−1∑
i=0
i=odd
h˜li = 0 (37)
By enforcing the boundary conditions namely: hL(−1) = 1 and hL(1) = 0, the final conditions on h˜L may
be found as:
h˜lp+1 =
(−1)p+1
2
and h˜lp =
(−1)p
2
(38)
It can be seen by comparison to the OSFR scheme of Eq.(11), that this new set of correction functions are
coincident with the previous family of corrections at only one point, ηp = 0, corresponding to Nodal DG
or when the terms of Eq.(37) are all zero. Owing to space of stability this scheme inhabits, this new set of
corrections will henceforth be called Generalised Lebesgue Stable FR, GLSFR.
IV. Conservation of Mass
It may at this point be thought that the highly arbitrary family of correction functions that satisfy
Eq.37 may lead to the injection or sink of mass into the sub-elements. To placate this fear we consider the
integration of Eq.(10) over the sub-domain, i.e. the rate of change of mass in the sub-domain:
d
dt
∫ 1
−1
uˆδdξ = −
∫ 1
−1
∂fˆδ
∂ξ
dξ −
(
fˆ IL − fˆδL
)∫ 1
−1
dhL
dξ
dξ −
(
fˆ IR − fˆδR
)∫ 1
−1
dhR
dξ
dξ (39)
and considering the constraints on hL and hR, this becomes:
d
dt
∫ 1
−1
uˆδdξ =
(
fˆδL − fˆδR
)
+
(
fˆ IL − fˆδL
)
−
(
fˆ IR − fˆδR
)
(40)
= fˆ IL − fˆ IR (41)
Hence, the rate of mass accumulation within an element is dependant on the interface calculation, the flux
function and, as was shown in Trojak et al.,25 mesh deformation. But is not dependant on the correction
function, so long as the boundary conditions are fully enforced.
V. von Neumann Analysis
Further investigation into the stability and performance of this set of correction functions is to be per-
formed via von Neumann analysis. Where we will inspect the spectral properties and ergodicity of FR
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applied to the linear advection and advection-dffusion equations for harmonic solutions. This form of anal-
ysis was outlined by Lele,26 for finite difference, applied to DG by Hu et al.27,28 and adapted to FR by
Huynh9 and Vincent et al.16 The formulation and structure of the analysis presented here follows that of
Trojak et al.25 and we may start by defining the semi-discrete matrixised form of FR applied to the linear
advection equation:
∂uj
∂t
= −J−1j+1C+uj+1 − J−1j C0uj − J−1j−1C−uj−1 (42)
where the matrixised operators are defined as:
C+ = (1− α)grllT (43)
C0 = D− αglllT − (1− α)grlrT (44)
C− = αgllrT (45)
where D is the discrete differentiation operator, gl and gr are respectively the left are right correction
function gradients at the solution points, ll and lr are respectively the interpolation weights to the left and
right flux points from the solution points. α is then defined to be the upwinding ratio, (α = 1 meaning fully
upwinded and α = 0.5 meaning central differenced). A harmonic solution can then be imposed on this by
using the bloch wave:
u = v exp
(
i(kx− ωt)) (46)
which, upon substitution into Eq.(42), the harmonic solution to linear advection via FR is thus:
∂uj
∂t
= −
(
J−1j+1C+ exp (−ikδj) + J−1j C0 +−J−1j−1C− exp (−ikδj−1)
)
uj = Qauj (47)
Taking this analysis one set further, most problem of practical interest involve second order derivatives.
Therefore, we wish to understand the behaviour and stability of this branch of correction functions when
applied to diffusion and advection-diffusion problems. If we introduce the linear diffusion equation written
as:
∂u
∂t
= ν
∂q
∂x
(48)
q =
∂u
∂x
(49)
Thus from Eq.(47) we may write:
∂uj
∂t
= J−1j−1C−1J
−1
j−1qj−1 + J
−1
j C0J
−1
j qj + J
−1
j+1C+1J
−1
j+1qj+1 (50)
By applying the same spatial discretisation to q, qj can be written as:
J−1j qj = J
−1
j−1C−1uj−1 + J
−1
j C0uj + J
−1
j+1C+1uj+1 (51)
This implies that the same correction function is used for both the diffusion correction and advection cor-
rection. This was found to give optimal performance29,30 and has the benefit of easier practical implemen-
tation.Proceeding, the semi-discretised linear diffusion equation for FR is then:
∂uj
∂t
= J−1j−2J
−1
j−1C
2
−1︸ ︷︷ ︸
B−2
uj−2 +
J−1j−1(J
−1
j−1C−1C0 + J
−1
j C0C−1)︸ ︷︷ ︸
B−1
uj−1 +
J−1j (J
−1
j−1C−1C+1 + J
−1
j C
2
0 + J
−1
j+1C+1C−1)︸ ︷︷ ︸
B0
uj +
J−1j+1(J
−1
j C0C+1 + J
−1
j+1C+1C0)︸ ︷︷ ︸
B+1
uj+1 +
J−1j+1J
−1
j+2C
2
+1︸ ︷︷ ︸
B+2
uj+2
(52)
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where the matrices C−1, C0 and C+1 are defined as before. This form is very similar to that shown in.31
In this case, we will use BR1 for the calculation of the common interface flux, hence α = 0.5. Applying a
trial solution of u = v exp (ikxj) exp (−k2cdt) to Eq.(52) and simplifying:
cdv = − 1
k2
(
eik(xj−2−xj)B−2v + eik(xj−1−xj)B−1v + B0v + eik(xj+1−xj)B+1v + eik(xj+2−xj)B+2v
)
(53)
If δj = xj − xj−1, then this can be further simplified to:
cdv = − 1
k2
(
e−ik(δj−1+δj)B−2 + e−ikδjB−1 + B0 + eikδj+1B+1 + eik(δj+2+δj+1)B+2
)
v (54)
Which can also allow us to define the FR diffusion matrix as:
Qd =
(
e−ik(δj−1+δj)B−2 + e−ikδjB−1 + B0 + eikδj+1B+1 + eik(δj+2+δj+1)B+2
)
(55)
Equation. (54) is again an eigenvalue problem, albeit a non-trivial one, where from31,32 the dissipation
and dispersion are defined as <(kˆ2cd) and =(kˆ2cd) respectively, due to the of the second derivative. The
physical mode is extracted from the p + 1 dimensional eigenproblem following the procedure of.31 Finally
for the case of linear advection-diffusion, the fully discrete form may be written using the update matrix,
which encompasses the temporal integration method.
Qad = 2cQa + 4νQd (56)
un+1j = R(Qad)u
n
j (57)
R33(Qad) =
3∑
m=0
(τQad)
m
m!
(58)
From the the update matrix R the fully discrete dispersion and dissipation can then be found but further
substitution of the trial solution of Eq.(46) into Eq.(56).
e−ik(c−1)τ︸ ︷︷ ︸
λ
v = eikτRv (59)
c(k; τ) =
i log (λ)
kτ
+ 1 (60)
Hence, from von Neumann’s theorem,33 for temporal stability of the fully discrete scheme the spectral radius
of the update matrix must be less than of equal to one, ρ(R) 6 1. For comparative purposes we then define
the normalised time step for advection-diffusion as:
τˆ =
(
2c
h
+
4ν
h2
)
τ (61)
and this will be used to define the CFL limit.
V.A. Results
Initially we will study the dispersion and dissipation of linear advection, with the primary aim of showing
how, for what may be traditionally considered an inappropriate correction function, we are able to recover
a stable scheme. Take the following example, when p = 4 and the correction weights are chosen arbitrarily
to be:
h˜l0 = (5.22943203125× 104)× 10−5 (62)
h˜l1 = 0.1
√
2 (63)
where Eq.(62) is 10−5 times the floating point representation of the ASCII string ‘GLFR‘. It is clearly
apparent that this arbitrary correction function that satisfies Eq. (37) is stable and although wave propagating
characteristic of this arbitrary example are not optimal. However, this aims to demonstrate initially that a
7 of 16
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Figure 1: Correction function and wave propagating characteristics for arbitrary correction weights as in
Eq.(62 & 63), for p = 4 on a uniform grid with upwinded cell interfaces applied to linear advection.
correction function may be defined that was previously unproducible, leading to an incredibly general family
of schemes.
In order to understand the space of temporally stable GLSFR correction functions the 1D linear-advection
von Neumann analysis is first investigated for various orders, correction functions and interface calculations.
Figure 2 shows the region of stable correction function when RK44 temporal integration is used, with a
clear region of overlap between the upwinded and central cases. For previous correction function sets, the
existence of the Sobolev norm was used to determine the region of stable correction functions, however due
to the nature of the GLSFR Sobolev norm, in that it collapses onto the L2 norm, this approach could not
be taken. Instead the results of Fig.2 may be used to heuristically bound the correction function set. To
demonstrate the wave propagation properties of GLSFR we perform a semi-discrete and fully discrete von
Neumann analysis. We will take the case when p = 4 and compare the correction function that gives the
highest CFL limit for both the upwinded and central case to DG. We chose DG as this is a commonly used
scheme even within FR34 due to the complexity currently with the simplex correction definition.13 The CFl
optimal case corresponds to H4 = [h˜l0 = 0.77, h˜l1 = −0.52], with the DG comparison at H4 = [0, 0].
It should be clear from Fig.3 that GLSFR in the fully discrete case is able to greatly reduce the wave group
velocity, however at the expense of dispersion overshoot. Furthermore, by comparison of the dispersion and
dissipation it can be seen that this GLSFR correction function has a very localised region of high dissipation
around the wavenumber where the dispersion leads us to have a very large negative group velocity. It can
be concluded that such a scheme may give improved performance when applied to explicit LES.
Lastly for the advection study, the semi-discrete dispersion relation for DG and H4 = [0.77,−0.52] with
central interfaces are included for completeness. It can be seen that the regions in DG where the dispersion
relation is discontinuous has been greatly reduced, from,31,35 it can be understood that the smaller regions
of discontinuity in the dispersion relation, leads to less energy transfer to spurious modes.
To study the general trend in the CFL limit of the combined advection diffusion equation we use the
case of a = 10 and ν = 1, which was similarly used in the investigation by Watkins et al.31 Figure 5
shows the CFL limits for p = 4 for various correction functions for the case when the both advection and
diffusion interface calculation are central differenced and the case when advection is upwinded and diffusion
is central differenced. In both cases it can be seen that the stability profile is of a different character than
pure advection, with higher values of hˆl0 being stable due to the additional stability brought by the diffusion
terms. The motivation of this test is the understanding it can bring to later tests. With the main observation
being the slant to the CFL profile, although this will be affected by the relative scale of the advection-diffusion
terms.
VI. Taylor-Green Vortex
So far the investigation has focused on theoretical numerical analysis, and there is already a plethora of
papers which similarly investigate the theoretical behaviour of FR. Therefore, to build on the theoretical
work carried out in earlier sections, we will introduce the Talyor-Green vortex test case.36–38 This is a
well known canonical case for the full incompressible Naiver-Stokes equations and is highly important as
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Figure 2: Maximum stable CFL number for GLSFR [c = 1, ν = 0], with RK44 temporal integration.
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Figure 3: Linear advection dispersion and dissipation comparison of spatial and temporal-spatial (T/S)
analysis for upwinded FR, p = 4. This compares DG and with GLSFR with H4 = [0.77,−0.52]. The
temporal-spatial analysis uses RK44 temporal integration at τ = 0.1 in both cases.
it exhibits: inviscid, transitional, and turbulent flow regimes. Therefore, if improvements can be made via
correction function selection on such a case this will translate well onto an engineering CFD problem. The
case is set up as such:
u = U0 sin
(
x
L
)
cos
(
y
L
)
cos
(
z
L
)
(64)
v = −U0 cos
(
x
L
)
sin
(
y
L
)
cos
(
z
L
)
(65)
w = 0 (66)
p = p0 +
ρ0U
2
0
16
(
cos
(
2x
L
)
+ cos
(
2y
L
))(
cos
(
2z
L
)
+ 2
)
(67)
ρ =
p
RT0
(68)
Where we define the case by the non-dimensional parameters as:
Re =
ρ0U0L
µ
, Pr = 0.71 =
µγR
κ(γ − 1) , Ma = 0.08 =
U0√
γRT0
(69)
with the free variable set as:
U0 = 1, ρ0 = 1, p0 = 100, R = 1, γ = 1.4, L = 1 (70)
and the Reynold’s and Prandtl’s numbers are controlled through setting the dynamic viscosity and thermal
conductivity.
The aim of this case is to display the impact of changing the correction function by evaluating the
approximate time averaged error in the turbulent kinetic energy dissipation by comparison to DNS results.
The definition used of turbulent kinetic energy dissipation rate is −ddt , with:
 =
1
2Ω
∫
Ω
ρ(u2 + v2 + w2)dΩ (71)
Figure 6 shows the approximate error for two different grid spacing as the correction function is varied
with a constant time step of 1× 10−3. This time step was chosen as it should be sufficient to run with such
a time step39 and any reduction beyond this would symbolise that a correction function is not sufficiently
temporally stable to be considered applicable for industrial problems. As was observed in Fig. 2b & 2c as
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Figure 4: Linear advection dispersion relations for central interface flux FR, p = 4, with the dispersion shown
for all modes.
(a) p = 4, αa = 0.5, αd = 0.5 (b) p = 4, αa = 1, αd = 0.5
Figure 5: Maximum stable CFL number for GLSFR [c = 10, ν = 1], with RK44 temporal integration.
the parameter hl1 is increased the temporal stability is reduced and this trend is also seen in the TGV
case. There is also large asymmetry between positive and negative values of hˆl0 which was also seen in
Fig: 5. However, for Fig. 5 the opposite behaviour is seen, but this was for CFL limit. The implication
of a higher CFL limit is a more dissipative scheme, whereas for reduced error a less dissipative scheme is
necessary. Hence, the location of the error optimal correction function lying in the left-hand half plane.
A secondary point that may be made about GLSFR correction functions is that for both grid resolution
correction functions were found in broadly the same range of H4 that gave lower error than Nodal DG via
FR. Hence, these correction functions are not merely a mathematical exercise but can provide improved
performance for real fluid dynamical simulations.
Lastly the kinetic energy dissipation of the optimal and DG correction function is compared for the
two grid refinement levels in Fig.7. In both case the peak turbulent dissipation is better matched, but in
both cases there is a region at t ≈ 7.5 in which correction function tuning appear to make only modest
improvement. This is the time at which the rate of change of dissipation is highest and the flow can be
said to be transitioning to turbulence with turbulent structures forming. The factor can be seen to have the
greatest impact on improving the simulation of the physics at this time is increased gird resolution.
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(a) 163 elements (b) 243 elements
Figure 6: Time integrated error in the kinetic energy dissipation of the Taylor-Green vortex, Re = 1600
Pr = 0.71 Ma = 0.08, for FR, p = 4, with 800 GLSFR correction functions compared to DNS data for each
grid resolution. RK44 temporal integration was used with a fixed time step of 1× 10− 3. A point indicates
the correction function tested with the lowest error.
VII. Conclusions
It has been shown that through using the Lebesgue norm, a new energy stable family of correction
functions can be derived that can be very arbitrary. Through the derivation, it is apparent that this familiy
of correction functions extends the current set of stable correction functions, with the only union between
the sets of correction being at Nodal DG, Fig.8.
Von Neumann analysis for both the linear advection and linear advection-diffusion was then presented
for this new set of corrections and a region of temporally stable correction function was found to exist for
both upwinded and centrally difference interfaces, when Runge-Kutta temporal integration is used. Through
exploration of the dispersion and dissipation characteristics of some of the correction function, it was shown
that GLSFR may be able to provide improved performance for implicit LES calculations. Lastly, a series of
Taylor-Green vortex test are performed for two grid spacing and it was found that in both case a similar region
of corrections gave good performance for minimising the error in the turbulent kinetic energy dissipation.
In both cases correction functions were found that reduced the error when compared to DG. Therefore, it
is concluded that GLSFR may be able improve the accuracy of FR when applied to real fluid-dynamical
problems.
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A. GLSFR Generating Pseudo-Code
We will now present a short piece of pseudo-code to calculate the left correction functions Legendre
polynomial coefficients, h˜l. In this example we use % to mean the modulus or remainder operator, i.e.
a%b = a mod b. Here the input is an array q with p− 2 entries that control the shape of hL.
Algorithm 1 Calculate left GLSFR correction Legendre coefficients
Require: p, q[p− 2]
h˜L[p− 1]← 0
h˜L[p− 2]← 0
for 0 6 i 6 p− 3 do
h˜L[i]← q[i]
h˜L[p− 1]← h˜L[p− 1]− (i+ p%2)q[i]
h˜L[p− 2]← h˜L[p− 2]− (i+ p− 1%2)q[i]
end for
h˜L[p]← 0.5(−1)p
h˜L[p+ 1]← 0.5(−1)p+1
return h˜L
B. Nomenclature
Roman
ap (2p)!/(2
p(p!)2)
c(k) modified phase velocity at wavenumber k
B+2 diffusion second downwind cell FR matrix
B+1 diffusion first downwind cell FR matrix
B0 diffusion centre cell FR matrix
B−1 diffusion first upwind cell FR matrix
B−2 diffusion second upwind cell FR matrix
C+1 advection downwind cell FR matrix
C0 advection centre cell FR matrix
C−1 advection upwind cell FR matrix
D first derivative matrix
f flux variable in physical domain
gL & gR left and right correction function gradients
hL & hR left and right correction functions
Ji i
th cell Jacobian
k wavenumber
knq solution point Nyquist wavenumber, (p+ 1)/δj
kˆ knq normalised wavenumber, [0, pi]
K ESFR correction matrix
li i
th Lagrange basis function
Lp p
th order GSFR correction matrix
M polynomial basis mass matrix
Ma Mach number
p solution polynomial order
Pr Prandlt number
Qa FR spatial advection discretisation operator matrix
Qd FR spatial difussion discretisation operator matrix
Qad FR spatial advection-diffusion discretisation operator matrix
R FR spatial-temporal update matrix
Re Reynolds number
u conserved variable in the physical domain
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Greek
α interface upwinding ratio (α = 1⇒ upwinded, α = 0.5⇒ central)
αa advection interface upwinding ratio
αd diffusion interface upwinding ratio
δj mesh spacing, xj − xj−1
 domain average kinetic energy
ι OSFR correction function parameter
ιi i
th GSFR correction function parameter
ν diffusion constant
ξ transformed spatial variable
ρ(A) spectral radius of A
τ time step
ψi i
th Legendre polynomial of the first kind
Ω solution domain
Ωn n
th solution sub-domain
Ωˆ reference sub-domain
Subscript
•L variable at left of cell
•R variable at right of cell
Superscript
•I common value at interface
•T vector or matrix transpose
•δ discontinuous value
•ˆ variable transformed to reference domain
•˜ variable transformed to Legendre basis
Abbreviations
OSFR Original Stable Flux Reconstruction18
ESFR Extended Stable Flux Reconstruction19
GSFR Generalised Sobolev stable Flux Reconstruction20
GLSFR Generalised Lebesgue Stable Flux Reconstruction
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