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Uniform stability of a class of large-scale parallel server networks
HASSAN HMEDI∗, ARI ARAPOSTATHIS∗, AND GUODONG PANG†
Abstract. In this paper we show that a large class of parallel server networks, with
√
n safety
staffing, and no abandonment, in the Halfin–Whitt regime are exponentially ergodic and their
invariant probability distributions are tight, uniformly over all stationary Markov controls. This
class consists of all networks of tree topology with a single non-leaf server pool, such as the ‘N’ and
‘M’ models, as well as networks of any tree topology with class-dependent service rates.
We first define a parameter which characterizes the spare capacity (safety staffing) of the network.
If the spare capacity parameter is negative, we show that the controlled diffusion is transient under
any stationary Markov control, and that it cannot be positive recurrent when this parameter is
zero. Then we show that the limiting diffusion is uniformly exponentially ergodic over all stationary
Markov controls if this parameter is positive.
As well known, joint work conservation, that is, keeping all servers busy unless all queues are
empty, cannot be always enforced in multiclass multi-pool networks, and as a result the diffusion
limit and the prelimit do not “match” on the entire state space. For this reason, we introduce
the concept of “system-wide work conserving policies”, which are defined as policies that minimize
the number of idle servers at all times. We show that, provided the spare capacity parameter is
positive, the diffusion-scaled processes are geometrically ergodic and the invariant distributions are
tight, uniformly over all system-wide work conserving policies. In addition, when the spare capacity
is negative we show that the diffusion-scaled processes are transient under any stationary Markov
control, and when it is zero, they cannot be positive recurrent. We use a unified approach in which
the same Lyapunov function is used in the study of the prelimit and diffusion limit. This also
results in an interchange of limits property.
1. Introduction
Large-scale parallel server networks have been the subject of intense study, due to their use in
modeling a variety of systems including telecommunications, data centers, customer services and
manufacturing systems; see, e.g., [1–8]. Many of these systems operate in the so-called the Halfin–
Whitt regime (or Quality-and-Efficiency-Driven (QED) regime [9–11]), where the arrival rates and
the numbers of servers grow large as the scale of the system grows, while the service rates remain
fixed in such a way that the system becomes critically loaded.
Ensuring stability of these systems through allocating available resources by means of adjusting
controller parameters is of great importance. Existing work in the literature has addressed the
following important questions:
(i) Uniform stability of the multiclass single-pool “V” network. The study in [12] focused on
the prelimit diffusion-scaled process and showed that, with square-root safety staffing in
the single-pool of servers, the invariant probability distributions under all work-conserving
scheduling policies are tight, and have a uniform exponential tail when the model has no
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abandonment (and a sub-Gaussian tail with abandonment). In [13], a unified approach
with a common Lyapunov function is developed to establish a Foster-Lyapunov equation
for both the diffusion limit and the diffusion-scaled processes, which shows that the associ-
ated invariant probability measures have exponential tails, uniformly over the scale of the
network, and over all stationary (work-conserving) Markov controls.
(ii) Stability of the ‘N’ network under a static priority scheduling policy. With safety staffing
in one server pool and no abandonment, Stolyar [14] employed a integral type of Lyapunov
function and established the tightness of stationary distributions of the diffusion-scaled
process (there is no analysis of the rate of convergence though).
(iii) Counterexamples for stability of multi-class multi-pool networks. Stolyar and Yudovina
[15] showed that the stationary distributions of the diffusion-scaled processes may not be
tight in these regimes under a natural load balancing scheduling policy, “Longest-queue
freest-server” (LQFS-LB) (also true in the underloaded regime).
(iv) Stability of multi-class multi-pool networks with pool-dependent service rates under the
LQFS-LB policy [15]. We also refer the reader to [16, 17], even though these concern the
underloaded case.
(v) Stability of multiclass multi-pool networks under a family of Markov policies. In [18,19], it
is shown that a class of state-dependent policies, referred to as balanced saturation policies
(BSP) are stabilizing for the prelimit diffusion-scaled queueing process, when at least one
abandonment rate is strictly positive.
(vi) Stability of the limiting controlled diffusions for multiclass multi-pool networks under a con-
stant control. Arapostathis and Pang [20] developed a leaf elimination algorithm to derive
an explicit expression of the drift, and, consequently, by using the structural properties of
the drift, a static priority scheduling and routing control is identified which stabilizes the
limiting diffusion, when at least one of the classes has a positive abandonment rate.
The stability results in (v) and (vi) are used to in the aforementioned papers for the study
of ergodic control problems for multiclass multi-pool networks. In [18–21], due to the lack of
the “uniform stability” (also called “blanket stability”) property, ergodic control problems were
studied using a rather elaborate methodology. The uniform stability properties established in this
paper render the ergodic control problem much simpler, and it can be studied by applying the
methodology in [22, Chapter 3.7].
Despite all the important results in (i)–(vi), the ergodic properties of multiclass multi-pool
networks in the Halfin–Whitt regime are far from being well understood. The stability analysis of
multiclass multi-pool networks in the Halfin–Whitt regime is considerably more challenging than
the corresponding one for the ‘V’ network. The problem is particularly difficult when the system
does not have abandonment.
Given the counterexamples in [15], uniform stability, that is, tightness of the invariant probability
distributions, does not hold for multiclass multi-pool networks of any tree topology. In this paper
we identify a large class of such networks that are indeed uniformly stable: (a) networks with
one dominant server pool, that is, a single non-leaf server pool, which include the ‘N’, ‘M’ and
generalized ‘N’, ‘M’ networks with diameters equal to three or four, and (b) networks with class-
dependent service rates. It might appear to the reader that the topology in (a) is restrictive. One
should note though that even for simple networks with two non-leaf server pools [15, Figure 2,
p. 21] the parameters can be chosen so that uniform stability fails.
The classes of networks in (a)–(b) share an important structural property in their drift, that is,
the matrix B1 in (2.27) is diagonal. We establish a necessary and sufficient condition for uniform
stability, via the so-called spare capacity (safety staffing) parameter defined in (2.33). For the
networks under consideration, we show that if the spare capacity is negative, then the limiting
diffusion is transient under any stationary Markov control, if it is zero, the diffusion cannot be
positive recurrent, and if it is positive, the diffusion limit is uniformly stable over all stationary
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Markov controls (see Proposition 3.1 and Theorem 2.1). The analogous results for the diffusion-
scaled processes are also established. Lastly, we provide a characterization of the spare capacity
parameter for the limiting diffusion when the latter is positive recurrent. We show in Theorem 3.1
that the spare capacity is equal to an average ‘idleness’ weighted by the critical quantity in (3.1).
To prove the uniform exponential ergodicity for the limiting controlled diffusion, we use a common
Lyapunov function given in Definition 4.1. This Lyapunov function consists of two components
that treat the positive and negative half spaces of the state space in a delicate manner. An
important ‘tilting’ parameter must be carefully chosen to account for not only the different effects of
queueing and idleness (positive and negative half state space), but also the second order derivatives
of the extended generator of the diffusion. Note that these Lyapunov functions differ from the
quadratic Lyapunov functions used in [18–20, 23, 24] employed for the study of stability under
constant controls, and also differ from that used in [13] for the uniform stability of the ‘V’ network.
The same Lyapunov function is used to prove the uniform exponential ergodicity for the prelimit
diffusion-scaled processes. However, unlike the ‘V’ network studied in [13], the Foster-Lyapunov
equations for the limiting diffusion do not carry over to the analogous equations for the diffusion-
scaled queueing processes over the entire state space. The reason lies in the jointly work conserving
(JWC) condition (that is, all the queues have to be empty when there are idle servers) which is
essential in establishing the weak convergence to the controlled limiting diffusion (see [25, 26]).
To tackle this difficulty, we first provide an explicit ‘drift’ representation of the diffusion-scaled
processes which differs from the drift of the diffusion by an extra term that accounts for the
deviation from the JWC condition in the nth system, and which vanishes in the limit. A natural
extension of the concept of work conservation for multiclass multi-pool networks is minimization of
the idle servers at all times. This defines an action space which we call system-wide work conserving
(SWC). Establishing the “uniform” geometric ergodicity over all SWC Markov policies when the
spare capacity is positive, is accomplished by first proving a useful upper bound for the minimum of
idle servers and cumulative queue size for the nth system, and then using this to derive the Foster–
Lyapunov drift inequalities in the region of the state space where the drifts of the diffusion limit and
the nth system do not match. This facilitates establishing the drift inequalities for the diffusion-
scaled processes. As a consequence of the Foster-Lyapunov equations, the invariant probability
measures of the diffusion-scaled queueing processes have uniform exponential tails.
The property of interchange of limits attests to the validity of the diffusion approximation for
the queueing network. For stochastic networks in the conventional heavy traffic regime, we refer
the readers to the papers [27–32] and references therein. For the ‘V’ network in the Halfin–Whitt
regime, interchange of limits is established in [12, 13]. For the ‘N’ network, Stolyar [14] has shown
the interchange of limits under a specific static priority policy. This property also holds for networks
with pool-dependent service rates under the LQFS-LB scheduling policy, as shown in [15, Section
7.2]. Stolyar and Yudovina [17] and Stolyar [14] then proved tightness of the stationary distributions
and interchange of limits of a leaf-activity priority policy in the sub-diffusion and diffusion scales,
respectively, in the underloaded regime. This paper contributes to this literature by establishing
that the limit of the diffusion-scaled invariant distributions is equal to the invariant distribution
of the limiting diffusion process for the large classes of networks considered under any stationary
Markov policy. Indeed, this follows from [19, Lemmas 6.1–6.2], Theorem 4.3 and Theorem 5.1.
1.1. Organization of the paper. In the next subsection, we summarize the notation used in
the paper. In Subsection 2.1, we describe the model and state informally the assumptions used.
We define the diffusion scaled processes, and characterize the corresponding controlled generator in
Subsection 2.2. In Subsection 2.3, the notion of system-wide work conserving policies is introduced,
and this is used in Subsection 2.4 to take limits and establish the diffusion approximation. In
Section 3, we define the parameter of spare capacity (%) for multiclass multi-pool networks and
show that whenever % < 0, the process is transient under any stationary Markov control both for
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the diffusion limit and the nth system for the models under consideration. In the same subsection,
we establish the relation between the spare capacity and average idleness. In Section 4 we first
provide equivalent characterizations of uniform exponential ergodicity of controlled diffusions, and
then proceed to establish that the diffusion limits of the aforementioned classes of networks are
uniformly exponentially ergodic and their invariant probability measures have uniform exponential
tails. Finally, Section 5 is devoted to the study of uniform exponential ergodicity of the nth system
of networks under consideration.
1.2. Notation. We use Rm (and Rm+ ), m ≥ 1, to denote real-valued m-dimensional (nonnegative)
vectors, and write R for the real line. We use zT to denote the transpose of a vector z ∈ Rm.
Throughout the paper e ∈ Rm stands for the vector whose elements are equal to 1, that is, e =
(1, . . . , 1)T, and ei ∈ Rm denotes the vector whose elements are all 0 except for the ith element
which is equal to 1. For x, y ∈ R, x ∨ y = max{x, y}, x ∧ y = min{x, y}, x+ = max{x, 0} and
x− = max{−x, 0}.
For a set A ⊆ Rm, we use Ac, ∂A, and 1A to denote the complement, the boundary, and the
indicator function of A, respectively. A ball of radius r > 0 in Rm around a point x is denoted by
Br(x), or simply as Br if x = 0. We also let B ≡ B1. The Euclidean norm on Rm is denoted by | · |,
and 〈· , ·〉 stands for the inner product. For x ∈ Rm, we let ‖x‖1 :=
∑
i|xi|, and by Kr, or K(r),
for r > 0, we denote the closed cube
Kr := {x ∈ Rm : ‖x‖1 ≤ r} . (1.1)
Also, we define xmax := maxi xi, and xmin := mini xi, and x
± :=
(
x±1 , . . . , x
±
m
)
.
For a finite signed measure ν on Rm, and a Borel measurable f : Rm → [1,∞), the f -norm of ν
is defined by
‖ν‖f := sup
g∈B(Rm), |g|≤f
∣∣∣∣∫
Rm
g(x) ν(dx)
∣∣∣∣ , (1.2)
where B(Rm) denotes the class of Borel measurable functions on Rm.
2. The queueing network model and the diffusion limit
In this section, we consider a sequence of parallel server networks whose processes, parameters,
and variables are indexed by n. We recall some of the definitions and notations used in [19,20].
2.1. Model and assumptions. Consider a general Markovian parallel server (multiclass multi-
pool) network with m classes of customers and J server pools. Customer classes take values in
I = {1, . . . ,m} and server pools in J = {1, . . . , J}. Forming their own queue, customers of each
class are served according to a First-Come-First-Served (FCFS) service discipline. We assume
throughout the paper that customers do not abandon. For all i ∈ I, let J (i) denote the subset
of server pools that can serve customer class i. On the other hand, for all j ∈ J , let I(j) be the
subset of customer classes that can be served by server pool j.
We form a bipartite graph G = (I ∪J , E) with a set of edges defined by E = {(i, j) ∈ I ×J : j ∈
J (i)}, and use the notation i ∼ j, if (i, j) ∈ E , and i  j, otherwise. We assume that the graph G
is a tree. We define
RG+ :=
{
ξ = [ξij ] ∈ Rm×J+ : ξij = 0 for i  j
}
, (2.1)
and analogously define RG , ZG+, and ZG .
In each server pool j, we let Nnj be the number of servers, which are assumed to be statistically
identical. For each i ∈ I, customer class i arrives according to a Poisson process with arrival rate
λni > 0. These customers are served at an exponential rate µ
n
ij > 0 at server pool j if j ∈ J (i),
and µnij = 0 otherwise. Finally, we assume that the arrival and service processes of all classes are
mutually independent. We study these networks in the Halfin–Whitt regime, which involves the
following assumption on the parameters. There exist positive constants λi and νj , nonnegative
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constants µij , with µij > 0 for i ∼ j and µij = 0 for i  j, and constants λˆi, µˆij and νˆj , such that
the following limits exist as n→∞:
λni − nλi√
n
→ λˆi ,
√
n (µnij − µij) → µˆij , and
Nnj − nνj√
n
→ νˆj . (2.2)
An additional standard assumption referred to as the complete resource pooling condition [25,33]
concerns the fluid scale equilibrium, and is stated as follows. The linear program (LP) given by
Minimize max
j∈J
∑
i∈I(j)
ξij , subject to
∑
j∈J (i)
µijνjξij = λi ∀ i ∈ I , (2.3)
has a unique solution ξ∗ = [ξ∗ij ] ∈ RG+ satisfying∑
i∈I
ξ∗ij = 1, ∀j ∈ J , and ξ∗ij > 0 for all i ∼ j . (2.4)
We define x∗ ∈ Rm, and z∗ ∈ RG+ by
x∗i =
∑
j∈J
ξ∗ijνj , and z
∗
ij = ξ
∗
ijνj . (2.5)
For each i ∈ I and j ∈ J , we let Xni = {Xni (t) : t ≥ 0} denote the total number of class i
customers in the system (both in service and in queue), Znij = {Znij(t), t ≥ 0} the number of class i
customers currently being served in pool j, Qni = {Qni (t), t ≥ 0} the number of class i customers in
the queue, and Y nj = {Y nj (t), t ≥ 0} the number of idle servers in server pool j. Let Xn = (Xni )i∈I ,
Y n = (Y nj )j∈J , Q
n = (Qni )i∈I , and Z
n = (Znij)i∈I, j∈J . The process Z
n is the scheduling control.
Dropping the explicit dependence on n for simplicity, let (x, z) ∈ Zm+ × ZG+ denote a state-action
pair. We define
qi(x, z) := xi −
∑
j∈J
zij , i ∈ I ,
ynj (z) := N
n
j −
∑
i∈J
zij , j ∈ J ,
(2.6)
and the action space Zn(x) by
Zn(x) := {z ∈ ZG+ : qi(x, z) ∧ ynj (z) = 0 , qi(x, z) ≥ 0 , ynj (z) ≥ 0 ∀ (i, j) ∈ E} .
Note that this space consists of work-conserving actions only.
2.2. Diffusion scaling. With ξ∗ ∈ RG+ the solution of the (LP), we define z¯n ∈ RG+ and x¯n ∈ Rm
by
z¯nij :=
1
n
ξ∗ijN
n
j , x¯
n
i :=
∑
j∈J
z¯nij , (2.7)
and
Xˆni (t) :=
1√
n
(
Xni (t)− nx¯ni
)
,
Qˆni (t) :=
1√
n
Qni (t) ,
Zˆnij(t) :=
1√
n
(
Znij(t)− nz¯nij
)
,
Yˆ nj (t) :=
1√
n
Y nj (t) .
(2.8)
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These obey the balance equations
Xˆni (t) = Qˆ
n
i (t) +
∑
j∈J (i)
Zˆnij(t) ∀ i ∈ I ,
Yˆ nj (t) +
∑
i∈I(j)
Zˆnij(t) = 0 ∀ j ∈ J .
(2.9)
We introduce suitable notation in the diffusion scale as follows (see [19, Definition 2.3]).
Definition 2.1. For x ∈ Zm+ and z ∈ Zn(x), we define
xˆn :=
x− nx¯n√
n
, zˆn :=
z − nz¯n√
n
, (2.10)
and let Sn denote the state space in the diffusion scale, that is,
Sn :=
{
xˆ ∈ Rm : √nxˆ+ nx¯n ∈ Zm+
}
.
It is clear that the diffusion-scaled work-conserving action space Zˆn(xˆ) takes the form
Zˆn(xˆ) := {zˆ : √nzˆ + nz¯n ∈ Zn(√nxˆ+ nx¯n)} , xˆ ∈ Sn .
Recall that a scheduling policy is called stationary Markov if Zn(t) = z(Xn(t)) for some function
z : Zm+ → ZG+, in which case we identify the policy with the function z. Under a stationary Markov
policy, Xn is Markov with controlled generator
Lnz f(x) :=
∑
i∈I
(
λni
(
f(x+ ei)− f(x)
)
+
∑
j∈J (i)
µnijzij
(
f(x− ei)− f(x)
))
(2.11)
for f ∈ C(Rm) and x ∈ Zm+ . Let `n = (`n1 , . . . , `nm)T be defined by
`ni :=
1√
n
(
λni −
∑
j∈J (i)
µnijξ
∗
ijN
n
j
)
. (2.12)
By (2.7), the assumptions on the parameters in (2.2) and (2.3), we have
`ni −−−→n→∞ `i := λˆi −
∑
j∈J (i)
µˆijz
∗
ij ,
with z∗ as in (2.5). Let ` := (`1, . . . , `m)T.
We drop the dependence on n in the diffusion-scaled variables in order to simplify the notation.
A work-conserving stationary Markov policy z, that is a map z : Zm+ → ZG+ such that z(x) ∈ Zn(x)
for all x ∈ Zm+ , gives rise to a policy zˆ : Sn → RG , with zˆ(xˆ) ∈ Zˆn(xˆ) for all xˆ ∈ Sn, via (2.10) (and
vice-versa). Using (2.8), (2.11), and (2.12) and rearranging terms, the controlled generator of the
corresponding diffusion-scaled process can be written as
L̂nzˆ f(xˆ) =
∑
i∈I
λni
n
df
(
xˆ; 1√
n
ei
)
+ df
(
xˆ;− 1√
n
ei
)
n−1
−
∑
i∈I
bni (xˆ, zˆ)
df
(
xˆ;− 1√
n
ei
)
n−1/2
, xˆ ∈ Sn , zˆ ∈ Zˆn(xˆ) ,
(2.13)
where df is given by
df(x; y) := f(x+ y)− f(x) , x, y ∈ Rm ,
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and the ‘drift’ bn = (bn1 , · · · , bnm)T is given by
bni (xˆ, zˆ) := `
n
i −
∑
j∈J (i)
µnij zˆij , zˆ ∈ Zˆn(xˆ) , i ∈ I . (2.14)
Definition 2.2. For xˆ ∈ Sn and zˆ ∈ Zˆn(xˆ), we define (compare with (2.9))
qˆni (xˆ, zˆ) := xˆi −
∑
j∈J (i)
zˆij , i ∈ I , yˆnj (zˆ) := −
∑
i∈I(j)
zˆij , j ∈ J , (2.15)
and
ϑˆn(xˆ, zˆ) := 〈e, qˆn(xˆ, zˆ)〉 ∧ 〈e, yˆn(zˆ)〉 .
By (2.15), we have〈
e, qˆn(xˆ, zˆ)
〉
= ϑˆn(xˆ, zˆ) + 〈e, xˆ〉+ , and 〈e, yˆn(zˆ)〉 = ϑˆn(xˆ, zˆ) + 〈e, xˆ〉− (2.16)
for all xˆ ∈ Sn and zˆ ∈ Zˆn(xˆ). Define the (m− 1) and (J − 1) simplexes
∆c := {u ∈ Rm : u ≥ 0 , 〈e, u〉 = 1} , and ∆s := {u ∈ RJ : u ≥ 0 , 〈e, u〉 = 1} , (2.17)
and let ∆ := ∆c ×∆s. By (2.16), there exists u = (uc, us) ∈ ∆ such that
qˆn(xˆ, zˆ) =
(
ϑˆn(xˆ, zˆ) + 〈e, xˆ〉+)uc , and yˆn(zˆ) = (ϑˆn(xˆ, zˆ) + 〈e, xˆ〉−)us . (2.18)
Let
D :=
{
(α, β) ∈ Rm × RJ : ∑mi=1 αi = ∑Jj=1 βj} .
As shown in [26, Proposition A.2], there exists a unique linear map Φ = [Φij ] : D → RG solving∑
j∈J (i)
Φij(α, β) = αi ∀ i ∈ I , and
∑
i∈I(j)
Φij(α, β) = βj ∀ j ∈ J . (2.19)
Since
(
xˆ − qˆn(xˆ, zˆ),−yˆn(zˆ)) ∈ D by (2.6) and (2.15), using the linearity of the map Φ and (2.18)
and (2.19), it follows that
zˆ = Φ
(
xˆ− qˆn(xˆ, zˆ),−yˆn(zˆ))
= Φ
(
xˆ− 〈e, xˆ〉+uc,−〈e, xˆ〉−us)− ϑˆn(xˆ, zˆ) Φ(uc, us) . (2.20)
We describe an important property of the linear map Φ which we need later. Consider the
matrices Bn1 ∈ Rm×m and Bn2 ∈ Rm×J defined by∑
j∈J (i)
µnijΦij(α, β) =
(
Bn1α+B
n
2 β
)
i
, ∀ i ∈ I , ∀(α, β) ∈ D . (2.21)
It is clear that for Bn1 to be a nonsingular matrix the basis used in the representation of the linear
map Φ should be of the form D =
(
α, (β)−j
)
, j ∈ J , where (β)−j = {β` , ` 6= j}. Since Φ has
a unique representation in terms of such a basis, and since Bni , i = 1, 2, are determined uniquely
from Φ by (2.21), abusing the terminology, we refer to such an D as a basis for Bni , i = 1, 2. In
[20, Lemma 4.3], the following property is asserted: Given any ıˆ ∈ I, there exists an ordering of
{αi , i ∈ I} with αıˆ the last element, and ˆ ∈ J , such that the matrix Bn1 is lower diagonal with
positive diagonal elements with respect to this ordered basis
(
α, (β)−ˆ
)
. For more details, we refer
the reader to [20, Section 4.1].
In view of (2.20) and (2.21), for any zˆ ∈ Z˜n(xˆ) with xˆ ∈ Sn, there exists u = u(xˆ, zˆ) ∈ ∆ such
that the drift bn in (2.14) takes the form
bn(xˆ, zˆ) = `n −Bn1
(
xˆ− 〈e, xˆ〉+uc)+Bn2 us〈e, xˆ〉− + ϑˆn(xˆ, zˆ)(Bn1 uc +Bn2 us) . (2.22)
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2.3. Joint and system-wide work conservation. We start with the following definition.
Definition 2.3. We say that an action zˆ ∈ Zˆn(xˆ) is jointly work conserving (JWC), if ϑˆn(xˆ, zˆ) = 0.
Let
ϑˆn∗ (xˆ) := min
zˆ∈Zˆn(xˆ)
ϑˆn(xˆ, zˆ) , xˆ ∈ Sn ,
and
Z˜n(xˆ) := {zˆ ∈ Zˆn(xˆ) : ϑˆn(xˆ, zˆ) = ϑˆn∗ (xˆ)} , xˆ ∈ Sn .
We refer to Z˜n(xˆ) as the system-wide work conserving (SWC) action set at xˆ. A stationary Markov
scheduling policy zˆ is called SWC if zˆ(xˆ) ∈ Z˜n(xˆ) for all xˆ ∈ Sn. We let Z˜n denote the class of
all such policies. Since z and zˆ are related by (2.10), abusing this terminology, we also refer to a
Markov policy z : Zm+ → ZG+ as SWC, if it satisfies
z(x)− nz¯n√
n
∈ Z˜n
(
x− nx¯n√
n
)
,
and we write z ∈ Z˜n.
We recall [25, Lemma 3] which states that there exists M0 > 0 such that the collection of sets
X˘n defined by
X˘n :=
{
xˆ ∈ Sn : ‖xˆ‖1 ≤M0
√
n
}
, (2.23)
has the following property. If xˆ ∈ X˘n, then for any pair (qˆ, yˆ) such that √nqˆ ∈ Zm+ ,
√
nyˆ ∈ ZJ+, and
satisfying
〈e, qˆ〉 ∧ 〈e, yˆ〉 = 0 , 〈e, xˆ− qˆ〉 = 〈e,−yˆ〉 , and yˆj ≤ Nnj , j ∈ J ,
it holds that Φ(xˆ − qˆ,−yˆ) ∈ Zˆn(xˆ). It follows from this lemma and Definition 2.3 that if xˆ ∈ X˘n,
then the actions in Z˜n(xˆ) are JWC.
2.4. The diffusion limit. The diffusion approximation or diffusion limit of the queueing model
described above is an m-dimensional stochastic differential equation (SDE) of the form
dXt = b(Xt, Ut) dt+ σ(Xt) dWt , X0 = x ∈ Rm . (2.24)
Here, {Wt}t≥0 is a standard m-dimensional Brownian motion, and the control Ut takes values in
the set ∆ = ∆c ×∆s defined in (2.17). The drift b can be derived as follows. Recall RG in (2.1).
For u = (uc, us) ∈ ∆, let Φ̂[u] : Rm → RG be defined by
Φ̂[u](x) := Φ
(
x− (e · x)+uc,−(e · x)−us) , (2.25)
with Φ as defined in (2.19). Then the drift b takes the form
bi(x, u) = `i −
∑
j∈J (i)
µijΦ̂ij [u](x) . (2.26)
By [20, Lemma 4.3], we also know that (2.26) can be expressed as
b(x, u) = `−B1
(
x− 〈e, x〉+uc)+B2us〈e, x〉− , (2.27)
where B1 ∈ Rm×m is a lower diagonal matrix with positive diagonal elements, and B2 ∈ Rm×J . Of
course Bi in (2.27) and B
n
i in (2.22), i = 1, 2, have the same functional form with respect to {µij}
and {µnij}, respectively.
The diffusion matrix σ ∈ Rm×m is constant, and
a := σσT = diag(2λ1, . . . , 2λm) .
In addition, for f ∈ C2(Rm), we define
Luf(x) := 1
2
trace
(
a∇2f(x))+ 〈b(x, u),∇f(x)〉 , (2.28)
UNIFORM STABILITY OF LARGE-SCALE PARALLEL SERVER NETWORKS 9
with ∇2f denoting the Hessian of f .
Remark 2.1. Let zˆ ∈ Z˜n(xˆ). Then, ϑˆn(xˆ, zˆ) = ϑˆn∗ (xˆ) = 0 for all xˆ ∈ X˘n, and in view of (2.22), for
any xˆ ∈ X˘n, there exists u = u(xˆ, zˆ) ∈ ∆ such that
bn(xˆ, zˆ) = `n −Bn1
(
xˆ− 〈e, xˆ〉+uc)+Bn2 us〈e, xˆ〉− . (2.29)
Since `n → ` and Bni → Bi as n→∞, and by also comparing L̂nzˆ in (2.13) to Lu in (2.28), it is clear
that Foster–Lyapunov equations for Lu carry over to analogous equations for L̂nzˆ on X˘n uniformly
over SWC policies. However, even though X˘n fills the whole space as n → ∞, b and bn differ in
functional form when ϑˆn(xˆ, zˆ) 6= 0, and this makes the stability analysis of multiclass multi-pool
networks much harder than the ‘V’ network studied in [13].
2.4.1. Networks with a dominant server pool. This network has one non-leaf server node, which,
without loss of generality, we label as j = 1. As in Subsection 2.1, the customer nodes are denoted
by I = {1, 2, . . . ,m}, and the server nodes by J = {1, 2, . . . , J}. Recall that J (i) is the collection
of sever nodes connected to customer i. Owing to the tree structure of the network, server 1 ∈ J (i)
for all i ∈ {1, 2, . . . ,m}. Let J1(i) := J (i) \ {1} for all i ∈ I. Recall the form of the drift in (2.26).
Using (2.19), it is simple to show that the matrix Φ̂ij [u] for this network is given by
Φ̂ij [u](x) =

xi − 〈e, x〉+uci +
∑
j∈J1(i)〈e, x〉− usj for j = 1 ,
−〈e, x〉− usj for j ∈ J1(i) ,
0 otherwise.
(2.30)
Using (2.30), the drift takes the following simple form:
bi(x, u) = `i − µi1
(
xi − uci 〈e, x〉+
)
+
∑
j∈J1(i)
µi1
(
ηij − 1
)
usj〈e, x〉− , i ∈ I , (2.31)
with ηij :=
µij
µi1
for j ∈ J1(i) and i ∈ I. Note that B1 = diag(µ11, . . . , µm1), and so ` = − %mB1e,
where % is given by (2.33). We define
η¯ := max
i∈I
max
j∈J1(i)
ηij , and η := min
i∈I
min
j∈J1(i)
ηij .
(a) Generalized ‘N’ Network (b) Generalized ‘M’ Network square-customer class, circle-server pool, the solid circle is the dominating server pool(c) Network with a dominant server
pool
Figure 1. Examples of multiclass multi-pool networks with a dominant pool
(square–customer classes, circle–server pools, solid circle–the dominant server pool)
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2.4.2. Networks with class-dependent service rates. We consider in this part arbitrary tree networks
where the service rates are dictated by the customer type; namely µij = µi for all (i, j) ∈ E . Recall
the definition in (2.25). Using (2.19) and (2.26), the drift of this network takes the form
bi(x, u) = `i −
∑
j∈J (i)
µijΦ̂ij [u](x) = `i − µi
(
xi − uci 〈e, x〉+
)
, ∀i ∈ I . (2.32)
Note then that B2 = 0.
2.5. A necessary and sufficient condition for uniform stability. We define the spare capacity
(or the safety staffing) for the nth system (prelimit) and the diffusion limit by
%n := −
〈
e, (Bn1 )
−1`n
〉
, and % := − 〈e,B−11 ` 〉 , (2.33)
respectively. Note, of course, that %n → % as n→∞ by (2.2).
We summarize the main results of the paper.
Theorem 2.1. Consider a network with a dominant server pool, or with class-dependent service
rates. Then the conditions % > 0 and %n > 0 are necessary and sufficient for the uniform stability
of the limiting diffusion and the diffusion-scaled queueing processes, respectively. More precisely:
(i) if % < 0, the process {Xt}t≥0 in (2.24) is transient under any stationary Markov control.
In addition, if % = 0, then {Xt}t≥0 cannot be positive recurrent.
(ii) if %n < 0, the process {Xnt }t≥0 is transient under any stationary Markov scheduling policy.
In addition, if %n = 0, then {Xnt }t≥0 cannot be positive recurrent.
(iii) if % > 0, the processes {Xt}t≥0 are uniformly exponentially ergodic over stationary Markov
controls.
(iv) if %n > 0, the processes {Xnt }t≥0 are uniformly exponentially ergodic over SWC scheduling
policies, and the invariant distributions have exponential tails.
Parts (i) and (ii) of Theorem 2.1 follow from Propositions 3.1 and 3.2, respectively. Part (iii)
follows from Theorem 4.3, and part (iv) from Theorem 5.1.
3. Two properties of the spare capacity and transience
In the first part of this section we prove the results in Theorem 2.1 (i) and (ii). It is important
to note that for the models in Subsections 2.4.1 and 2.4.2 we have
1 + 〈e,B−11 B2us〉 > 0 . (3.1)
Indeed, one can easily check that
1 + 〈e,B−11 B2us〉 = 1 +
∑
i∈I
∑
j∈J1(i)
(ηij − 1)usj > 0 ,
and
1 + 〈e,B−11 B2us〉 = 1 ,
for networks with a dominant server pool and class-dependent service rates respectively, where in
the second case we use the fact that B2 = 0.
Proposition 3.1. Suppose that % = −〈e,B−11 `〉 < 0. Then the process {Xt}t≥0 in (2.24) is
transient under any stationary Markov control. In addition, if % = 0, then {Xt}t≥0 cannot be
positive recurrent.
Proof. Let H(x) := tanh
(
β〈e,B−11 x〉
)
, with β > 0. Then
trace
(
a∇2H(x))) = β2 tanh′′(β〈e,B−11 x〉)∣∣σTB−11 e∣∣2 .
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We have
LuH(x) = 1
2
trace
(
a∇2H(x))+ 〈b(x, u),∇H(x)〉
= −β2 tanh
(
β〈e,B−11 x〉
)
cosh2
(
β〈e,B−11 x〉
) |σTB−11 e|2
+
β
cosh2
(
β〈e,B−11 x〉
)(〈e,B−11 `〉+ 〈e, x〉−(1 + 〈e,B−11 B2us〉)) .
(3.2)
Thus, for 0 < β < 〈e,B−11 `〉 |σTB−11 e|−2, we obtain LuH(x) > 0 by (3.1). Therefore, {H
(
Xt
)}t≥0
is a bounded submartingale, so it converges almost surely. Since X is irreducible, it can be either
recurrent or transient. If it is recurrent, then H should be constant a.e. in Rm, which is not the
case. Thus X is transient.
We now turn to the case where % = 0. Suppose that the process {X(t)}t≥0 (under some stationary
Markov control) has an invariant probability measure pi(dx). It is well known that pi must have
a positive density. Let h1(x) and h2(x) denote respectively the first and the second terms on the
right hand side of (3.2). Applying Itoˆ’s formula to (3.2), we obtain
Epi
[
H(Xt∧τr)
]−H(x) = ∑
i=1,2
Epi
[∫ t∧τr
0
hi(Xs)ds
]
, (3.3)
where τr denotes the first exit time from Br, r > 0. Note that h1(x) is bounded and h2(x) is
non-negative. Thus using dominated and monotone convergence, we can take limits in (3.3) as
r →∞ for the terms on the right side to obtain∫
Rm
H(x)pi(dx)−H(x) = t
∑
i=1,2
∫
Rm
hi(x)pi(dx), t ≥ 0 .
Since H(x) is bounded, we can divide both sides by t and β and take the limit as t→∞ to get∫
Rm
β−1h1(x)pi(dx) +
∫
Rm
β−1h2(x)pi(dx) = 0 . (3.4)
Since β−1h1(x) tends to 0 uniformly in x as β ↘ 0, the first term on the left hand side of (3.4)
vanishes as β ↘ 0. However, since β−1h2(x) is bounded away from 0 on the open set {x ∈
Rm : 〈e, x〉− > 1}, this contradicts the fact that pi(dx) has full support. 
Proposition 3.2. Suppose that %n < 0. Then the state process {Xnt }t≥0 of the nth system is
transient under any stationary Markov scheduling policy. In addition, if %n = 0, then {Xnt }t≥0
cannot be positive recurrent.
Proof. The proof mimics that of Proposition 3.1. We apply the function H in that proof to the
operator L̂nzˆ in (2.13), and use the identity
H
(
x± 1√
n
ei
)
−H(x)∓ 1√
n
∂xiH(x) =
1
n
∫ 1
0
(1− t) ∂xixiH
(
x± t√
n
ei
)
dt , (3.5)
to express the first and second order incremental quotients, together with (2.22) which implies that〈
bn(xˆ, zˆ),∇H(xˆ)〉 = β
cosh2
(
β〈e, (Bn1 )−1xˆ〉
)(〈e, (Bn1 )−1`n〉
+
(
ϑˆn(xˆ, zˆ) + 〈e, xˆ〉−)(1 + 〈e, (Bn1 )−1Bn2 us〉)) .
The rest follows exactly as in the proof of Proposition 3.1. 
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3.1. Spare capacity and average idleness. It is shown in [13, 24] that if the diffusion limit of
the ‘V’ network with no abandonment has a invariant distribution pi under some stationary Markov
control, then % represents the ‘average idleness’ of the system, that is, % =
∫
Rm〈e, x〉−pi(dx). In
calculating this average for multi-pool networks, idle servers are not weighted equally across different
pools and the term
〈
e,B−11 B2u
s(x)
〉
appears in the expression. It is important to note that only
the control on the idleness allocations among server pools us appears in the identity, and the control
component uc does not.
Theorem 3.1. Consider a network with a dominant server pool, or with class-dependent service
rates, and suppose that % > 0. Let piu denote the invariant invariant probability measure corre-
sponding to a stationary Markov control u ∈ Usm, whose existence follows from Theorem 2.1 (iii).
Then
% =
∫
Rm
(
1 +
〈
e,B−11 B2u
s(x)
〉)〈e, x〉− piu(dx). (3.6)
Proof. The proof is similar to that of [24, Corollary 5.1], but more involved for the multiclass multi-
pool networks. We first recall some definitions and notations. Let χr(t), χ˘r(t), r > 1 be smooth,
concave and convex functions, respectively, defined by
χr(t) =
{
t , t ≤ r − 1 ,
r − 12 , t ≥ r ,
and χ˘r(t) =
{
t , t ≥ 1− r ,
1
2 − r , t ≤ −r .
Let gr(x) = χ˘r
(〈e,B−11 x〉), and fr(x) = χr(gr(x)). A straightforward calculation shows that
〈b(x, u),∇fr(x)〉 = h1(x) + h2(x) ,
1
2
trace
(
a(x)∇2fr(x)
)
= h3(x) + h4(x) ,
where
h1(x) := −%χ′r
(
f(x)
)
χ˘′r
(〈e,B−11 x〉) ,
h2(x) :=
[
1 +
〈
e,B−11 B2u
s
〉]
χ′r
(
f(x)
)
χ˘′r
(〈e,B−11 x〉)〈e, x〉− ,
h3(x) :=
1
2
χ′′r
(
f(x)
) (
χ˘′r
(〈e,B−11 x〉))2∣∣σTB−11 e∣∣2 ,
h4(x) :=
1
2
χ′r
(
f(x)
)
χ˘′′r
(〈e,B−11 x〉)∣∣σTB−11 e∣∣2 .
We note that gr(x) is positive and bounded below away from 0, and fr(x) is smooth, bounded,
and has bounded derivatives. Also note that hi, i = 1, 2, 3, are bounded, and h2 is nonnega-
tive. Therefore, if {X(t)}t≥0 is positive recurrent with an invariant probability measure piu(dx), a
straightforward application of Itoˆ’s formula shows that piu
(Lufr) = 0. Therefore, we obtain
piu(−h1) = piu(h2) + piu(h3) + piu(h4). (3.7)
By the definition of χr and χ˘r, it is straightforward to verify that
lim
r→∞piu(h3) = limr→∞piu(h4) = 0 . (3.8)
In addition, using dominated convergence theorem
lim
r→∞piu(h1) = −% ,
lim
r→∞piu(h2) =
∫
Rm
(
1 +
〈
e,B−11 B2u
s
〉)〈e, x〉− piu(dx) . (3.9)
Combining (3.7)–(3.9), we obtain (3.6). 
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Remark 3.1. Using Theorem 3.1 and the drift in Subsections 2.4.1 and 2.4.2, it is easy to verify
that in the case of a network with a dominant server pool we have
% =
∫
Rm
[
1 +
∑
i∈I
∑
j∈J1(i)
(µij
µi1
− 1)usj
]
〈e, x〉−piu(dx) ,
whereas in the case of a network with class-dependent service rates, (3.6) takes the form
% =
∫
Rm
〈e, x〉−pi(dx).
4. Uniform exponential ergodicity of the diffusion limit
We start by reviewing the notion of uniform exponential ergodicity for a controlled diffusion. We
do this under fairly general hypotheses. Consider a controlled diffusion process X = {Xt, t ≥ 0}
which takes values in the m-dimensional Euclidean space Rm, and is governed by the Itoˆ equation
dXt = b
(
Xt, v(Xt)
)
dt+ σ(Xt) dWt . (4.1)
All random processes in (4.1) live in a complete probability space (Ω,F ,P). The process W is a
m-dimensional standard Wiener process independent of the initial condition X0. The function v
maps Rm to a compact, metrizable set U and is Borel measurable. The collection of such functions
comprising of the set of stationary Markov controls is denoted by Usm.
The parameters of the equation (4.1) satisfy the following:
(1) Local Lipschitz continuity: The functions b : Rm × U → Rm and σ : Rm → Rm×m are
continuous, and satisfy
|b(x, u)− b(y, u)|+ ‖σ(x)− σ(y)‖ ≤ CR |x− y| ∀x, y ∈ BR , ∀u ∈ U .
for some constant CR > 0 depending on R > 0.
(2) Affine growth condition: For some C0 > 0, we have
sup
u∈U
〈b(x, u), x〉+ + ‖σ(x)‖2 ≤ C0
(
1 + |x|2) ∀x ∈ Rm .
(3) Nondegeneracy: For each R > 0, it holds that
m∑
i,j=1
aij(x)ξiξj ≥ C−1R |ξ|2 ∀x ∈ BR ,
and for all ξ = (ξ1, . . . , ξm)
T ∈ Rm, where a = 12σσT.
It is well known that, under hypotheses (1)–(2), (4.1) has a unique strong solution which is also
a strong Markov process for any v ∈ Usm [34]. We let Evx denote the expectation operator on the
canonical space of the process controlled by v, with initial condition X0 = x. Let τ(A) denote the
first exit time from the set A ∈ Rm.
We say that the process {Xt}t≥0 is uniformly exponentially ergodic if for some ball B◦ there exist
δ◦ > 0 and x◦ ∈ B¯c◦ such that supv∈Usm Evx◦ [eδ◦ τ(B
c◦)] <∞.
We let Â denote the operator
Âφ(x) := 1
2
trace
(
a(x)∇2φ(x))+ max
u∈U
〈
b(x, u),∇φ(x)〉 , x ∈ Rm ,
for φ ∈ C2(Rm). For a locally bounded, Borel measurable function f : Rm → R, which is bounded
from below in Rm, i.e., infRm f > −∞, we define the generalized principal eigenvalue of Â+ f by
Λ(f) := inf
{
λ ∈ R : ∃ϕ ∈W2,mloc (Rm), ϕ > 0, Âϕ+ (f − λ)ϕ ≤ 0 a.e. in Rm
}
.
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We have the following equivalent characterizations of uniform exponential ergodicity. This is a
straightforward extension of [24, Theorem 3.1] for controlled diffusions, and is stated without proof.
Recall that a map f : Rm → R is called coercive, or inf-compact, if infBcr f →∞ as r →∞.
Theorem 4.1. The following are equivalent.
(a) For some ball B◦ there exists δ◦ > 0 and x◦ ∈ B¯c◦ such that supv∈Usm Ex◦ [eδ◦ τ(B
c◦)] <∞.
(b) For every ball B there exists δ > 0 such that supv∈Usm E
v
x[e
δ τ(Bc)] <∞ for all x ∈ Bc.
(c) For every ball B, there exists a coercive function V ∈ W2,ploc(Rm), p > d, with infRm V ≥ 1,
and positive constants κ0 and δ such that
ÂV(x) ≤ κ0 1B(x)− δV(x) ∀x ∈ Rm . (4.2)
(d) Equation (4.1) is recurrent, and Λ(1Bc) < 1 for every ball B.
Remark 4.1. Recall (1.2). Let P vt (x, dy) denote the transition probability of {Xt}t≥0 in (4.1) under
a control v ∈ Usm. It is well known that (4.2) implies that there exist constants γ and Cγ which do
not depend on the control v chosen, such that∥∥P vt (x, · )− piv(·)∥∥V ≤ CγV(x) e−γt , ∀x ∈ Rm , ∀ t ≥ 0 , (4.3)
where piv denotes the invariant probability measure of {Xt}t≥0 under the control v.
4.1. A class of intrinsic Lyapunov functions for the queueing network model. As seen
in Theorem 4.1, uniform exponential ergodicity is equivalent to the Foster–Lyapunov inequality in
(4.2). In establishing this property for the diffusion limit of stochastic networks, a proper choice
of a Lyapunov function is of tantamount importance. We first describe an intrinsic class of such
functions.
We fix a convex function ψ ∈ C2(R) with the property that ψ(t) is constant for t ≤ −1, and
ψ(t) = t for t ≥ 0. This is defined by
ψ(t) :=

−12 , t ≤ −1 ,
(t+ 1)3 − 12(t+ 1)4 − 12 t ∈ [−1, 0] ,
t t ≥ 0 .
For ε > 0 we define
ψε(t) := ψ(εt) ,
Thus ψε(t) = εt for t > 0. A simple calculation also shows that ψ
′′
ε (t) ≤ 32ε2.
Definition 4.1. Suppose that B1 = diag(µ˜1, . . . , µ˜m). Using the function ψε introduced above, we
let
Ψ(x) :=
∑
i∈I
ψε(xi)
µ˜i
, (4.4)
with
ε :=
%
3m
(∑
i∈I
λi(3µ˜i + 2)
µ˜2i
)−1
. (4.5)
We also define
V1(x) := exp
(
θΨ(−x)) , V2(x) := exp(Ψ(x)) , and V (x) := V1(x) + V2(x) , (4.6)
with θ a positive constant.
UNIFORM STABILITY OF LARGE-SCALE PARALLEL SERVER NETWORKS 15
As a result of fixing the value of ε in (4.5), Ψ depends only on the parameter θ. This simplifies
the statements of the results in the rest of the paper.
We review some useful properties of the function ψε. First, for the choice of ψ above, we have
have ψ′(−1/2) = 1/2, from which we obtain∑
i∈I
ψ′ε(xi)xi ≥ ε‖x+‖1 −
m
2
, and −
∑
i∈I
ψ′ε(−xi)xi ≥ ε‖x−‖1 −
m
2
. (4.7)
where I := {1, 2, . . . ,m}. Note also that
−
∑
i∈I
ψ′ε(−xi)xi ≤ ε〈e, x〉 ≤
∑
i∈I
ψ′ε(xi)xi .
The function V in Definition 4.1, scaled by the parameter θ which are suppressed in the notation,
is our choice of a Lyapunov function when B1 is a diagonal matrix. The reader will notice the
similarities in Definition 4.1 and [13, Definition 4.2]. However the function V used in this paper is the
sum of the two exponential functions V1 and V2, whereas their product is used in [13, Lemma 2.1].
As will be seen later, in the case of multiclass multi-pool networks, the analysis is considerably
more complex.
The class of functions is particularly useful for the multiclass multi-pool networks resulting in a
diagonal matrix B1 in the drift. This includes the following families of networks:
(i) Networks with a dominant server pool. In such networks, only one server pool can serve
multiple classes, and all classes can be served by this server pool. The diameter of their
graphs is equal to three or four. This family of networks includes the standard ‘N’, ‘M’
networks and generalized ‘N’ and ‘M’ networks, as shown in Figure 1. In fact, following
the leaf-elimination algorithm in [20], it is easy to show that in order for the matrix B1 in
the drift of the diffusion limit to be diagonal for any set of values of the parameters, it is
necessary and sufficient that the network has at most one non-leaf server node.
(ii) Networks with class-dependent service rates.
In the following subsections, we establish the uniform exponential ergodicity of these networks.
To help with the exposition, we study the ‘N’ network in detail and then proceed to the more
general networks with a dominant server pool, and networks with class-dependent service rates.
In establishing the desired drift inequalities, we often partition the space appropriately, and focus
on the subsets of the partition. The following cones appear quite often in the analysis.
Definition 4.2. For δ ∈ [0, 1], we define the cones
K+δ :=
{
x ∈ Rm : 〈e, x〉 ≥ δ‖x‖1
}
,
K−δ :=
{
x ∈ Rm : 〈e, x〉 ≤ −δ‖x‖1
}
.
It is clear that K+0 (K−0 ) corresponds to the nonnegative (nonpositive) canonical half-space, and
K+1 (K−1 ) is the nonnegative (nonpositive) closed orthant.
The following identities are very useful.
〈e, x+〉 = 1± δ
2
‖x‖1 , 〈e, x−〉 =
1∓ δ
2
‖x‖1 for x ∈ ∂K±δ , δ ∈ [0, 1] . (4.8)
In addition, it is straightforward to show that∑
i∈I
ψε(xi) ≤
∑
i∈I
ψε(−xi) if x ∈ K−0 . (4.9)
Also, the following inequality is true in general for any I ′ ⊂ I.∑
i∈I′
ψ′ε(xi)xi − ε
∑
i∈I′
xi =
∑
xi<0 , i∈I′
(
ψ′ε(xi)− ε)xi ≥ 0 . (4.10)
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Remark 4.2. There is an important scaling of the drift which we employ. Note that if we let
ζ = %me+B
−1
1 `, with % as in (2.33), then a mere translation of the origin of the form X˜t = Xt + ζ
results in a diffusion of with the same drift as (2.26), except that the vector ` gets replaced by
` = − %mB1e. Therefore, we may assume without any loss of generality that the drift in (2.27) takes
the form
b(x, u) = − %
m
B1e−B1
(
x− 〈e, x〉+uc)+B2us〈e, x〉−. (4.11)
4.2. The case of the ‘N’ network. Here, m = 2, and the matrices Bi, i = 1, 2, in (2.27) are
given by B1 = diag(µ12, µ22), and B2 = diag(µ11−µ12, 0). Thus, using (4.11), the drift b : R2 → R2
for the ‘N’ network is given by
b(x, u) = −%
2
(
µ12
µ22
)
−
(
µ12 0
0 µ22
)(
x− 〈e, x〉+uc)+((µ11 − µ12)us1
0
)
〈e, x〉− . (4.12)
Note that for the ‘N’ network, we have Ψ(x) = ψε(x1)µ12 +
ψε(x2)
µ22
by (4.4). Recall the definition of
the cube Kr in (1.1). We have the following lemma.
Lemma 4.1. Consider an ‘N’ network satisfying % > 0. Let δ ∈ (0, 1), θ ≥ 2η∨η−1, with η := µ11µ12 ,
and V (x) be as in Definition 4.1. Then, there exist positive constants c0 and c1 such that
〈b(x, u),∇V (x)〉 ≤ c0 − εc1‖x‖1V (x) ∀ (x, u) ∈
(K+δ )c ×∆ (4.13a)
〈b(x, u),∇V2(x)〉 ≤ −%ε
2
V2(x) ∀ (x, u) ∈ K+δ ×∆ . (4.13b)
Proof. To simplify the notation we define
Fi(x, u) :=
1
Vi(x)
〈
b(x, u),∇Vi(x)
〉
, i = 1, 2 . (4.14)
We use (4.12), and apply (4.7) and the inequalities %2
∑
i∈I ψ
′
ε ≤ %ε, and
ψ′ε(−x1)(η − 1)us1〈e, x〉 ≤ −ε(1− η)+〈e, x〉
≤ ε(1− η)+‖x−‖1 ∀ (x, u) ∈ K−0 ×∆ .
to obtain
1
θ
F1(x, u) =
%
2
∑
i∈I
ψ′ε(−xi) +
∑
i∈I
ψ′ε(−xi)xi − ψ′ε(−x1)(η − 1)us1〈e, x〉−
≤ 1 + %ε− ε‖x−‖1 + ε(1− η)+‖x−‖1
≤ (1 + %ε)− ε(η ∧ 1)‖x−‖1
≤ (1 + %ε)− ε
2
(η ∧ 1)‖x‖1 ∀ (x, u) ∈ K−0 ×∆ .
(4.15)
Similarly, we have
F2(x, u) = −%
2
∑
i∈I
ψ′ε(xi)−
∑
i∈I
ψ′ε(xi)xi + ψ
′
ε(x1)(η − 1)us1〈e, x〉−
≤ ε(1 + (η − 1)+)‖x‖1
≤ ε(η ∨ 1)‖x‖1 ∀ (x, u) ∈ K−0 ×∆ .
(4.16)
Note that, due to (4.9) and the choice of θ, we have V1 ≥ V 22 on K−0 . Thus, since V1 has exponential
growth in ‖x‖1 on K−0 , combining (4.15) and (4.16) and choosing an appropriate cube Kr, we obtain
〈b(x, u),∇V (x)〉 ≤
(
θ(1 + %ε)− ε
4
(η ∧ 1)‖x‖1
)
V (x) ∀ (x, u) ∈ (K−0 \Kr)×∆ . (4.17)
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We continue with estimates on K+0 . A straightforward calculation shows that
1
θ
F1(x, u) =
%
2
∑
i∈I
ψ′ε(−xi) +
∑
i∈I
ψ′ε(−xi)xi −
∑
i∈I
ψ′ε(−xi)uci 〈e, x〉
F2(x, u) = −%
2
∑
i∈I
ψ′ε(xi)−
∑
i∈I
ψ′ε(xi)xi +
∑
i∈I
ψ′ε(xi)u
c
i 〈e, x〉
∀ (x, u) ∈ K+0 ×∆ .
Again using (4.7), we have
1
θ
F1(x, u) ≤ 1 + %ε− ε‖x−‖1 ∀ (x, u) ∈ K+0 ×∆ . (4.18)
We break the estimate of F2 in two parts. First, for any δ ∈ (0, 1), using (4.7), we obtain
F2(x, u) ≤ −%ε
2
+ 1− ε‖x+‖1 + ε〈e, x〉
≤ −%ε
2
+ 1− ε‖x−‖1 ∀ (x, u) ∈
(K+0 \ K+δ )×∆ . (4.19)
Combining (4.18) and (4.19), we get
〈b(x, u),∇V (x)〉 ≤
(
θ(1 + %ε)− ε(1− δ)
2
‖x‖1
)
V (x) ∀ (x, u) ∈ (K+0 \ K+δ )×∆ , (4.20)
and θ ≥ 1, where we use the fact that ‖x−‖1 ≥ 1−δ2 ‖x‖1 on K+0 \K+δ by (4.8). Thus (4.13a) follows
by (4.17) and (4.20).
Next, using (4.7), we have
F2(x, u) ≤ −%ε
2
∀ (x, u) ∈ K+δ ×∆ ,
and this completes the proof. 
Recall the definition of the operator Lu in (2.28).
Theorem 4.2. Consider an ‘N’ network satisfying % > 0. Then for any θ ≥ 2η∨η−1, with η := µ11µ12 ,
the function V in (4.6) satisfies the Foster–Lyapunov equation
LuV (x) ≤ C0 − %ε
4
V (x) ∀(x, u) ∈ Rm ×∆ , (4.21)
for some positive constant C0.
Proof. A straightforward calculation, using the fact that ψ′′ε (t) ≤ 32ε2, shows that
1
2
trace
(
a∇2V2(x)
) ≤ ε2∑
i∈I
λi(3µi + 2)
2µ2i
V2(x) ∀x ∈ Rm .
Therefore, the choice of ε in (4.5) implies that 12 trace
(
a∇2V2(x)
) ≤ %ε8 V2 for all x ∈ R2, and thus
LuV2(x) ≤ −3%ε
8
V2(x) ∀ (x, u) ∈ K+δ ×∆ (4.22)
by (4.13b). Since |x+| ≥ 1+δ1−δ |x−| for all x ∈ K+δ , we may select δ sufficiently close to 1 such
that V2 ≥ V 21 on K+δ ∩ Kcr for some r > 0. Since V2 has exponential growth in ‖x‖1 on K+δ and
LuV1(x) ≤ C(1 + |x|1)V1(x) on K+δ ×∆, it then follows that (4.21) holds on K+δ ×∆ by (4.22). It
is also clear that (4.21) also holds on
(K+δ )c ×∆ by (4.13a). This completes the proof. 
Remark 4.3. Using Theorem 3.1, it is easy to verify that (3.6) in the case of the ‘N’ network reduces
to
% =
∫
Rm
µ11u
s
1(x) + µ12u
s
2(x)
µ12
〈e, x〉−pi(dx).
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Note that this identify holds under all stationary Markov controls. Naturally, pi depends on the
control.
4.3. Stability of networks with a dominant server pool. Consider the class of networks
described in Subsection 2.4.1. We have the following lemma.
Lemma 4.2. Consider a network with a dominant server pool, such that % > 0. Let V (x) be as in
Definition 4.1. Let δ ∈ (0, 1), θ ≥ θ0 := 2 maxi µi1mini µi1 , and V (x) be as in Definition 4.1. Then, there
exist positive constants c0 and c1 such that (4.13a) holds, and
〈b(x, u),∇V2(x)〉 ≤ −%ε
m
V2(x) ∀ (x, u) ∈ K+δ ×∆ . (4.23)
Proof. The method we follow is analogous to the proof of Lemma 4.1. Recall the definitions in
(4.14). A straightforward calculation using (2.31) shows that
1
θ
F1(x, u) =
%
m
∑
i∈I
ψ′ε(−xi) +
∑
i∈I
ψ′ε(−xi)
(
xi − uci 〈e, x〉+
)− 〈e, x〉−∑
i∈I
∑
j∈J1(i)
ψ′ε(−xi)(ηij − 1)usj ,
F2(x, u) = − %
m
∑
i∈I
ψ′ε(xi)−
∑
i∈I
ψ′ε(xi)
(
xi − uci 〈e, x〉+
)
+ 〈e, x〉−
∑
i∈I
∑
j∈J1(i)
ψ′ε(xi)(ηij − 1)usj .
Let η := minij ηij , and η¯ := maxij ηij . Noting that
−〈e, x〉−
∑
i∈I
∑
j∈J1(i)
ψ′ε(−xi)(ηij − 1)usj ≤ ε(1− η)+〈e, x〉− ,
it is easy to verify using Definition 4.2 and (4.8) that
1
θ
F1(x, u) ≤ %ε+ m
2
− ε‖x−‖1 + ε(1− η)+‖x−‖1
≤ %ε+ m
2
− ε(1− δ)
2
(η ∧ 1)‖x‖1 ∀(x, u) ∈
(K+δ )c ×∆ . (4.24)
Note that the drift equations on K+0 are similar to those of the ‘N’ model, with the only exception
that %2 is replaced by
%
m , and the sum ranges from i = 1, . . . ,m instead of i = 1, 2. Hence, we obtain
F2(x, u) ≤ −%ε
m
+
m
2
− ε‖x+‖1 + ε〈e, x〉
≤ −%ε
m
+
m
2
− ε‖x−‖1
≤ −%ε
m
+
m
2
− ε(1− δ)
2
‖x‖1 ∀ (x, u) ∈
(K+0 \ K+δ )×∆ ,
(4.25)
and
F2(x, u) ≤ −%ε
m
− ε〈e, x〉+ ε〈e, x〉 ≤ −%ε
m
∀(x, u) ∈ K+δ ×∆ , (4.26)
for any δ ∈ (0, 1).
The choice of θ implies that V1 ≥ V 22 on K−0 . Thus (4.13a) holds by (4.24) and (4.25), while
(4.26) is equivalent to (4.23). 
4.4. Stability of networks with class-dependent service rates. Consider the class of net-
works described in Subsection 2.4.2. Such networks have a limiting diffusion with the same drift
structure studied in [13], and that paper shows that when % > 0, then the diffusion (and the pre-
limit) is uniformly exponentially ergodic in the presence or absence of abandonment. However,
the proof of uniform exponential ergodicity of the prelimit for models with class-dependent service
rates does not seem to carry through with the Lyapunov function used in [13]. Thus for the sake of
proving the result for the nth system in Section 5, we adopt here the Lyapunov function in (4.6).
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Lemma 4.3. Consider a network satisfying µij = µi for all i ∈ I, and % > 0. Let δ ∈ (0, 1), and
θ ≥ θ0 := 2 µmaxµmin . Then the conclusions of Lemma 4.2 follow.
Proof. A simple calculation using (2.32) shows that
1
θ
F1(x, u) =
%
m
∑
i∈I
ψ′ε(−xi) +
∑
i∈I
ψ′ε(−xi)
(
xi − uci 〈e, x〉+
)
,
F2(x, u) = − %
m
∑
i∈I
ψ′ε(xi)−
∑
i∈I
ψ′ε(xi)
(
xi − uci 〈e, x〉+
)
.
(4.27)
Using (4.27), we obtain
1
θ
F1(x, u) ≤ %ε+ m
2
− ε
2
‖x‖1 ∀(x, u) ∈ K−0 ×∆ ,
Therefore, (4.13a) holds on K−0 ×∆ by this inequality and the choice of θ.
On K+0 ×∆, the equations in (4.27) are identical to the corresponding ones for a network with
a dominant server pool, for which the result has already been established in Lemma 4.2. This
completes the proof. 
4.5. The Foster–Lyapunov equation. We state the counterpart of Theorem 4.2.
Theorem 4.3. Consider a network with a dominant server pool, or with class-dependent service
rates, and assume % > 0. Then, for any θ ≥ θ0, with θ0 as given in Lemmas 4.2 and 4.3, respectively,
the function V in (4.6) satisfies the Foster–Lyapunov equation
LuV (x) ≤ C0 − %ε
3m
V (x) ∀(x, u) ∈ Rm ×∆ ,
for some positive constant C0.
Proof. This follows exactly as in the proof of Theorem 4.2 using Lemmas 4.2 and 4.3. 
5. Uniform exponential ergodicity of the nth system
In this section we show that if %n > 0 then the prelimit of a network with a dominant server
pool, or with class-dependent service rates, is uniformly exponentially ergodic and the invariant
distributions have exponential tails.
Recall that {µ˜i , i ∈ I} are the elements of the diagonal matrix Bn1 in (2.22). Throughout this
section V denotes the function in (4.6), with ε given by
ε = εn :=
%n
3m
(∑
i∈I
1
n
λni (3µ˜
n
i + 2)
(µ˜ni )
2
)−1
exp
(
− 1√
n
∑
i∈I
1
µ˜ni
)
. (5.1)
Recall the definition of the operator L̂nzˆ in (2.13), and the definitions of S
n and Z˜n(xˆ) in Defini-
tions 2.1 and 2.3. We start with the following simple assertion.
Lemma 5.1. Let V be the function in (4.6) with ε as in (5.1), and θ fixed at some value. Suppose
that for any δ ∈ (0, 1) there exist positive constants c0 and c1 such that the drift bn in (2.14) satisfies〈
bn(xˆ, zˆ),∇V (xˆ)〉 ≤ c0 − εc1‖x‖1V (xˆ) ∀ xˆ ∈ Sn \ K+δ , ∀ zˆ ∈ Z˜n(xˆ) ,〈
bn(xˆ, zˆ),∇V2(xˆ)
〉 ≤ −%nεn
2m
V2(xˆ) ∀ xˆ ∈ Sn ∩ K+δ , ∀ zˆ ∈ Z˜n(xˆ) .
(5.2)
Then, there exists a constant Ĉ0 such that
L̂nzˆV
(
xˆ
) ≤ Ĉ0 − %nεn
4m
V (xˆ) ∀ xˆ ∈ Sn , ∀ zˆ ∈ Z˜n(xˆ) . (5.3)
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Proof. A simple calculation shows that∫ 1
0
(1− t) ∂xixiV2
(
xˆ± t√
n
ei
)
dt ≤ ε
2
n
2
(∑
i∈I
(3µ˜ni + 1)
(2µ˜ni )
2
)
exp
(
1√
n
∑
i∈I
1
µ˜ni
)
V2(xˆ) .
Thus, using (3.5) to express the first and second order incremental quotients in (2.13), we obtain
L̂nzˆV2
(
xˆ
) ≤ %nεn
4m
V2(xˆ) +
〈
bn(xˆ, zˆ),∇V2(xˆ)
〉
.
The rest follows as in the proof of Theorem 4.2 by selecting δ sufficiently close to 1. 
Remark 5.1. Recall (2.22). In direct analogy to Remark 4.2, if we let ζn = %nm e+(B
n
1 )
−1`n, with %n
as in (2.33), then a mere translation of the origin of the form X˜n = Xˆn+ ζn results in a diffusion of
with the same drift as (2.22), except that the vector `n gets replaced by `n = −%nm (B1)ne. Therefore,
we may assume without any loss of generality that the drift in (2.22) takes the form
bn(xˆ, zˆ) = −%n
m
Bn1 e−Bn1
(
xˆ− 〈e, xˆ〉+uc)+Bn2 us〈e, xˆ〉− + ϑˆn(xˆ, zˆ)(Bn1 uc +Bn2 us) . (5.4)
Note that this centering has the effect of translating the ‘equilibrium’ allocations znij given in
(2.7). Since this translation is of O(n−1/2), it has no affect on the results for large n. However, in the
interest of providing precise estimates we calculate then new values of znij . Note that 〈e, ζn〉 = 0,
and recall the map Φ in (2.19). Let zˇnij = Φ(ζ
n, 0). Then, the centering of xˆ that results in (5.4) is
given by (compare with (2.7))
z¯nij =
1
n
ξ∗ijN
n
j +
zˇnij√
n
, x¯ni :=
∑
j∈J
z¯nij . (5.5)
Throughout this section the family {znij (i, j) ∈ E} is as given in (5.5).
Definition 5.1. Let εn and z¯
n
ij as in (5.1) and (5.5), respectively. For a network with a dominant
server pool as in Subsection 4.3 define
n0 := max
{
n ∈ N : 1√
n
≥ εn min
i∈I
z¯ni1
}
,
while for network with class-dependent service rates, we let
n0 := max
{
n ∈ N : 1√
n
≥ εn
2m
min
i∼j
z¯nij
}
.
Since {εn} and {z¯ni1} are bounded away from 0 by the convergence of the parameters in (2.2), the
number n0 is finite.
The next theorem is the main result for the uniform exponential ergodicity of the prelimit
processes.
Theorem 5.1. Assume that %n > 0, and let n0 be as in Definition 5.1. Then any network with a
dominant server pool, or with class-dependent service rates, satisfies (5.3) for all n > n0. In partic-
ular, due to the convergence of the parameters, Ĉ0 can be selected independent of n, and this implies
that the prelimit dynamics are uniformly exponentially ergodic and the invariant distributions have
exponential tails.
Proof. In Lemmas 5.4 and 5.5 in the section which follows, we establish (5.2) for these networks.
Thus the proof of the theorem follows directly from Lemma 5.1. 
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Remark 5.2. Since the process Xˆn is irreducible and aperiodic under any stationary Markov sched-
uling zˆ ∈ Z˜n (see Definition 2.3), a convergence property completely analogous to (4.3) follows from
(5.3). Namely, there exist positive constants γ and Cγ not depending on n ≥ 0 or zˆ, such that
if Pn,zˆt and pi
n
zˆ denote the transition probability and the stationary distribution, respectively, of
Xˆn(t) under a policy zˆ ∈ Z˜n, then we have∥∥Pn,zˆt (xˆ, · )− pinzˆ (·) ∥∥V ≤ CγV (xˆ) e−γt , ∀ xˆ ∈ Xn , ∀ t ≥ 0 .
5.1. Four technical lemmas. In this section, we establish the technical results used in the proof
of Theorem 5.1.
Let
X˜n :=
{
xˆ ∈ Sn : ϑˆn∗ (xˆ) 6= 0
}
, (5.6)
with ϑˆn∗ as in Definition 2.3. As seen in Subsection 2.3, the set X˘n in (2.23) is contained in Sn \ X˜n.
In establishing (5.2) on Sn \ X˜n, the results in Section 4 pave the way, since the drift of of the
controlled generator L̂nzˆ over the class of SWC stationary Markov policies Z˜
n (see (2.29)) has the
same functional form as the drift of the diffusion in (2.28). So it remains to establish (5.2) in X˜n.
We start by establishing a bound for ϑˆn in Definition 2.2 over all SWC policies.
As done earlier in the interest of notational economy, we suppress the dependence on n in the
diffusion scaled variables xˆn and zˆn in (2.10).
Lemma 5.2. There exists a number κn◦ < 1 depending only on the parameters of the network such
that
ϑˆn(xˆ, zˆ) = ϑˆn∗ (xˆ) ≤ κn◦
(‖xˆ+‖1 ∧ ‖xˆ−‖1) ∀ zˆ ∈ Z˜n(xˆ) .
In addition, due to the convergence of the parameters in (2.2), such a constant κ◦ < 1 may be
selected which does not depend on n.
Proof. Let xˆ ∈ X˜n, zˆ ∈ Z˜n(xˆ), and define
J˜ :=
{
j ∈ J :
∑
i∈J (i)
zˆij < 0
}
, and I˜ := {i ∈ I : (i, j) ∈ E for some j ∈ J˜ } ,
and E˜ := {(i, j) ∈ E : (i, j) ∈ I˜ × J˜ }. Work conservation implies that xni = ∑j∈J (i) znij for all
i ∈ I˜. Let ıˆ ∈ I be such that qˆıˆ > 0, and consider the unique path (since the graph of the network
is a tree) connecting ıˆ and I˜, that is, a path (ˆı, j1), (i1, j1), (i1, j2), . . . , (˜ı, jk), with j` ∈ J \ J˜ for
` = 1, . . . , k, i` ∈ I \ I˜ for ` = 1, . . . , k − 1, and ı˜ ∈ I˜. We claim that znı˜,jk = 0, or equivalently,
that zˆı˜,jk = −z¯nij/√n, with z¯nij as defined in (5.5). If not, then we can move a job of class ı˜ from
pool jk to some pool in J˜ , and proceeding along the path to place one additional job from class
ıˆ into service, thus contradicting the hypothesis that zˆ ∈ Z˜n(xˆ). Removing all such paths, we are
left with a strict subnetwork (possibly disconnected) G◦ =
(I◦ ∪J◦, E◦), with I◦ ⊃ I˜, J◦ ⊃ J˜ , and
E◦ :=
{
(i, j) ∈ E : (i, j) ∈ I◦ × J◦
}
, such that
xni =
∑
j∈J (i)∩J◦
znij , ∀ i ∈ I◦ . (5.7)
Let E ′◦ :=
(I◦ × (J \ J◦)) ∩ E . By (5.7) we have∑
(i,j)∈E ′◦
znij = 0 .
Thus we have
‖xˆ−‖1 ≥ −
∑
i∈I◦
xˆi =
√
n
∑
(i,j)∈E ′◦
z¯nij −
∑
(i,j)∈E◦
zˆij ≥
√
n
∑
(i,j)∈E ′◦
z¯nij + ϑˆ
n
∗ (xˆ) (5.8)
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by the construction above. By (5.8), we obtain
ϑˆn∗ (xˆ) ≤
∑
(i,j)∈E◦ zˆij√
n
∑
(i,j)∈E ′◦ z¯
n
ij −
∑
(i,j)∈E◦ zˆij
∑
i∈I◦
xˆi
≤ −
∑
(i,j)∈E◦ z¯
n
ij∑
(i,j)∈E◦ z¯
n
ij +
∑
(i,j)∈E ′◦ z¯
n
ij
∑
i∈I◦
xˆi .
(5.9)
Similarly
‖xˆ+‖1 ≥
∑
i∈I\I◦
xˆi ≥
√
n
∑
(i,j)∈E ′◦
z¯nij + ϑˆ
n
∗ (xˆ) . (5.10)
Using the bound ϑˆn∗ (xˆ) ≤
√
n
∑
(i,j)∈E◦ z¯
n
ij we obtain from (5.10) that
ϑˆn∗ (xˆ) ≤
(∑
i∈I\I◦ xˆi −
√
n
∑
(i,j)∈E ′◦ z¯
n
ij
)
∧√n∑(i,j)∈E◦ z¯nij∑
i∈I\I◦ xˆi
∑
i∈I\I◦
xˆi
≤
∑
(i,j)∈E◦ z¯
n
ij∑
(i,j)∈E◦ z¯
n
ij +
√
n
∑
(i,j)∈E ′◦ z¯
n
ij
∑
i∈I\I◦
xˆi .
(5.11)
It should be now clear how to construct κn◦ . For any given subset J ′ ( J , let
IJ ′ := ∪j∈J ′ I(j) , EJ ′ :=
{
(i, j) ∈ E : (i, j) ∈ IJ ′ × J ′
}
,
and E ′J ′ :=
(IJ ′ × (J \ J ′)) ∩ E , and define
κn◦ := maxJ ′(J
∑
(i,j)∈EJ ′ z¯
n
ij∑
(i,j)∈EJ ′ z¯
n
ij +
∑
(i,j)∈E ′J ′
z¯nij
.
Then the result clearly follows from (5.9) and (5.11) since
‖xˆ−‖1 ≥ −
∑
i∈I◦
xˆi , and ‖xˆ+‖1 ≥
∑
i∈I\I◦
xˆi .
This completes the proof. 
Remark 5.3. It is easy to see that the estimates of the bounds on ϑˆn can be improved. It is clear
from (5.8) and (5.9), that
ϑˆn∗ (xˆ) ≤
(
−κn0
∑
i∈I0
xˆi
)
∧
( ∑
i∈I\I◦
xˆi
)
∀ xˆ ∈ X˜n .
Also, since there can be at most
∑
j∈J N
n
j idle servers, it follows that κ˜n◦ ∈ (0, 1), such that
−
∑
i∈I0
xˆi ≥ κ˜n◦ ‖xˆ−‖1 ∀ xˆ ∈ X˜n ,
where the constant κ˜n◦ ∈ (0, 1) can be selected as
κ˜n◦ :=
(∑
j∈J
Nnj
)−1
nmin
i∼j
z¯nij .
Due to the convergence of the parameters in (2.2), κ˜n◦ is bounded away from 0 uniformly in n ∈ N.
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Even though the ‘N’ network is a special case of networks with a dominant server pool we first
establish the result for this network in Lemma 5.3 in order to exhibit with simpler calculations how
Lemma 5.2 is applied.
Throughout the proofs of Lemmas 5.3 to 5.5 we use the functions (compare with (4.14))
Fni (xˆ, zˆ) :=
1
Vi(x)
〈
bn(xˆ, zˆ),∇V1(xˆ)
〉
, i = 1, 2 ,
and let n0 be as in Definition 5.1. Moreover, we suppress the dependence on n in the variables qˆ
n,
yˆn, and ϑˆn in Definition 2.2, and from εn in (5.1).
5.1.1. The diffusion-scale of the ‘N’ network. We recall here [14]. In this work, Stolyar considers
the ‘N’ network with O(
√
n) safety staffing in pool 2, under the priority discipline that class 2 has
priority in pool 2 and class 1 prefers pool 1, and shows tightness of the invariant distributions.
First note that for any stationary Markov scheduling policy z, such that class 2 has priority in pool
2 we have zn22(x) = x
n
2 ∧Nn2 , and it is clear that such a policy is SWC. The same applies to Markov
policies under which class 1 prefers pool 1 (here zn11(x) = x
n
1 ∧Nn1 ). As a result, SWC policies are
more general than the particular policy considered in [14].
Recall that the matrices Bn1 and B
n
2 in the drift (5.4) are given by
Bn1 =
(
µn12 0
0 µn22
)
, and Bn2 =
(
µn11 − µn12 0
0 0
)
(5.12)
It is also worth noting here, that the spare capacity %n of the n
th system is given by
%n = − 1√
n
(
λn1
µn12
+
λn2
µn22
− µ
n
11N
n
1 + µ
n
12ξ
∗
12N
n
2
µn12
− µ
n
22ξ
∗
22N
n
2
µn22
)
,
with
ξ∗12 =
λ1 − µ11ν1
µ12ν2
, and ξ∗22 =
λ2
µ22ν2
.
This is clear by (2.12), (2.33), and (5.12), together with [18, Equation (2)]. We let ηn :=
µn11
µn12
.
Lemma 5.3. Consider the ‘N’ network, and assume that %n > 0. Then for any θ ≥ θn0 := µ
n
12 ∨µn22
µn12 ∧µn22 ,
and δ ∈ (0, 1), there exist positive constants c0 and c1 such that (5.2) holds for all n ≥ n0.
Proof. As discussed earlier, it suffices to establish (5.2) in X˜n. It is clear that xˆ−1 = yˆ1 +
√
nz¯12,
and xˆ2 = qˆ2 +
√
nz¯12 for all zˆ ∈ Zˆn(xˆ) and xˆ ∈ X˜n, with X˜n as defined in (5.6). Hence uc1 = 0,
uc2 = 1, u
s
1 = 1, and u
s
2 = 0. Also, by the definitions of ψε and n0 we have
ψ′ε(xˆ1) = ψ
′
ε(−xˆ2) = 0 ∀ xˆ ∈ X˜n , ∀n ≥ n0 . (5.13)
By (5.4) and (5.12), we have
1
θ
Fn1 (xˆ, zˆ) =
%n
2
∑
i∈I
ψ′ε(−xˆi) +
∑
i∈I
ψ′ε(−xˆi)
(
xˆi − uci 〈e, xˆ〉+
)− ψ′ε(−xˆ1)(ηn − 1)〈e, xˆ〉−
− ϑˆ
(
ψ′ε(−xˆ2) + ψ′ε(−xˆ1)(ηn − 1)
)
,
(5.14)
Fn2 (xˆ, zˆ) = −
%n
2
∑
i∈I
ψ′ε(xˆi)−
∑
i∈I
ψ′ε(xˆi)
(
xˆi − uci 〈e, xˆ〉+
)
+ ψ′ε(xˆ1)(η
n − 1)〈e, xˆ〉−
+ ϑˆ
(
ψ′ε(xˆ2) + ψ
′
ε(xˆ1)(η
n − 1)
)
.
(5.15)
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Using the fact that xˆ−1 − xˆ2 = yˆ1 − qˆ2, and ϑˆ = qˆ2 when 〈e, xˆ〉 ≤ 0, we obtain from (5.13) and
(5.14) that
1
θ
Fn1 (xˆ, zˆ) =
%n
2
ψ′ε(−xˆ1)− ψ′ε(−xˆ1)xˆ−1 − ψ′ε(−xˆ1)(ηn − 1)〈e, xˆ〉− − ψ′ε(−xˆ1)(ηn − 1)ϑˆn
= ε
(%n
2
− xˆ−1 − (ηn − 1)
(
xˆ−1 − xˆ2
)− (ηn − 1)ϑˆn)
= ε
(%n
2
− xˆ−1 − (ηn − 1)yˆ1
)
≤ ε
(%n
2
− xˆ−1 + (1− ηn)+xˆ1
)
≤ ε
(%n
2
− (ηn ∧ 1)xˆ−1
)
≤ ε%n
2
− ε
2
(ηn ∧ 1)‖xˆ‖1 ∀ (xˆ, zˆ) ∈
(
X˜n ∩ K−0
)× Zˆn(xˆ) , ∀n ≥ n0 .
(5.16)
Similarly, from (5.15), we obtain
Fn2 (xˆ, zˆ) = −
%n
2
∑
i∈I
ψ′ε(xˆi)−
∑
i∈I
ψ′ε(xˆi)xˆi + ψ
′
ε(xˆ1)(η
n − 1)〈e, xˆ〉−
+ ϑˆ
(
ψ′ε(xˆ2) + ψ
′
ε(xˆ1)(η
n − 1)
)
≤ 1− ε‖xˆ+‖1 + εκ0
(
‖xˆ−‖1 ∧ ‖xˆ+‖1
)
≤ 1− ε(1− κ0)‖xˆ+‖1 ∀ (xˆ, zˆ) ∈
(
X˜n ∩ K−0
)× Zˆn(xˆ) , ∀n ≥ n0 ,
(5.17)
where we also use (4.7) and Lemma 5.2.
We continue with the estimate on K+0 . We have
1
θ
Fn1 (xˆ, zˆ) ≤
%n
2
ψ′ε(−xˆ1)− ψ′ε(−xˆ1)xˆ−1 − ψ′ε(−xˆ1)(ηn − 1)ϑˆ
= ε
(%n
2
− xˆ−1 − (ηn − 1)ϑˆ
)
≤ ε
(%n
2
− (ηn ∧ 1)xˆ−1
)
∀ (xˆ, zˆ) ∈ (X˜n ∩ K+0 )× Zˆn(xˆ) , ∀n ≥ n0 ,
(5.18)
where in the last inequality we also use Lemma 5.2.
We break the estimate of Fn2 in two parts. First, using (4.7), (4.8), (5.13) and Lemma 5.2, we
obtain
Fn2 (xˆ, zˆ) ≤ −
%nε
2
− εxˆ2 + ε〈e, xˆ〉+ εκ0
(
xˆ−1 ∧ xˆ2
)
≤ −%nε
2
− ε(1− κ0)xˆ−1
≤
−
%nε
2 − ε(1−δ)2 (1− κ0)‖xˆ‖1 for (xˆ, zˆ) ∈
(
X˜n ∩ (K+0 \ K+δ )
)× Zˆn(xˆ)
−%nε2 for (xˆ, zˆ) ∈
(
X˜n ∩ K+δ
)× Zˆn(xˆ).
(5.19)
Thus, (5.2) follows by (4.8) and (5.16)–(5.19). This completes the proof. 
5.1.2. The diffusion scale of networks with a dominant pool. We describe these networks exactly
as in Subsection 4.3 where the dominant server pool is j = 1. We first note that the spare capacity
%n of the n
th system is given by
%n = − 1√
n
(∑
i∈I
λni
µni1
−
∑
i∈I
∑
j∈J (i)
µnij
µni1
ξ∗ijN
n
j
)
,
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where ξ∗ij satisfies ∑
j∈J (i)
µijξ
∗
ijνj = λi .
This is again due to (2.4), (2.12), (2.32), and (2.33).
Recall that the drift takes the following form:
bni (xˆ, zˆ) = −
%n
m
µni1 − µni1
(
xˆi − uci 〈e, xˆ〉+
)
+
∑
j∈J1(i)
µni1
(
ηnij − 1
)
usj〈e, xˆ〉−
+ ϑˆ
(
µni1u
c
i +
∑
j∈J1(i)
µni1
(
ηnij − 1
)
usj
)
, i ∈ I ,
(5.20)
with ηnij :=
µnij
µni1
for j ∈ J1(i) := J (i) \ {1} and i ∈ I. In analogy to Subsection 4.3, we define We
define
η¯n := max
i∈I
max
j∈J1(i)
ηnij , and ηn := mini∈I
min
j∈J1(i)
ηnij .
Lemma 5.4. Consider a network with a dominant server pool, and assume %n > 0. Then for any
θ ≥ θn0 := 2 maxi µ
n
i1
mini µni1
, and δ ∈ (0, 1), there exist positive constants c0 and c1 such that (5.2) holds for
all n ≥ n0.
Proof. Suppose xˆ ∈ X˜n. A simple calculation using (5.20) shows that
1
θ
Fn1 (xˆ, zˆ) =
%n
m
∑
i∈I
ψ′ε(−xˆi) +
∑
i∈I
ψ′ε(−xˆi)
(
xˆi − uci 〈e, xˆ〉+
)
−
∑
i∈I
∑
j∈J1(i)
ψ′ε(−xˆi)
(
ηnij − 1
)
usj〈e, xˆ〉−
− ϑˆ
(∑
i∈I
ψ′ε(−xˆi)uci +
∑
i∈I
∑
j∈J1(i)
ψ′ε(−xˆi)
(
ηnij − 1
)
usj
)
,
(5.21)
and
Fn2 (xˆ, zˆ) = −
%n
m
∑
i∈I
ψ′ε(xˆi)−
∑
i∈I
ψ′ε(xˆi)
(
xˆi − uci 〈e, xˆ〉+
)
+
∑
i∈I
∑
j∈J1(i)
ψ′ε(xˆi)
(
ηnij − 1
)
usj〈e, xˆ〉−
+ ϑˆ
(∑
i∈I
ψ′ε(xˆi)u
c
i +
∑
i∈I
∑
j∈J1(i)
ψ′ε(xˆi)
(
ηnij − 1
)
usj
)
.
(5.22)
By (5.21) we obtain
1
θ
Fn1 (xˆ, zˆ) ≤ %nε+
m
2
− ε
∑
i∈I
xˆ−i + ε
(
1− η
n
)+〈e, xˆ〉− + ε(1− η
n
)+
ϑˆn
≤ %nε+ m
2
− ε
∑
i∈I
xˆ−i + ε
(
1− η
n
)+(∑
i∈I
(
xˆ−i − xˆ+i
)
+ ‖xˆ−‖1 ∧ ‖xˆ+‖1
)
≤ %nε+ m
2
− ε(η
n
∧ 1)‖xˆ−‖1
≤ %nε+ m
2
− ε(1− δ)
2
(
η
n
∧ 1)‖xˆ‖1 ∀ (xˆ, zˆ) ∈ (X˜n \ K+δ )× Zˆn(xˆ) , ∀n ∈ N ,
(5.23)
where we used (4.7) in the first inequality, Lemma 5.2 in the second, and (4.8) in the fourth.
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Next, we estimate a bound for Fn2 (xˆ, zˆ). Recall the definitions of I◦, J◦, E◦, and E ′◦ in the proof
of Lemma 5.2. Since x ∈ X˜n, we have uci = 0 for all i ∈ I◦, and usj = 0 for all j ∈ J c◦ . Additionally,
xˆi ≤ −
∑
(i,j)∈E ′◦ z¯ij for i ∈ I◦, which implies that ψ′ε(xi) = 0 for all i ∈ I◦ and n > n0, by
Definition 5.1. Hence, since
∑
i∈Ic◦ xˆi > 0, where Ic◦ ≡ I \ I◦, we have∑
i∈I
ψ′ε(xˆi)
(
xˆi − uci 〈e, xˆ〉+
) ≥ ∑
i∈Ic◦
ψ′ε(xˆi)xˆi − ε
∑
i∈Ic◦
xˆi − ε
∑
i∈I◦
xˆi ≥ −ε
∑
i∈I◦
xˆi (5.24)
by (4.10). Using (5.22) together with Remark 5.3 and (5.24), we obtain
Fn2 (xˆ, zˆ) ≤ −
%nε
m
+ εϑˆn + ε
∑
i∈I◦
xˆi + ϑˆ
(∑
i∈I◦
∑
j∈J1(i)
ψ′ε(xˆi)
(
ηnij − 1
)
usj
)
≤ −%nε
m
+ ε(1− κn◦ )
∑
i∈I◦
xˆi
≤
−
%nε
m − ε(1−δ)2 (1− κn◦ ) κ˜n◦ ‖xˆ‖1 for (xˆ, zˆ) ∈
(
X˜n ∩ (K+0 \ K+δ )
)× Zˆn(xˆ)
−%nε2 for (xˆ, zˆ) ∈
(
X˜n ∩ K+δ
)× Zˆn(xˆ) ,
(5.25)
for all n ≥ n0. Thus, the result follows by (5.23) and (5.25), noting also that the choice of θ implies
that V1 ≥ V 22 on K−0 . 
5.1.3. The diffusion-scale of networks with class-dependent service rates. Recall from Subsection 4.3
that the drift in (5.4) reduces to
bn(xˆ, zˆ) = −%n
m
Bn1 e−Bn1
(
xˆ− 〈e, xˆ〉+uc)+ ϑˆn(xˆ, zˆ)Bn1 uc . (5.26)
where Bn1 = diag(µ
n
1 , . . . , µ
n
m). Thus, the spare capacity %n is given by
%n = − 1√
n
(∑
i∈I
λni
µni
−
∑
i∈I
∑
j∈J (i)
ξ∗ijN
n
j
)
.
Lemma 5.5. Suppose that µnij = µ
n
i , for all i ∈ I, and %n > 0. Then, for any θ ≥ θn0 := 2 µ
n
max
µnmin
,
and δ ∈ (0, 1), the conclusions of Lemma 5.4 follow.
Proof. Suppose xˆ ∈ X˜n. A simple calculation using (5.26) shows that
1
θ
Fn1 (xˆ, zˆ) =
%n
m
∑
i∈I
ψ′ε(−xˆi) +
∑
i∈I
ψ′ε(−xˆi)
(
xˆi − uci 〈e, xˆ〉+
)− ϑˆ∑
i∈I
ψ′ε(−xˆi)uci , (5.27)
Fn2 (xˆ, zˆ) = −
%n
m
∑
i∈I
ψ′ε(xˆi)−
∑
i∈I
ψ′ε(xˆi)
(
xˆi − uci 〈e, xˆ〉+
)
+ ϑˆ
∑
i∈I
ψ′ε(xˆi)u
c
i . (5.28)
By (5.27), we obtain
1
θ
Fn1 (xˆ, zˆ) ≤ %nε+
m
2
− ε‖xˆ−‖1
≤ %nε+ m
2
− ε(1− δ)
2
‖xˆ‖1 ∀ (xˆ, zˆ) ∈
(
X˜n \ K−δ
)× Zˆn(xˆ) , ∀n ≥ n0 .
In computing the analogous bound to (5.25), there is a difference here. It is not the case here
that ψ′ε(xi) = 0 for all i ∈ I◦ and n > n0.
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So instead, recalling that uci = 0 for all i ∈ Ic◦, and since xˆ ∈ K+0 , we write
−
∑
i∈I
ψ′ε(xˆi)
(
xˆi − uci 〈e, xˆ〉+
)
+ ϑˆ
∑
i∈I
ψ′ε(xˆi)u
c
i ≤ −
∑
i∈I
ψ′ε(xˆi)xˆi + ε〈e, xˆ〉+ εϑˆ
≤ ε
(
ϑˆ−
∑
`∈I◦
xˆ−`
)
−
∑
i∈I◦
ψ′ε(xˆi)xˆi
−
(∑
i∈Ic◦
ψ′ε(xˆi)xˆi − ε
∑
i∈Ic◦
xˆi
)
.
(5.29)
The third term on the right-hand side is nonpositive by (4.10). We also have
ϑˆ−
∑
`∈I◦
xˆ−` = −
√
n
∑
(i,j)∈E ′◦
z¯nij , (5.30)
and
−
∑
i∈I◦
ψ′ε(xˆi)xˆi ≤
∑
xˆ−i ≤ 12m
√
n mini∼j z¯nij
xˆ−i ≤
1
2
√
n min
i∼j
z¯nij . (5.31)
Therefore, by (5.28), (5.29)–(5.31) and Remark 5.3, we obtain
Fn2 (xˆ, zˆ) ≤
ε
2
(
ϑˆ−
∑
`∈I◦
xˆ−`
)
≤ ε
2
(1− κn◦ ) κ˜n◦ ‖xˆ−‖1 ∀ (xˆ, zˆ) ∈
(
X˜n ∩ K+0 )× Zˆn(xˆ) .
The rest follows as in Lemma 5.4. 
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