Introduction
A t-(v, k, λ) design D = (P, B) is an incidence structure consisting of a set P of v points, and a set B of k-element subsets of P, called blocks, such that every t-element subset of points lies in exactly λ blocks. The design is nontrivial if t < k < v − t, and is symmetric if |B| = v. By [6, Theorem 1.1], if D is symmetric and nontrivial, then t 2, see also [17, Theorem 1.27 ]. Thus we study nontrivial symmetric 2-(v, k, λ) designs which we simply call symmetric (v, k, λ) designs. A flag of D is an incident pair (α, B) where α and B are a point and a block of D, respectively. An automorphism of a symmetric design D is a permutation of the points permuting the blocks and preserving the incidence relation. An automorphism group G of D is called flag-transitive if it is transitive on the set of flags of D. If G acts primitively on the point set P, then G is said to be point-primitive. We here write Alt n and Sym n for the alternating group and the symmetric group on n letters, respectively, and we denote by "n" the cyclic group of order n. We also adopt the standard Lie notation for groups of Lie type, for example, we write A n−1 (q) and A − n−1 (q) in place of P SL n (q) and P SU n (q), respectively, D − n (q) instead of P Ω − 2n (q), and E − 6 (q) for 2 E 6 (q). Also note that we may assume q > 2 if G = G 2 (q) since G 2 (2) is not simple and G 2 (2) ′ ∼ = A − 2 (3). Moreover, we view the Tits group 2 F 4 (2) ′ as a sporadic group. A group G is said to be almost simple with socle X if X G Aut(X) where X is a nonabelian simple group. For a given positive integer n and a prime divisor p of n, we denote the p-part of n by n p , that is to say, n p = p t with p t | n but p t+1 ∤ n. We also denote the n-th cyclotomic polynomial by Φ n (q), or simply by Φ n . Further notation and definitions in both design theory and group theory are standard and can be found, for example, in [8, 13, 20, 24] .
The main aim of this paper is to study symmetric designs with flag-transitive and point-primitive automorphism groups. In general, we known that the study of flagtransitive rank 2 geometries can be linked to the study of large subgroups of their automorphism groups. In fact, the point-stabiliser H of an automorphism group G of such an incidence structure must be a large subgroup, that is to say, |G| |H| 3 . Moreover, if G is point-primitive, then the subgroup H is also maximal subgroup of G. Alavi and Burness [3] studied the large subgroups of finite simple groups. In this paper, we study large maximal subgroups of almost simple groups G whose socle X is a finite exceptional simple group of Lie type in Theorem 1.1 below and then we apply this result to investigate nontrivial symmetric designs admitting flag-transitive and point-primitive automorphism groups whose socle is a finite exceptional simple group of Lie type. Theorem 1.1. Let G be a finite almost simple group whose socle X is a finite exceptional simple group of Lie type, and let H be a maximal non-parabolic subgroup of G not containing X. If H is a large subgroup of G, then H is one of the subgroups listed in Table 1 .
It is known that if a nontrivial symmetric (v, k, λ) design D with λ 100 admits a flag-transitive and point-primitive automorphism group G, then G must be an affine or an almost simple group [52] . Therefore, it is somehow interesting to study such designs whose automorphism group G is an almost simple group with socle X being a finite simple group of low rank. In this direction, it has recently been shown in [1] that there are only five possible symmetric (v, k, λ) designs (up to isomorphism) admitting a flag-transitive and point-primitive almost simple automorphism group G with socle X = A 1 (q), see also [54] . In the case where X is a sporadic simple group, there also exist four possible sets of parameters (see [53] ). The designs for which X = A 2 (q) gives rise to one nontrivial design which is a Desarguesian projective plane P G 2 (q) and A 2 (q) G (see [2] ), however when X is A − 2 (q) with q 4 or some finite exceptional group, there are no such non-trivial symmetric designs (see [10, 55] ). This paper is devoted to studying symmetric designs admitting a flagtransitive and point-primitive almost simple automorphism group G whose socle is a finite exceptional simple group of Lie type, and our second main result is the following theorem. 6 q(q 4 + q 3 + q 2 + q + 1)λ; (d) X = E 6 (q) and X ∩ H is a parabolic subgroup whose Levi factor is of type D 5 , and v = (q 8 + q 4 + 1)(q 9 − 1)/(q − 1) and k divides q(q 4 + 1)λ.
According to Corollaries 1.4 and 1.5 below and based on our further computation experience for small λ (see for example, Table 2 ), we observe that the designs in parts (c) and (d) in Theorem 1.2 cannot exist, and so we would like to purpose the following conjecture: Conjecture 1.3. If a nontrivial symmetric design admits a flag-transitive and pointprimitive automorphism group whose socle X is a finite exceptional simple group of Lie type with point-stabiliser H, then X = G 2 (q), X ∩ H is eitherˆ [q 5 ] : GL 2 (q), or SL 
A ǫ 2 (q), A 1 (q) 2 , G 2 (q 1/r ) r = 2, 3 2 G 2 (q) q = 3 a , a is odd G 2 (2) q = 5, 7 A 1 (13), J 2 q = 4 J 1 q = 11 2 3 .A 2 (2) q = 3, 5 F 4 (q) B 4 (q), D 4 (q), 3 D 4 (q) F 4 (q 1/r ) r = 2, 3 A 1 (q)C 3 (q) p = 2 C 4 (q), C 2 (q 2 ), C 2 (q) 2 p = 2 2 F 4 (q) q = 2 2n+1 2 3 D 4 (2) q = 3 Alt 9−10 , A 3 (3), J 2 q = 2 A 1 (q)G 2 (q) q > 3 odd Sym 6 ≀ Sym 2 , F 4 (2) q = 2 E ǫ 6 (q)
(ǫ, q) = (+, 2) (q 2 + ǫq + 1). 3 D 4 (q) (ǫ, q) = (−, 2) J 3 , Alt 12 , B 3 (3), F i 22 (ǫ, q) = (−, 2) E 7 (q) (q − ǫ)E ǫ 6 (q), A 1 (q)D 6 (q), A ǫ 7 (q), A 1 (q)F 4 (q), E 7 (q 1/r ) ǫ = ± and r = 2, 3
A 1 (q)E 7 (q), D 8 (q), A ǫ 2 (q)E ǫ 6 (q), E 8 (q 1/r ) ǫ = ± and r = 2, 3 Note: The last column references a construction of the corresponding design. The group G2(2) is not simple.
As an immediately consequence of Theorem 1.2, we can show that the parameter k must be a composite number in a nontrivial symmetric design D admitting a flagtransitive and point-primitive almost simple automorphism group with socle a finite exceptional simple group of Lie type. Symmetric designs with λ small have been of most interest. Kantor [19] classifies flag-transitive symmetric (v, k, 1) designs (projective planes) of order n and shows that either D is a Desarguesian projective plane and A 2 (n) G, or G is a sharply flag-transitive Frobenius group of odd order (n 2 + n + 1)(n + 1), where n is even and n 2 + n + 1 is prime. Regueiro [43] , Zhou and Dong [14] give a complete classification of biplanes (λ = 2) and triplanes (λ = 3) with flag-transitive automorphism groups apart from those admitting a 1-dimensional affine automorphism group, see also [14, 44, 45, 46, 47, 57, 58, 59, 60] . Note that for λ 3, there is no flag-transitive and point-primitive nontrivial symmetric design D whose automorphism group is an almost simple group with socle a finite exceptional simple group of Lie type [47, 48, 59] . As an immediate consequence of Theorem 1.2, we can show that there are only two such designs for λ 100. In addition to some interesting constructions and examples given in Section 1.1, the desgins associated to G 2 (q) for q = 2, 3, 4 in Table 2 have a beautiful geometric description and can be linked to Cayley algebra. For example, in the case where G = G 2 (3), the point-stabilisers SL ǫ 3 (q) : 2 are stabilisers of plus or minus points of the "mod 3 Cayley algebra" and in each case the point-and block-stabilisers are interchanged by an outer automorphism of G 2 (3) implying that the designs are self-dual. Therefore, we have the following question: Question 1.6. Suppose that D is a symmetric design with a point-primitive and flag-transitive subgroup G of automorphisms which is an almost simple exceptional group of Lie type. Is it true that G is of type G 2 and D is some kind of design on a Cayley algebra?
1.1. Examples and comments on Theorem 1.2 and Corollary 1.5. The symmetric designs with parameters in Theorem 1.2(a) are the complements of symmetric designs D(H(q) * ) from generalized hexagons with the corresponding parameters ((q 6 − 1)/(q − 1), (q 5 − 1)/(q − 1), (q 4 − 1)/(q − 1)) for q = p a and p = 3, see [12] . A generalized hexagon is a bipartite graph H of diameter 6 and girth 12. We say that H is of order (s, t) if all vertices of one partition class are of valency s + 1, and vertices of the other partition class have valency t + 1. Let H = H(q) be a generalized hexagon of order (q, q).
) design with one partition class of vertices of H as point set P, and blocks of the form α ⊥ = {β ∈ P | d(α, β) 4} for α ∈ P. The only known generalized hexagons of order (q, q) are H(q) associated with the Chevalley group G 2 (q) and its dual hexagon H(q)
* . If q is odd, then D(H(q)) is isomorphic to the orthogonal symmetric design of Higman with d = 5, and if q is even, then D(H(q)) is isomorphic to P G(5, q) for q = 3 a and we have D(H(3 a ) * ) = D(H(3 a )). For q = 2 and 4, we have the symmetric designs with parameters (63, 31, 15) and (1365, 341, 85) and rank 4 antiflag-transitive pointprimitive automorphism group Aut(G 2 (q)) [4, 12] . The corresponding complements of these symmetric designs with parameters (63, 32, 16) and (1365, 1024, 768) are flag-transitive and point-primitive. These designs arise from Theorem 1.2(a).
The symmetric designs with parameters v = 3 t (3 t + ǫ1)/2, k = 3 t−1 (3 t − ǫ1)/2 and λ = 3 t−1 (3 t−1 − 1)/2 for t > 1 and ǫ = ± can be related to the designs in Theorem 1.2(b). If m = (q 3 − ǫ3)/3 in Theorem 1.2(b), then q = 3 t for some t. Note that in this case mk = λ(q 3 − ǫ1), see Lemma 5.7. Then we find these parameters. These designs arise from nondegenerate orthogonal space of dimension 2t + 1 over a finite field F 3 with discriminant (−1) t . Two symmetric designs with parameters (351, 126, 45) and (378, 117, 36) have been constructed in this way respectively for (t, ǫ) = (3, −) and (3, +). These designs admit a flag-transitive automorphism group G 2 (3) respectively of rank 3 and 4, see [4] .
We finally note that the symmetric designs given in Table 2 arise from the study of primitive permutation groups with small degrees, see [4, 11] . Although the group G = G 2 (2) (lines 1-2) is not a simple group, it is point-primitive automorphism group of symmetric (36, 15, 6) design which is one of the Menon designs. This design is antiflag-transitive and its complement with parameters (36, 21, 12 ) is flag-transitive.
1.2.
Outline of proofs. In order to prove Theorem 1.1 in Section 4, we apply the same method as in [3] . Note that [3, Theorem 7] allows us only to find large maximal subgroups H of G satisfying |H ∩ X| 3 < |X| b 2 |H ∩ X| 3 , where b is a divisor of |Out(X)|, see Remark 4.2. The maximal subgroups of the low-rank groups have been determined, so the proof in these cases is an easy exercise. For the remaining groups, our starting point here is a reduction theorem of Liebeck and Seitz [34, Theorem 2] , which essentially allows us to reduce to the case where H is almost simple, with socle H 0 , say. At this point there are two possibilities, which we consider separately. Write Lie(p) for the set of simple groups of Lie type in characteristic p, and suppose G ∈ Lie(p) has untwisted Lie rank n. If H 0 ∈ Lie(p) has untwisted Lie rank r, then the possibilities with r > n/2 are given by Liebeck and Seitz [39] , but more work is needed to determine the large subgroups with r n/2 (an upper bound on |H| given in [40, Theorem 1.2] is useful here). Finally, if H 0 ∈ Lie(p) then the possibilities for H are determined in [36] , and it is straightforward to read off the large examples.
We prove Theorem 1.2 in Section 5. The symmetric designs with λ 3 and automorphism groups satisfying the conditions in Theorem 1.2 have been studied in [47, 48, 59] , and so we may assume that λ 4. Since the group G is point-primitive, the point-stabiliser H is maximal in G, and flag-transitivity implies that H is large, see Corollary 2.6. We now apply Theorem 1.1 and analyse each possible case. The parabolic subgroups, subfield subgroups and some numerical cases have been treated separately in Sections 5.1-5.2. The remaining cases are discussed in Section 5.3. As a key tool, we frequently apply Lemma 2.5. In particular, we use several important results on subdegrees of groups under discussion acting on the right cosets of their maximal subgroups, see Theorem 3.1 and Proposition 3.3. The authors would like to thank Martin Liebeck whom all credit is due for results in Section 3. We also use GAP [15] and apply Lemma 2.7 and Algorithm 1 for computational arguments.
Preliminaries
In this section, we state some useful facts in both design theory and group theory. Recall that a group G is called almost simple if X G Aut(X), where X is a (nonabelian) simple group. If a group G acts on a set P and α ∈ P, the subdegrees of G are the size of orbits of the action of the point-stabiliser G α on P. Table 5 ), the conclusion of Lemma 2.3 is still true.
Note that a symmetric (v, k, λ) design of order n := k − λ satisfies 4n − 1 v n 2 + n + 1 and λ(v − 1) = k(k − 1) with λ < k < v − 1. This together with Lemmas 2.5 and 2.7 below are helpful in our computational arguments.
if IsInt( z k ) and IsInt(λ) and IsInt(λ 2 ) and λ < k and k v 2 then (c) Note that λ 1 is relatively prime to k 2 . Since mk = λc, it follows that k 2 m = λ 1 c, and so k 2 divides c and λ 1 is a divisor of m. Since also λ < k, mk = λc implies that m < c, moreover
The rest is obvious.
Remark 2.8. Algorithm 1, based on Lemmas 2.5 and 2.7, sometimes helps to rule out the numerical cases. For a finite simple group X of Lie type in characteristic p and almost simple group G containing X, the input of Algorithm 1 is a list of possible (v, c, z), where v := |G|/|H|, z := |Out(X)| · |X ∩ H| and c is the greatest common divisor of v −1, z and sobdegrees of G. The output are possible parameters (v, k, λ) for desired symmetric designs.
Some subdegrees of exceptional groups of Lie type
In this section, we prove Theorem 3.1 shown to us by Martin Liebeck. This will be useful in reducing the cases we have to consider in Section 5.
Theorem 3.1. Let G be an almost simple group with socle X = X(q) an exceptional group of Lie type, and let H be a maximal subgroup of G as in Table 3 . Then the action of G on the cosets of H has subdegrees dividing |H : K|, for all K as listed in Table 3 . Table 3 . Some subdegrees of finite exceptional Lie type groups.
Remark 3.2. In all but one case, H is a subgroup of maximal rank in G, in the sense of [32] , and the precise structure of H can be found in [32, Table 5 .1]. In the exceptional case, X = E ǫ 6 (q) and H is of type C 4 : here q is odd and H ∩X ∼ = C 4 (q).2, the centralizer of a graph automorphism of X (see for example [16, 4.5.1] 
2(q 3 − 1) (multiplicity 1).
Proof of Theorem 3.1. For all but one entry in Table 3 , we show that
giving the result. The exceptional entry in Table 3 is (X, H, K) = (E ǫ 6 , C 4 , C 2 C 2 ) which we shall deal with by a separate argument below. In proving (3.1) we shall frequently use information about maximal rank subgroups of exceptional groups, to be found mostly in [32, Table 5 .1].
Consider first
, the two factors A 1 (q) are interchanged by an element of a maximal rank subgroup D 8 (q) containing K; since such an element cannot lie in H, this establishes (3.1) for this case. When K = E ǫ 6 (q), this subgroup K is centralized by a subgroup A ǫ 2 (q) of X, and this is not contained in H.
The case where K = A ǫ 5 (q) follows as in the previous sentence. For q odd, let K be a subgroup D 4 (q) of H. Then N G (K) induces a group S 3 of graph automorphisms of K (see [7, 2.15] ), and this is not in H. And for q even, a subgroup C 4 (q) of H centralizes a group of order q in X (see [35, 4.1] ), and this can only lie in H when q = 2. Finally, let H be of type E ǫ 6 . A subgroup K = F 4 (q) of H is centralized in X by A 1 (q) (see [35, 4.1] ), which for (q, ǫ) = (2, −) does not lie in H; the same goes for a subgroup
, the two subgroups K in Table 3 are centralized in X by a group A ± 2 (q) that does not lie in H (see [32, 
, still with H of type C 4 . Here we do not prove (3.1), but establish Theorem 3.1 by a different argument as follows. There is an involution t ∈ H such that K ≤ C H (t). Also there is an involution u in the coset of a graph automorphism of X, such that H = C X (u). The restriction of the adjoint module L(
, where the latter term is the Weyl module of high weight λ 4 (see [50, p.193] ). Restricting this to K, we can compute the eigenvalues of t, u and tu on L(E 6 ), and we find that tu has fixed point space of dimension 36. Hence C X (tu) = C 4 (q) and tu is X-conjugate to u. Picking x ∈ X such that u x = tu, we then have H ∩ H x = C X (u, tu) = C H (t) ≥ K, and so the subdegree |H : H ∩ H x | is divisible by |H : K|, as required.
It remains to consider X = F 4 (q). For H of type D 4 , subgroups G 2 (q) and A ǫ 3 (q) both have centralizer in X containing A 1 (q) (see [35, 4.1] ), and this is not contained in H for q > 2 (the G 2 case) and for (q, ǫ) = (2, −) (the A ǫ 3 case). Similarly, for H of type
respectively, and these do not lie in H (provided q > 2 in the G 2 case).
This completes the proof of Theorem 3.1
Proof of Proposition 3.3. This is almost completely proved in [28, 6.8] . Let T = Ω 7 (q) acting on the cosets of T α = N + 1 , the stabilizer of a hyperplane of O 7 (q)-space of type O + 6 . Then X = G 2 (q) < T and X ∩ T α = H, so the action under consideration in Proposition 3.3 is contained in the above action of T . Lemma 6.8 of [28] gives the subdegrees of T , and shows that H is transitive on all but one of these suborbits, the exception being a suborbit of size (q 3 − 1)(q 2 + 1). For q odd, if we let V = V 7 (q) be the underlying orthogonal space with quadratic form Q, and α = v is the 1-space fixed by T α = N + 1 , with Q(v) = 1, then the proof of [28, 6.8] shows that the suborbit of size (q 3 − 1)(q 2 + 1) in question is
The action of T α on ∆ is that of N + 1 on the set of nonzero singular vectors in the O + 6 (q)-space v ⊥ , and it is straightforward to see that the subgroup H = SL 3 (q).2 has two orbits on these, of sizes 2(q 3 − 1) and (q 3 − 1)(q 2 − 1), as in the conclusion of the proposition.
For q even, the proof of [27, Proposition 1] again enables us to identify the suborbit ∆ on which H acts intransitively with the set of nonzero singular vectors in O + 6 (q)-space, and again the orbits of H on these are as in the conclusion. This completes the proof.
Large maximal subgroups of finite exceptional almost simple groups
Recall that a proper subgroup H of G is said to be large if the order of H satisfies the bound |G| |H| 3 . In this section, we prove Theorem 1.1. Here we apply the same method as in [3] . We will assume G is a finite almost simple group with socle an exceptional Lie type. Note that the order of G is given in [20, 
holds when X is one of the groups E
Proof. In each of these cases, the maximal subgroups of G have been determined and the relevant references are listed below (also see [56, Chapter 4] 
Ref. [ It is now straightforward to verify Theorem 1.1 for these groups. In particular, we note that every maximal parabolic subgroup of G is large.
Let us now turn our attention to the remaining cases:
a and p is a prime (and q > 2 if X = E ǫ 6 (q) or F 4 (q)). Let G be a simple adjoint algebraic group of exceptional type over an algebraically closed field K of characteristic p, and if p > 0 let σ be a surjective endomorphism of
is a finite simple group of Lie type. Let G be a finite almost simple group with socle X, where X is an exceptional group of Lie type and let H be a maximal subgroup of G, not containing X. Let also H 0 := Soc(X ∩ H). Denote by Alt n and Sym n , the alternating and symmetric groups of degree n, respectively. We will apply the following reduction theorem of Liebeck and Seitz, see [37] .
be a finite exceptional group of Lie type, let G be a group such that X G Aut(X), and let H be a maximal non-parabolic subgroup of G. Then one of the following holds:
The possibilities are obtained in [32, 38] .
(a) H is reductive of maximal rank (as listed in Table 5 .1 in [32] , see also [38] ). [26, Theorem 2] for the values of u(G) in part (3)): Table 4 . Possibilities for H 0 in Theorem 4.4(i)(d).
iv) H is of the same type as G over a subfield of F q of prime index. (v) H is almost simple, and not of type (i) or (iv).
, where u(G) is defined as follows:
Note that if X ∩ H is a parabolic subgroup, then it is easy to check that (4.1) holds, so for the remainder, we will assume that X ∩ H is non-parabolic.
Proof. By Theorem 4.4, H is of one of the types (i)-(v).
We note that H is non-large if |H| < q 16 . So we restrict our attention to the case where |H| q 16 . Here we need only to deal with the subgroups satisfying (4.1).
Suppose H is of type (i). HereM is listed in [38] . If H is of maximal rank, then the possibilities for H can be read off from [32, Table 5 .1]. It is now straightforward to check that the only possibilities for H is A 1 (q)C 3 (q) with q odd, C 4 (q), C 2 (q) 2 and
q) with p > 2 and q > 3 (see Table 4 ), then by [3, Theorem 5], we must have G = X.
Clearly H is not of type (iii). Suppose now H is of type (ii). Then H is too small to be large. Let now H be of type (iv), then (4.1) holds only for F 4 (q 1 r ) with r = 2, 3. Note that the latter case may occur when G = X.
Suppose H is of type (v). Then H is almost simple but not of type (i) and (iv). Let H 0 denote the socle of H. If Next assume H 0 = C 2 (s). Here b/a 17/11 since |H| < s 11 , and by considering p 4b we deduce that b/a ∈ {2, 3}. The case b/a = 3 is eliminated in the proof of [40, Theorem 1.2], so we can assume H 0 = C 2 (q 2 ). As noted in Remark 4.5(ii), such a subgroup is non-maximal if q > 3, so let us assume q = 3. Note by [3, Lemma 5.7 ] that H 0 = C 2 (9) is not a subgroup of G = F 4 (3). The case H 0 = B 2 (s) is in a similar manner. Finally, the remaining possibilities for H 0 can be ruled out in the usual manner.
Proof. If |H| q 24 , then |H| 3 < |G|, so in this case we may assume that |H| > q 24 . We now apply Theorem 4.4.
If H is of type (i), then
6 .SL 3 (3) (with p 5) is the only possibility, and H is non-large. Case (iii) does not apply here. Now assume H is a subfield subgroup of type E . Now p 4b divides |H|, and thus |G|, so 4b divides one of the numbers 6a, 8a, 9a, 12a, whence b/a ∈ {3, 9/4, 2, 3/2}. Moreover, since p 3b divides |G| (note that (p, b) = (2, 2) since we are assuming that q > 2) we deduce that b/a ∈ {3, 2, 3/2}. However, 
Proof. We proceed as in the proof of the previous proposition. If |H| < q 43 , then |H| 3 < |G|, so to complete the analysis of this case we may assume that |H| q 43 . We now apply Theorem 4.4.
By inspecting [38] and [7, 
, then H is non-large, so it remains to consider the maximal subgroups H that satisfy the bounds |H| > q 81 . By Theorem 4.4, H is of
If H is of type (i) of maximal rank, then by [32, 
Proof of the main result
In this section, suppose that D is a nontrivial symmetric (v, k, λ) design and G is an almost simple automorphism group of D with simple socle X, where X is a finite exceptional simple group of Lie type. Let now G be a flag-transitive and point-primitive. Then by corollary 2.6, H := G α is a large maximal subgroup of G, where α is a point of D. So X ∩ H is (isomorphic to) one of the subgroups in Theorem 1.1. Moreover, by Lemma 2.1,
5.1. Parabolic subgroups. In this section we deal with the case where H := G α is a maximal parabolic subgroup of G.
Proof. For pairs (X, X ∩ H) as in the first column of Table 5 , we observe by (5.1), v is as in the fourth column of Table 5 . Let now v − 1 = |v − 1| p · s(q) for some polynomial s(q). Then |v − 1| p = q t is given in the fifth column of the Table 5 . Table 5 .
Let first (X, X ∩ H) be as in line 1 or 2 of Table 5 .
For the remaining cases, as k divides λq t , let m be a positive integer such that mk = λq t . Since λ < k, we have that
where q t is as in the fifth column of the Table 5 . Note by Lemma 2.5(a) that k(k − 1) = λ(v − 1). So by the fact that mk = λq t and v − 1 = q t s(q), we have that
for some polynomials r(q) and t(q). For convenience, we give r(q) in the sixth column of Table 5 . We now discuss each case separately. Let (X, X ∩ H) be as in line 3, 5 or 8,. . . , 14, 17, . . . , 33 of Table 5 . Then |v − 1| p = q and r(q) = 1. Thus q must divide m 2 + m. Note that q is prime power. Then by (5.2), we conclude that m = q−1. Now (5.3) implies that k = (q−1)s(q)+1. Let h(q) be a polynomial dividing gcd(k, |X ∩ H|)). For each X and X ∩ H, h(q) is given as in the last column of Table 5 . By Lemmas 2.5(c) and 2.1(b), k divides |Out(X)||X ∩ H|, and so we conclude that k/h(q) divides |Out(X)|. In each case, we observe that k/h(q) > q 4 , then |Out(X)| > q 4 , which is impossible. Let (X, X ∩ H) be as in line 4 of Table 5 . Then |v − 1| p = q 3 and r(q) = q + 1. Moreover, by (5.3), we have
This implies that q 3 divides m 2 (q + 1) + m, and so by (5.2), q 3 divides m(q + 1) + 1. Let c be a positive integer such that m(q + 1) + 1 = cq 3 . Then
Therefore q + 1 must divide cq − 1. Note by (5.2) that c q. Set b := q − c. Then q + 1 must divide cq − 1 = q 2 − bq − 1 = (q 2 − 1) − bq, and so q + 1 divides bq, and hence q + 1 must divide b, and this contradicts the fact that b q − 1.
Let (X, X ∩ H) be as in line 6 of Table 5 . Then |v − 1| p = q 2 and r(q) = q + 1, and by (5.3), we have
This
Thus q + 1 must divide c − 1, which is a contradiction. Let (X, X ∩ H) be as in line 7 of Table 5 . Table 5 . Here v = (q 8 + q 4 + 1)(q 9 − 1)/(q − 1). In this case, we cannot apply (5.3). Note by [29] that G has nontrivial subdegrees q(q 8 − 1)(q 3 + 1)/(q − 1) and q 8 (q 5 − 1)(q 4 + 1)/(q − 1), and so by Lemma 2.5(e), we conclude that k divides λq(q 4 + 1). Let finally (X, X ∩ H) be as in line 16 of Table 5 . Then v = (q 3 + 1)(q 4 + 1)(q 9 − 1)(q 12 − 1)/(q − 1)(q 2 − 1). Moreover, by Lemma 2.5(a) and (c), we have that k is a divisor of λ gcd(v−1, |H|). Then k divides 2aλq gcd(43, q−1)
6 (q 4 +q 3 +q 2 +q+1).
5.2.
Subfield subgroups and some numerical cases. In this section, we deal with the case where H := G α is a maximal subfield subgroup of G and the subgroups X ∩H in Table 6 with q small. Note in passing that the excluded cases in Remark 3.2 of Theorem 3.1, namely, (X,
, and (F 4 (2), D 4 (2)), are involved in Table 6 . Proposition 5.2. If X and X ∩ H are as in Table 6 , then there is no symmetric design admitting G as a flag-transitive and point-primitive automorphism group.
Proof. If X and X∩H are as in Table 6 , then by (5.1) and Lemma 2.5, the parameters v and k are as in the third and fourth columns of Table 6 , respectively. For each value of v and k, the equality k(k − 1) = λ(v − 1) does not hold for any positive integer λ. Proof. Let X and X ∩ H be as in the second and third columns of Table 7 , respectively. Then by (5.1), we obtain v for the corresponding X and X ∩ H as in the fourth column of Table 7 . By Lemmas 2.5(d) and 2.1(b), the parameter k divides both |Out(X)||X ∩ H| and λ(v − 1). Note by Lemma 2.2 that gcd(v − 1, p) = 1. Thus where f (q 0 ) is as in the fifth column of Table 7 . Therefore
Then there exists a positive integer m such that mk = λf (q 0 )|Out(X)|. By Lemma 2.1(a), we have that k(k − 1) = λ(v − 1), and so
Since also k divides |Out(X)||X ∩ H|, we conclude by (5.6) that
We now consider the following two cases. (i) Suppose that (X, X ∩ H) is as in line 1, 2, 4, 6, 8, 9, 12, 14 or 16 of Table 7 . Since m 1, it follows from (5.7) that 
which is impossible.
(ii) Suppose finally that (X, X ∩ H) is as in line 3, 5, 7, 10, 11, 13 or 15 of Table 7 .
In these cases, we need to do extra work. Here by (5.7), we have that
For each case, we assume that h(q 0 ) is as in the third column Table 8 , and set
where f (q 0 ) is as in the fifth column of Table  7 . Thus k divides
Therefore, (5.9) and (5.10) imply that
, and hence
For each case, this inequality holds for (p, a) as in Table 8 . By applying Algorithm 1, we cannot find any possible parameters (v, k, λ). For example, if X = F 4 (q 2 0 ) and X ∩ H = F 4 (q 0 ), then by Table 7 , we have that v = q Table 8 . Then For each such q 0 = p b , and considering each divisor k of |F 4 (q 0 )| · |Out(F 4 (q 2 0 ))|, but Algorithm 1 gives no parameters, which is contradiction. 
Remaining cases.
In this section, in order to prove Theorem 1.2, we need to consider the remaining large maximal subgroups of G which are not parabolic, subfield and listed in Table 6 . Our method in this section is mostly similar and is almost the same as that of explained in Proposition 5.3. We note here that the method given below does not work for all cases, and in some cases, we need to do extra work, see for example Lemma 5.7(iii).
Recall by Corollary 2.6 that H := G α is a large subgroup of G, where α is a point of D. Since G is primitive, the subgroup H is also maximal in G. We then apply Theorem 1.1 which gives possibilities for H. By Propositions 5.1-5.2, we need to consider the remaining cases listed in Table 1 . For each subgroup H, we can now find the parameter v by (5.1). Next we apply Lemma 2.5(a) and (c) and conclude that k divides λf (q) · |Out(X)|, for some polynomial f in terms of q. In the case where, there are some suitable subdegrees of G, we can use Lemma 2.5(a) and (e), and obtain polynomial f such that k divides λf (q). Therefore, k divides bλf (q), where b is 1 or a multiple of |Out(X)|. Then mk = bλf (q), for some positive integer m. Again, by Lemma 2.5(a) and the fact that mk = bλf (q), we find parameters k and λ in terms of m, b and q:
We now check if λv < k 2 holds. If this inequality holds for almost all q, then we use Euclidian algorithm and obtain polynomials h(q) and d(q) such that |X ∩ H| = h(q) · (v − 1) + d(q), and then conclude that k as in (5.12) divides a polynomial F (a, m, q) in terms of m, a, h(q) and d(q), where q = p a . This gives k F (a, m, q), Proof. By Propositions 5.1-5.3, the subgroup X ∩ H is 2 × A 1 (q) for q 27. Then (5.1) implies that v = q 2 (q 2 −q+1). Note that |Out(X)| = a. Then by Lemma 2.1(b), k must divide aq(q 2 − 1). Moreover, Lemma 2.5(a) implies that k divides λ(v − 1). By Lemma 2.2, v − 1 is coprime to q, and since gcd(v − 1, q 2 − 1) = q − 1, it follows that k divides λa(q − 1). Therefore there exists a positive integer m such that mk = λa(q − 1). Since now k(k − 1) = λ(v − 1), we must have
Since k | aq(q 2 − 1), it follows from (5.13) that 
Then by (5.1), we have that v = q 6 (q 8 + q 4 + 1). Here |Out(X)| = 3a, and so Lemma 2.1(b) implies that k divides 3aq 6 (q 6 − 1)(q 2 − 1). Moreover, k divides λ(v − 1) by Lemma 2.5(a), and so by Tits' lemma 2.2, k must divide gcd((q 6 − 1)(q 2 − 1), v − 1) which is a divisor of 4. Thus k | 12λa, and hence there exists a positive integer m such that mk = 12λa. As 
which is a contradiction for odd q = p a .
Since |Out(X)| = 3a, it follows from Lemma 2.
where n is as in the third column of Table 9 , we conclude by Lemma 2.5(a) and Tits' lemma 2.2 that k | 6an · d ǫ · λ(q 2 + ǫ1q + 1). Thus there exists a positive integer m such that mk = 6an · d ǫ · λ(q 2 + ǫ1q + 1). As
. Then, by (5.17), we must have Table 9 . Some parameters for Lemma 5.6(iii)
Conditions on p and a where t(q) := q 2 + ǫ1q + 1 with ǫ = ±. Let now l(q) and u(a) be as in the third column of Table 9 . Then
In each case as in Table 9 , the inequality (5.18) holds when p and a are listed in the last column of Table 9 . Note that (ǫ, q, d ǫ ) can not be (+, 4, 3) and (−, 2, 3) as in these cases v is not integer. For the remaining (p, a), considering the condition d ǫ as in the second column, we obtain (ǫ, q, d ǫ ) as in Table 10 . Recall that k is a divisor of 6a
by Lemma 2.1(b). Then, for each q = p a with p and a as in the last column of Table 9 , the possible values of k and v are listed in Table 10 . This is a contradiction as for each k and v as in Table 10 , the fraction k(k − 1)/(v − 1) is not integer. This also could be checked with Algorithm 1. 
Proof. Suppose X = G 2 (q). Then by Theorem 1.1 and Propositions 5.1-5.2, X ∩ H is one of the following groups:
. Then by (5.1), we have that v = q 4 (q 4 + q 2 + 1). Since |Out(X)| divides 2a, by Lemmas 2.5(d) and 2.1(b), k | 2aq 2 (q 2 − 1) 2 . Moreover Lemma 2.5(a) implies that, k divides λ(v − 1). By Tits' lemma 2.2, v − 1 is coprime to q, and gcd(q 2 − 1, v − 1) divides 4 . Thus k | 32λa. Let m be a positive integer such that mk = 32λa. Since k(k − 1) = λ(v − 1), it follows that 
Therefore m(v − 1) + 32a 64a 2 q 2 (q 2 − 1) 2 , and so we have that
This inequality holds when p is 2, 3, 5 or 7 and a is at most 5, 2, 1 or 1, respectively, and so q = p a ∈ {2, 3, 4, 5, 7, 8, 9, 16, 32} .19) is not a positive integer, which is a contradiction.
27. Then by (5.1) we have that v = q 3 (q +1)(q 3 −1). We observe that gcd(q 2 −1, v −1) = 1, and since k divides both 2aq 3 (q − 1)(q 3 + 1) and λ(v − 1), by Tits' lemma 2.2, we conclude that k | 2λaf (q), where f (q) = q 2 − q + 1. Let m be a positive integer such that mk = 2λaf (q). It follows from
Recall that k | 2aq 3 (q − 1)(q 3 + 1). Then, by (5.21), we must have
where f (q) = q 2 − q + 1. Therefore (5.22) implies that
and so
This inequality holds when q = p a is as in Table 11 . Since λ < k, from the fact that mk = 2af (q) = 2a(q 2 − q + 1), we observe that m 2a(q 2 − q + 1), and so, for each q and a as in Table 11 , we can find an upper bound for m as listed in the same table.
Thus for each such q, a and m, we obtain k by (5.21), and considering the fact that k(k − 1) = λ(v − 1), we conclude that (q, a, m) is (3, 1, 6 ) or (2187, 7, 28684698), and hence (v, k, λ) is one of the parameters in Table 12 , however k has to divide 2aq
, that is to say, 3024 or 3348658743700932890656848, respectively, which is impossible.
(iii) Suppose X ∩ H = SL ǫ 3 (q) : 2 with ǫ = ±. Then by (5.1), we have that v = q 3 (q 3 + ǫ1)/2, and so v − 1 = (q 3 − 1)(q 3 + ǫ2)/2. Thus, Proposition 3.3, Proposition 1 in [27] and Lemma 2.5(d) implies that k divides λ(q 3 − ǫ1), and so there exists a positive integer m such that mk = λ(q 3 − ǫ1). Then since λ < k, we must have
Note that λ is a positive integer. Then by (5.25), we conclude that
Recall that k divides 2aq 3 (q 2 − 1)(q 3 − ǫ1). Then, by (5.24), we must have
Therefore (5.27) implies that
In what follows we consider the following three cases where 16ah(q)−48ma(q 2 −1) is zero, positive or negative, for some q = p a and m. (1) If 16ah(q) − 48ma(q 2 − 1) = 0, then m = (q 3 − ǫ3)/3, and so we must have q = 3 a . By (5.24) and (5.25), we conclude that
, and by (5.28), we obtain q < 48a. This inequality holds when q = p a is as in Table 13 . Since (q 3 − ǫ3)/3 < m < q 3 − ǫ1, for each q and a as in Table 13 , we can find the value of m. For these values of q and m, the statement (5.28) is not true.
We claim that gcd(k, q 3 ) < q 2 . Assume to the contrary that q 2 divides k. Since k − mq 3 /2 = ǫm + 1, q 2 must divide m + ǫ1. Thus m + ǫ1 = uq 2 for some integer u. By (5.29), we observe that
For a fixed q, the map f ǫ q (u) is decreasing (increasing) if 1 u 2q/3 and ǫ = + (ǫ = −). As u < q/3 by (5.30), we conclude that |ǫ3u 2 q − ǫ4uq We now consider the following three cases: (3.1) Suppose that |16ah(q) − ǫ24mad(q)| = 0. Then ǫ = +, and so 16ah(q) − 24mad(q) = 0. Then 3m = 2h(q)/d(q) = 2q 4 − 4(q − 1) − 14/(q + 2). This implies that q+2 is a multiple of 14, and so we conclude that q = 5 in which case 3m = 1232, which is a contradiction. 
24mad(q), and so q 3 < 24ad(q). Since d(q) = q 2 + ǫ2q, it follows that q 3 < 24a(q 2 + 2q), or equivalently, q 2 < 24a(q + 2). This inequality holds when q = p a is as in Table 14 , and for such q, we can obtain m by (5.29) but for these values of (q, m) we cannot find any parameters satisfying (5.33). (3.3) Suppose finally that 16ah(q) − ǫ24mad(q) > 0. Let ǫ = +. Then (5.33) implies that m(q 3 +2)+2 < |16ah(q)−ǫ24mad(q)| = 16ah(q)−24mad(q) < 16ah(q), and so m < 16aq. Note by (5.26) 
2 a 2 q 2 + 2 · 16aq, and this holds for the q = p a as in Table 15 . Again we can find m by (5.29) and in conclusion we cannot find any parameters satisfying (5.33) .
, and so 32aq[q 3 − 24ad(q) − 2] < 16ah(q). This implies that q < 74a. This is true for q = p a as in Table 15 for which there is no possible parameters satisfying (5.33) when m is as in (5.29) . Therefore, m < 32aq. Note by (5.26) that q 3 + 1 divides 3m 2 − 2m. Then q 3 + 1 m(3m − 2) < 32aq(3 · 32aq − 2), and this holds for the q = p a as in Table 15 . These cases can also be ruled out as for m as in (5.29) we cannot find any parameters satisfying (5.33). . We observe that gcd((q 2 + 1) Lemma 5.9. The group X cannot be F 4 (q).
Proof. Suppose X = F 4 (q). By Theorem 1.1 and Propositions 5.1-5.2, X ∩ H is one of the following groups:
2 (q 4 − 1)(q 6 − 1), and so (5.1) implies that
As in this case q is odd, |Out(X)| = a. Hence by Lemma 2.5(c), we have that
Moreover, Lemma 2.5(a) implies that k divides λ(v − 1). By Tits' lemma 2.2, v − 1 is coprime to q, and since gcd((q 4 + q 2 + 1)(q 2 + 1), v − 1) = 1 and gcd(v − 1, q 2 − 1) divides 11, k must divide 11 4 aλ. Therefore there exists a positive integer m such that mk = 14641λa. As k(k − 1) = λ(v − 1), it follows that 
where c = gcd(2, q − 1) and e = gcd (2, p) . 
Therefore (5.53) implies that
which is true for p and a as follow But these values of q = p a violates (5.54), which is a contradiction.
(vi) Suppose Sp 4 (q 2 ).2 with p = 2. Then by (5.1), we have that
.
Here |Out(X)| divides 2a, and so by Lemma 2.5(a) and 2.1(b), we have that 
Therefore, q 15 < 4 4 · 100 2 a 4 , which is impossible for any q = p a .
(vii) Suppose X ∩ H = Sp 4 (q) 2 · 2 with p = 2. Here by (5.1), we have that
Note that in this case p = 2. Hence, by Lemmas 2.5(d) and 2.1, since |Out(X)| = 2a we have k | 4aq
On the other hand, Lemma 2.5(a) implies that, k divides λ(v − 1). By Tits' lemma 2.2, v − 1 is coprime to p and also gcd(v − 1, (q 2 − 1) 4 (q 2 + 1) 2 ) divides 25. Thus k | 25aλ. Therefore there exists a positive integer m such that mk = 25aλ. As k(k − 1) = λ(v − 1), it follows that
Applying (5.58), we have that
and so q 11 < 100a 2 , which is impossible.
2. Then by (5.1), v = q 12 (q 6 − 1)(q 4 + 1)(q 3 + 1)(q + 1).
As in this case q is even, |Out(X)| = 2a. Applying Lemmas 2.5(c) and 2.1(b), we observe that
where q 12 (q 6 + 1)(q 4 − 1)(q 3 + 1)(q − 1). Moreover, as gcd(v − 1, (q 3 + 1)(q 2 − 1)(q − 1)) = 1, Lemma 2.5(a) and Tits' lemma 2.2 implies that k divides 2aλf (q), where
. Therefore there exists a positive integer m such that mk = 2aλf (q). Since k(k − 1) = λ(v − 1), it follows that
Now we apply (5.60) and (5.61), and conclude that 
Therefore (5.62) implies that
and so q < 64a 2 . Since q = 2 2n+1 2, this inequality holds only for q = 2 a where a 13 is odd. We now apply Algorithm 1 but no parameters arise.
where c | 2a and b | 4a 2 . Note by Lemma 2.5(d) that k divides bq 7 (q 2 − 1) 2 (q 6 − 1). Now Lemma 2.5(a) implies that k divides λ(v − 1). By Tits' lemma 2.2, v − 1 is coprime to q, and so
. Then, by (5.99), we must have
Since m 1, c | 2a and b | 4a 2 , it follows from (5.100) that q
, which is impossible.
Lemma 5.10. The group X cannot be E ǫ 6 (q). Proof. Suppose X = E ǫ 6 (q). Then by Theorem 1.1, X ∩ H is one of the following:
)) · h with h = gcd(4, q − 1); (v) Soc(H) = C 4 (q) with q odd; (vi) Soc(H) = F 4 (q). 
where e = gcd(3, q − ǫ1) and e 1 = gcd(3, q 2 − 1). Note that v − 1 and q are coprime and gcd(v − 1, q 2 + 1) = gcd(v − 1, q 2 + ǫq + 1) = 1. Thus k divides λf ǫ (q), where f ǫ (q) = e 2 e 1 (q 5 − ǫ1)(q 2 − 1)(q + ǫ1), and hence there exists a positive integer m such that mk = λf ǫ (q). It follows from Lemma 2.5(a) that
Note that |Out(X)| divides 2ae. Then it follows from Lemmas 2.5(a) and 2.1(b) that
where
2 . This together with (5.66) implies that where e = gcd(3, q − ǫ1) and ǫ = ±. Then
q)|, and so (5.68) implies that
and so m(v−1)+f ǫ (q) 2ae
. This inequality holds only for (p, a) as in Table 17 , and hence these values of q = p a violates (5.69).
(
. Then by (5.1), we have that
where e = gcd(3, q − ǫ1). Note that |Out(X)| = 2ea. So by Lemmas 2.5(a) and 2.1(b), we have that 
Moreover, Lemmas 2.5(a) and 2.2 imply that k divides gcd(v − 1, g(q)), and this divides f (q), where
Thus mk = 12eaλf (q), for some positive integer m.
and so (5.71) implies that
, it follows that q 8 < 8 · 144a 2 which implies that q = 4 when ǫ = +. If e = 3, then since q 4 < u p (v − 1)/f (q)g(q) with u 2 = 144 and u p = 3 for p = 2, we conclude that q 8 < 9 · 144u p a 2 , and hence q ∈ {2, 5, 8, 32} when ǫ = −. These cases can be ruled out by Algorithm 1. , where e = gcd(3, q − ǫ1). As |Out(X)| divides 2ea, it follows by Lemma 2.5(a) and Lemma 2.1(b) that k | 6eag(q), (5.74) where g(q) = q 12 (q 8 + q 4 + 1)(q 6 − 1)(q 2 − 1)(q 2 + ǫq + 1). Moreover, Lemmas 2.5(a) and 2.2 imply that k divides 6eaλ · gcd(v − 1, g(q)), and hence k divides 6eaλf (q), where f (q) = (q 8 + q 1)(q − ǫ1) , where e = gcd(3, q − ǫ1). By Theorem 3.1, the subdegrees in this case divide q 8 gcd(4, q 4 − 1)(q − ǫ1)(q 5 − ǫ1)(q 4 + 1) and q 10 gcd(5, q − ǫ1)(q − ǫ1)(q 3 + ǫ1)(q 8 − 1). As v − 1 and q are coprime and gcd((q 3 + ǫ1)(q 8 − 1), (q 5 − ǫ1)(q 4 + 1)) = (q − ǫ1)(q 4 + 1), thus it follows from Lemma 2. Since f ǫ (q) < 3(q 2 + 2), it follows from (5.83) that v − 1 < 18a(q 2 + 2)g(q). This inequality does not hold for any prime power q.
(vi) Suppose that the socle H 0 of H is F 4 (q). Then |H| = b|H 0 |, where b divides (2, p)a. Note that |G| = c|X| for some divisor c of 2ea, where e = gcd(3, q − ǫ1). .
Here |Out(X)| = a, and so by Lemmas 2.5(a) and 2.1(b), we have that
where g(q) = q 39 (q 12 − 1)(q 9 − ǫ)(q 8 − 1)(q 6 − 1)(q 5 − ǫ)(q 3 − ǫ)(q 2 − 1) 2 . Note by Lemma 2.5(a) that k divides λ(v − 1), and so by Tits' lemma 2.2, k must divide 2aλf (q), where f (q) = (q 12 − 1)(q 9 − ǫ)(q 8 − 1)(q 6 − 1)(q 5 − ǫ)(q 3 − ǫ)(q 2 − 1) 2 . Then mk = 2aλf (q), for some positive integer m. As k(k − 1) = λ(v − 1), we conclude that k = m(v − 1) 2af (q) + 1, and so by (5.109), we must have m(v − 1) + 2af (q) divides 4a 2 f (q)g(q). Therefore m(v − 1) + 2af (q) 4a 2 f (q)g(q), and so q 10 < 4a 2 , which is a contradiction.
We are now ready to prove Theorem 1.2 and Corollaries 1.4-1.5. In what follows, we assume that D is a nontrivial symmetric (v, k, λ) design admitting a flagtransitive and point-primitive automorphism group G with socle X a finite exceptional simple group of Lie type. Proof of Corollary 1.4. Suppose to the contrary that k is prime. We now apply Theorem 1.2. The possibility (a) can be ruled out as in this case k = q 5 is not prime. Let X = G 2 (q) and X ∩ H = SL ǫ 3 (q) : 2 with ǫ = ±. Then k = q 3 (q 3 − ǫ1)/6 which is not prime as q = 3 a 3. Let now X = E 6 (q) with q = p a . Note by Lemma 2.5(c) that v < k 2 . This shows that k = p. If the Levi factor of X ∩ H is of type D 5 , then v = (q 8 +q 4 +1)(q 9 −1)/(q−1). Since k divides λq(q 4 +1), k = p and λ < k, it follows that k divides q 4 + 1, and so by applying the fact that λv < k 2 , we conclude that
