Stealth in military sonars applications may be ensured through the use of low power signals making them difficult to intercept by the enemy. In recent years, silent sonar design has been investigated by the Department of Marine Electronic Systems of the Gdansk University of Technology. This article provides an analysis of how an intercept sonar operated by the enemy can detect silent sonar signals. To that end a theoretical intercept sonar model was developed with formulas that can numerically determine the intercept ranges of silent sonar sounding signals. This was tested for a variety of applications and water salinities. Because they are also presented in charts, the results can be used to compare the intercept ranges of silent sonar and traditional pulse sonar.
Introduction
Sonars and echo sounders emit sounding signals which may be detected by intercept passive sonar on board military ships (Boyd et al., 1961 ; Friedman, 2006; Thales-Safare, 2012), as well as shipping noise (Grelowska et al., 2013; Kozaczka, Grelowska, 2004; Kozaczka et al., 2007 ; Kozaczka, Grelowska, 2011) . Once detected, sounding signals give away the potential presence of an enemy ship in the area under surveillance which is an obvious risk to the sonar's carrier. To reduce this risk sounding signals must be made more difficult to detect. This can be achieved by using less powerful signals and wide spectrum continuous signals (Fuller, 1990; Skolnik, 2008) . If equipped with these features, the sonar is called silent sonar or low probability of intercept sonar (LPI sonar) (Marszal, Salamon, 2012; Salamon et al., 2011; Willett et al., 2004) .
The basic criterion that a silent sonar design must meet is that its operation will be comparable to that of its classic counterpart. Analyses and simulation tests have shown that this is possible with a significantly reduced sounding signal power (Marszal, 2014; . As a result, the sounding signal detection distance will certainly be shorter for intercept sonar.
The distance over which intercept sonars can detect sounding signals depends not only on their power but also on their, parameters (i.e. shape of autocorrelation function, directivity pattern and so on) and acoustic wave propagation in the body of water Marszal, 1992) .
In the article we will present the results of theoretical analysis and simulation tests of how the parameters of silent sonar sounding signals impact intercept sonar detection and, by the same token, the intercept distance. To that end we are going to use a model of intercept sonar using envelope detection, energy detection and energy spectral density analysis While they are known methods of detection, we will study them for how they can receive an untypical continuous signal emitted by silent sonar. We will leave out Doppler effect on silent sonar operation (Marszal, 2014; Marszal, Salamon, 2012) , due to its insignificance for intercept sonar sounding signal detection.
General description of the problem
Sonar range estimation is commonly conducted by solving the range equation in logarithmic form (Hodges, 2010; Salamon, 2006; Urick, 1996) . It was also used for the intercept sonar under the assumption that it detects typical sounding pulses of sonar (Thales-Safare, 2012; Waite, 2002) . By using range equations, we are going to show which parameters of silent sonar and intercept sonar are decisive for the relation between the ranges of both sonars.
The compact form of the sonar range equation can be written as:
where SNR is the minimal input signal-to-noise ratio which ensures that the detection conditions are as assumed with detection occurring at receiver input ELthe level of the acoustic signal received (i.e. the echo signal in the case of active sonar), and NL -ambient noise level. The EL level is described with the formula:
where p s is the amplitude of acoustic pressure of a wave perpendicularly incident on the surface of sonar receiving transducer and p 1 = 1 µPa is the RMS value of the reference pressure.
The NL noise level can be expressed as:
where σ 2 is the variance of noise acoustic pressure on the receiving transducer surface measured in the receiver bandwidth B, while N 1 is the spectral density of noise intensity, and B 1 = 1 Hz.
The expression:
is called ambient noise spectrum level and its values that change with the frequency and propagation conditions at sea can be found in the literature (Hodges, 2010; Salamon, 2006; Urick, 1996) . Silent sonar echo level EL s is equal to:
where SL is the silent sonar transmitter's source level, 2TL s are the maximal transmission losses along the transmitter -target -receiver line which will ensure the minimal assumed input echo signal-to-noise ratio TS is the target strength of the object under observation. The level of the acoustic signal at the passive intercept sonar input EL i is:
where TL i are the maximal transmission losses between the silent sonar and intercept sonar, which will ensure the minimal intercept signal-to-noise ratio.
Using formulas (1), (5) and (6) we can determine the difference between the maximal transmission losses which still sustain detection for both silent and intercept sonar. It is:
where the s index is used to denote silent sonar values and index i -those of the intercept sonar.
The value of the input minimal signal-to-noise ratio SNR should ensure the assumed probability of detection and false alarm. The signal-to-noise ratio at receiver output which will guarantee such probabilities is called detection threshold DT. The difference between the output and input signal-to-noise ratio depends on the type of detection and can be increased as a result of signal processing in the receiver (processing gain -PG) and array directivity (array gain -AG).
Silent sonar and intercept sonar operate under the same propagation conditions and receive the same sounding signal whether reflected from the target or a direct one. Therefore we can assume that the noise spectrum level in both systems is identical and using formulas (3) and (4) formula (7) can be written as:
The difference between transmission losses in an unlimited medium is equal to:
where R is the range of silent sonar r -the range of intercept sonar, R 1 = 1 m, and α [dB/m] -sound absorption coefficient in water. For the assumed range R or r this equation can be solved numerically. In subsequent chapters we will determine the minimal SNR s values for silent sonar and SNR i for intercept sonar with envelope detection, energy detection and spectral analysis.
3. Design, principle of operation and parameters of silent sonar
As we continue the analysis we are going to use a simplified silent sonar model whose block diagram is shown in Fig. 1 . What it does not include are those elements of modern sonar that have no direct influence on detection conditions and in particular the beamformer, a common application in the majority of modern military sonar.
Silent sonar may use a variety of sounding signals with narrow autocorrelation functions . The reason why we are going to use a signal with linear frequency modulation, is because other signals have similar properties for detection purposes and can be used to reduce the negative impact of Doppler effect on silent sonar operation.
Let us assume that silent sonar emits periodically repeated sounding signals with pressure p s s(t), linear frequency modulation (LFM) with carrier frequency f 0 , duration T s and spectral bandwidth B s . Within a single period the signal is described with the following formula: Figure 2 shows how signal frequency changes in the function of time; its amplitude spectrum is shown in Fig. 3 . The amplitude of emitted signal acoustic pressure at distance R 1 = 1 m from the transmitting array on the axis of its beam is p t . Incident perpendicularly on the receiving array is a wave with pressure amplitude p s , reflected from a motionless target which is at distance R on the axis of the transmitting and receiving beam. The sonar's flat receiving array is built from M s identical omnidirectional hydrophones, equally spaced on a rectangular surface every half wavelength for frequency f 0 . While this assumption helps formally with the analysis, it does not necessarily provide the real number of receiving channels. It is, however, explicit in determining the size of the array versus the wavelength of frequency f 0 , and its directivity. Let us assume simply, that the profile of a signal at the output of each hydrophone is a delayed copy of a sounding signal. The hydrophones also pick up the acoustic noise of the sea which in the B s frequency band may be considered as white Gaussian noise with spectral level SPL. Electrical signals from all hydrophones are added and the summary signal following filtration in a lowpass filter with upper cut-off frequency f s /2 is sampled at frequency f s and converted into a discreet digital signal x(n), where n is the sample number. Signal detection is performed in a digital matched filter to signal s(n), achieved in the frequency domain.
Signal x(n) is the sum of useful signal x s (n) and noise x n (n). Matched filtration is described with algorithm:
where X(k) = F {x(n)} and S(k) = F {s(n)} are Fourier transforms of the signal received and transmitted, respectively. Transform S(k) is calculated once and stored in the processor's memory. Transform X(k) is calculated in each subsequent period T s and all of these periods include the operations described in formula (11) . Because x(n) = x s (n) + x n (n), we have:
where X s (k) = F {x s (n)} and X n (k) = F {x n (n)}. Let us first determine signal y s (n) by assuming that as assumed above the acoustic wave is perpendicularly incident on the array. As a consequence, there are no time shifts between the signals at hydrophone outputs. At adder output signal amplitude increases M s times and is equal to p s M s . At output of analogue to digital converter we get a periodical digital signal which we will write down as:
where n s describes echo signal delay equal to n s ∼ = 2R s f s /c (c -sound speed in water). The duration of the sounding signal expressed with the number of samples is N s = T s f s , and m is the period's number. If signal duration x(n) is equal to signal duration s(n), the theorem of a shift in the time domain holds even though signal x(n) includes fragments of adjacent periods (Bracewell, 2000) . Formulas (11) and (12) show that:
where r ss (n) is the auto-correlation function of signal s(n), equal to:
The above relations occur for all subsequent periods of the sounding signal The correlation function (20) takes on the maximal value for n = n s , equal to the signal's energy. Signal power s(n) jest equal to 1/2, and so we have:
Let us now determine the statistical parameters of noise at matched filer output. The variance of noise received by a single hydrophone in frequency band f s /2 is equal to
When the receiver's bandwidth is relatively narrow and the spaces between the hydrophones are equal to half the wavelength with frequency f 0 , the noises at array hydrophone outputs are uncorrelated. Once they are added and converted into digital form we get samples of white Gaussian noise x n (n) whose variance is equal to:
Noise variance y n (n) at matched filter output can be determined from Parseval's theorem (Bracewell, 2000) and it is equal to:
The signal-to-noise ratio DT s at matched filter output is a consequence of formulas (1), (16), (17) and (18) . It is equal to:
where E s is the energy of the signal received by a single array element. This is an extended form of a known formula which describes the signal-to-noise ratio at matched filter output (McDonough, Whalen, 1995), and takes account of the sonar array effect. The above formula shows that the desired signal-tonoise ratio can be maintained by reducing the sounding signal power (and at the same time, the amplitude of the signal received) and by proportionally increasing its duration T s .
By transforming formula (19) we get:
The expressions above are denoted as:
and the result is the relation we aimed to obtain:
The detection threshold DT s = 10 log d s is determined from operating curves of receiver ROC, for the assumed probabilities of detection PD and false alarm PFA (McDonough, Whalen, 1995).
A programme was used to simulate the operation of silent sonar as shown in Fig. 1 and to numerically determine the signals at its output. Sonar emits a sounding signal with carrier frequency f 0 = 10 kHz, spectral width B s = 2 kHz and duration T s = 10 s, whose echo is received by a receiving transducer built from M s = 100 hydrophones and sampled with frequency f s = 4 · f 0 . The spectral noise level in frequency f 0 for sea state 4 is SPL=50 dB (Urick, 1996) . We assume that PD s = 0.84 and PFA 1 = 3.2 10
and from ROC curves we read that DT s = 14 dB. Formulas (21) show that AG s = 20 dB, PG s = 46 dB, and NL s = 83 dB. The above analysis shows that the minimal input signal-to-noise ratio SNR s = −52 dB, and formula (1) shows that EL s = 31 dB. We use formula (2) to determine the amplitude of pressure p s = 50 µPa. The variance of noise received by the hydrophones is N 1 f s /2 = 2 · 10 9 . Figure 4 shows an example of a signal coming from a target which is R s = 3 km away from the sonar. The total of 40 000 tests helped arrive at the distribution of the density of noise probability p(y n ) and the sum of signal and noise p(y) = p(y n + y s ). Distribution p(y n ) was determined for a randomly selected sample y s (n), while distribution p(y) -was for sample y(n s ) for which function y s (n) reaches its maximum. Figure 5 shows the distributions of probability density 99p(y n ) and p(y), normalised for σ, and the theoretical Gaussian probability density distributions with parameters determined from formulas (16) and (18). . Using formula (18) we have σ = 200, and use it to determine d s = y s (n s )/σ = 5. Calculated analytically from formula (19) and determined in a simulation, the output signalto-noise ratio is equal to DT s = 20 log d s = 14 dB. When the detection threshold y t = y s (n s ) − σ = 800 we obtain the above stated values of PD s and PFA s .
If the probability of a single noise sample exceeding the threshold is PFA 1 , then the probability of the threshold being exceeded within time T s increases significantly and reaches 1. The average number of times the thresholds are exceeded can be estimated as N s · PFA 1 ∼ = 13 as confirmed in simulation results.
Because noise exceeds the threshold very seldom, detection performance does not suffer. These instances occur by chance and can be easily distinguished from echo signal occurring in the same (or almost the same) moment of time. The sonar monitor displays echo signals as regular lines while noise signals occur sporadically at accidental distances. As a consequence, the above stated value of DT s = 14 dB can be considered an acceptable minimal signal-to-noise ratio at matched filter output.
Sounding signal detection in intercept sonar

Intercept sonar
Modern intercept sonars are highly developed devices which ensure optimal detection of pulse signals emitted by sonar (Boyd et al., 1961 . They also help with identifying the received sonar signal bearing, tracking, measuring the operating frequency, LOFAR and DEMON type spectral analysis, etc. For the purposes of this analysis we will only look at the possibility of detecting a silent sonar signal by a hypothetical intercept sonar equipped with envelope detector, energy detector and spectrum analyser. Figure 6 shows the model of intercept sonar discussed further in the article. With an omnidirectional beam pattern in the horizontal plane, the sonar array consists of M i hydrophones spaced equally along a vertical straight line. Incident on the array is a plane wave with effective pressure p i , emitted by the silent sonar transmitter. By analogy to silent sonar, the signals from the hydrophones are added and the summary signal is filtered in an anti-aliasing lowpass filter with upper cut-off frequency f i /2. The signal from filter output is sampled at frequency f i and transformed in the analogue to digital converter ADC into a digital signal x(n). By analogy to the silent sonar receiver, signal x(n) is the sum of sounding signal x s (n) and noise x n (n). The amplitude of the sounding signal is M i p i . Because intercept sonar receives noise in a broad frequency band and the distances between the hydrophones are constant, the degree of correlation between the hydrophone output noises cannot be determined in advance. Let us accept then that the noises are uncorrelated which is an optimistic assumption from the perspective of intercept sonar and a pessimistic one if seen from the perspective of silent sonar. Noise variance x n (n) is in this case
Signal z(n) is processed in three detectors. They are the envelope detector, energy detector and the detector which determines energy spectral density. The decision that a sounding signal has been detected is made at detector outputs and assumes the probability of a correct decision PD i and false alarm PFA i .
Envelope detector
The envelope detector is designed to receive varying amplitude signals and pulse signals in conventional sonar. Because the sounding signal is continuous and has a constant amplitude, the envelope detector will only be useful if the bandpass filter meets some additional criteria The band of the filter must wholly or partly fit into the spectrum of the sounding signal and its width B i must be lower than that of spectrum B of the sounding signal. If these conditions are met the signal at bandpass filter output x f (n) is a pulse and periodical signal, has the sounding signal's period and may undergo envelope detection. A signal like that is shown in Fig. 7 . At the output of Hilbert transform we get signal x f (n) and its quadrature component x q (n). Subsequent operations are described with formula:
This is the envelope of a sounding signal after narrowband filtration as exemplified in Fig. 8 . If all that is detected is noise, the stochastic process y n (n) is described with Rayleigh distribution (Papoulis, 2002) . Figure 9 shows a computergenerated distribution in an envelope detection simulation and a theoretical Rayleigh distribution. Fig. 9 . Distribution of noise probability density at envelope detector output (theoretical -red line, simulation -black line) (T = 10 s, f0 = 10 kHz, B = 2 kHz, Bi = 0.4 kHz, SPL = 50 dB, Mi = 10).
The mean value of the distribution is:
and its variance:
When a sinusoidal signal with narrowband Gaussian noise is received the process y(n) is described with the Rice distribution (Papoulis, 2002) . When the signalto-noise ratio is relatively high the distribution approaches Gaussian distribution as shown in Fig. 10 . The black line describes the simulation-generated distribution with the red line illustrating the theoretical Gaussian distribution. The mean value of the distribution is approximately:
The output signal-to-noise ratio is defined as:
which after substituting relations (24) and (25) gives:
The signal-to-noise ratio value we are looking for may be determined numerically. As an example, for the data used to make Fig. 9 and Fig. 10 , we have E[y(n)]/σ = 5, and then DT i = 11.5 dB. If the detection threshold is set for y t = 4σ then the probability of detection is PD i = 0.84. The probability of a false alarm PFA i can be determined from the Rayleigh cumulative distribution function (Papoulis, 2002) , as:
This probability relates to a single noise line which means that the probability of the threshold being exceeded in time T = 10 s and sampling frequency f i = 40 kHz is about 3·10 . By reducing the output signalto-noise ratio down to DT i = 8.8 dB (E[y(n)]/σ = 4) and maintaining PD i we increase the probability of a false alarm to PFA i = 2.8·10 and the probable number of times the threshold will be exceeded y t = 3σ, increases to about 11. With no a priori data about the signal received, we should assume a higher value of the output signal-to-noise ratio. Hence we have:
The above equation for DT i = 11.5 dB can be written in the form of:
where AG i = 10 log M i . For DT i = 8.8 dB the constant factor in the above formula is +0.2 dB. By inserting DT i = 11.5 dB, AG i = 10 dB into formula (31) we get SNR i = 1 dB.
Energy detector
We begin by determining signal y s at energy detector output with no noise. Assuming that the spectrum of the signal received fits within the filter bandwidth of width B i , we get:
The sum in the above formula is equal to the energy of signal s(n), hence, we have:
where N i = T i· f i is the number of added signal samples in time T i . Let us now move on to determine the stochastic parameters of noise at energy detector output. It is generally impossible to determine noise variances at adder output if we lack data about how the hydrophones are spaced and if the filter bandwidth is big. Let us assume approximately that the noise is uncorrelated, and then their variance at bandpass filter output is equal to:
Noise with this variance is squared and added. Noise samples can be treated as a random variable with normal distribution. As you know, the sum of squares of such a random variable has a chi-squared distribution (Papoulis, 2002) . As stated in the central limit theorem, a distribution with a high number of added variables approaches normal distribution. The mean value of noise at adder output is:
and its variance is equal to: Figure 11 shows the distribution of probability density of random variable y n , as determined in the simulation. Plotted on the chart is the theoretical normal distribution with parameters determined from the formulas above. The same figure shows the distribution of random variable y, when noise is added to the sounding signal at sonar input. The calculation is made for a silent sonar sounding signal and noise with Fig. 11 . Distributions of noise probability density at energy detector output.
a spectral noise level as stated above SPL = 50 dB. It was assumed that the number of array elements is M i = 10, listening time T i = 5 s, and sampling frequency f i = 100 kHz. It was also assumed that the filter's mid-channel frequency is f 0 = 10 kHz, and its bandwidth B i = 10 kHz. As a result, the filter's bandwidth covers the entire spectrum of the silent sonar signal and half of its energy during the listening phase. It was assumed that the amplitude of the signal's pressure is p i = 1.9 mPa. With these parameters in place the distribution of random variable y is not much different from Gaussian distribution. The respective chart is plotted over a curve, the result of 10 000 simulated detector operations. The distribution of the signal and noise sum has a mean value equal to E[y] = E[y n ] + y s and its variance is:
and is approximately equal to σ 2 n , because y s ≪ E[y n ] and B i < f i .
By using relations (27) , (33), (35) and (37) we get the output signal-to-noise ratio in this form:
We find the logarithm and we get:
Using the designation from formula (21) we have:
Formula (39) shows that the input signal-to-noise ratio is equal to:
Given the data we used to make Fig. 11 we have: DT i = 20 log(y s /σ) = 20 log 4 = 12 dB, AG i = 10 dB, PG i = 5 log(5 · 10 4 ) = 23.5 dB. The input signal-to-noise ratio is then equal to SNR i = −27.5 dB. With the detection threshold equal to y t = E[y] − σ we have PD i = 0.84 and PFA i = 1.3 · 10 . One could say that the DT i value we assumed is sufficient or even too high because PFA i relates in this case to the entire time the signal is added, so it could be much higher. By the same token the required signal-tonoise ratio could be lower, if the spectral noise density were known and did not change during listening. In practice these conditions are difficult to meet because spectral density of noise can only be measured (identify E[y n ] value) in the absence of silent sonar signal, which in this case is continuous.
To understand the effects of misestimating the spectral density of noise on detection conditions, let us assume that in the example above spectral density of noise increased by 1% or decreased by 1%. The effects of the changes are shown in Fig. 12 and Fig. 13 . The black line represents the distributions of probability density for the above example and the blue line shows the distributions after spectral density of noise has changed. As you can see in Fig. 12 , an increase in spectral density of noise increases detection probability and the probability of false alarm. As spectral density of noise continues to increase slightly PFA i quickly approaches unity. As shown in Fig. 13 a reduction in spectral density of noise causes PD i and PFA i to go down to nearly a zero. In both cases a slight change in noise level like this deteriorates detection conditions to an unacceptable level.
To prevent this effect from happening, DT i must be raised high enough for PD i not to drop below the assumed value, and for PFA i not to exceed the accept-able level. To determine the desired DT i let us assume that spectral density of noise changes by ±qN 1 . Formulas (34) and (35) show that when noise level increases its mean value is (1 + q)E[y n ] and (1 − q)E[y n ] when it drops. The change in its variance is so small, amounting to (1 + q) 2 σ 2 n and (1 − q) 2 σ 2 n respectively (formula (37)) that it is of no practical significance. Let us assume that detection occurs when threshold y t is exceeded. In addition let us assume that minimal value PD i ∼ = 0.84, and that the maximal value
. The first assumption is met when y t = E[y n ]+y s σ, and the second when y t = E[y n ]+3σ. For a growing mean value of noise, the detection threshold at which PFA i has the desired value is y t = E[y n ](1 + q)+ 3σ. When the mean value of noise drops, the desired value PD i is ensured for threshold y t = E[y n ](1 − q) + y s σ. By solving these equations, we get:
The above relation shows that the minimal value of the detection threshold is:
Please note that when q = 0 we get DT i = 12 dB, which is the value achieved in the example illustrated in Fig. 11 . Because spectral density of noise fluctuates, the detection threshold must be increased as well as the input signal-to-noise ratio. As an example, when SPL changes by 1 dB (q = 0.25), for T i = 5 s and B i = 10 kHz, the required detection threshold is DT i = 41.2 dB, which causes the input signal-to-noise ratio to increase SNR i = −12.9 dB.
Analogous fluctuations of noise levels in silent sonar do not cause any significant deterioration of detection conditions. A lower spectral density of noise N 1 increases PD s which is good and reduces PFA s , and when it is higher -PD s goes down slightly and the increase in PFA s is minor as well.
Spectral analysis
Initial signal processing in this system is performed just as in intercept sonar with envelope detection and energy detection. Afterwards a calculation is made of discreet Fourier transform X(k), and then of energy spectral density
Subsequent figures show the characteristic shapes energy spectral density of the sounding signal from silent sonar without noise. Because the duration of the signal is not known, in intercept sonar the listening time is usually different from that period. Energy spectral density as shown in Fig. 14 is characteristic of cases when observation time T i is lower than period T s and fits into it entirely. In other situations the spectrum of the signal received consists of its separate fragments as exemplified in Fig. 15 and Fig. 16 . All the energy spectral density charts were made for the following data: f 0 = 10 kHz, T = 10 s, p i = 0.1 mPa, M i = 10, f i = 40 kHz. Further in the analysis we will only consider a case when Fourier transform is calculated in time interval T i fitting into a single sounding signal period T , (Fig. 14) . Please note: this assumption is not always met for shorter range silent sonar. Figure 17 shows energy spectral density when a sounding signal with pressure p i = 50 mPa is received with noise whose spectral density is N 1 = 10
(re 1 Pa). The calculations were To calculate the necessary values in the range equation, we will take the same steps as in the previous sections. Figure 18 shows the probability density distributions of the height of energy spectral density lines for noise. As you can see, the distribution we have obtained in the numerical experiment is no different from the theoretical exponential distribution. Figure 19 shows the experimental probability density dis- tributions of the height of energy spectral density lines for a signal received with noise. All the charts were made for noise whose probability density distribution was shown in Fig. 18 . The amplitude of the received sounding signal is the parameter, in other words, the input signal-to-noise ratio SNR i . The probability density distribution of the height of energy spectral density lines for white noise is exponential and its mean value is equal to standard deviation σ, which is:
The mean value of the height of energy spectral density lines of a signal without noise is equal to:
and of a signal with noise, it is the sum of the mean values, namely:
The variance of the distribution in question is approximately equal to:
Formulas (44), (45) and (46) show that output signalto-noise ratio defined in formula (27) is:
Please note that a possibly low output signal-to-noise ratio is what works best for silent sonar. To achieve this the signal generated should have a high B s /T s ratio. Intercept sonar, on the other hand, prefers a short observation time T i . This, however, will generate narrow fragments of the sounding signal spectrum appearing on different frequencies in the subsequent observation periods which may impede their visual detection. After we find the logarithm and set the designations:
we can calculate the input signal-to-noise ratio for the spectral analysis case using the formula (41). While it is theoretically possible to determine the minimal output signal-to-noise ratio DT i from the assumed detection probability PD i and acceptable probability of false alarm PFA i using the usual procedure, it does not offer any practical benefits. The mean value of the height of energy spectral density lines described with formula (45) depends on unknown parameters of the signal received T s and B s . In addition, threshold detection does not yield clear-cut results. Probabilities PD i and PFA i determined from probability distributions shown in Fig. 18 and Fig. 19 only apply to individual spectral lines, which means that the probabilities referring to the entire time of observation T i depend on the number of spectral lines. Determining the probability of false alarm is explicit because the number of noise spectral lines is constant. Detection probability, on the other hand, cannot be determined if we do not know in advance the spectral width of the signal received. Figure 17 shows that visual observation of the spectrum, in particular on presentations with waterfall history records makes it fairly easy to distinguish the spectrum of the signal from the background of noise spectrum even if the output signal-to-noise ratio is low (in Fig. 17 DT i = 2 dB). This is not only because individual spectral lines are higher, but because they are concentrated in a specific frequency band. This kind of concentration can be clearly seen in the running sum of spectral lines height less the trend line, namely:
where Figure 20 shows function Z(f ) determined from the spectrum in Fig. 17 . As you can see, signal detection is much more likely here as opposed to direct observation of the signal's energy spectral density. As a consequence, the input signal-to-noise ratio may be reduced as illustrated in Fig. 21 and Fig. 22 . Figure 21 shows the energy spectral density for the sounding signal's parameters and the receiver from . The input signal-to-noise ratio is reduced by 10 dB to reach SNR i = −32 dB. The output signal-tonoise ratio went down from +2 dB to −18 dB, which is a direct result of formula (50).
The output signal-to-noise ratio of the process Z(n) is defined as DT i = 20 log(∆Z/σ z ). Amplitude ∆Z for the signal alone shown in Fig. 20 , is equal to:
The variance of noise can be determined from the empirically obtained approximate formula:
Using formulas (45) and (46) we get:
By denoting:
we determine once again the components found in formulas (41).
In the example shown in Fig. 22 , the output signalto-noise ratio is DT i ∼ = 15 dB which makes it easy to distinguish from noise. The assumption in the example is that T i = 5 s, f i = 40 kHz and M i = 10, and from there that AG i = 10 dB and PG i = 29.5 dB. Formula (41) gives SNR i = 7.5 − 10 − 29.5 = −32 dB. The same value of the input signal-to-noise ratio was arrived at in the simulation by assuming that p i = 1.6 mPa, SPL = −7 dB/re 1 Pa and bandwidth f i /2 = 20 kHz.
Intercept sonar and silent sonar ranges
The range of intercept sonar r means the maximal distance to silent sonar at which the intercept sonar detects the silent sonar's sounding signal. The criterion of sounding signal detection is the minimal output signal-to-noise ratio DT i which is usually determined from assumed probabilities of detection PD i and false alarm PFA i .
The range of silent sonar R is the maximal target distance with target strength TS, at which the silent sonar detects the echo signal from the target with assumed probability of detection PD s and false alarm PFA s .
The relation between the two ranges is described in formulas (8) and (9) and is the result of the difference in input signal-to-noise ratios SNR s and SNR i , bandwidths B s and B i in the receivers of both systems and target strength TS. The input signal-to-noise ratio is a function of the sounding signal's parameters, receiver parameters and the detection method applied. And so by using formulas (21) , (31) , (41) and (55) consecutively after elementary transformations, we have:
• for intercept sonar with envelope detection
• for intercept sonar with energy detection • for intercept sonar with spectral analysis
The derivation of the last relation takes into account the fact that noise band B i in formula (8) is equal to f i /2. Silent sonar will benefit from a possibly high value of the left side of the above equations. This can be achieved by increasing the number M s of array elements (reducing beam width) and extending the period T s of the sounding signal. While the spectrum width B s of the sounding signal has no direct impact on the relation between the range of the two sonars, keeping it high is good for silent sonar range resolution. It also means that a wide band must be used in intercept sonar, which increases the difference between transmission losses.
The range of intercept sonar can be extended (the left side of the above equations can be reduced) by increasing the number M i of array elements, although there is a limitation due to the desired and high beam width. What also works well is a low band width of B i and long observation time T i . There are, however, some limitations, because band B i must overlap with band B s of the sounding signal.
The relations between intercept sonar and silent sonar ranges can be determined through a numerical solution of Eqs. (9) and (56), (57) and (58) for specific parameters of both systems and for a known absorption coefficient (Ainslie, 1998) , found in formula (9) . Presented below are examples of such solutions which help arrive at more general conclusions. To that end we are going to investigate three classes of silent sonar, namely long-range sonar with operating frequency f 0 = 10 kHz, medium-range sonar with operating frequency f 0 = 40 kHz and short-range sonar with operating frequency f 0 = 100 kHz. We will also assume that each sonar has an array whose square surface consists of M s = 20 × 20 = 400 elements spaced equally every half wavelength for frequency f 0 . The array's beam width is 5
• in both sections. Table 1 gives these and other silent sonar parameters The tables also includes the values of logarithmic absorption coefficient in the ocean, Baltic and fresh water for the sonar operating frequencies as stated above.
The parameters of intercept sonar were selected arbitrarily under the assumption that the sonar can receive signals in a specific number of channels with fixed frequency bands. It was assumed that for envelope detection band width B i = 0.5·B s , for energy detection B i = 4 ·B s , and for spectral analysis B i = 0.5 ·f i . It was assumed that sampling frequency f i = 400 kHz, and observation time is T i = 10 s. The sonar has a vertical linear array consisting of M i = 10 elements which ensures a certain noise reduction depending on the listening band and the spacing between its elements.
It was assumed that the long-range sonar range applies to target detection that has target strength TS = 0 dB, medium-range -TS = −10 dB and short range -TS = −20 dB. Using the above data and values DT i derived in the previous section from formulas (56), (57) and (58), the differences in transmission losses were calculated and put in Table 2 . What makes silent sonar useful is the extended distance r, at which the intercept sonar detects sounding signals from pulse sonar which emit "ping" constant frequency signals or "chirp" signals with linear frequency change. In these sonars envelope detection was applied when receiving "ping" signals and matched filtration when receiving "chirp" signals. As regards "chirp" signals it was assumed that in pulse sonar pulse duration is 40 times shorter than given in Table 1 . Formulas (56), (57) and (58) show that transmission loss differences 2TL s −TL i are now 16 dB lower than shown in Table 2 . The values for the "ping" signal were calculated from formula (8) by inserting SNR s = DT s 10 log(M s )−0.5 dB (DT s = 11.5 dB) and using relations (31), (41) and (55) which refer to intercept sonar. Table 3 gives the parameters for which the calculations were made and their results. It was also assumed that T i = 10 s, and f i = 400 kHz. The figures below show the intercept sonar range rin the function of silent sonar range R. To compare, each figure comes with another figure with analogous charts for pulse sonar emitting "ping" and "chirp" signals. The figures are grouped into sonar classes with identical distances for the individual classes to help with comparing the results. The relevant parameters are given in the Tables above.
Four consecutive figures are for the long-range sonar (f 0 = 10 kHz). Figure 23 shows the ranges of intercept sonar receiving silent sonar sounding signals in oceanic water and receiving pulse sonar sounding signals under the same conditions in Fig. 24 . Analogous relations for sonar performance in the Baltic are given in Fig. 25 and Fig. 26 . These and other figures use the letter a to mark the range of intercept sonar with spectral analysis, the letter b -with energy detec- tion, and the letter c -with envelope detection. Pulse sonar figures use a solid line to mark the ranges of intercept sonar receiving "ping" sounding signals and a dotted line to mark "chirp" sounding signals.
The following general conclusions can be drawn from the figures:
• Irrespective of the detection method used in intercept sonar, it always detects silent sonar sounding signals from a shorter distance than it does pulse sonar sounding signals.
• Spectral analysis helps to achieve longer intercept ranges in the case of both silent sonar and pulse sonar sounding signals.
• The ranges of intercept sonar are much longer in low salinity water, e.g. in the Baltic, than in the ocean due to lower absorption.
The next four figures show the ranges of intercept sonar receiving echo signals from medium-range sonars. Because they operate at a higher frequency, absorption is stronger which leads to shorter ranges as opposed to low frequency sonar. To take account of this fact the ranges of silent sonar, pulse sonar and intercept sonar were reduced When we analyse this group of figures we can see that the general conclusions on long-range sonar apply to medium-range sonar as well. In addition, it should be noted that an increase in absorption reduces slightly the effects of silent sonar and pulse sonar parameters on intercept sonar ranges. The next six figures cover short-range sonar. Because such a sonar is also used in inland fresh water the relevant ranges are also included.
The above series of figures confirms the conclusion regarding the strong effect absorption has on detection ranges of signals emitted by both silent sonar and pulse sonar. The most important conclusion is also verified which is that silent sonar sounding pulses are always detected by intercept sonar from a distance which is shorter than in the case of comparable pulse sonars. 
Summary
Our analysis of the silent sonar CWFM sounding signal intercept range shows that silent sonar application makes sense where stealth is required. Derived for the purposes of the analysis, the formulas help numerically analyse the efficiency and stealth of operation of new designs of silent sonar. They also help with optimising the parameters of silent sonar for specific applications.
On the other hand, the methods and relations described in the article can also be helpful with designing and optimising signal processing methods in intercept sonar.
