Abstract-We develop a new compressive sensing (CS) inversion algorithm by utilizing the Gaussian mixture model (GMM). While the compressive sensing is performed globally on the entire image as implemented in our lensless camera, a lowrank GMM is imposed on the local image patches. This lowrank GMM is derived via eigenvalue thresholding of the GMM trained on the projection of the measurement data, thus learned in situ. The GMM and the projection of the measurement data are updated iteratively during the reconstruction. Our GMM algorithm degrades to the piecewise linear estimator (PLE) if each patch is represented by a single Gaussian model. Inspired by this, a low-rank PLE algorithm is also developed for CS inversion, constituting an additional contribution of this paper. Extensive results on both simulation data and real data captured by the lensless camera demonstrate the efficacy of the proposed algorithm. Furthermore, we compare the CS reconstruction results using our algorithm with the JPEG compression. Simulation results demonstrate that when limited bandwidth is available (a small number of measurements), our algorithm can achieve comparable results as JPEG.
I. INTRODUCTION
Compressive sensing [1] - [3] (CS) has led to real applications, including the single-pixel camera [4] , the lensless camera [5] , [6] , video compressive sensing [7] - [11] , depth compressive sensing [8] , [12] , hyperspectral compressive imaging [13] - [15] , polarization compressive sensing [16] , terahertz imaging [17] , and millimeter wave imaging [18] . In this paper, we focus on the two-dimensional (2D) image case, though similar technique can be used for videos [19] and other bandwidths. Specifically, we develop our algorithm under the lensless compressive imaging architecture [5] , [20] , which has provided excellent reconstruction images from the compressive measurements using simple and off-the-shelf hardware [20] .
Diverse algorithms [21] - [26] have been developed for compressive sensing recovery, which plays a pivot role in CS, to reconstruct the desired signal from compressive measurements. Sparsity, the key ingredient of CS, has been investigated extensively in these algorithms. The wavelet transformation [21] , [27] - [29] is generally used since it provides the sparse representation of an image with fast transformations (thus very efficient). A parallel research is using the total variation (TV) for CS recovery [23] , [30] , which provides good results for piecewise smooth signals. The aforementioned algorithms do not increase the unknown parameters significantly during the reconstruction, as usually the wavelet coefficients will have similar (or the same) number of the image pixels. Recently, researchers have found that by exploiting the sparsity of local patches [31] , [32] , better results can be achieved. In summary, CS recovery algorithms fall into the following three categories: 1) global basis based algorithm, e.g., using the wavelet transformation, 2) TV based algorithm, and 3) local basis based algorithm, i.e., DCT or dictionary learning or denoising based algorithms. State-of-the-art CS inversion results have been obtained in [33] , [34] , which generally lie within the third category. In this paper, we propose an alternative inversion algorithm that exploits the low-rank property of image patches.
Generally, the CS recovery is an iterative process in which two steps are performed at each iteration [34] : i) projecting the measurements to the image level, which can be done by the majorization-minimization (MM) approach [22] , [35] , or the Euclidean projection [36] , or the alternating direction method of multipliers (ADMM) [37] , ii) denoising this projected image and updating the recovery of the desired image. These two steps are performed iteratively until some criterion is satisfied. A general framework is developed in [34] under the approximate message passing (AMP) framework, in which diverse denoising algorithms [38] can be plugged in. One key difference of the denoising based CS inversion algorithms compared with the wavelet based CS inversion algorithms is that the former exploits the local sparsity based on (overlapping) patches, as state-of-the-art denoising algorithm is using sparse representation of local patches, e.g., [39] . The number of coefficients for the patches (under some basis or dictionary) is usually larger than the image pixel number (because the overlapping patches are used).
A. Contributions
The proposed algorithm in this paper also lies in the third category mentioned earlier, which is based on the local basis (for image patches). Specific contributions of this work can be summarized as below:
• We investigate the low-rank property of image patches under the Gaussian mixture model (GMM) framework. Different from the low-rank model investigated in [33] , which requires patch clustering (block matching) as an additional step, in our algorithm, each patch is modeled by a GMM with different weights corresponding to different Gaussian components, which can be seen as a soft clustering approach based on these weights. Furthermore, these weights are updated in each iteration.
• We develop an general framework using ADMM to explore the sparsity (and low-rank property) of patches in order to recover the desired signal.
• If each patch is modeled by a single Gaussian component, our GMM degrades to the piecewise linear estimator (PLE) [40] , [41] . Therefore, a low-rank PLE algorithm is also proposed for CS recovery.
• We conduct experiments using our proposed algorithm and other leading algorithms on the real data captured by our lensless camera. This verifies real applications of each algorithm.
B. Organization of This Paper
We start with the derivation of an ADMM formulation for CS recovery to investigate the sparsity of local overlapping patches in Section II. The proposed low-rank GMM algorithm is developed in Section III and the joint reconstruction algorithm is summarized in Section IV. Extensive results on both simulation and real data are reported in Sections V-VI. Section VII concludes the paper.
II. CS INVERSION VIA EXPLOITING SPARSITY OF PATCHES
Under the CS framework, the problem we are solving can be formulated as:
where A ∈ R M ×N is the sensing matrix, x ∈ R N is the desired signal, z is the coefficients which are sparse under the basis B. From z, we can recover x easily via B, which can be known a priori, (e.g., a wavelet or DCT basis) or learned based on x during the reconstruction.
Considering the image case investigated here, let x denote the vectorized image and the sparse representation, z, is now modeled on image patches. Therefore, (2) can be reformulated as:
where R denotes the patch extraction and vectorization operation and considering each patch, we have
with i indexes the patches. The problem can be reformulated as:
Note this B is shared for all patches for current discussion, and in the following analysis, similar patches can be grouped together [33] and each group can have its own B.
Next, we develop an ADMM [37] formulation of (5) to solve the problem, which will also be used in our GMM formulation in Section IV. Introducing Lagrange multipliers ρ and parameter η in (5) results in the objective function
The ADMM cyclically solves the following 3 sub-problems:
where t denotes the iteration index. Equation (9) is a quadratic optimization problem and can be simplified to
which admits the closed-form solution,
(13) However, the dimension of (A A+η i R i R i ) is large (the pixels of the desired image), requiring a high computational workload. Alternatively, since (A A+η i R i R i ) is invertible, the matrix inversion formula can be used to reduce the computational workload. As R i is used to extract i-th patch from an image, i R i R i is a diagonal matrix
Each of the diagonal entries corresponds to an image pixel location and its value is the number of overlapping patches that cover that pixel. Therefore,R −1 = diag(r 
However, this is not necessarily easy to calculate thoughR can be pre-computed. AR −1 A needs to be saved for computation. Alternatively, (13) can be solved by the conjugate gradient algorithm [42] .
To mitigate this problem, we apply the ADMM again on (5) and introduce another auxiliary variable w, leading to the
For fixed {w t , v t }, x t+1 admits the following closed-form solution:
which can be simplified to
For the case considered in our work (as implemented in the lensless camera [5] ), A is the permuted Hadamard matrix and thus AA is an identity matrix:
Similarly, for fixed {x t+1 , v t , z t }, w t+1 admits the following closed-form solution:
Recall that i R i R i is a diagonal matrixR def = diag(r 1 , . . . , r N ), thus w can be computed element wise via
where [·] n denotes the n-th entry of the vector inside [ ]. Similar to (10) , (22) can be considered as a dictionary learning model, where B is the dictionary. If the orthonormal transformation is used (e.g., the DCT), z can be solved by the shrinkage thresholding operation [22] , [27] .
Since the key of this algorithm is to investigate the sparsity of the local overlapping patches, we term this framework as SLOPE (Shrinkage of Local Overlapping Patches Estimator), where the 'local' stands for the local basis rather than the global basis such as wavelet. The ADMM-SLOPE is summarized in Algorithm 1.
While good results have been obtained using similar approaches [31] , [33] as in Algorithm 1, in the next section, we develop a low-rank GMM framework imposed on the patches and a full formulation of the proposed algorithm is presented in Section IV.
Algorithm 1 ADMM-SLOPE
Require: Measurements y, sensing matrix A, {β, η, λ}. Update w by Eq. (27). Update z by shrinkage operator. Update v by Eq. (23). 7: end for
III. THE GAUSSIAN MIXTURE MODEL
The Gaussian mixture model (GMM) has been rerecognized as an advanced dictionary learning approach and has achieved excellent results in image processing [40] , [41] and video compressive sensing [19] , [43] . Recall the image patches X ∈ R P ×Np extracted from the 2D image, where the patch size is √ P × √ P and there are in total N p patches. For i-th patch x i , it is modeled by a GMM with K Gaussians [44] :
where
represent the mean and covariance matrix of k-the Gaussian, and {π k } K k=1 denotes the weights of these Gaussian component.
In this paper, we further impose the GMM is low-rank and now the model in (2) becomes (29) and the problem to be solved becomes
where x i denotes i-th patch from x, which is an vectorized image.
symbolize the low-rank GMM. The following problem is to estimate this low-rank GMM. Recalling Section I, we review that the CS recovery is an iterative two-step procedure. In each iteration, one can get an estimate from the projection of the measurements (details discussed in Section IV). We hereby learn a (full rank) GMM from this estimate and then proposing the eigenvalue thresholding approach to derive the low-rank GMM based on this full rank GMM.
A. Low-Rank GMM
In the following, we provide a motivation for the next step in the algorithm. The random vector x i in (29) (modeled as a GMM) can be written as, dropping the subscript i for simplicity,
where each g k is a random vector of multivariate normal distribution, given by
The random vector g k can be decomposed into independent random variables of normal distribution [43] , [45] as follows
is the rank of Σ k , and q k is a vector whose γ k components are independent random variables.
In order to reduce noise, we use a model in which g k has a small number of independent random components, i.e., we require γ k to be small. This is equivalent to requiring Σ k have a reduced rank. More specifically, introducing the parameter τ k , we solve the following minimization problem [46] :
where · F is the Frobenious norm, and · * is the nuclear norm (sum of the singular values). It is shown in [46] that the solution to (35) can be readily obtained by a shrinkage on the singular values (which are similar to the eigenvalues) of Σ k . Specifically, consider
We impose that γ k < P viã
And we term this as the eigenvalue thresholding (EVT). Following this,Σ k is obtained bỹ
We further definẽ
Next, we define a new random vector
which is modeled by a low-rank GMM, parameterized by
.
B. Update Estimate via the Low-Rank GMM
Given an estimated imagex, the GMM in (29) can be learned via the Expectation-Maximization (EM) algorithm [43] , [44] based on overlapping patches. Then for each Gaussian component, we adopt the EVT to the covariance matrix to obtain the low-rank GMM {μ k ,Σ k } K k=1 . Following this, the estimated imagex or patches x i can be updated via this low-rank GMM, tox orx i . Dropping the subscript i, givenx, the conditional distribution forx maybe evaluated as
Sincex is a low-rank version ofx, we assume:
where n ∼ N (0, E) is modeled as an additive Gaussian noise, thus
Plugging (45) into (43), we have
which is an analytical solution with [44] 
Note thatΣ k is low-rank obtained via EVT from Σ k , but by adding E (= σ 2 I P ), (E +Σ k ) is invertible. While (48) provides a posterior distribution forx, we obtain the point estimate ofx via the posterior mean:
which is a closed-form solution.
The procedure of learning and updating the GMM can be summarized as below:
via EM from an estimate ofx, which can be obtained from IST, GAP or ADMM described below in Section IV.
• Step 2: For each Gaussian component, derive the lowrank version {μ k ,Σ k } K k=1 by eigenvalue value thresholding via (36)-(41).
• Step 3: Update the estimate of the image byx using (48)-(52).
C. Degrade to the Piecewise Linear Estimator
The piecewise linear estimator (PLE) proposed in [41] has demonstrated excellent performance on diverse image processing tasks. If each patch is considered drawn from a single Gaussian distribution, our GMM degrades to the PLE and the weights π k (or φ k ) are not required. Furthermore, the update equation ofx will become the Winer filter. The MAP-EM procedure proposed in [41] can still be used to determine which Gaussian each patch lies in and to estimate the denoising version of the each patch. However, this method has been shown that it is very sensitive to the initialization and selecting K is critical to the performance of the method. We compare our proposed algorithm with PLE by experiments in Section V-D.
It is worthing nothing that, even using PLE, the eigenvalue thresholding method used to obtain the low-rank Gaussian model is first proposed in this paper. In this case, the PLE model is very similar to the NLR-CS [33] , where the lowrank is imposed on each cluster of patches, while in the PLE, the low-rank is imposed on the patches belonging to the same Gaussian component; this can also be seen as a cluster.
Next, we review the MAP-EM algorithm proposed in [41] and adopt it to the current context. In the E-step, assuming that the estimates of the low-rank Gaussian parameters {μ k ,Σ k } K k=1 are known, (following the previous M-step), for each patch, one calculates the MAP estimates θ k i of all the Gaussian models and selects the best Gaussian modelk i to obtain the estimate of the patchx i = θk i i . In the M-step, assuming that the Gaussian models selectionk i and the signal estimatex i , ∀i, are known (following the previous E-step), one updates the Gaussian models {μ k ,Σ k } K k=1 and then impose them to be low-rank.
• E-step: Signal Estimation and Model Selection:
For each image patch i, the signal estimation and the model selection are calculated to maximize the log a posteriori probability log p(x i |x i ):
Recall that we considerx is a low-rank version of x i and
Therefore:
This maximization is first calculated over θ and then over k. Given a prior Gaussian signal model θ ∼ N (μ k ,Σ k ), θ can be estimated by the posteriori mean
The best Gaussian modelk i that generates the maximum MAP probability among all the models is then selected with the estimatedx
The signal estimate is obtained by plugging in the best modelk i in the MAP estimatẽ
• M-step: Model Estimation:
In the M-step, the Gaussian model selectionk i and the signal estimate x i of all the patches are assumed to be know (derived from the IST, GAP or ADMM as shown in Section IV). The parameters of each Gaussian model are estimated with the maximum-likelihood (ML) estimate using all the patches in the same Gaussian model:
where C k denotes the ensemble of the patch indices i that are assigned to the k-th Gaussian model and
Return to the low-rank model proposed in this paper. The Estep is same as above and one more step is added in the Mstep. The full rank (not low-rank) Gaussian models are first estimated via (60)-(62), and then each Gaussian model is imposed to be low-rank by thresholding the eigenvalues via (36)- (40) . The new low-rank PLE algorithm can be summarized into the following 3 steps:
• Step 1: Signal estimation and model selection by (57)-(59). • Step 2: Model update for the (non low-rank) Gaussian models
by (60)-(62). • Step 3: Estimate the low-rank Gaussian models
via (36)- (41).
IV. THE JOINT RECONSTRUCTION ALGORITHM
Section III presents an algorithm to obtain a better estimate (or a denoised version) of the signal x given an initial estimate utilizing the low-rank GMM. In this section, the GMM will be wrapped into our joint reconstruction algorithm by different update methods to get the initial estimate, which can be considered as projecting the measurement y to the image plane x. This is obtained by minimizing the following objection function
Diverse algorithms have been proposed and we review two of them below and develop an ADMM formulation in Section IV-C. Other approaches, for example, the TwIST [27] can also be used.
A. Iterative Shrinkage Thresholding
By using the majorization-minimization approach [22] to minimize J(x), we can avoid solving a system of linear equations. At each iteration t of the MM approach, we should find a function G t (x) that coincides with J(x) at x t but otherwise upper-bounds J(x). We should choose a majorizer G t (x) which can be minimized more easily (without having to solve a system of equations). The G t (x) is defined as
where I denotes the identity matrix and ζ must be chosen to be equal to or greater than the maximum eigenvalue of A A.
For the Hadamard sensing matrix used in our camera, the maximum eigenvalue of A A is easily obtained. The update equation of x t in this Iterative Shrinkage Thresholding (IST) algorithm [35] is given by:
B. Generalized Alternating Projection
The Generalized Alternating Projection (GAP) algorithm proposed in [36] , which enjoys the anytime property and has been demonstrated high performance in video compressive sensing [8] , has the following update equation by using the Euclidean projection:
Under some condition of the sensing matrix A, as the Hadamard matrix used in our system, AA is the identity matrix and thus (66) is same as (65) with ζ = 1. In addition to (66), aiming to speed-up the convergence, the authors in [36] have proposed the accelerated update equations
Better results have been achieved in our experiments using this accelerated GAP. Update x by IST (65), or GAP (67) or ADMM (71).
4:
Update related parameters in IST, GAP or ADMM.
5:
Learn a GMM (not low-rank) from x.
6:
Obtain the low-rank GMM via eigenvalue shrinkage thresholding (35).
7:
Update x by the low-rank GMM using expectation in (52). 8 Update x by IST (65), or GAP (67) or ADMM (71).
4:
5:
Update the Gaussian models (not low-rank) from x via (60)-(62).
6:
Obtain the low-rank Gaussian models via (35). Update x by the low-rank Gaussian models using (57)-(59). 8 : end for
C. An ADMM Formulation
Under the GMM framework, we don't have the sparse variable z as in (5), the objective function can be formulated as:
wherex is obtained by the low-rank GMM model. Following the procedure in (16) by introducing the auxiliary variable {w, v}, we have
The optimization of (70) consists of the following iterations:
where the update ofx is given by the low-rank GMM in (48)-(52). Under the sensing matrix considered here in our work, AA = I, the solution of (71) is given by (26) . Eq. (72) can be solved by
Similar to (28) , w t+1 can be solved element-wise but in one shot.
The proposed low-rank GMM algorithm, integrated with the three approaches to update x (projecting y to x), constitutes the LR-GMM-SLOPE algorithm summarized in Algorithm 2. Similarly, when the low-rank constraint is imposed on the PLE, we obtain the LR-PLE-SLOPE in Algorithm 3.
V. SIMULATION RESULTS
We test the proposed algorithm on simulation datasets with 2D images. The proposed algorithm is compared with other leading algorithms 1) TVAL3 [30] , 2) GAP based on wavelet [36] , 3) DAMP [34] with BM3D denoising, and 4) NLR-CS [33] , which explores the low rank of similar patches. State-of-the-art results have been obtained by [33] , [34] . The Gaussian components in our mixture model is set to K = 6 for all the experiments and the analysis of this number is provided in Section V-C. When updating x, accelerated GAP in (67) is used and the comparison of different approaches is shown in Section V-B. We obtained the low-rank GMM by setting the rank of each Gaussian component learned via the EM algorithm to the half of the full rank γ k = 0.5P , where P = 64 for the patch size 8 × 8 used in this paper. The proposed algorithm is further compared with JPEG compression in Section V-A. Following the formulation of the lensless camera [5] , the permuted Hadamard matrix is used as the sensing matrix. Each image is resized to 256 × 256 and these images are shown in Figure 1 . The CSr is defined as: CSr = number of rows in A number of columns in A
where the number of columns in A is equivalent to the total pixel number of the image. The sensing matrix is constructed from rows of a Hadamard matrix of order N = 2 16 . The columns of the Hadamard matrix is permuted according to a predetermined random permutation (the same permutation is used in the real data captured by our lensless camera). For each CSr, we use the first CSr×N rows of the column-permuted Hadamard matrix as the sensing matrix. By selecting some other rows of the permutated Hadamard matrix, we can get better results [47] . However, here we just select the top rows to be consistent to the implementation of our lensless camera. Note that in this case, AA is an identity matrix and it is very fast to use accelerated GAP update for x in (67). We observed that best results are obtained by the LR-GMM-SLOPE with GAP updates of x and these results are reported in this section. For the comparison of IST, GAP and ADMM, please refer to Section V-B.
Since when CSr=0.1, good results have been achieved for most images (see Figure 2 for one example), we here spend more efforts on the extremely low CSr, in particular CSr< 0.1, which may be of interest to the real applications that are used to detect anomalous events [48] without caring too much about the image quality. The results are summarized in Table I . We can observe that best results are obtained by the proposed aglorithm, NLR-CS or D-AMP. When CSr is less than 0.1, the proposed algorithm usually provides best results except "foreman", where NLR-CS is the best. We also observed that NLR-CS is very sensitive to the parameters and sometimes the PSNRs are not linearly increasing as the CSr increases, while the other algorithms including the proposed do not have this problem. On average, our proposed algorithm works best when CSr≤ 0.1. Though did not reported here, when CSr> 0.1, the proposed algorithm also provides comparable or better results than D-AMP and NLR-CS. But we need to tune the noise parameter used in n, while for all the results presented here, we set it to the same value E = 10 −5 I. In addition, we need to tune the rank thresholds γ k , for which we have observed that a higher CSr requires a larger γ k .
In addition to the grayscale images tested above as in other papers, we also conduct our proposed algorithm on the RGB images with results shown in Table II . Three sensors are simulated to capture the R, G and B components of the image. The "book" scene corresponds to the real data captured by our lensless camera. Again, our proposed algorithm provides the best results. One example with CSr= 0.03 is shown in Figure 3 . It can be seen that our algorithms provide more details than NLR-CS and D-AMP; both of them presents "blob" artifacts. 
A. Compare to JPEG Compression
We now compare LR-GMM-SLOPE under the compressive sensing framework with the JPEG compression, which is based on the sparsity of the DCT coefficients of 8 × 8 blocks (nonoverlapping patches). We first use an PNG file as the ground truth and then use the script within MATLAB "imwrite(·)" by choosing 8-bits 'jpeg' compression with different qualities (100 denotes the highest quality). We treat the quality 100 as the standard full file size. For the 'Barbara' image we used here, PSNR = 58.47dB (w.r.t. the PNG file) and the file size is 45.6KB at quality 100. The compressed image is obtained by changing the compression quality from 1 to 100 and we compare the file size with the full size at quality 100, computing the CSr used in this paper. Table III summarizes the results of JPEG compression compared with the results obtained by our algorithm. This is a rough, high level comparison because JPEG also performs an entropy encoding after the DCT transform and quantization, while in our method, the number of compressive measurements is compared with the number of total pixels, and we did not consider the entropy coding on quantized measurements. We intend to take the effect of the entropy encoding in JPEG out of the comparison by computing the JPEG compression ratio as compared to the quality 100. When the compression is high (lower CSr), the gap between our approach and the JPEG compression is small. It is worth noting that when CSr=0.0334, our algorithm performs better than JPEG. When the compression gets lower, the gap becomes larger. One possible reason is that when JPEG is performed on the image, the ground truth is available and it is very easy to capture useful information from the truth. However, under the compressive sensing framework and using the current algorithm, increasing a few number of measurements can help the reconstruction, but not that significantly. Example images can be found in Figure 4 . It can be seen that JPEG compression has obvious block artifacts while the results of the proposed algorithm become better progressively with increasing number of measurements. Furthermore, in JPEG compression, if we lose some bits, we may not be able to decode entire blocks. By contrast, in our compressive sensing framework, if we lose some measurements, we can still reconstruct the image, maybe not at a high fidelity. 
B. Comparison of Different Update Rules for x
We provide three approaches in Section IV-A to update x in order to minimize the objective function in (63). Now we compare these three updates via experiments. We emphasize again that we are using the permuted Hadamard matrix as the sensing matrix and thus AA is an identity matrix. Therefore, updating x via GAP in (66) is same as updating x via IST in (65). However, the accelerated GAP in (67) provides best results in our experiments. Without tunning the ADMM parameters carefully, we compare these three update methods with different images at various CSr, and one example is shown in Figure 5 . It can be observed that the accelerated GAP update always provides the best result and when CSr is low, IST is better than ADMM. When CSr is getting larger, ADMM becomes better than IST. Because of this, all the results reported in this paper is generated by the accelerated GAP update.
C. Different Number of Gaussian Mixture Components
One problem of using GMM is how to set the component number K. As we are using the mixture model, each patch is represented by the posterior distribution, another GMM. Therefore, selecting this K is not as critical as in the PLE [41] . An alternative way to infer this K is utilizing the manifold factor analysis model as developed in [44] . Hereby, we investigate this point empirically by using the "barbaba" image as used before with different number of K ∈ [2, 20] . The results at CSr= 0.1 are shown in Figure 6 . It can be seen that our algorithm is not sensitive to this K, since the standard deviation of the PSNRs with different K is only 0.04265dB compared with the mean value 26.0707dB. 
D. GMM vs. PLE and Computational Time
As mentioned earlier, when we consider that each patch is drawn from a single Gaussian component, the proposed approach degrades to the PLE. We verify the performance of LR-PLE-SLOPE compared with the LR-GMM-SLOPE in Figure 7 . It can be seen that the GMM always performs better than the PLE at lower CSr. When CSr is getting larger, they start to perform similarly.
Regrading the computational time, our algorithm is similar to NLR-CS. If a warm start is used to initialize thex, we can obtain a good reconstruction within 20 iterations. One 256 × 256 grayscale image reconstruction at CSr= 0.1 takes around 1 minute on an i7CPU with 24G RAM. Similar time is required for the LR-PLE-SLOPE but it needs more memory. While the most time consumption of LR-GMM-SLOPE is the EM training of GMM, the LR-PLE-SLOPE requires a long time for the model selection, and it usually needs more Gaussian components (i.e., 20) than the GMM to get good results.
VI. REAL DATA RESULTS FOR THE LENSLESS CAMERA
We now verify our proposed algorithm on the real data captured by our lensless camera [5] , which is composed of an aperture assembly and a single sensor (a photodiode) to capture grayscale images; it can also be a RGB sensor to capture color images. The aperture assembly implements the sensing matrix and we programmed it to be the permuted Hadamard matrix. By capturing the scene with different sensing matrices, we obtain the measurement vector y. We implemented the aperture assembly with a transparent LCD and thus we can control the image resolution by merging the neighboring pixels.
A. Gray-Scale Images
We first consider the case with gray scale sensor and the image resolution of 128 × 128. To capture compressive measurements, we use a sensing matrix which is constructed from rows of a Hadamard matrix of order N = 2 14 . Each row of the Hadamard matrix is permuted according to a predetermined random permutation. The scene is composed of a photo printed on a paper and we capture the measurements of this photo. Example results using different numbers of measurement are shown in Fig. 8 . We also compare the five algorithms used in the simulation. It can be seen that, similar to the simulation, our proposed algorithm provides best result when CSr is small. Especially, at CSr = 0.05 and 0.1, our algorithm can present many details of the face, for example, the left eye of "Lena". D-AMP introduces some "blob" noise because the BM3D denoising approach is used. Though NLR-CS can provide good results at CSr = 0.05 and 0.1, it introduces some unpleasant artifacts when CSr is from 0.15 to 0.25. We also tried the algorithm (sHM) proposed in [49] , where a Bayesian model is developed to investigate the tree-structure in wavelet. Surprisingly, sHM now works better than TVAL3 and GAP, mainly due to the following two reasons. Firstly, the tree structure in wavelet helps the reconstruction and secondly, the Bayesian framework developed in [49] is very robust to noise; it infers noise from the measurements.
B. RGB Images
Next we consider the RGB images captured by the RGB sensor, and now the resolution is 217 × 302 × 3. The sensing matrix is constructed from rows of a Hadamard matrix of order N = 2 16 and the first 65534 elements are used. The scene is the real scene of four books as shown [5] , [20] . The reconstruction result is shown in Figure 9 with diverse CSr.
Note that by using compressive measurements, we can save the sensors as well as the bandwidth. As stated earlier, we may progressively get better results by receiving more measurements. One of the main usage of compressive sensing is to get features in limited data by using a small bandwidth. From the results in Figure 8 , we may identity high quality features from the reconstructed image at CSr around 0.1. If we want to get some details, for example, the book titles in Figure 9 , we may need CSr around 0.2. On the other hand, if we only need to identify that these are "books" in Figure 9 , CSr at 0.05 may be sufficient.
VII. CONCLUSIONS
A novel compressive sensing reconstruction algorithm is developed via exploiting the low-rank property of overlapping patches. A general iteratively two-step framework for compressive sensing recovery is proposed. A denoising operator is used to update the estimate of the desired image (obtained by the projection of the measurements), which can be implemented by investigating the sparsity or low-rank property of the image patches. We develop a probabilistic regime by representing each patch via a Gaussian mixture model and impose low-rank on each Gaussian component to achieve the state-of-the-art compressive sensing reconstruction results, in particular when the measurement number is small. Additionally, the proposed low-rank GMM algorithm degrades to the low-rank piecewise linear estimator if each patch is modeled by a single Gaussian model. Extensive results on both simulation and real data demonstrate high performance of the proposed algorithm.
