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Abstract. We establish a Spectral Exclusion Principle for unbounded subnormals. As an application, we obtain some polynomial approximation results in the functional model spaces.
Preliminaries
For a subset A of the complex plane C, let A * , int(A), A and A c respectively denote the conjugate, the interior, the closure and the complement of A in C. We use R to denote the real line, and Rez and Imz respectively denote the real and imaginary parts of a complex number z. Let H be a complex infinite-dimensional separable Hilbert space with the inner product ·, · H and the corresponding norm · H . If S is a densely defined linear operator in H with domain D(S), then we use σ(S), σ p (S), σ ap (S) to respectively denote the spectrum, the point spectrum and the approximate point spectrum of S. It may be recalled that σ p (S) is the set of eigenvalues of S, that σ ap (S) is the set of those λ in C for which S − λ is not bounded below, and that σ(S) is the complement of the set of those λ in C for which (T − λ) −1 exists as a bounded linear operator on H. For a normal operator
. For a non-negative measure µ on the complex plane C, we will use supp(µ) to denote the support of µ.
In the present section, we record a few requisites pertaining to the unbounded subnormals and the m-Σ-accretive operators. In Section 2, we prove a Spectral Exclusion Principle for unbounded subnormals. We use this principle to obtain H ∞ functional calculi for unbounded subnormals. As an application, we present some polynomial approximation results in the functional model spaces. These results rely heavily on the results of Crouzeix and Delyon regarding the m-Σ-accretive operators ( [4] , Chapter 7).
Unbounded subnormals. A densely defined linear operator S in H with domain D(S) is said to be cyclic if there is a vector
is the linear span lin{S n f 0 : n ≥ 0} of the set {S n f 0 : n ≥ 0}. If S is a densely defined linear operator in H with domain D(S), then S is said to be subnormal if there exist a Hilbert space K containing H and a densely defined
If a linear operator S in H is subnormal, then its normal extension N in K is said to be minimal of spectral type if the only closed subspace of K reducing N and containing H is K itself. Given a normal extension N of S, one can always guarantee a minimal normal extension of spectral type (refer to Section 2 of [7] 
. It then follows from Proposition 1 of [7] that N s is a minimal normal extension of S of spectral type. We will refer to N s as the minimal normal extension of S of spectral type associated with the normal extension N .
Suppose S is a cyclic operator in H with f 0 being a cyclic vector of S. As established in Proposition 3 of [6] , S is subnormal if and only if there exists a nonnegative measure µ on the complex plane C (referred to as the representing measure of S) such that If S is a densely defined closable operator in H, then we use S to denote the closure of S in H. It is known that every subnormal operator is closable (refer to [6] ). Notice that if S is subnormal, then S is also subnormal. Let S be a densely defined cyclic subnormal operator in H with the cyclic vector f 0 . It follows from Proposition 6 of [7] that, for any point λ ∈ σ p (S * ) * , there exists a unique vector
) is non-empty and if one defines γ(S) = {λ ∈ C : k S is finite and continuous in a neighbourhood of λ}, (1.2) then it follows from Theorem 7 of [7] 
is a nowhere dense subset of C; further, as pointed out in footnote 9 following Theorem 9 of [7] , σ(S) \ σ ap (S) ⊂ γ(S). Given a Hilbert space H and a cyclic operator S in H with a cyclic vector f 0 of S, one can come up with a sequence r = {r n } n≥0 of complex polynomials such that e = {e n } n≥0 with e n = r n (S)f 0 an orthonormal basis for H and such that lin{e n : n ≥ 0} = lin{S n f 0 : n ≥ 0} (refer to [7] ). As observed in the proof of Proposition 6 of [7] , the polynomials r n so obtained form a Hamel basis for C [z] , the vector space of complex polynomials in z. If ω r is the set z ∈ C :
then we
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Since K r is a positive definite kernel on ω r , we can associate with K r a reproducing kernel Hilbert space H r as described in [1] 
Suppose that, for a cyclic operator S in H having non-empty point spectrum σ p (S * ), W in (c) of Theorem 1.1 turns out to be a unitary of H onto H r ; in this case the triple (M z , P r , H r ) will be referred to as an analytic model of the cyclic operator S. 
m-Σ-accretive operators. For a densely defined linear operator A in H with domain D(A), let W (A) given by

Remark 1.3. Let S (resp. S ) be a linear operator in H (resp. H ). If there exists a unitary U from H onto H such that US = S U and if S is m-Σ-accretive, then so is S .
For a real θ ∈ (0, π 2 ), let
We remark that the definitions of m-Λ θ -accretive and m-H θ -accretive operators as given in Definition 1.2 above and as given in [4] are equivalent. There is a plenteous amount of literature on m-Λ θ -accretive and m-H θ -accretive operators. See, for example, the recent monograph [4] and the references cited therein.
We conclude this section with the following useful observation. 
Proof. The desired inclusions can be easily deduced using the Spectral Theorem for unbounded normal operators. To check that let E(·) denote the spectral measure of N . Let x ∈ D(S) be such that x H = 1. Then
It is now easy to check that Sx, x H belongs to Λ θ (resp. H θ ) whenever σ(N ) ⊂ Λ θ (resp. H θ ).
Bounded H ∞ functional calculi for unbounded subnormals
The key observation in this paper is the following Spectral Exclusion Principle for unbounded subnormals (cf. 
4). Suppose that S admits an analytic model and that σ(N
converges in H for every integer m ≥ 1, then the following statements are true.
Proof. Assume the hypotheses. Assume also that k n=0 
Since N s is a minimal normal extension of spectral type of S, by Theorem 5 of [7] , one has supp(µ N s ) = σ(N s ). 
The preceding arguments show that for some Since Ω ⊂ σ p (S * ) * and since h + α ∈ Ω, one has h + α ∈ σ p (S * ) * . By Lemma 2 of [7] , there exists a constant c h > 0 such that
Since S admits the analytic model (M z , P r , H r ) and g k | σ p (S * ) * ∈ H r , by Part (a) of Theorem 1.1, there exists a sequence of complex polynomials {p n,k } such that p n,k − g k | σ p (S * ) * H r → 0 as n tends to ∞ for every integer k ≥ 1. Since h + α ∈ σ p (S * ) * and since H r is a reproducing kernel Hilbert space, it follows that |p n,k (h + α ) − (k + 1)| converges to 0 as n tends to ∞. In view of (2.4) one has
The passage of n to ∞ in the preceding inequality yields k + 1 ≤ c h g k | σ p (S * ) * H r . This contradicts the fact that { g k | σ p (S * ) * } k≥1 converges to g H r as k tends to ∞. Thus we must have ω ⊂ σ(S) c . Now assume in addition that σ(N ) c is connected so that ω c = σ(N ). From what we saw above, for any normal extension N of S, one has σ(S) ⊂ σ(N ). In particular, one has σ(S) ⊂ σ(N s ), where N s is the minimal normal extension of S of spectral type associated with N. Since N s is a normal extension of spectral type of S, by the Spectral Inclusion Theorem for unbounded subnormals ( [7] , Theorem 1), σ(N s ) ⊂ σ(S). Hence σ(S) = σ(N s ) as desired.
