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a b s t r a c t
In this paper, we derive a new family of eighth-ordermethods for obtaining simple roots of
nonlinear equations by using the weight function method. Each iteration of these methods
requires three evaluations of the function and one evaluation of its first derivative, so that
their efficiency indices are 1.682, which are optimal according to the Kung and Traub’s
conjecture (1974) [2]. Numerical comparisons are made to show the performance of the
derived method, as is shown in the numerical section.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Finding the simple roots of a nonlinear equation f (x) = 0 is a commonand important problem in science and engineering.
In the past years, many modified iterative methods have been developed to improve the local order of convergence of some
classical methods such as Newton, Halley or Ostrowski’s methods.
As the order of an iterative method increases, so does the number of functional evaluations per step. The efficiency index
(see [1]) gives a measure of the balance between those quantities, according to the formula p1/n, where p is the order of
convergence of the method and n the number of functional evaluations per step. Kung and Traub conjectured in [2] that the
order of convergence of any multipoint method cannot exceed the bound 2n−1, called the optimal order. Thus, the optimal
order for a method with three functional evaluations per step would be 4. Ostrowski’s method [1], Jarrat’s method [3] and
King’s method [4] are some of the optimal fourth-order methods, because they only perform three functional evaluations
per step.
To improve the local order of convergence and the efficiency index, many modified methods have been proposed;
see [5–10] and the references therein. Grau et al. in [5] proposed a variant of Ostrowski’s method (GD6) given by
yn = xn − f (xn)/f ′(xn),
µ = (xn − yn)/(f (xn)− 2f (yn)),
zn = yn − µf (yn),
xn+1 = zn − µf (zn).
(1)
This method has order of convergence six, but it uses four functional evaluations, so it is not optimal.
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More recently, some optimal eighth-order methods have been proposed. For example, Liu and Wang developed in [9] a
family of variants of Ostrowski’smethodswith eighth-order convergence by theweight functionmethod. This family, which
we denote by LW8, can be written as
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)f (xn)− 2f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − f (zn)f ′(xn)

f (xn)− f (yn)
f (xn)− 2f (yn)
2
+ f (zn)
f (yn)− αf (zn) + G(µn)

,
(2)
where α is a parameter, µn = f (zn)/f (xn) and G(t) denotes a real-valued function. The same strategy is used by Sharma
et al. in [8] and by Bi et al. in [7].
Another family of optimal eighth order is introduced by Kou and Wang in [6]. The first two steps are the same as in (2)
and the last one is
xn+1 = zn − [(1+ H2(xn, yn))2 + (1+ 4H2(xn, yn))Hβ(yn, zn)] f (zn)f ′(xn) , (3)
where H2(xn, yn) = f (yn)/(f (xn) − 2f (yn)), Hβ(yn, zn) = f (zn)/(f (yn) − βf (zn)) and β ∈ R. We will refer to this method
as KW8.
In this paper, we present some new variants of Ostrowski’s method with optimal order of convergence eight by using
a kind of weight function methods. The rest of the paper is organized as follows: in Section 2, we describe our family of
variants of Ostrowski’s methods and in Section 3, we show the optimal order of convergence of this family. In Section 4,
different numerical tests confirm the theoretical results and allow us to compare these variants with other knownmethods
mentioned in the Introduction. Finally, we infer some conclusions.
2. Description of the methods
From Ostrowski’s method, we can derive the following three-step method:
yn = xn − f (xn)f ′(xn) ,
zn = xn − (1+ H1) f (xn)f ′(xn) ,
xn+1 = zn − (m1 +m2H1 + H2)k f (zn)f ′(xn) ,
(4)
where H1 = f (yn)f (xn)−2f (yn) , H2 = f (zn)a1f (yn)+a2f (zn) andm1,m2, a1, a2 ∈ R.
We can prove that for m1 = m2 = 1, k = 2 and for all a1, a2 ∈ R, a1 ≠ 0, these methods have order of convergence 7.
However, for any values of the parameters, the order of convergence does not reach the optimal.
In order to get an optimal eighth-order method, we modify the expression (4) in the following way:
yn = xn − f (xn)f ′(xn) ,
zn = xn − (1+ H1) f (xn)f ′(xn) ,
xn+1 = zn − (m1 +m2H1 + H2)2 n1f (yn)+ n2f (zn)r1f (yn)+ r2f (zn)
f (zn)
f ′(xn)
,
(5)
where n1, n2, r1, r2 are real parameters.
The order of convergence of this family is analyzed in the following section.
3. Convergence analysis
Theorem 1. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I ⊆ R −→ R in an open interval I. If x0 is
sufficiently close to α, then the iterative method defined by (5) has optimal convergence order eight.
Proof. Let en be the error in xn, that is, en = xn − α. By using Taylor’s expansion around x = α, we find that
f (xn) = c1en + c2e2n + c3e3n + c4e4n + c5e5n + c6e6n + c7e7n + c8e8n + O(e9n), (6)
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where ck = f (k)(α)k! , k = 1, 2, . . .. Then,
f ′(xn) = 1+ 2c2en + 3c3e2n + 4c4e3n + 5c5e4n + 6c6e5n + 7c7e6n + 8c8e7n + O(e8n). (7)
Let us expand yn − α = xn − α − f (xn)f ′(xn) and f (yn) around x = α. Then,
H1 = f (yn)f (xn)− 2f (yn) = c2en + (−c
2
2 + 2c3)e2n + (−2c2c3 + 3c4)e3n + (2c42 − 3c22c3 − 2c2c4 + 4c5)e4n
+ (−4c52 + 14c32c3 − 5c22c4 + 2c3c4 − c2(9c23 + 2c5)+ 5c6)e5n + O(e6n).
So, by substituting (6) and (7) and H1 in the second step of (5), we obtain
zn − α = (c32 − c2c3)e4n − 2(2c42 − 4c22c3 + c23 + c2c4)e5n + O(e6n), (8)
and, developing Taylor’s expansion of f (zn) around x = α, joint with the corresponding ones of f (xn) and f (yn), we have
H2 = 1a1 (c
2
2 − c3)e2n −
2
a1
(c32 − 2c2c3 + c4)e3n +
1
a21
((a1 − a2)c42 + 2(−3a1 + a2)c22c3 + (3a1 − a2)c23
+ 5a1c2c4 − 3a1c5)e4n +
1
a21
(4(a1 + a2)c52 − 4(a1 + 3a2)c32c3 + 4(−a1 + a2)c22c4
+ 2(3a1 − 2a2)c3c4 + c2(−4(a1 − 2a2)c23 + 6a1c5)− 4a1c6)e5n + O(e6n).
So, the expression of the asymptotic error is
xn+1 − α = z − (m1 +m2H1 + H2)2 n1f (yn)+ n2f (zn)r1f (yn)+ r2f (zn)
f (zn)
f ′(xn)
= − 1
r2
(m21n1 − r2)c2(c22 − c3)e4n +
2
r2
((3m21n1 −m1m2n1 − 2r2)c42
+ (−5m21n1 +m1m2n1 + 4r2)c22c3 + (m21n1 − r2)c23 + (m21n1 − r2)c2c4)e5n + O(e6n), (9)
and, in order to get order six, it is necessary to establish the value of some of the parameters as r1 = m21n1 and m1 = m2.
Then, the error development becomes
xn+1 − α = −2m2n1 + a1m
2
2(n1 − n2)+ a1r3
a1m22n1
c2(c22 − c3)2e6n
− 2(c
2
2 − c3)
a1m22n1
((−7m2n1 + a1m22(2n1 − 3n2)+ 3a1r3)c42 + (13m2n1 + a1m22(−5n1 + 6n2)− 6a1r3)c22c3
+ (−2m2n1 + a1m22(n1 − n2)+ a1r3)c23 + 2(−2m2n1 + a1m22(n1 − n2)+ a1r3)c2c4)e7n + O(e8n).
Again, to get higher order of convergence the value of several parameters must be fixed. In particular, if r2 = m2( 2n1a1 −
m2n1 +m2n2) and a1 = − 1m2 , the order becomes eight:
xn+1 − α = c2(c
2
2 − c3)
n1
((2(−1+ a2m2)n1 + 3n2)c42 − 2(2(−1+ a2m2)n1 + 3n2)c22c3
+ ((−3+ 2a2m2)n1 + 3n2)c23 + n1c2c4)e8n + O(e9n). (10)
Let us note that four of the initial parameters remain undetermined (a2,m2, n1 and n2), but some of them have a restriction.
Specifically, m2 and n1 must be different from zero. Moreover, it is easy to prove that it is not possible to reach the ninth
order of convergence, as the parameter n1 cannot be zero. 
In terms of computational cost, the developed methods require only four functional evaluations. So, they have the
efficiency indices 81/4 = 1.682, that is, the new family ofmethods reach the optimal order of convergence eight, conjectured
by Kung and Traub.
4. Numerical results
In this section, we check the effectiveness of the new optimal eighth-order family of methods (5), taking m1 = m2 =
n1 = 1 and a2 = n2 = 0, which is denoted byM8; compared with the classical Ostrowski’s method, (Os), the method (GD6),
the optimal eighth-order methods, LW8, with G(t) = 4t and α = 1, and KW8 with β = 3. In order to get this aim, let us
consider Kepler’s equation, which appears in the calculus of the position r⃗ and velocity ˙⃗r vectors of a celestial body in an
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Fig. 1. Size, shape and anomalies in orbital plane 2-dimensional coordinate system.
Table 1
Numerical results.
E0 Iterations ρ
Os GD6 M8 LW8 KW8 Os GD6 M8 LW8 KW8
M nc 8 nc nc nc – 6.00 – – –
M + 0.2 nc 5 4 nc 4 – 6.00 8.01 – 8.39
M + e nc 5 4 nc 4 – 6.00 7.56 – 7.53
M + 0.95e nc 5 4 nc 4 – 6.00 7.60 – 7.57
elliptic orbit, when the Two Bodies Problem is solved (not taking into account any other force than mutual gravitational
attraction between two bodies).
The analytical expression of Kepler’s equation is E = M + e · sin(E), where 0 ≤ e < 1 is the eccentricity of the orbit and
M and E are the mean and eccentric anomalies, respectively. The eccentric anomaly E is a polar angle, measured from the
center of the ellipse; this is the covered angle by a line from this center to the point where a circumference of radius equal to
the semimajor axis of the ellipse a, is cut by a perpendicular line to X axis passing by the coordinates of the position vector
r⃗ , from its last Perigee epoch (E = 0) to the observation moment (the Perigee is the nearest point of the orbit to the focus of
the ellipse, where is the primary body). On the other hand, the mean anomaly is the covered angle by an imaginary position
vector with mean angular velocity on the ellipse (Fig. 1).
A numerical study, for different initial estimations depending on 0 ≤ M ≤ π and e, has been performed in [11]. We
useM = 0.01 and e = 0.9995, considered out of the limit for getting convergence with Newton’s method. In this case, the
solution is E ≈ 0.3899777749463621.
Nowadays, high-order methods are important because numerical applications use high precision in their computations;
for this reason numerical computations have been carried out using variable precision arithmetic in MATLAB 7.1 with 350
significant digits.
Table 1 shows, for some of the initial estimations of [11], the number of iterations required to obtain |En+1 − En| +
|f (En+1)| < 10−300 (if themethod does not converge, it will be denoted by ‘‘nc’’) and the approximated computational order
of convergence (ACOC) ρ, defined by the authors in [12]:
ρ ≈ ln(|xn+1 − xn|/|xn − xn−1|)
ln(|xn − xn−1|/|xn−1 − xn−2|) . (11)
As can be observed in Table 1, the approximated order of convergence of M8 coincides with the theoretical value.
Moreover, some stability problems of the differentmethods are observed, due to the nature of the nonlinear equation solved.
Indeed, the proposed method shows a better behavior in these conditions than other optimal methods, as Os and LW8.
5. Conclusions
A new eighth-order family of variants of Ostrowski’s methods has been obtained. Each scheme of this family uses four
functional evaluations per step, so its efficiency index is optimal. A numerical study has beenmade on a classical problem in
CelestialMechanics, Kepler’s equation. The results show the effectiveness and the stability of the newmethod in comparison
with other optimal ones.
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