Position-sensitive silicon strip detectors (PSDs) are essential for modern nuclear physics ex-10 periments involving the measurement of charged particles [1, 2] . In many cases, it is crucial to 11 know both the position (direction) of incidence and the energy of a particle in order to deter-12 mine the full kinematics of the reaction being measured. Such detectors typically come in two The DSSD electrodes are segmented into horizontal strips (rear) and vertical strips (front),
21
which are built from low-resistance aluminium and isolated by a thin SiO 2 inter-strip region.
22
Each strip has a separate readout. This means that by matching the charge collected on a single by the front and rear strips are seperately ordered in energy. Front and rear strips corresponding 27 to the same particle will measure a similar energy. These detectors are ideal for high multiplicity 28 events since they permit large solid angle coverage while minimising pile-up [4] .
29
However, problems arise when the energies of the detected particles are very similar. In 
The signals collected at the high and low ends of a strip are labelled as Q H and Q L , f is 45 the fractional position along the strip (−1 ≤ f ≤ 1) and A is a constant to account for the two 46 1 kΩ resistors in series with the strip (see Fig. 2 ). This method removes the ambiguity regarding 47 multiple crossing points, which is a feature of DSSDs, and leads to clearer measurements of obtained. In this study, for low energy particles, a resolution of several mm was observed.
53
However, problems arise when an incident particle has a low energy or if it impacts the 54 detector at the extreme ends of a strip. For example, consider the case where a particle strikes the 55 strip shown in Fig. 2 at point 1. Due to the differences in resistance between the two paths taken,
56
signal Q H is largest and signal Q L is highly attenuated. Depending on the energy of the initial 57 hit, the signal Q L may have a similar amplitude to the baseline electronic noise of the system.
58
The same will occur when measuring a low energy particle anywhere along the strip. In order to 59 record such events, the discriminator thresholds must be lowered towards the level of the noise,
60
which inevitably leads to a higher chance of triggering on noise and recording background. In the 61 past, these detectors were most commonly used for higher energy charged-particle spectroscopy,
62
where typical thresholds of 3 MeV were applied. More modern strip detectors can operate with 63 lower thresholds [11] . Nonetheless, these still significantly exceed the detection thresholds for
64
DSSDs which are often set well below 1 MeV. Furthermore, since the active area of the detector 65 is separated into just 16 channels, these detectors are more susceptible to pile-up. Despite these 66 pitfalls, for the reasons previously discussed, the use of RSDs is advantageous under certain 67 circumstances.
68
In this paper we present two methods of improving the performance of RSDs for charged termined from the charge division permits a reduction of background contributions. Background 76 reduction using timing is typically implemented using constant fraction discriminators (CFDs),
77
which give more accurate time measurements. However, we demonstrate that due to the mode 78 of operation of RSDs, leading edge discriminators can be used instead. Therefore, the presented 79 methods may be useful in reducing the cost of electronic components in silicon detector arrays.
80
The following section provides a detailed description of each background reduction method Hamamatsu detector is no longer in commercial production, the Micron X1 detector [Micron
88
Semiconductor Ltd] operates in the same way and is currently implemented in the TIARA array, 89 which has recently been commissioned for use at the Texas A&M Cyclotron Institute [11, 13].
90
The research outcomes from this paper can, in principle, be applied to any detector which utilises 91 resistive charge division in one dimension.
92
The two background reduction methods were implemented into the front-end electronics hours.
116
The first technique was simple to apply in the hardware; the rear contact of the detector was 117 biased via a preamplifier, rather than directly from the power supply, in order for the charge col-118 lected by this contact to be analysed. From here, this signal, along with those from the strips, was 119 amplified, discriminated and passed to the ADC before being read-out for analysis in software.
120
Due to the detection mechanism described in section 1, on average, the same number of electrons section 3.1.
127
In order to apply the second background reduction method, both the high and low signals 128 from every resistive detector strip were amplified and passed to leading edge discriminators. Setting all TDC channels to have a common stop signal meant that the absolute time difference
134
between the high and low signals, for a given strip, could be calculated. This method was not 135 applied when measuring α radiation from a source, since each particle only strikes the RSD and 136 no external reference signal was available for a stop.
137
In previous work, the timing characteristics of two-dimensional resistive detectors were anal- Gaussian pulse shapes (using a 1 µs shaping time), the relationship between time walk and hit 150 position is slightly non-linear and depends on the pulse heights relative to the threshold. to improve the overall signal-to-background ratio (SBR) without a notable drop in efficiency.
160
A typical experiment utilising timing information will use CFDs and demand that all measured are not necessary for timing measurements when using these detectors. 
Analysis and results

166
Background reduction was quantified in two ways. When measuring radiation from the α 167 source, it was simple to examine any background contributions to the energy spectrum. Since 168 the spectrum of discrete energies is known, any noise will manifest as a background to the three Instead, the sum energy of each event was used to gauge the background contributions. width of the peaks is due to the detector energy resolution (FWHM ≈120 keV for the RSD).
198
For both data sets, substantial data reside outside of this main peak and are identified as analysis. Figure 7 shows the measured spectrum of α particle energies before and after this 202 software gate was applied. The thin, black histogram (after the gate was applied) shows a much 203 smaller contribution at lower energies, when compared with the thick, red histogram (before the 204 gate was applied). These events could be due to triggers on the noise, or due to incomplete charge 205 collection, when a particle strikes the inter-strip region. A total of 12% of events were rejected. 
Time walk
218
None of the TDC channels were calibrated, however, it was ensured that consistent wire 219 lengths and delays were used throughout the electronics chain in order for pulses correspond- Only experimental data points that lay within the diagonal bands shown in Fig. 9 were 251 selected in the analysis software. In order to achieve this, it was required that the gradient of 
where m is the gradient of the band at a particular energy E, and α, β and γ are fit parameters to 256 be determined. With this relationship known for each detector strip, it was possible to predict, analysis. Data outside this region were assumed to be events that include triggers by noise.
260 Figure 11 shows the sum energy spectrum before and after this TDC cut was applied in the 261 analysis software. Based on the ratio of the area of the sum energy peak to that of the background are not required for timing when using RSDs.
275
The authors encourage further investigation into these two methods in the future. Their rel- 
