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Abstrakt 
 
Das Bibliothekswesen steht vor der Herausforderung, die rasant wachsende und umfassende 
Verbreitung digitaler Medien in neue Nutzungskonzepte einzubinden, beispielsweise durch eine 
Steigerung der Aufenthaltsqualität. (vgl. Bonte, 2011) Begriffe wie digital library, hybrid library oder 
blended library versuchen, die Rolle der Bibliotheken im digitalen Zeitalter neu zu definieren. (vgl. 
Gläser, 2008) Die Sächsische Landes- und Universitätsbibliothek (SLUB) begegnet dieser 
Herausforderung unter anderem mit dem verstärkten Aufbau digitaler Bestände. Sie verfügt daher 
über umfangreiche digitale Kollektionen, die mit Hilfe eines geplanten öffentlichen interaktiven 
Systems für die Bibliotheksbesucher auf ansprechende Weise erfahrbar gemacht werden sollen. Die 
Exploration der digitalen Sammlungen steht dabei  im Vordergrund, bereits existierende 
Katalogfunktionalität soll nicht ersetzt, sondern ergänzt werden. Zu diesem Zweck wird untersucht, 
wie durch öffentliche Interaktion das Interesse an digitalen Inhalten am Beispiel der Sammlung 
„Deutsche Fotothek“ gesteigert werden kann. Dabei wird besonders betrachtet, wie durch 
Embodied Interaction in Verbindung mit der Visualisierung des komplexen Informationsraumes der 
digitalen Sammlungen eine leicht erlernbare gestenbasierte Steuerung erreicht werden kann. 
(Dourish, 2004) Der Hauptbeitrag dieser Arbeit liegt in der Konzeption und Umsetzung eines An-  
wendungsprototypen, der im öffentlichen Bereich der SLUB installiert wird.
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1 Einführung 
 
 
1.1 Motivation 
Mit der immer weiter wachsenden Anzahl digital verfügbarer Medien wächst auch der öffentliche Anspruch 
an Kultur- und Bildungseinrichtungen, ihre Inhalte in digitaler und ansprechender Form zu präsentieren. 
Neben der Bereitstellung von Informationsdiensten und der Visualisierung von Bestandsdaten stellt die 
Vermittlung der vorhandenen Daten mit Hilfe geeigneter interaktiver Elemente eine Möglichkeit dar, Besucher 
aktiv in das Bildungsangebot einzubinden und eine besondere Benutzungserfahrung zu ermöglichen. Einer der 
Ansätze, der hier verfolgt wird, ist die Umorientierung der Bibliotheken in Richtung der Bereitstellung von 
Lernumgebungen, aus denen sich das Bedürfnis einer gesteigerten Aufenthaltsqualität ergibt. GLÄSER schreibt 
dazu: „Während auf der einen Seite der Zugang zu Informationen oft nicht mehr an [...] eine Bibliothek 
gebunden ist, und sich das Spektrum von Online-Ressourcen ständig erweitert, verstärkt sich andererseits in 
Studium und Lehre der Bedarf an sozialer Vernetzung und kooperativer Arbeit. Die Funktion der Bibliotheken 
als Lernort tritt wesentlich stärker in den Vordergrund (Gläser, 2008, S. 2).“ Das Konzept des Lernortes 
Bibliothek muss auch die Tatsache berücksichtigen, dass Studenten während ihrer Anwesenheit nicht 
ausschließlich akademischen Tätigkeiten nachgehen werden: „Studenten mischen heutzutage akademische 
und soziale Aktivitäten (Übers. d. Autors nach Lippincott, 2006, S. 3).“, wobei Zusammenarbeit und das 
Verfolgen sozialer Kontakte im Vordergrund stehen. Um einen derartigen Lernort bereitzustellen, der auch die 
genannten sozialen Aktivitäten nicht ausschließt, ist in der Sächsischen Landes- und Universitätsbibliothek 
(SLUB) zunächst das sogenannte „Forum“ eingerichtet worden. (vgl. Bonte, 2012a) Dabei handelt es sich um 
einen offenen Bereich mit einer Reihe langer Tische, an denen sonst übliche Beschränkungen der 
Hausordnung nur zum Teil gelten. (vgl. SLUB Dresden, 2011) So dürfen beispielsweise Jacken, Taschen und 
Getränke dorthin mitgenommen werden, und auch das Sprechen in angemessener Lautstärke ist erlaubt. Der 
Bereich des Forums wurde in der Vergangenheit durch die Einrichtung einer „Leselounge“ mit entsprechend 
konzipierter Möblierung ergänzt. (vgl. Bonte, 2012b) 
 
Während also neue physische Nutzungsräume entstehen, deren Zweck vom bisher üblichen Bild einer 
öffentlichen Bibliothek abweicht, steigen mit der zunehmenden Verbreitung digitaler Medien auch die 
Nutzungszahlen der nicht-physischen Bestände der SLUB. Das bezieht sich sowohl auf akademische 
Publikationen (sog. „e-Papers“), als auch auf die wachsenden digitalen Kollektionen. (vgl. SLUB Dresden, 
2012a; Sonnefeld, 2012) Während bei wissenschaftlichen Publikationen damit zu rechnen ist, dass der Einstieg 
in die Recherche von einem bekannten Thema oder einer Aufgabenstellung ausgeht, stellt sich für die 
digitalen Kollektionen die Frage nach der Erreichbarkeit durch die Nutzer. JANIN TAUBERT fasst in ihrer 
preisgekrönten Abschlussarbeit „Absentia in Praesentia?“ das Problem folgendermaßen zusammen:  
 
„Digitale, elektronisch übermittelte Medien sind per definitionem nicht sinnlich wahrnehmbar – Man 
kann sie nicht fühlen, sehen oder riechen. Während die physischen Medien ohne Probleme in der 
digitalen Welt binär codiert abgebildet werden können und somit der hybride Bestand im digitalen 
Raum vollständig präsentiert werden kann, ist das umgekehrt nicht möglich. Man kann E-Medien 
eben nicht ins Regal stellen und so entdeckt der Nutzer beim Browsen vor Ort in der Bibliothek nur 
den physischen Teil des hybriden Angebots (Taubert, 2013, S. 15)“. 
 
Sie beruft sich dabei auf eine Reihe von Interviews, die Sie mit Bibliotheksmitarbeitern geführt hat, deren 
Häuser auf dem Gebiet der Präsentation digitaler Medien im physischen Raum mehr oder weniger aktiv sind. 
Eine der Schlussfolgerungen ist auch, dass „[...] die Nutzer, die zum Stöbern [...] in die Bibliothek kommen, um 
sich inspirieren zu lassen und Entdeckungen zu machen, auch E-Medien finden können (Taubert, 2013, S. 
31).“ Für eine Vermittlung der umfangreichen und mit hohem Aufwand digitalisierten Kollektionen fehlt es an 
unterhaltsamen und die Allgemeinheit ansprechenden Ansätzen. Ein Problem dabei ist das Fehlen einer leicht 
erlernbaren und nutzerfreundlichen Schnittstelle, mit deren Hilfe die digitalen Bestände nach Belieben 
durchstöbert werden können. Vielmehr existieren verschiedene webbasierte Suchinterfaces, angelehnt an das 
Konzept des OPAC (engl. online public access catalog), die eine Suche auf der Basis bekannter Schlagworte 
(z.B. Titel, Autor, Thema) ermöglichen. Der Geschäftsbericht der SLUB des Jahres 2012 belegt zwar steigende 
Nutzerzahlen für digitale Medien, dennoch wird diese neue Form der Dienstleistung durch das öffentliche 
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Bibliothekswesen noch nicht durch alle Benutzergruppen gleichermaßen akzeptiert und wahrgenommen.  (vgl. 
SLUB Dresden, 2012a) Eine der erklärten Aufgaben der SLUB ist die umfassende Digitalisierung physischer 
Medien, wodurch sich auch Konkurrenzen zu kommerziellen Anbietern ergeben. (vgl. Bonte & Mittelbach, 
2011) Dadurch steigt das Angebot an digitalen Medieninhalten schneller als die Nachfrage1, was auch an den 
begrenzten Möglichkeiten zur nutzerfreundlichen und leichtgewichtigen Vermittlung dieser Inhalte liegt – es 
mangelt an geeigneten Präsentationsmodellen. Moderne Universitätsbibliotheken wie die SLUB müssen also 
neue Mechanismen finden, die einen möglichst einfachen Einstieg in ihre digitalen Bestände ermöglichen und 
fördern. Dabei steht das Stöbern in den Beständen im Vordergrund, da für die eigentliche Suche mit Hilfe von 
Schlagwörtern und ähnlichem bereits etablierte Werkzeuge zur Verfügung stehen. 
 
 
1.2 Zielstellung 
Im Vordergrund der vorliegenden Arbeit stehen Entwurf und prototypische Entwicklung eines 
gestengesteuerten Systems zur Visualisierung digitaler Bestandsdaten. Dieses System dient der Vermittlung 
von Bildbeständen der Deutschen Fotothek durch gestische Exploration einer interaktiven Visualisierung und 
soll in einem öffentlichen Bereich der Sächsischen Landes- und Universitätsbibliothek installiert werden. Im 
Hinblick auf die motivierten Herausforderungen werden konzeptionelle und technologische Grundlagen des 
Problembereichs dargelegt sowie eine Reihe von im Ansatz verwandten Arbeiten vorgestellt. Der Hauptteil 
dieser Arbeit widmet sich der Konzeption und Umsetzung eines Prototypen für das geplante System. Es 
werden abschließend Schlussfolgerungen aus dem Projektablauf für ähnliche zukünftige Projekte sowie 
Erweiterungs- und Ergänzungsmöglichkeiten dargelegt.  
 
 
1.3 Gliederung 
Aus der vorangegangenen Zielstellung und Motivation des in der vorliegenden Arbeit beschriebenen Projektes 
ergibt sich nun folgender Ablauf: Zunächst werden die Grundlagen im eingeführten Problembereich erläutert, 
der in das wissenschaftliche Gebiet der Mensch-Computer-Interaktion eingebettet und im Kontext der 
Interaktion in öffentlichen Räumen einzuordnen ist. Dazu werden allgemeine Überblicke zu den Themen 
Raumwahrnehmung (Abschnitt 2.1), Charakteristiken des öffentlichen Raumes (Abschnitt 2.2) und schließlich 
der Interaktion im Raum (Abschnitt 2.3) gegeben. Hinzu kommt die Beleuchtung grundsätzlicher 
Darstellungsformen für komplexe Informationsräume (Abschnitt 2.4) sowie die Betrachtung fundamentaler 
Interaktionsformen zur Erkundung dieser Informationsräume (Abschnitt 2.5), aus denen sich das spätere 
Informations-, Darstellungs- und Interaktionskonzept ergibt. 
Im darauffolgenden Kapitel werden praktische Anwendungen diskutiert, die den motivierten Problembereich 
durch konkrete Lösungsansätze ausgestalten und für die vorliegende Arbeit durch ihren besonderen 
Anwendungskontext oder durch nachahmungswürdige Ansätze von Interesse sind. Diese Diskussion 
verwandter Arbeiten gliedert sich in die Abschnitte über die Entwurfsgrundlagen ambienter Displays 
(Abschnitt 3.1), über zweihändige Gesten und die Gestaltung eines minimalistisches Gestenvokabulars 
(Abschnitt 3.2) und schließlich über die Erkundung komplexer Informationsräume am Beispiel der „DelViz“ 
Anwendung (Abschnitt 3.3).  
Anschließend erfolgt die theoretische Konzeption auf Basis der Grundlagen und unter Berücksichtigung 
praktischer Überlegungen aus den verwandten Arbeiten. Dabei wird nach einführenden Bemerkungen zur 
Zielvision (Abschnitt 4.1) insbesondere der im Grundlagenkapitel zur Visualisierung komplexer Informationen 
vorgestellte Ansatz des Information Visualization Framework verfolgt. Dies betrifft die Reihenfolge der 
Betrachtungen zur Verwendung und Auswahl der Daten (Abschnitt 4.2), der visuellen Repräsentation dieser 
Daten (Abschnitt 4.3) und abschließend die interaktive Einbettung (Abschnitt 4.4). 
Im fünften Kapitel wird die Architektur und Implementierung des Prototypen im Detail besprochen, wobei der 
Reihe nach auf die einzelnen Softwarekomponenten und verwendete Technologien anhand eines 
Schichtenmodells eingegangen wird. Das sechste Kapitel schließt die Arbeit ab mit einer zusammenfassenden 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Im Jahr 2011 wurden über 3 Millionen Bilder im Rahmen der Digitalisierung von Papiermedien erzeugt, eine 
Verdreifachung der Digitalisierungsleistung gegenüber 2009. Die Zahl der Entleihungen ist im gleichen 
Zeitraum leicht rückläufig von rund 2,38 Mio. auf 2,24 Mio. (vgl. SLUB Dresden, 2012a) 
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und kritischen Beurteilung des Erreichten und einer Reihe möglicher Ausblicke auf ergänzende oder 
erweiternde Arbeiten. 
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2 Grundlagen 
In diesem Kapitel werden die essenziellen technologischen und konzeptionellen Grundlagen des 
Problembereichs dargelegt. Die eingenommene Perspektive geht von der Wahrnehmung des Menschen aus 
und beginnt mit einem einleitenden Abschnitt über Raumwahrnehmung und Kognition. Aufgrund der 
Installation der praktischen Ergebnisse dieser Arbeit im öffentlichen Raum werden die Charakteristiken dieses 
Raumes erarbeitet und in direkter Überleitung auf den Zusammenhang mit der Interaktion im räumlichen 
Kontext eingegangen. Darauf aufbauend folgt eine Betrachtung der grundsätzlichen Zusammenhänge im 
Bereich der Informationsvisualisierung. Die fortschreitende Komplexität der diskutierten Konzepte spiegelt sich 
im Anschluss in den Betrachtungen zur Exploration komplexer Informationsräume wider. Den Abschluss des 
Grundlagenkapitels stellen die Abschnitte zur Erläuterung etablierter Technologien für Personentracking und 
Gestenerkennung dar, die einen von der Visualisierung nur auf den ersten Blick losgelösten und für die 
vorliegende Arbeit höchst bedeutsamen Aspekt bilden.  
 
 
2.1 Kognition und Raumwahrnehmung 
Die menschliche Wahrnehmung beruht auf der sensorischen Verarbeitung von Umweltreizen oder endogenen 
Reizen durch die Sinnesorgane. Der Kognitionsprozess, der die Aufnahme, Verarbeitung und Speicherung von 
Informationen umfasst und im Kurzzeit- oder Arbeitsgedächtnis stattfindet, beschreibt die Gewinnung von 
Informationen aus der Umwelt und das daraus entstehende menschliche Weltbild. Der Zweck dieses 
Weltbildes lässt sich aus evolutionstheoretischer Sicht in einem Wort zusammenfassen: Überleben. (vgl. 
Goldstein, Ritter, & Herbst, 2002; Velichkovsky, 2009) 
 
Zur Orientierung in der Umwelt werden innerhalb des kognitiven Prozesses komplexe Aufgaben gelöst, die auf 
die Beantwortung der Frage nach dem „wo“ ausgerichtet sind. So werden beispielsweise durch Entfernungs- 
und Richtungswahrnehmung, Schätzung von Größenverhältnissen durch Tiefenwahrnehmung und ähnliche 
Wahrnehmungsprozesse sogenannte kognitive Landkarten aufgebaut. Dieser Begriff und seine Erforschung 
bilden den Kern der Wahrnehmungsgeografie, bei der es um die Wahrnehmung des geografischen Raumes, 
mit anderen Worten: des menschlichen Lebensraumes geht. (vgl. (Bischof, 1966; Lynch, 1960) Für die 
vorliegende Ausarbeitung ist aber die Wahrnehmung des unmittelbaren Interaktionsraumes von Bedeutung, 
auf den in den folgenden Abschnitten, insbesondere Abschnitt 2.3, noch eingegangen wird. Zum 
systematischen Verständnis der Psychophysik der Raumwahrnehmung ist die Unterscheidung in motorische 
und perzeptive Raumorientierung zu erwähnen. Die motorische Raumorientierung bezeichnet alle 
Verhaltensweisen, „[...] die dem Körper oder seinen Gliedern eine sinngemäße Position, Ausrichtung oder 
Bewegung relativ zu irgendwelchen Bezugsgrößen im physikalischen Raum erteilen oder erhalten (Bischof, 
1966).“ Als perzeptive Raumorientierung hingegen bezeichnet werden „[...] alle Organisationsvorgänge im 
phänomenalen Feld, die zu einer sinngemäßen Einordnung des Wahrgenommenen und Vergegenwärtigten – 
einschließlich des erlebten eigenen Körpers und seiner Glieder – in phänomenal-räumliche Bezugssysteme 
führen (Bischof, 1966).“  
 
Zusammenfassend lässt sich aus den Grundsätzen zu Raumwahrnehmung und Kognition festhalten, dass es 
sich um komplexe wahrnehmungspsychologische Prozesse handelt, in die nun mit neuen Technologien 
eingegriffen werden kann. Wie die Ausführungen von u.a. VELICHKOVSKY zeigen, sind geltende Prinzipien 
größtenteils bereits erforscht, so dass sie in den Entwurf eines entsprechenden Systems einfließen können und 
sollten. Insbesondere die Wechselwirkung von motorischer und perzeptiver Raumorientierung ist hier zu 
berücksichtigen, da es sich hier um einen in der menschlichen Biologie begründeten Regelkreis handelt: 
Bewegung (motorisch) beeinflusst Wahrnehmung (perzeptiv), die sich wiederum auf die Bewegung auswirkt 
und so weiter.  
 
 
2.2 Charakteristiken des öffentlichen Raumes in Bibliotheken 
Der öffentliche Raum verfügt über eine Reihe von Charakteristiken, die ihn vom privaten Raum unterscheiden. 
Was genau die Öffentlichkeit des Raumes speziell im Bibliothekskontext ausmacht wird daher im folgenden 
Abschnitt erläutert. Anschließend wird auf die wichtigste Konsequenz der Öffentlichkeit, die sogenannte 
Bühnenmetapher, eingegangen. 
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2.2.1 Öffentlichkeit in der Bibliothek 
„Öffentlicher Raum zeichnet sich dadurch aus, dass er nicht durch Individuen oder kleine Gruppen kontrolliert 
wird (Übers. d. Autors nach Müller, Alt, Michelis, & Schmidt, 2010, S. 5).“ Im Gegenzug bedeutet dies, dass 
eingeschränkt öffentlicher Raum von Individuen oder kleinen Gruppen kontrolliert wird, so dass beispielsweise 
nur bestimmte Personen zugelassen werden. Der Innenraum von Universitätsbibliotheken stellt hier eine 
Mischform dar: Einerseits kann in der Regel jeder die Bibliothek benutzen, andererseits gelten bestimmte 
Verhaltens- und Hausregeln, die gegebenenfalls noch nach bestimmten Wirkungsbereichen gegliedert sind. 
(vgl. SLUB Dresden, 2011, §9) Demzufolge handelt es sich um einen semi- oder halböffentlichen Raum, zu 
dem zwar jeder freien Zutritt hat, über den dennoch einzelne Individuen als Bevollmächtigte des Hausherrn 
eine gewisse Kontrolle ausüben. (vgl. Eriksson, Hansen, & Lykke-Olesen, 2007; Huang & Mynatt, 2003) Es 
handelt sich also auch bei öffentlichen Räumen in Bibliotheken um eine solche Mischform des Raumes. 
 
Öffentlicher Raum erzeugt erst dann eine Wirkung, wenn er durch Menschen besetzt und verwendet wird. Die 
Wirkung entsteht dabei erst durch den öffentlichen Diskurs, eine „Kommunikation unter Akteuren, die aus 
ihrem privaten Lebenskreis heraustreten (Struppek, 2006, S. 15).“ Öffentliche Interaktion steht so im 
Gegensatz zu privaten Tätigkeiten. Kernaspekt öffentlicher Handlungen ist deren Sichtbarkeit, die sich aus der 
Interaktion ergeben muss. Die Interaktion mit privaten Mobilgeräten beispielsweise erzeugt eine 
abgeschlossene private „Sphäre“, die andere ausschließt. (vgl. Eriksson et al., 2007) Wenn jedoch durch die 
Größe eines öffentlichen interaktiven Displays oder durch bestimmte Interaktionstechniken mit einem System 
Sichtbarkeit forciert wird, dann gestalten Handelnde durch ihre Interaktion den öffentlichen Raum.  
 
2.2.2 Bühnenmetapher  
Durch die sichtbare Handlung eines Einzelnen, der durch Umstehende beobachtet wird, entsteht am Ort der 
öffentlichen Interaktion eine Art Bühne. Diejenigen, die eine Handlungsmöglichkeit mit einem in den Raum 
eingebetteten System wahrnehmen, sind sich in der Regel dieser Wirkung bewusst:  „[...] Personen können 
eine [öffentliche] Interaktion vermeiden, um ihre soziale Rolle aufrechtzuerhalten und sich nicht bloßzustellen 
(Übers. d. Autors nach Müller et al., 2010, S. 1).“ PERRY & BECKETT beschreiben eine ähnliche Situation: „Unsere 
Beobachtungen zeigen, dass manche Nutzer [...] zu verlegen waren, [...] die offensichtliche Winkbewegung 
durchzuführen (Übers. d. Autors nach Perry & Beckett, 2010, S. 3).“ Dieser Effekt wird als performance anxiety 
beschrieben und stellt ein wichtiges Konzept beim Entwurf öffentlicher Interaktionen dar, da hier massive 
Benutzungshemmungen auftreten, wenn diesem Phänomen nicht ausreichend entgegengewirkt wird. Der 
beschriebene Effekt ist sprachlich und faktisch mit dem deutschen Begriff „Lampenfieber“ vergleichbar. 
 
2.2.3 Zusammenfassung 
Als Quintessenz des vorangegangenen Abschnittes bleibt die Feststellung, dass öffentlicher Raum immer auch 
sozialer Raum ist, insofern er aus der Verwendung durch eine Allgemeinheit hervorgeht. Dies bedeutet, dass 
öffentlicher Raum erst durch Anwesende und ihre Kommunikation untereinander eine bestimmte Wirkung 
entfaltet. Von großer Bedeutung ist die Beobachtbarkeit der Handlungen eines Einzelnen durch eine anonyme 
„Menschenmenge“, die, unabhängig vom tatsächlichen Vorhandensein einer solchen Menge, den Einzelnen 
beeinflusst. Diese sogenannte performance anxiety beschreibt die subjektive Hemmung, bestimmte 
Handlungen abhängig von ihrer wahrgenommenen sozialen Akzeptanz auszuführen oder zu vermeiden.  
 
 
2.3 Interaktion im Raum 
Im Anschluss werden unter dem Schlagwort der Interaktion im Raum eine Reihe von Begriffen erläutert, bei 
denen der Zusammenhang von Interaktion und Raum eine Rolle spielt. Zu klären ist also zunächst die 
Definition der Interaktion an sich. Daran schließt sich eine Beschreibung des erst in der vergangenen Dekade 
aufgekommenen Prinzips der räumlichen Interaktion an, das sich am ehesten in den etablierten englischen 
Termini embodied interaction bzw. embodied tangible interaction wiederfindet.  
 
 
2.3.1 Begriffsdefinition 
Interaktion als Begriff stammt ursprünglich aus der sozialwissenschaftlichen Handlungstheorie. (vgl. Wilson, 
1973) Dabei stellen Wechselbeziehung und Beeinflussung die zentralen Komponenten dar. (vgl. Struppek, 
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2006) Die Mensch-Computer-Interaktion (MCI) beschäftigt sich mit Entwurf, Evaluation und Implementation 
interaktiver Rechensysteme für die menschliche Benutzung und mit der Erforschung der in diesem 
Zusammenhang stehenden Phänomene. (vgl. ACM SIGCHI, 2009; Weber, 2012) Im Kontext der MCI (engl. 
HCI), die sich im den letzten Jahrzehnt verstärkt der Erforschung der Interaktion fern des Schreibtischrechners 
und dessen WIMP2-Oberflächen gewidmet hat, stellt sich die Frage nach bedeutsamer Beeinflussung des 
Computers durch den Menschen und umgekehrt. (vgl. Beaudouin-Lafon, 2000; Jacob et al., 2008; Andries 
Van Dam, 1997; Andy van Dam, 2000)  Neben der möglichst menschenähnlichen Interaktion durch eine 
Maschine, deren ultimative Probe der sog. Turing-Test darstellt, ist steht Erreichung einer hohen 
Benutzbarkeit, das heißt effektive, effiziente und zufriedenstellende Interaktion im Fokus der Forschung. (vgl. 
ISO, 2000; Moor, 1976) Bei der Betrachtung öffentlicher Interaktionen zwischen Mensch und Maschine 
müssen diese Charakteristiken also ebenfalls berücksichtigt werden. 
 
2.3.2 Räumliche Interaktion 
Eine Verortung der Interaktion, das heißt die Definition der Interaktion über den Raum, in dem sie stattfindet, 
ist eines der Kernelemente des von PAUL DOURISH geprägten Begriffes der embodied interaction. Neben ihm 
haben ROBERT JACOB, HIROSHI ISHII und EVA HORNECKER Pionierarbeit in diesem Forschungsgebiet geleistet, wobei 
man von verschiedenen Strömungen mit ihren eigenen Begriffen sprechen kann: tangible interaction (ISHII), 
reality-based interaction (JACOB), embodied tangible interaction (HORNECKER). (vgl. u.a. Hornecker, 2011; Ishii & 
Ullmer, 1997; Jacob et al., 2008) Dem physischen Ort der Interaktion wird bei allen vorgenannten Begriffen 
eine zentrale Rolle zugeordnet: Laut DOURISH wird die Bedeutsamkeit der Interaktion zwischen Mensch und 
Computer erst durch den Ort, an dem sie stattfindet, generiert. Gleichzeitig haben die an diesem Ort 
vorhandenen realen Objekte idealerweise Anteil an der Interaktion, sofern das interaktive System diesen Anteil 
zu erkennen in der Lage ist. Als Konsequenz der menschlichen Informationsverarbeitung sollten fortschrittliche 
interaktive Systeme in der Lage sein, den Kontext und die Interaktionen der Nutzer auf subtile Weise zu 
erkennen. Subtil bedeutet hier, dass die Erkennung von Interaktionen auf impliziten Handlungen basiert, d.h. 
das System und seine Sensorik arbeiten im Hintergrund, ohne vom Nutzer eine bewusste „Präsentation“ 
seiner Handlungen zu verlangen. (vgl. Dourish, 2004) 
 
Der Gedanke, durch Manipulation greifbarer (engl. tangible), d.h. physischer Stellvertreter virtuelle Daten zu 
verändern, geht unter anderem auf ISHII und dessen Forschungsarbeit zum Thema „tangible bits“ zurück. (vgl. 
Ishii & Ullmer, 1997) Während ISHII die von SHNEIDERMAN und NORMAN geprägte direct manipulation auf 
Gegenstände bezieht, fasst HORNECKER den Begriff deutlich weiter und schließt alles Physische mit ein, wie das 
folgende Zitat zeigt. (vgl. Norman, Hutchins, & Hollan, 1985; Shneiderman, 1993) „Greifbare und verkörperte 
Interaktion liefern den Überbegriff für ein Forschungsfeld, welches sich durch das gemeinsame Interesse an 
physischen Konzepten auszeichnet (Übers. d. Autors nach Hornecker, 2011, S. 3).“ Ziel der Forschung auf 
dem Gebiet der embodied tangible interaction ist die Entwicklung neuer Technologien und Systeme, die es 
Nutzern ermöglichen, mit Computern direkter zu interagieren, also mit weniger einschränkenden Hilfsmitteln 
und einer besseren Anpassung an menschliche Fähigkeiten. Der Entwurf von Systemen, die sich dieser Form 
von Interaktionen bedienen, muss die Eigenschaften des Raumes und seine Ressourcen berücksichtigen. Eine 
wichtige Rolle spielt dabei die Dualität von realem und virtuellem Raum, die zeitgleich vom Nutzer 
wahrgenommen und besetzt werden. Die „direktere“ Interaktion führt im besten Fall zu einer erhöhten 
Benutzbarkeit (engl. usability) des Systems.  (vgl. Hornecker, 2005) 
 
Zur Formalisierung der Dualität von Realem und Virtuellem bietet HORNECKER ein Framework an, das unter 
anderem die Perspektive der raumbezogenen Interaktion formuliert: Die Interaktion selbst findet durch 
Bewegungen im „echten“ Raum statt. Aspekte wie der eingenommene Raum, konfigurierbare Materialien, 
Sichtbarkeit und kommunikative bzw. soziale Aktivitäten stellen die Bestandteile dieser Sicht auf den 
Interaktionsraum dar. (vgl. Hornecker, 2011) Der Mensch als räumliches Wesen nutzt zwangsläufig und 
unbewusst seinen Körper als Referenzpunkt für die räumliche Interaktion, eng gekoppelt an die eigene 
Bewegung und Wahrnehmung (vgl. Abschnitt 2.1). Gegenüber der Wahrnehmung von virtuellem Raum ist der 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 Das Akronym WIMP steht für „Windows, Icons, Mouse and Pointing Device“ und bezeichnet so klassische 
Desktop-Programmoberflächen der verbreiteten Betriebssysteme (z.B. Windows, Mac OS oder Linux). 
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reelle Raum immer auch ein sensorisch wahrnehmbarer Ort, also durch Sinneseindrücke geprägt und von 
bestimmten Erwartungshaltungen besetzt. Eine plausible Übertragung „intuitiver“ Erwartungen auf den 
virtuellen Raum stellt laut HORNECKER eine der Kernaufgaben für den Entwurf entsprechender Systeme dar. 
Gelingt die Übertragung vorhandenen Wissens von der realen auf die virtuelle Interaktionsebene, so wirkt sich 
das positiv auf die Handlungsschwelle (engl. interaction threshold) aus (vgl. Abschnitt 2.2.2 zur 
Bühnenmetapher). So sind Nutzer eher zu einer Interaktion mit Computersystemen bereit, wenn diese 
Interaktion bekannte Elemente aus der realen Welt aufgreift. (vgl. Hornecker & Buur, 2006) 
 
2.3.3 Zusammenfassung 
Den gesamten Komplex der Betrachtungen zur Interaktion zusammenfassend lassen sich folgende Grundsätze 
formulieren: Erstens, wie schon bei der Raumwahrnehmung handelt es sich um einen Regelkreis, jetzt 
zwischen Mensch und Maschine, bei dem sich die Wechselwirkungen bei der Beeinflussung des Gegenübers  
auf die im Vordergrund stehende Benutzbarkeit des Systems auswirken. Zweitens, die Verortung der 
Interaktion durch das embodiment-Konzept zeigt einen Interaktionsraum auf, dessen Beschaffenheit und 
Inhalte Einfluss auf die Interaktion selbst haben. Drittens, die subjektive Wahrnehmung des Interaktionsraumes 
bringt Erwartungshaltungen, aber auch Erfahrungswerte mit sich, die für den Entwurf eines interaktiven 
Systems und möglicher „greifbarer“ Schnittstellen zwischen Realität und Virtualität in diesem Raum verwendet 
werden können. Um dabei von der reflexartigen Informationsverarbeitung des Menschen zu profitieren, so 
DOURISH, ist eine Verarbeitung subtiler, d.h. impliziter Interaktionen zu berücksichtigen. Sind explizite 
Interaktionen vonnöten, so sollten sie im Sinne von naheliegenden Interaktionsmetaphern auf Wissen aus 
bereits erlernten Handlungen mit physischen Gegenständen beruhen. 
 
 
2.4 Informationsvisualisierung 
Neben einer Definition des Begriffes und seiner Herkunft wird die bildnerische Darstellung von Informationen 
in grafischen und interaktiven Systemen aufgegriffen und dazu die Konzepte des Daten- und 
Navigationsbildes vorgestellt. Ausgehend von dieser Betrachtung wird auf die Möglichkeiten der Darstellung 
von Relationen zwischen Objekten durch Verwendung grafischer Bäume und Netze eingegangen. Aufgrund 
der Vielfalt und Tiefe des Gebietes wird abschließend ein zentraler Prozess für den Entwurf eines 
Visualisierungssystems erläutert, der die Charakteristiken einer Vielzahl von Projekten berücksichtigt und ein 
übergeordnetes Muster erkennen lässt.  
 
2.4.1 Begriffsklärung 
Das Konzept der Visualisierung von Informationen ist keine moderne Entwicklung, sondern muss vielmehr als 
ein menschliches Werkzeug zur Kommunikation gesehen werden. Insofern blickt die 
Informationsvisualisierung als solche auf eine lange Geschichte zurück. MICHAEL FRIENDLY, Professor für 
Psychologie an der York University in Kanada, bezeichnet den Begriff der Informationsvisualisierung 
konsequenterweise als den „[...] allgemeinsten Terminus, der zur Beschreibung sämtlicher Entwicklungen der 
Visualisierung herangezogen werden kann (Übers. d. Autors nach Friendly & Denis, 2001, S.2).“ Dennoch lässt 
sich neben dieser historischen Verankerung des Begriffes eine mit der zunehmenden Verbreitung von 
Computertechnologie einhergehende Entwicklung beobachten, die im Spannungsfeld zwischen Grafikdesign, 
Datenvisualisierung, Mediendidaktik und Kunst in den vergangenen Jahrzehnten stattgefunden hat. Aus dem 
Jahre 1986 existiert eine weitere Definition des Begriffes, diesmal aus einem der einflussreichsten 
Forschungszentren des Computerzeitalters: SHNEIDERMAN et al. vom Xerox PARC3 beschreiben 
Informationsvisualisierung als eine Technik, die auf der „ [...] Benutzung von computergestützten, interaktiven, 
visuellen Repräsentationen abstrakter Daten [...]“ basiert, um „[...] die Kognition zu verstärken (Übers. d. 
Autors nach Card, Mackinlay, & Shneiderman, 1999, S. 6).“ Einer der einflussreichsten Autoren auf dem 
Gebiet der Informationsvisualisierung ist EDWARD TUFTE, der mit seinen Büchern und insbesondere mit seinem 
Buch „The Visual Display of Quantitative Information“ sowohl wissenschaftlich als auch kommerziell 
erfolgreiche Grundlagenarbeit geleistet hat. (vgl. Aston, 2009; Tufte & Graves-Morris, 1983; Tufte, 1991; 
Zachry & Thralls, 2004) 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Palo Alto Research Center, inzwischen nur noch „PARC“ ohne den vorgestellten Namen der Mutterfirma.  
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2.4.2 Datenbild und Navigationsbild 
Das Grundproblem bei der Informationsvisualisierung besteht in der Verknüpfung eines multivariaten und 
multidimensionalen Datenraumes mit dem durch grafische Mittel zu erschließenden visuellen Raum. 
Beschränkt man sich auf die Diagrammatik, also die zweidimensionale Projektion des Datenraumes, so besteht 
der zu erschließende visuelle Raum aus der zur Verfügung stehenden Fläche. Der Erschließung der Fläche 
schließlich dienen die verschiedenen Formsprachen von Balkendiagrammen, Netzen oder Karten. Dabei geht 
es nicht um Ablesbarkeit eines Datums, sondern um den Aufbau mentaler Modelle. (vgl. Groh, 2008a) 
 
Für die Ausgestaltung der zweidimensionalen Projektion, auf die sich an dieser Stelle im Hinblick auf die in 
Kapitel 4 beschriebene Konzeption des darzustellenden Datenraumes beschränkt wird, stehen eine Reihe 
sogenannter „visueller Variablen“ zur Verfügung. In seinem Standardwerk „Graphische Semiologie“ 
beschreibt JACQUES BERTIN die visuellen Variablen Größe, Farbe, Textur, Kontur, Richtung / Stellung und Form 
(vgl. Abbildung 1). Während BERTIN explizit nur „Druckbares“ berücksichtigt, identifiziert GROH für das 
bewegliche Bild zusätzlich das Verhalten über einen Zeitraum, beispielsweise Positionsänderungen. (vgl. Groh, 
2008a, Bertin & Barbut, 1967)  
 
 
Abbildung 1. Kontraste der visuellen Variablen in einer gemeinsamen Binnenstruktur. (Groh, 2011)   
Für die informierte Ausgestaltung der visuellen Variablen ist die Kenntnis und Anwendung der Gestalttheorie 
bzw. ihrer Gesetze notwendig. Dabei handelt es sich um wahrnehmungspsychologische Beobachtungen einer 
Gruppe von Wissenschaftlern um MAX WERTHEIMER, WOLFGANG KÖHLER & KURT KOFFKA. Der Ansatz dieser Theorie 
ist als ganzheitlich zu beschreiben: Ein zentraler Aspekt ist die Beobachtung, dass der Kognitionsprozess nicht 
zu einer Reduktion der Wahrnehmung auf einzelne Teilelemente, sondern vielmehr zu einem Gesamteindruck 
führt, der eine andere Bedeutung transportiert als die Summe der Teilelemente. (vgl. Dahm, 2006) 
Insbesondere die Berücksichtigung des Gesetzes der Ähnlichkeit spielt für die spätere Komposition der 
Bildelemente eine Rolle, auf die im Detail aber erst im Abschnitt 4.3.2 eingegangen wird. Das Gesetz der 
Ähnlichkeit beschreibt die mentale Zusammenfassung visuell ähnlicher Objekte, so erzeugen z.B. die kleineren 
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Kreise in Abbildung 2 einen sichtbaren Pfad durch die größeren Kreise, der sich durch die beim Rezipienten 
einstellende Gruppierung ergibt. (vgl. Green, 2000; Schaer & Heuser, 2006; Wertheimer, 1967) 
 
 
Abbildung 2. Illustration zum Gestaltgesetz der Ähnlichkeit, hier im Kontext der Komposition im Raster. 
(Groh, 2011)  
Bei der Repräsentation von Daten bietet sich der Begriff des Datenbildes an, das bei GROH eine Abbildung der 
unterschiedlichen Eigenschaften der Daten auf grafische Objekte anhand von Metadaten darstellt. Es dient der 
Veranschaulichung von Verhältnissen und Relationen und basiert auf der Berechnung dieser durch einen 
Algorithmus. Das Datenbild wird als homogen angenommen, d.h. strukturelle Veränderungen, die der 
menschliche Betrachter im Bild durch Manipulationen hervorruft, beruhen nur auf dessen Beeinflussung und 
nicht auf einer Veränderung der Datenbasis. Diese Manipulation durch den Nutzer entspricht einer Navigation 
im Datenbild, wodurch das Navigationsbild entsteht. Es steht, wie der Nutzer selbst, dem Datenbild gegenüber 
und basiert auf der subjektiven Metaphorik des Nutzers (siehe Abbildung 3). Der Dualismus von Daten- und 
Navigationsbild, der in der Fusion zum Interaktionsbild gipfelt, stellt gegenüber der Desktopmetapher eine 
neue Stufe der Ästhetik dar. (vgl. Groh, 2007, 2009) 
 
 
Abbildung 3. Schematische Darstellung zur Illustration der Begriffe Datenbild und Navigationsbild. 
(Groh, 2009) 
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2.4.3 Darstellung von Relationen in Baum und Netz 
Eine weit verbreitete Form zur Visualisierung von Objekten und ihren Beziehungen ist das Netzwerk. 
Netzwerke lassen sich mathematisch durch Graphen mit einer Menge von Knoten V (engl. vertex) und Kanten 
E (engl. edge) beschreiben, weshalb die Begriffe Graph und Netzwerk zum Teil synonym verwendet werden.  
Der Unterschied zwischen Netzwerken und Baumstrukturen besteht mathematisch gesehen in der 
Verknüpfung der Elemente: ein Baumgraph erlaubt die Verbindung zweier Knoten auf genau einem Weg, 
während Elemente eines Netzwerks auf mehreren Wegen verknüpft sein können (siehe Abbildung 4). 
 
   
 
Abbildung 4. Links: einfacher Graph G = {V,E} mit V = {v1,v2,v3} und E = {e1,e2,e3}. Rechts: Baumstruktur, 
in der jeder Knoten auf genau einem Weg erreichbar ist. 
Während ein Baum eine rigide Hierarchie aufzeigt, in der keine Querverweise erlaubt sind, ist den Elementen 
eines Netzwerks eine grundsätzliche Gleichberechtigung zu unterstellen. Wo in einer Baumstruktur bestimmte 
Hierarchieebenen und ein eindeutiger Ausgangspunkt im Wurzelknoten zu finden ist, befinden sich die 
Elemente eines Netzwerkes in einer flachen Hierarchie, die eine Gruppierung allenfalls durch die lokale 
Anordnung der Knoten in „Haufen“ (engl. cluster) oder durch eine Bewertung der Anzahl von ein- und 
ausgehenden Verbindungen ermöglicht. In letzterem Fall ist vorstellbar, dass ein Knoten, der über eine 
besonders hohe Zahl solcher Verbindungen verfügt, aufgrund seines hohen Vernetzungsgrades eine wichtige 
Funktion innerhalb des Netzwerkes übernimmt. Dies lässt sich jedoch nur semantisch projizieren, die reine 
Syntax aus Knoten und Kanten lässt keine Hierarchie zu. Als Beispiel lässt sich die Visualisierung „Dramatis 
Personae“ anführen, in dem Hochzeitsgäste als Knoten und gemeinsame Anekdoten und Erlebnisse als 
Kanten verwendet werden. Erst die umfangreiche semantische Anreicherung durch Beschriftung des 
Netzwerkes ermöglicht tiefere Einblicke in die „Daten“, in diesem Falle die zwischenmenschlichen 
Beziehungen, die sich aus den Hintergründen der Teilnehmer ergeben (siehe Abbildung 5). 
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Abbildung 5. Darstellung einer Hochzeitsgesellschaft mit verbindenden Anekdoten und Erlebnissen 
zwischen den Gästen als Hilfe für den Gesprächseinstieg. (Enright & Samples, 2006) 
In der Menschheitsgeschichte haben Baumstrukturen als Werkzeug zur Darstellung von Taxonomien, 
beispielsweise in der Genealogie, schon im 13. Jahrhundert Anwendung gefunden. (vgl. Lima, 2007, Kapitel 1) 
LIMA geht so weit, die Verwendung von Baumdarstellungen zur Abbildung von Wissenshierarchien als 
„Verkörperung des menschlichen Bedürfnisses nach Ordnung, Einfachheit und Symmetrie (Übers. d. Autors 
nach Lima, 2011a)“ zu bezeichnen. Seiner Meinung nach hat die Historie der Verwendung von 
Baumstrukturen zur Vermittlung zeitgenössischer Erkenntnisse und Informationen zu einer umfassenden 
kulturellen Prägung geführt, die noch heute unser Denken und Handeln beeinflusst. (vgl. Lima, 2007, Kapitel 
1) Der Philosoph und Autor DAVID WEINBERGER schreibt im Technologie-Newsletter „Esther Dyson’s Release 
1.0“: „Wir erkennen, dass die in der Vergangenheit so hilfreichen traditionellen Wissenshierarchien uns 
unnötig eingrenzen, wenn es um die Organisation von Informationen in der digitalen Welt geht (Übers. d. 
Autors nach Weinberger, 2005).“ WEINBERGER stellt die „neue“ Methode der Informationsorganisation in 
Netzwerken direkt dem „alten“ Ordnungssystem der baumartigen Hierarchien gegenüber. Er sieht auf der 
einen Seite idiosynkratisch4 erzeugte, stark verbundene Blätterhaufen, die den traditionellen unveränderlichen 
Baumstrukturen gegenüberstehen. Er setzt damit die kritische Auseinandersetzung mit den etablierten Formen 
der hierarchischen Informationsorganisation fort, die bereits Ende der 1980er Jahre von den französischen 
Philosophen GILLES DELEUZE und FELIX GUATTARI formuliert wurde. In ihren Arbeiten drücken sie Kritik am 
Essentialismus bzw. Rationalismus aus und sind damit einem der wichtigsten neuzeitlichen philosophischen 
Ansätze zuzuordnen, dem beispielsweise auch KARL POPPER nahesteht. (vgl. Andersson, 1988; Popper, 1935) 
Die Hauptkritikpunkte von DELEUZE & GUATTARI, dargelegt in ihrer Schrift „Thousand Plateaus“, orientieren sich 
an der aus der Tradition des Rationalismus stammenden Form des Wissensbaumes. Dieser diene den 
Autoritäten, weil er wie die Herrschenden selbst zentralisiert, unveränderlich und stagnierend das Wissen 
repräsentiert. Im Gegensatz dazu entwerfen DELEUZE & GUATTARI das Rhizom, ein organisch wachsendes und 
veränderliches Netzwerk von Datenknoten und Verbindungen, die sich jeder Hierarchie entziehen. (vgl. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4 hier im Sinne von „keinen (Ableitungs-)Regeln folgend“, aus eigener Anlage heraus 
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Deleuze & Guattari, 19875) Für eine grafische Repräsentation von Informationen lässt sich festhalten, dass die 
Ordnungsstruktur (ob streng hierarchisch oder „vernetzt“) der Daten sich direkt auf die Form der 
Visualisierung (baum- oder netzwerkartig) niederschlägt. Dies wird deutlich, wenn man sich MORENOS 
Abbildungen aus seiner Arbeit zu sozialen Strukturen Jugendlicher vor Augen führt, welche die verborgene 
Gruppendynamik durch gestalterische Mittel sichtbar machen (siehe Abbildung 6). Die dort visualisierten 
Gruppenstrukturen stellen teils Hierarchien, also Bäume, teils Netzwerke mit Querverbindungen dar. 
 
 
Abbildung 6. Abbildung „Typical Structures Within Groups“. Zu sehen ist eine Darstellung der 
Sympathie bzw. Abneigung (direktionale Kanten) jugendlicher Studienteilnehmer (Knoten) gegenüber 
anderen Mitgliedern ihres sozialen Umfelds. (vgl. Moreno, 1934) 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5 insbesondere S. 37 und S. 42 in der engl. Fassung von BRIAN MASSUMI 
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2.4.4 Information Visualization Framework 
Für die Zwecke der vorliegenden Arbeit ist es notwendig, die bestmögliche Vermittlung der zur Verfügung 
stehenden Daten durch Techniken der Informationsvisualisierung zu finden. MANUEL LIMA beschreibt in seinem 
Buch „Visual Complexity: Mapping Patterns of Information“ eine Reihe von Charakteristiken und Best 
Practices für die Visualisierung komplexer Daten. Er argumentiert, dass die Informationsvisualisierung letzen 
Endes immer als Werkzeug zur Sichtbarmachung neuer bzw. zuvor verborgener Sachverhalte, 
Zusammenhänge und Wesenszüge der zugrundeliegenden Daten dient. Für Projekte, die sich mit der 
Visualisierung komplexer Daten auseinandersetzen, schlägt LIMA dazu ein bestimmtes Schema vor, das aus 
folgenden drei Schritten besteht:  (vgl. Lima, 2011; siehe Abbildung 7)  
 
 1. Data Transformation: Analyse und Manipulation der Daten  
 2. Visual Mapping: aus Analyse folgende Verknüpfung von Daten mit visuellen Artefakten 
 3. Interactive Framing: interaktive „Umrahmung“ der Visualisierung, die bestimmte Aspekte der 
 ursprünglichen Daten anschaulich macht  
 
 
Abbildung 7. Schematische Darstellung des Information Visualization Framework. (Lima, 2011b) 
 
2.4.5 Zusammenfassung 
Neben einer Klärung der Wurzeln des Interaktionsbegriffes und der Einbettung in den Kontext der Mensch-
Maschine-Interaktion ist das Konzept des Interaktionsbildes motiviert worden. Die Darstellung von 
Objektrelationen lieferte den Rahmen für eine Auseinandersetzung mit dem Thema „Baum contra Netz“, 
wobei letztlich die Struktur des darzustellenden Informationsraumes entscheidend ist. Die Ausgestaltung der 
visuellen Variablen muss Erkenntnisse der Gestalttheorie berücksichtigen, insbesondere das Gesetz der 
Ähnlichkeit hilft bei der Gruppierung unterschiedlicher Informationseinheiten. Die explizite Dualität zwischen 
Datenbild und Navigationsbild spiegelt sich auch im vorgestellten Information Visualization Framework wider, 
das in gewisser Weise die Schritte zur Entstehung von Daten- und Navigationsbild sowie deren Komposition 
zum Interaktionsbild in einen dreiteiligen Entwurfsprozess für interaktive Systeme zur 
Informationsvisualisierung einbettet. Im weiteren Verlauf der Konzeption des Systemprototypen im vierten 
Kapitel wird untersucht werden, welche interne Struktur und Zusammenhänge die Daten der digitalen 
Sammlungen haben und wie diese im Sinne des Information Visualization Frameworks von LIMA analysiert, 
transportiert und interaktiv begreifbar gemacht werden können. 
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2.5 Exploration komplexer Datenräume 
Da das Projekt die Erstellung eines Interfaces für die explorative Suche zum Ziel hat, werden im folgenden  
Abschnitt entsprechende Begriffe in diesem Zusammenhang erläutert. Dazu gehören neben der Exploration an 
sich auch die gestalterischen Techniken, durch die ein Nutzer mit dem Daten- oder Informationsraum 
konfrontiert wird. Nach GROH lassen sich diese Techniken in immersive und emersive Ansätze unterscheiden, 
deren Grundlagen ebenfalls in der anschließenden Begriffsklärung dargelegt werden. 
 
2.5.1 Exploration 
Seit Beginn der Forschung auf dem Gebiet des Information Retrieval sind Suchen und Stöbern als die 
grundlegenden Formen der Informationsgewinnung bekannt – das Suchen nach Informationen wird 
demzufolge als fundamentale Aktivität angesehen. (vgl. Dörk, Carpendale, & Williamson, 2011) Warum das so 
ist, lässt sich mit der Bedürfnistheorie von MASLOW begründen: Jeder Organismus strebt primär nach Erhalt 
seiner Lebensbedingungen und Fortpflanzung. Die sogenannte „Bedürfnispyramide“ nach MASLOW (siehe 
Abbildung 8) illustriert, wie der Mensch auf der Erfüllung solcher grundsätzlicher physiologischer Bedürfnisse 
aufbauend weitere Ziele entwickelt: dazu gehören Sicherheit, Soziale und Individuelle Bedürfnisse sowie 
Selbstverwirklichung. Die Verfolgung dieser Ziele erfolgt sequenziell, d.h. wenn ein zugrundeliegendes 
Bedürfnis befriedigt ist, wird das nächsthöhere verfolgt. Dieser Sachverhalt wird häufig in Form der 
abgebildeten Pyramidenstuktur interpretiert. Die Erfüllung fortgeschrittener Bedürfnisse sozialer und 
individueller Natur beruht in der Regel darauf, freien Zugang zu Informationen zu haben. Dieser Umstand 
erklärt wiederum, warum Informationssysteme bzw. die damit zusammenhängenden Ressourcen und 
Kommunikationsmechanismen in den meisten modernen Zivilisationen so weit entwickelt sind. (vgl. 
Marchionini, 2006) 
 
  
 Abbildung 8: Interpretation der Bedürfnispyramide nach A. MASLOW. (GUTMANN, 1998)  
 
Die Motivation für exploratives Verhalten sieht MASLOW im menschlichen Wesenszug der Neugier: „Studien 
psychologisch gesunder Personen zeigen, dass diese auf charakterisierende Art und Weise von mysteriösen 
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Dingen, dem Unbekannten, Chaos, dem Unorganisierten und Unerklärten angezogen werden. Dies scheint 
eine Anziehungskraft per se zu sein. Die genannten Bereiche sind in sich und für sich gesehen interessant. Im 
Gegensatz dazu ist die Reaktion auf Bekanntes durch Langeweile geprägt (Übers. des Autors nach Maslow, 
Frager, & Fadiman, 1970, S. 24).“ Explorative Suche umfasst im Wesentlichen also Tätigkeiten zum Erlernen 
und Untersuchen bisher unbekannter Sachverhalte, im Gegensatz zum einfachen Nachschlagen bereits 
bekannter Konzepte6. Nutzerschnittstellen, die diese kreativere Form der Suche unterstützen wollen, müssen 
das Verständnis und die Interpretation bestimmter Ideen fördern sowie Vergleiche und Gruppierungen von 
Daten zulassen. (vgl. Marchionini, 2006) 
 
MARCHIONINI unterscheidet bei der Suche grundsätzlich nach zwei verschiedenen Strategien. Einerseits gibt es 
das analytische Vorgehen, das auf einer Reihe geplanter und durchdachter Suchanfragen basiert, die nach 
jeder Anzeige von Ergebnissen verfeinert werden. Als Alternative wird das Stöbern (engl. browsing) 
beschrieben, das auf der intuitiven „vor-Ort”-Auswahl von Ergebnissen beruht. Neben dieser Unterscheidung 
der Suchstrategien identifiziert MARCHIONINI Tätigkeiten des Nachschlagens (engl. lookup), des Lernens (engl. 
learn) und des Untersuchens (engl. investigate), wobei das explorative Element nur in den beiden letzteren 
zum Tragen kommt. (siehe Abbildung 9, vgl. Marchionini & Shneiderman, 1988; Marchionini, 2006) 
 
 
Abbildung 9. Tätigkeiten des Nachschlagens, Lernens und Untersuchens; die beiden Letzteren bilden 
gemeinsam den Kern der explorativen Suche. (Marchionini, 2006) 
Für interaktive Systeme in Bibliotheken muss zwischen diesen beiden Nutzerzielen unterschieden werden: 
einerseits können die Nutzer bereits wissen, was sie suchen, und wollen herausfinden, wo es sich befindet. 
(engl. known item search, vgl. Lee, Renear, & Smith, 2006) Insbesondere die Suche nach dem 
Aufbewahrungsort ist dabei offensichtlich nur für physische Medien relevant. Andererseits besteht die 
Möglichkeit, Interesse und Neugier an möglicherweise bisher unbekannten Medien, Medienpräsentationen 
und Sammlungen zu wecken, was – im Sinne einer Bewältigung des im ersten Kapitel motivierten 
Sachverhaltes – für Bibliotheksnutzer und -betreiber von Vorteil wäre. Das in der Einführung dargelegte 
Problem besteht in der mangelnden Vermittlung der wachsenden digitalen Bestände. Mit dem Erwecken von 
Neugier gegenüber den digitalen Medien könnte eine „Öffnung“ der Besucher für den wachsenden und 
bisher weitgehend versteckten Bestand erreicht werden. 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 vgl. dazu auch die im Englischen vorkommende Verknüpfung des Begriffes Exploration mit dem Gedanken 
der Entdeckung (engl. discovery), die als Konsequenz erwartet wird. (Cambridge Dictionary Online, 2012) 
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2.5.2 Immersion 
Der Begriff der Immersion (von lat. immersio: „Eintauchen“, vgl. Knaggs, 2011) ist in der Spieltheorie bzw. der 
Computergraphik unter anderem mit der Präsentation einer virtuellen Welt durch eine Kamera verbunden. 
(vgl. Groh, 2008) Durch die Erzeugung eines dynamischen Tiefenbildes wird versucht, den menschlichen 
Sehprozess nachzubilden, wodurch sich eine gedankliche Einbettung des Nutzers in die virtuelle Welt ergibt. 
Die amerikanische Mediendesignerin und Professorin JANET H. MURRAY schreibt dazu in ihrem Buch „Hamlet on 
the Holodeck“ im Jahre 1997: 
 
„Die Erfahrung, in eine aufwändig simulierte Umgebung transportiert zu werden, ist an sich 
angenehm, unabhängig vom fantastischen Inhalt. Immersion ist ein metaphorischer Begriff, 
abgeleitet von der physikalischen Erfahrung des Untertauchens in Wasser. Wir suchen nach 
demselben Gefühl einer psychologisch immersiven Erfahrung wie wir sie von einem Sprung ins Meer 
oder den Swimming Pool erwarten: Das Gefühl, von einer vollständig anderen Realität umgeben zu 
sein, so unterschiedlich wie sich das Wasser zur Luft verhält, die unsere gesamte Aufmerksamkeit auf 
sich zieht, unsere gesamte Wahrnehmung (Übers. von Anonymous, 2010 nach Murray, 1997).“ 
 
Eine wesentliche Rolle bei der Erreichung von Immersion, nach MURRAY also gewissermaßen der Identifikation 
mit der virtuellen Welt, spielt die Formatierung des menschlichen Blickverhaltens durch die Kamera aus Sicht 
des Nutzers. Anders als die virtuelle Kamera, die üblicherweise alle in ihrem Sichtfeld (engl. frustum) 
enthaltenen Objekte gleichermaßen scharf darstellt, funktioniert das menschliche Sehen „fokal“. Durch 
zahlreiche Sakkadensprünge fokussiert der nur etwa 1° betragende scharfe Bildausschnitt des menschlichen 
Auges innerhalb weniger Sekunden verschiedene Objekte in seinem Sichtfeld. Dazu werden pro Sakkade die 
fokussierten Teile des Bildes in der fovea centralis der Netzhaut zur Überdeckung gebracht, wodurch der 
geringe Bildausschnitt zustande kommt. (vgl. Graumann & Sasse, 2005, Band 4, S. 38-43; Hunziker, 2006, S. 
19-23) Festzuhalten bleibt, dass ein durch immersive Techniken vermitteltes Bild, beispielsweise durch die 
angesprochene Erzeugung eines dynamischen Tiefenbildes, vom Nutzer als ihn „konfrontierende Landschaft“ 
wahrgenommen wird, was im Hinblick auf den in gewisser Weise komplementären Begriff der Emersion eine 
wesentliche Charakteristik darstellt. (vgl. Groh, 2008) 
 
2.5.3 Emersion 
Emersion bezeichnet den der Immersion entgegengesetzten Prozess des „Auftauchens“, gewissermaßen des 
Erhebens eines Nutzers aus der Unübersichtlichkeit der ihn konfrontierenden Szene heraus in eine Ebene der 
Allwissenheit. „Der Betrachter ist aufgetaucht. […] Er sieht die Welt nicht als Landschaft, sondern als Karte. 
Letztlich wird das Gesehene zum Text, zum Schema oder zum Graph (Groh, 2008, S. 2).“ Zur 
Gegenüberstellung beider Begriffe und Ableitung der Bedingungen für entsprechende Interaktionsformen 
siehe Abbildung 10. Besonders die resultierende Interpretationsbasis des Bildes (bzw. der Bildfolge) ist für die 
Anwendung der beiden Verfahren bedeutsam. 
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Abbildung 10. Bedingungen der Interaktionsformen bei Emersion und Immersion. (Groh, 2008b) 
Bei der Verwendung eines emersiven Bildaufbaus ist durch die Entkopplung des Betrachters vom 
Koordinatensystem des betrachteten Objekts der Augpunkt nicht mehr relevant, d.h. die Perspektive des 
Betrachters spielt keine Rolle. Anders gesagt, der Betrachter oder Nutzer befindet sich „über“ dem 
Gesehenen, im Gegensatz zur „frontalen“ Wahrnehmung eines immersiven Bildraumes.  
 
GROH identifiziert zusätzlich die Kopplung von Betrachter und Betrachtetem als relevanten Aspekt beim 
Entwurf immersiver und emersiver Bildräume. Anders als in der realen Welt „kennen“ sich im virtuellen Raum 
Kamera und Szene. (vgl. Groh, 2008) Es ist daher eine Wirkung nahezu beliebiger Umweltparameter des 
Betrachters auf die dargestellte Szene umsetzbar, sofern diese Daten verfügbar sind. Im Hinblick auf die 
Verbreitung fortschrittlicher und allgemein zugänglicher Sensortechnologie wie beispielsweise Microsoft 
Kinect (s. Abschnitt 2.6) ist die Realisierung eines interaktiven Systems möglich, das auf Körperhaltungen und  
-positionen mit der Anpassung immersiver und emersiver Darstellungen seiner Inhalte reagieren kann. 
 
2.5.4 Zusammenfassung 
Im vorangegangenen Abschnitt wurde dargelegt, warum Menschen Zugang zu Informationen brauchen und 
welche Handlungen dabei eine Rolle spielen, woraus sich der Explorationsbegriff ergibt. Neben der Motivation 
für explorative Suche sind auch die Konzepte von Immersion und Emersion vorgestellt worden, bei denen es 
um die Vermittlung virtueller visueller Informationen auf unterschiedlichen Wegen geht: Einerseits stellt der 
immersive Ansatz den Nutzer direkt dem virtuellen Raum gegenüber, lässt ihn „frontal“ erscheinen und macht 
abhängig vom Standpunkt des Nutzers Teile der Szene sichtbar. Demgegenüber steht die Emersion, die den 
Nutzer zum Beobachter erhebt, der „allwissend“ über der Informationslandschaft steht, die er als Karte 
wahrnimmt. Die Unterscheidung in experimentell-explorative und inkrementell-analytische Suchstrategien lässt 
die Ansätze von Immersion und Emersion als sinnvolle Abbildungen dieser Strategien bei der Vermittlung 
komplexer Datenräume erscheinen. 
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2.6 Personentracking mit Microsoft Kinect® 
Für eine natürlichere Mensch-Maschine Interaktion ist die Erkennung und Verfolgung menschlicher Personen 
und deren Handlungen durch Computersysteme notwendig. Dieser Vorgang wird als video tracking 
bezeichnet. Die Entwicklung leistungsfähiger Trackingalgorithmen und -anwendungen im letzten Jahrzehnt ist 
ein direktes Resultat des technologischen Fortschritts der für das Tracking verwendeten Sensorik und 
Rechenleistung (Maggio & Cavallaro, 2010). Während in der Vergangenheit aufwändige Anwendungen und 
Installationen aus dem Gebiet der Computer Vision verwendet wurden, um Echtzeit-Tracking und damit 
Gestensteuerung zu ermöglichen, ist mit der Entwicklung von Sensorsystemen im Bereich der Spielekonsolen 
(z.B. Sony PlayStation Move®, Microsoft Kinect®, Nintendo Wii®) der technische und monetäre Aufwand zur 
Einbettung solcher Systeme in interaktive Anwendungen drastisch gesunken. Besonders der Microsoft Kinect 
Sensor, basierend auf Technologie der Firma PrimeSense, bietet sich aufgrund umfassender 
Entwicklungswerkzeuge und des geringen Installationsaufwandes für das Personentracking an. Der XBox 
Kinect Sensor ist seit November 2010 verfügbar, seit Februar 2012 gibt es einen speziell für Desktop-PCs 
angepassten „Kinect for Windows“ Sensor (siehe Abbildung 11). Der für aktuell rund 100,- € im Einzelhandel 
erhältliche Sensor stellt aktuell das in den ersten 60 Tagen nach Veröffentlichung am meisten verkaufte 
Peripheriegerät dar. (vgl. Guinness World Records Ltd., 2011) 
 
 
Abbildung 11. „Kinect for Windows“ Sensor. (Microsoft, 2012a) 
Seit Veröffentlichung der Sensortechnologie und des begleitenden Software Development Toolkits (SDK) für 
Windows PCs haben sich eine Vielzahl wissenschaftlicher Forschungsarbeiten mit Installationen auf Basis eines 
video trackings durch die Kinect beschäftigt. (vgl. Boulos et al., 2011; Gallo, Placitelli, & Ciampi, 2011; Lai, 
Konrad, & Ishwar, 2012; Leyvand, Meekhof, Wei, Sun, & Guo, 2011) Aufgrund des umfangreichen und 
regelmäßig aktualisierten offiziellen SDKs von Microsoft sowie der Existenz einer Open Source-Alternative 
namens OpenNI stehen zudem mehrere fortschrittliche Software-Frameworks zur Verfügung, um die Daten 
des Sensors komfortabel auf diversen Plattformen (Windows 7, Windows 8, Linux, Mac OS X) zu verarbeiten. 
 
Der Sensor selbst beinhaltet einen Infrarotstrahler (IR Emitter), eine Kamera (Color Sensor) und einen 
Infrarotsensor (IR Depth Sensor), sowie eine Reihe von Mikrofonen und einen Neigungsmotor (siehe Abbildung 
12). Zusätzlich ist ein Accelerometer eingebaut, mit dem die Orientierung des gesamten Sensors bestimmt 
werden kann. Mit dieser Ausstattung ist es möglich, neben einem VGA-Farbbild mit einer Auflösung von 800 
mal 600 Bildpunkten auch ein sogenanntes Tiefenbild zu erzeugen, in dem zu jedem Bildpunkt die Entfernung 
zum Sensormittelpunkt bekannt ist. Durch das Mikrofon-Array können zudem Geräuschquellen mit hoher 
Genauigkeit einer bestimmten Raumrichtung zugeordnet werden. Das Blickfeld der Kameras beträgt 43° in 
der vertikalen und 57° in der horizontalen Achse. Mit Hilfe des Neigungsmotors kann das Gehäuse in einem 
Bereich von ±27° geneigt werden. Die Bildwiederholfrequenz für Farb- und Tiefendaten beträgt 30 Bilder pro 
Sekunde. (vgl. Microsoft, 2012b) 
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Abbildung 12. Darstellung des Innenraums eines „Kinect for Windows“ Sensors mit Beschriftungen der 
Bestandteile. (Microsoft, 2012a) 
Der Infrarotstrahler des Kinect Sensors projiziert ein Lichtmuster mit infraroten, also für das menschliche Auge 
nicht sichtbaren Wellenlängen. Die Reflexion und Verzerrungen dieses Musters dienen dann dazu, die 
Entfernung abgetasteten Punkte zu berechnen, wodurch das Tiefenbild zustande kommt. (vgl. Microsoft, 
2012c) Sowohl das Microsoft SDK als auch die Open Source-Variante OpenNI ermöglichen das Tracking 
menschlicher Skelette im Sichtfeld des Sensors. Dabei werden für zwanzig verschiedene Gelenkpositionen 
jeweils die Koordinaten relativ zum Sensor zur Verfügung gestellt (siehe Abbildung 13).  
 
 
Abbildung 13. Darstellung der Gelenke, die vom Kinect Sensor getrackt werden. (Fernandez, 2012) 
Aus Performancegründen ist ein einzelner Sensor lediglich in der Lage, zwei vollständige Skelette gleichzeitig 
zu tracken. Bis zu sechs weitere Personen können als vorhanden erkannt werden, grundsätzlich werden die 
beiden zuerst erkannten Personen getrackt. Erst wenn ein getracktes Skelett das Sichtfeld des Sensors verlässt, 
wird die nächste Person erfasst. Diese Limitation mag dazu verleiten, mehrere Kinect Sensoren auf einen 
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Bereich des Raumes zu richten, wodurch sich allerdings deutliche Probleme bei der Erkennung der Tiefendaten 
ergeben. Dies liegt in der Überlagerung der projizierten Infrarotmuster begründet, da das jeweilige Muster 
keine individuelle Kennung des ausstrahlenden Sensors in sich trägt . Es können zwar vom offiziellen Microsoft 
SDK bis zu vier Kinect Sensoren gleichzeitig verwaltet werden, deren Sicht- bzw. Projektionsbereiche sollten 
allerdings idealerweise nicht überlappen, da es sonst zu einer deutlichen Verringerung der 
Erkennungsgenauigkeit kommt. (vgl. Microsoft, 2012c) 
 
Zusammenfassend lässt sich feststellen, dass durch die inzwischen erreichte Massentauglichkeit der 
Sensortechnologie die Einbettung derselben in interaktive Anwendungen ohne größeren finanziellen oder 
technischen Aufwand möglich ist. Dadurch wird Gestenerkennung in zahlreichen aktuellen 
Forschungsprojekten verwendet, wobei verschiedene Algorithmen unter Verwendung statischer Posen und 
dynamischer Gesten zum Einsatz kommen. Technische Eigenschaften sowie Limitationen des Kinect-Sensors 
wurden dargelegt, um einen Überblick über die Möglichkeiten und eventuelle Probleme zu geben. 
 
 
2.7 Gestenerkennung 
Um eine möglichst zuverlässige Erkennung zu erreichen, ist die sorgfältige Definition leicht erlernbarer 
Interaktionen notwendig. Der Entwurf eines nutzerfreundlichen Gestenvokabulars mit hoher sozialer 
Akzeptanz und intuitiv verständlicher Durchführung stellt gewissermaßen den „heiligen Gral“ des 
Interaktionsdesigns für Gesten dar. Um die Möglichkeiten der Gestenerkennung grundlegend zu umreißen, 
wird zunächst auf die möglichen Freiheitsgrade des Nutzers im Raum eingegangen. Darauf aufbauend werden 
zwei allgemeine Ansätze zur Erkennung von Gesten diskutiert.  
 
Grundsätzlich verfügen frei bewegliche Körper im Raum über sechs Freiheitsgrade, die jeweils Translation und 
Rotation um eine der drei Raumachsen beschreiben können. DANA HENKENS beschreibt in ihrer Abschlussarbeit, 
welche Körperbewegungen innerhalb dieser Freiheitsgrade für die Erkennung gestischer Interaktionen in Frage 
kommen, was anhand Abbildung 14 aus derselben Arbeit illustriert wird. (vgl. Henkens, 2011) 
 
 
Abbildung 14.Erkennung und Interpretation von Körperbewegungen. (Henkens, 2011) 
Für die Erkennung der räumlichen Gesten mit Hilfe des Kinect for Windows Sensors kommen dabei aufgrund 
technischer Limitationen hauptsächlich der Front- und Körpervektor sowie die Handposition bzw. Handgestik 
in Frage. Insbesondere eine Erkennung der Präsenz und/oder Aufmerksamkeit der Nutzer vor der Phase der 
expliziten Interaktion (vgl. Abschnitt 3.1) ist hierbei von Interesse. 
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In der Regel basieren Anwendungen mit Gestenerkennung auf diesen Freiheitsgraden. Speziell der genannte 
Körpervektor enthält bei Einsatz des Microsoft Kinect Sensors Echtzeitdaten über sämtliche Skelettpunkte. 
Generell lassen sich zwei Methoden der Gestenerkennung unterscheiden: Einerseits können diskrete7 Gesten 
(auch: Posen) benutzt werden, die durch die Erfüllung bestimmter Positionskriterien der Gelenkkoordinaten 
definiert sind und somit zeitinvariante „Momentaufnahmen“ darstellen. Andererseits können durch 
Aufzeichnung eines bestimmten Koordinatenverlaufes in einem üblicherweise festgelegten Zeitfenster 
„dynamische“ Gesten verfolgt und erkannt werden, wofür es wiederum verschiedene Algorithmen gibt. Zwei 
wiederkehrende Ansätze sind die Definition statischer Beschränkungen (engl. static constraints) und das 
dynamic time warping (DTW). (vgl. Malerczyk, 2009, S. 27f)  
 
Statische Beschränkungen stellen einen naiven, aber schnell einsetzbaren Ansatz dar, bei dem für jeden der 
aufgezeichneten Werte vorher festgelegte Kriterien getestet werden, beispielsweise ob sich eine Koordinate 
einem bestimmten Wert nähert oder ihn überschreitet. Dadurch erhöht sich der Implementierungsaufwand, 
gleichzeitig bietet dies aber mehr Anpassungs- und Kontrollmöglichkeiten. Hierfür müssen im Vorfeld Kriterien 
für sämtliche Gesten definiert und mit ggf. empirisch ermittelten Schwellenwerten versehen werden, um 
ausreichend verlässlich und präzise erkennen zu können. Dabei besteht grundsätzlich das Problem der 
Entscheidungsfindung: da Kriterien für Gesten nur entweder erfüllt sind, oder nicht, können stets folgende 
drei Fälle auftreten: 
 
1. Keine Geste wird erkannt. 
2. Die tatsächlich beabsichtigte Geste wird erkannt. 
3. Eine unbeabsichtigte Geste bzw. mehrere Gesten gleichzeitig werden erkannt. 
 
Die Häufigkeit und „Treffsicherheit“ des Eintretens des gewünschten zweiten Falles hängt dabei weitgehend 
von den Definitionen der Gestenkriterien und den Umgebungs- sowie Nutzerparametern ab. Dieser Ansatz 
profitiert besonders von einem minimalen Gestenvokabular mit maximal verschiedenen Gesten, da die 
Inkongruenz der Merkmalsräume die Erkennungsgenauigkeit erhöht. (vgl. Keller, Kühn, Engelbrecht, Korzetz, 
& Schlegel, 2013; Steffes, 2012; Yoon, Soh, Bae, & Yang, 2001) 
 
Beim dynamic time warping werden die aufgezeichneten Werte mit vorgefertigten Mustern verglichen und 
eine Differenz zum Muster errechnet. Das Muster mit der geringsten Differenz wird schließlich als erkannt 
propagiert, wobei ein Konfidenzwert eine Auswertung zulässt, ob die Erkennung mit ausreichender Sicherheit 
erfolgt ist. Hierzu ist die vorherige Aufnahme eines Katalogs an Mustergesten notwendig, ähnlich wie das bei 
gängigen Spracherkennungssystemen der Fall ist. Der DTW-Ansatz ist vor allem dann günstig, wenn davon 
ausgegangen werden kann, dass wenige Gesten von vielen Menschen sehr unterschiedlich ausgeführt 
werden, vor allem wenn sie unterschiedlich lang sind. Der DTW-Algorithmus erkennt die wesentlichen 
Merkmale in einer zeitlichen Sequenz von Daten und „streckt“ (engl. warp) das aufgenommene Muster auf 
die Größe eines Referenzmodells und bringt die Merkmale anschließend zur Deckung, wodurch die 
beschriebene Ähnlichkeitsberechnung möglich wird. Ein Problem des Ansatzes liegt im wiederkehrenden 
Abruf der Merkmale in der unmittelbaren Nachbarschaft, was je nach konkreter Implementierung zu längeren 
Laufzeiten des Algorithmus und dadurch zu Verzögerungen bei der Erkennung kommen kann. (vgl. Arnott, 
2011; Celebi, Aydin, Temiz, & Arici, 2013; Corradini, 2001; Sempena, Maulidevi, & Aryan, 2011) 
 
Nachdem in den vorangegangenen Abschnitten die Grundlagen der verschiedenen Technologien erläutert 
worden sind, wird im anschließenden Kapitel auf eine Reihe konkreter Anwendungsbeispiele im Rahmen 
verwandter Arbeiten eingegangen. Dabei liegt das Hauptaugenmerk auf Lösungsansätzen in 
Problembereichen, die sich voraussichtlich auch im vorliegenden Projekt stellen werden: dazu gehört der 
Entwurf eines ambienten Displays, der gestischen Interaktion und der Exploration eines komplexen 
Informationsraumes. 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7 diskret im technologischen Sinne von „nicht kontinuierlich“ 
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3 Verwandte Arbeiten 
Um ein System umzusetzen, welches auf intuitive Art und Weise exploratives Verhalten fördert und Nutzern 
das Erkunden digitaler Medienbestände ermöglicht, müssen eine Vielzahl verschiedener Ansätze und Modelle 
für Entwurf und Umsetzung der entsprechenden Interaktionen in Betracht gezogen werden. Dazu werden im 
Anschluss eine Reihe von Arbeiten vorgestellt, die sich mit ambienten oder öffentlichen Displays, gestischer 
Interaktion und der Exploration komplexer Informationsräume auseinandersetzen. 
 
 
3.1 Ambiente Displays 
Der angestrebte Charakter des geplanten Systems ist der einer „unterhaltsamen Plattform“ für den 
leichtgängigen Einstieg in die digitalen Sammlungen der SLUB (vgl. dazu die Abschnitte 1.1 sowie 4.1). In 
einer Vorarbeit zum vorliegenden Aufsatz finden sich eine Reihe von Projekten, in denen ambiente Displays 
zur Vermittlung von Informationen benutzt werden. (vgl. Sonnefeld, 2012) Entsprechend der dort 
vorgestellten Betrachtungen von VOGEL & BALAKRISHNAN sowie MICHELIS & MÜLLER müssen öffentliche interaktive 
Installationen bestimmte Interaktionsphasen berücksichtigen, wie beispielsweise durch das Konzept des 
„audience funnel“ beschrieben (siehe Abbildung 15). (vgl. Michelis & Müller, 2011; Vogel & Balakrishnan, 
2004) 
  
 
Abbildung 15. Interaktionsphasen bei der Verwendung ambienter Displays nach dem Modell eines 
„Publikums-Trichters“ (engl. audience funnel). (Michelis & Müller, 2011) 
Während dieser Interaktionsphasen werden von den Nutzern sowohl implizite als auch explizite Interaktionen 
mit dem System durchgeführt. (vgl. Vogel & Balakrishnan, 2004) Implizite Interaktionen beinhalten 
hauptsächlich eine initiale Reaktion auf das Display, das durch Darstellung relevanter Inhalte die 
Aufmerksamkeit der Nutzer auf sich zieht. Zu den impliziten Interaktionen gehören unter anderem das Drehen 
des Kopfes in Richtung eines Bildschirms, die physische Annäherung an das System und das Verfolgen des 
Geschehens in der Nähe des Systems. Explizite Interaktionen geschehen dann, wenn der Nutzer festgestellt 
hat, dass das System tatsächlich auf seine Kommandos reagieren kann und planvolle Handlungen zur 
Manipulation des Dargestellten durchgeführt werden. Der Übergang zwischen impliziter und expliziter 
Interaktion ist fließend, lässt sich aber zwischen der zweiten und dritten Phase des „audience funnel“-Modells 
einordnen. (vgl. Müller et al., 2009; Sonnefeld, 2012)  
 
Beim Übergang einer Interaktionsphase in die nächste und insbesondere während der Transition von impliziter 
zu expliziter Interaktion gibt es Hindernisse (engl. interaction thresholds), die durch das Interaktionsdesign 
maßgeblich beeinflusst werden können. (vgl. Michelis & Müller, 2011) In Korrespondenz mit dem Phänomen 
der Bühnenmetapher (siehe Abschnitt 2.2.2) geht laut diesem Konzept nur ein Teil der Nutzer überhaupt von 
der Phase des Vorbeigehens über zur nächste Phase des Reagierens und wiederum nur ein Teil fährt fort mit 
subtiler und direkter bzw. expliziter Interaktion (vgl. Abbildung 15). Ein wesentliches Ziel des 
Interaktionsdesigns derartiger öffentlicher ambient Displays muss daher laut MÜLLER et al. die Minimierung der 
interaction thresholds sein. Diese Minimierung kann aus zwei Perspektiven betrachtet werden: Einerseits gilt 
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es, durch visuellen und ggf. auditiven output des Systems auf sozial akzeptable Weise Aufmerksamkeit zu 
erregen und eine möglichst nutzerfreundliche Bedienung anzubieten. (vgl. Perry & Beckett, 2010) Andererseits 
ist der durch den Nutzer vorgenommene input so zu verarbeiten, dass die Ziele der Nutzerhandlung dabei im 
Vordergrund stehen – das System muss sich so verhalten, wie ein Nutzer dies aufgrund einer durchgeführten 
Handlung erwartet. 
 
Grundsätzlich gilt, dass für die Erregung der Aufmerksamkeit – das heißt im Kontext des „audience funnel“ 
der Übergang der ersten zur zweiten Phase – ambiente Displays bereits auf implizite Interaktionen reagieren 
müssen. Das heißt, Nutzer müssen das Display bereits beeinflussen können, noch bevor sie sich dieser 
Einflussnahme bewusst werden. Zum Thema der Erregung von Aufmerksamkeit existieren verschiedene 
Modelle menschlicher Informationsverarbeitung. (vgl. Hamker, 2005; Itti, Koch, & Niebur, 1998) Als 
allgemeine Voraussetzungen für das Erzeugen von Aufmerksamkeit gelten das Suggerieren einer 
Handlungsmöglichkeit sowie der Überraschungseffekt. Eine weitere Beobachtung ist der sog. Honeypot Effekt. 
Diese Ansätze werden hier nur in zusammengefasster Form wiedergegeben: FRANCONERI & SIMMONS 
beschreiben, wie bestimmte Reize eine dringende Handlungsaufforderung transportieren und damit 
Aufmerksamkeit erregen. (vgl. Franconeri & Simons, 2003) Ähnliche Untersuchungen zeigen, dass plötzliches 
Auftauchen von Objekten und Helligkeitsunterschieden sowie langsam auftauchende Elemente ebenfalls 
Aufmerksamkeit auf sich ziehen. (vgl. Enns, Austen, Di Lollo, Rauschenberger, & Yantis, 2001; Jonides & 
Yantis, 1988) Der von BRIGNULL & ROGERS  beschriebene Honeypot Effekt lässt sich mit einer Art Schneeball-
Prinzip vergleichen: Sobald eine oder mehrere Personen mit einem öffentlichen System interagieren, werden 
dadurch weitere Nutzer angezogen. (vgl. Brignull & Rogers, 2003) Das bedeutet, je mehr Nutzer es bereits 
gibt, desto mehr werden angezogen.  
 
 
3.2 Gestische Interaktion  
Bei der Verwendung einer gestenbasierten Steuerung für ein interaktives System im öffentlichen Raum muss 
gewährleistet sein, dass jeder potenzielle Nutzer die Steuerung auch wirklich nutzen und verstehen kann, um 
damit seine Interaktionsziele zu erreichen. Die Herausforderung dabei besteht vor allem im Entwurf von 
Gesten, die effektiv und leicht erlernbar sind. (vgl. Hespanhol, Tomitsch, & Grace, 2012) Aus den Erfahrungen 
des vorangegangenen Abschnitt ist für die Nutzerziele hauptsächlich die Befriedigung der eigenen Neugier 
sowie das Stöbern in den dargestellten Inhalten anzunehmen. Aufgrund des öffentlichen Interaktionsraumes, 
in dem das System installiert werden soll (s. Abschnitte 4.1 bzw. 4.4.1), sind zwei Besonderheiten 
festzuhalten: Erstens, die erwartete Nutzergruppe erstreckt sich über das gesamte Besucherspektrum der 
Bibliothek. Zweitens, es herrschen bei jedem Nutzer unterschiedlich hohe Hemmschwellen gegenüber der 
öffentlichen Interaktion, wie ebenfalls im vorangegangenen Abschnitt beschrieben. Daher werden 
anschließend Arbeiten vorgestellt, die sich mit gestischer Interaktion mit einer entsprechend allgemeinen 
Zielgruppe beschäftigen. 
 
HESPANHOL et al. untersuchen die Intuitivität und Effektivität von Gesten zur räumlichen Interaktion mit großen 
Displays. (vgl. Hespanhol et al., 2012) Ihren Ausführungen geht die Feststellung voraus, dass der „[...] Verlust 
des Tastsinnes [...] unmittelbare Auswirkungen auf die Natur des Regelkreises zwischen Mensch und 
Computer [hat] (Übers. d. Autors nach Hespanhol et al., 2012).“ Der Fokus liegt dabei auf der Untersuchung 
einer relativ kurzen Interaktion mit einem interaktiven Wanddisplay in einer Umgebung, in der für die 
Kommunikation mit dem System nur der eigene Körper zur Verfügung steht, wobei keine Hinweise 
hinsichtlich der Interaktionsmöglichkeiten gegeben werden. Es gilt dabei aber auch die „Opportunität“ der 
Nutzer zu beachten, wie sie bereits bei MICHELIS & MÜLLER mit dem Konzept des „audience funnel“ beschrieben 
wird. (vgl. Michelis & Müller, 2011) Für eine Vergleichbarkeit der Intuitivät und Effektivität von fünf 
vorgegebenen Gesten wird das Erreichen eines bestimmten Spielziels durch Anwendung zweier verschiedener 
Interaktionen untersucht. Eine Art „Memory“-Spiel musste von den Probanden entweder durch Selektion 
möglicher Paare oder durch gezielte Anordnung der gefundenen Paare bewältigt werden. Zur Verfügung 
standen dabei die fünf Gesten „drücken“ (pushing), „verweilen“ (dwelling), „einkringeln“ (lassoing), 
„greifen“ (grabbing) und „einschließen“ (enclosing), in dieser Reihenfolge zu sehen in Abbildung 16. 
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Abbildung 16. Fünf Gesten zum Auslösen von Selektion und Gruppierung: a) pushing, b) dwelling, c) 
lassoing, d) grabbing, e) enclosing. (Hespanhol et al., 2012) 
Durch eine Betrachtung der benötigten Zeit für das korrekte Ausführen der Geste entsprechend dem Ziel der 
Interaktion (Selektion oder Gruppierung) treffen HESPANHOL et al. vergleichende Aussagen über die 
vorgestellten Gesten. Das „Verweilen“ der Hand an einem Ort weist dabei die niedrigste benötigte Lernzeit 
auf, was in Zusammenhang mit dem Anzeigen eines direkten visuellen Feedbacks in Form eines 
„Countdown“-Kreises gebracht wird. Obwohl dadurch die Wirkung dieser Geste also überdurchschnittlich 
schnell erlernt wird, führt das sofortige Feedback auch zu unbeabsichtigtem Auslösen der entsprechenden 
Interaktion, und zwar selbst nachdem die Geste nachweislich erlernt wurde. Hinzu kommt die Tatsache, dass 
durch die künstlich verzögerte Reaktion des Systems auf die Geste Wartezeiten in Kauf genommen werden 
müssen. Es handelt sich also um eine sehr intuitive, aber unter den Umständen des Experimentes zu ineffektive 
Geste. Das andere Extrem stellt in der Studie die „Drücken“-Geste dar, die überdurchschnittlich hohe 
Lernzeiten erforderte, dabei jedoch oft schon zu der gewünschten Interaktion führte – obwohl Nutzer die 
Geste offensichtlich nicht wissentlich oder gezielt ausgeführt hatten. Damit wurde diese Geste als zwar höchst 
effektiv, aber wenig intuitiv beurteilt. Als Ursache hierfür wird auch das gerade das im Vergleich zum 
physischen Drücken einer Fläche fehlende taktile Feedback genannt. Zusammenfassend drücken die Autoren 
ihre Ergebnisse in zwei Grundsätzen aus, denen Gesten für das Auslösen von Interaktionen über spezifischen 
Objekten (z.B. Schaltflächen) zur Optimierung von Intuitivität und Effektivität folgen müssen: (vgl. Hespanhol 
et al., 2012) 
 
1. Gesten müssen spezifisch genug sein, um nicht mit einer generellen Reposition des Körpers im Raum 
verwechselt zu werden8. 
2. Gesten zum Auslösen bestimmter Aktionen müssen durch ihre Bedeutsamkeit allein mit dieser 
Aktion verbunden werden und sich von allen anderen Gesten möglichst stark unterscheiden. 
 
Für die händische Interaktion selbst werden von HESPANHOL et al. zwei weitere Studien zitiert, in denen die 
Charakteristiken der Ermüdung und Effektivität auf motorischer Ebene untersucht werden. Dabei wurde 
einerseits festgestellt, dass „freihändige“ Interaktion, d.h. nicht durch Geräte oder ähnliches unterstützte 
Handlungen, zu frühzeitiger Ermüdung führt. (vgl. Nancel, Wagner, & Pietriga, 2011) LEVESQUE et al. belegen 
mit ihrer Arbeit „Bimanual gestural interface for virtual environments“, dass für das vorgestellte System die 
zweihändige Gestenschnittstelle effizienter und weniger anstrengend ist als ein einhändiges Interface mit 
identischen Funktionen. Bei den beschriebenen zweihändigen Interaktionen agieren die Hände 
unterschiedlich, abhängig von der Primärhand des Nutzers fällt bei dieser sogenannten asymmetrischen 
Behandlung jeder Hand eine spezielle Aufgabe zu. Ausgehend von einem rechtshändigen Benutzer legt die 
linke Hand einen von vier Interaktionsmodi fest (Selektion, Bewegung und Gruppierung, Objektmanipulation 
oder Systemeingaben). Die rechte Hand agiert auf einer genaueren Ebene, beispielsweise durch feingranulare 
Positionsangaben. Während die Eingaben der linken Hand statische Posen sind, werden aus der Position und 
Orientierung der rechten Hand von ihr ausgehende Strahlen zur Projektionsfläche berechnet. Bei der 
Entwicklung der Gesten und Posen wurden eine Reihe von Richtlinien berücksichtigt, darunter das „Kinematic 
Chain Model“ nach GUIARD sowie Heuristiken zum Gestenentwurf nach NIELSEN. (vgl. Guiard, 1987; Nielsen & 
Störring, 2004) Zu diesen Heuristiken gehören unter anderem die Empfehlung, das Gestenvokabular auf ein 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8 Anm. d. Autors: Man beachte, dass dieses Problem nicht mit besserer Trackingtechnologie umgangen 
werden kann. Stattdessen muss es durch einen sorgfältigen Entwurf des Gestenvokabulars vermieden werden. 
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Minimum zu begrenzen, um die Lernkurve für die Bedienung des Systems flach zu halten, sowie die 
Beobachtung, dass der Beginn einer Geste optimalerweise mit Muskelanspannung und der Abschluss mit einer 
Muskelentspannung einhergeht. Hinzu kommt, dass sich die Primärhand an einem Referenzsystem orientiert, 
das relativ zur anderen Hand ist. Damit sind die gültigen Eingabepositionen der Hände nicht von einer 
bestimmten Körperhaltung abhängig, sondern werden ausschließlich aufeinander bezogen. (vgl. Levesque, 
Laurendeau, & Mokhtari, 2011) 
 
 
3.3 Explorationstechniken für Informationsräume 
In seiner einflussreichen Arbeit „The Eyes Have It“ stellte BEN SHNEIDERMAN 1996 das sogenannte „Visual 
Information-Seeking Mantra“ auf: 
 
„Overview first, zoom and filter, then details-on-demand.“ (Shneiderman, 1996). 
 
In diesem Abschnitt soll eine Forschungsarbeit vorgestellt werden, die sich, um die Exploration eines 
komplexen Informationsraumes zu ermöglichen, des Mantras bedient und damit Nutzern die Möglichkeit zur 
Verfolgung verschiedener Ziele bei der Recherche bereitstellt. Das Projekt „DelViz – Deep exploration and 
lookup of Visualizations“ an der Professur für Mediengestaltung der TU Dresden stellt ein Webinterface zur 
Exploration der immensen Vielfalt grafischer Werkzeuge aus dem Kontext der Informationsvisualisierung zur 
Verfügung. (vgl. Keck, Kammer, & Iwan, 2011) Dabei werden, ganz im Sinne MARCHIONINIS (vgl. Abschnitt 
2.5.1), neben dem reinen Stöbern auch Such- und Analyseaufgaben unterstützt. (vgl. Marchionini & 
Shneiderman, 1988) Die Berücksichtigung dieser drei Nutzerziele beim Umgang mit dem Programm findet sich 
vor allem im Aufbau der grafischen Benutzungsschnittstelle, die in zwei Bereiche geteilt ist, deren Größe vom 
Nutzer festgelegt werden kann (siehe Abbildung 17). 
 
 
Abbildung 17. Screenshot der DelViz-Benutzungsoberfläche. (Keck, Kammer, Iwan, & Groh, 2012) 
Im linken Bildbereich ist eine Reihe von sog. Tags zu sehen, die Interaktion mit diesen Tags erweist sich als 
Anwendung entsprechender Filter auf die rechts dargestellte Ergebnismenge. Eine Verschiebung der mittig 
angeordneten Trennleiste vergrößert jeweils den einen und verkleinert den anderen Bereich. Damit ergibt sich 
die prinzipielle Konfiguration dreier Zustände (nur Tags / Tags und Ergebnismenge / nur Ergebnismenge), die 
jeweils den oben genannten Nutzerzielen des Stöberns (Browsing), der Suche (Exploratory Search) und der 
Analyse (Data Analysis) zugeordnet werden können, was in Abbildung 18 verdeutlicht wird. Die Ansiedlung 
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der Interaktion zwischen dem Stöbern in der Ergebnismenge und der Analyse vorgegebener Tags ist auch ein 
Resultat der verwendeten Klassifikationsmechanismen. (vgl. Keck, Kammer, Wojdziak, Taranko, & Groh, 2010; 
S. 11ff) 
 
 
Abbildung 18. Schematische Darstellung der verschiebbaren Aufteilung in zwei Bildbereiche bei der 
Webanwendung DelViz. (Keck et al., 2011) 
Diese Anordnung der Bildbereiche steht in starkem Zusammenhang zu den Begriffen Emersion und 
Immersion, die Tätigkeiten des „Operierens“ und „Orientierens“ möglich machen, wenn beides in einem 
(interaktiven) Bild vereint wird. Wie in Abschnitt 2.5 beschrieben, ist das Operieren erst aus einem stabilen 
Verhältnis zwischen Betrachter und Objekt möglich, während durch Orientierung im Gegenteil erst durch 
Bewegung neue Informationen gewonnen werden. (vgl. Groh, 2008b) Aus der Verbildlichung der 
Ergebnismenge im Raster, d.h. als Kacheln, ergibt sich die Emersion als Interaktionsgrundlage durch die 
Orientierung an „gleichzeitigen“ zweidimensionalen Bildelementen. (vgl. Abschnitt 2.5.3) 
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4 Synthese und Konzeption 
Wie zu Beginn des ersten Kapitels bereits eingeführt wurde, besteht eine der zentralen Herausforderungen für 
Universitätsbibliotheken in der Umgestaltung des Angebotsprofils im Lichte der sich stark verändernden 
digitalen Mediennutzung. Im folgenden Kapitel wird beschrieben, welche Ziele die vorliegende Arbeit im 
Einzelnen verfolgt und welche Maßnahmen erforderlich sind, um eine der Zielvision entsprechende Umsetzung 
zu erreichen. Die Reihenfolge der im folgenden beschriebenen Konzepte orientiert sich dabei am von LIMA 
vorgeschlagenen Schema seines Information Visualization Framework mit den drei Schritten Data 
Transformation, Visual Mapping und Interactive Framing. (vgl. Lima, 2011) Nach einer Vorstellung der 
Zielvision der Projektpartner im ersten Abschnitt wird anschließend der zugrundeliegende Informationsraum 
vorgestellt (Abschnitt 4.2). Diesen Informationsraum durch geeignete Filterkonzepte navigierbar zu gestalten 
ist die wichtigste Aufgabe der Visualisierungskomponente des Prototypen, die in Abschnitt 4.3 konzipiert wird. 
Die gestenbasierte Bedienung des Systems muss möglichst leicht erlernbar sein und auftretende Effekte bei 
der öffentlichen Interaktion berücksichtigen (vgl. diskutierte Projekte in 3.2); das geplante Vorgehen 
diesbezüglich wird im letzten Abschnitt dieses Kapitels behandelt. 
 
 
4.1 Zielvision 
Durch die Ausgestaltung eines öffentlich zugänglichen Lern- und Kommunikationsortes im Bereich unmittelbar 
hinter dem Eingang in die SLUB, dem sogenannten „Forum“, soll die Aufenthaltsqualität der Benutzer 
gesteigert werden und das Angebotsprofil erweitert werden. Dazu gehört das Konzept mit dem aktuellen 
Arbeitstitel „Leselounge“, die unmittelbar an das Forum angrenzt und in der spezielle Möbel installiert wurden 
(siehe Abbildung 19). (vgl. Bonte, 2012b) Die Leselounge soll mit Hilfe des Projektes „digital bookshelf“ zu 
einem zentralen Ausstellungsort für die digitalen Bestände der SLUB aufgewertet werden. Im Rahmen der 
vorliegenden Arbeit, die in ebendieses Projekt eingebettet ist, soll ein innovatives Gesten-Interface zur 
Präsentation digitaler Bestände prototypisch entwickelt werden. Die geplante Gestensteuerung dient einerseits 
der Unterstreichung des innovativen Anspruchs, andererseits der besseren Erlernbarkeit der Bedienung und 
damit einer erhöhten Nutzbarkeit. Für eine ansprechende Inszenierung dieses neuartigen Medienangebotes 
soll eine Projektion auf eine Milchglasfläche dienen, die in der Nachbarschaft der Leselounge liegt und die 
architektonisch eine Verbindung zur Garderobe und zum Foyer herstellt (siehe Beschriftung „E-bookshelf“ in 
Abbildung 19). (vgl. Mittelbach, Lohmeier, & Gude, 2012) 
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Abbildung 19. Raumplan zur Illustration der Leselounge und des Standortes der digital bookshelf-
Projektion. Abbildung aus dem Anhang zu einem internen Konzeptpapier. (Mittelbach et al., 2012) 
Das geplante System hat folgende drei Kernziele: 
1. Erregung öffentlichen Interesses für die digitalen Sammlungen 
2. Steigerung der Aufenthaltsqualität durch die Leselounge als Lern-, Lese- und Rückzugsort 
3. Exploration der digitalen Sammlungen ermöglichen, ähnlich dem „Stöbern“ in physischen Beständen 
 
Ad 1. Wie in der Motivation bereits formuliert besteht die Problemhaftigkeit der digitalen Bestände darin, dass 
sie stark anwachsen, wodurch Übersicht und Zugänglichkeit leiden. Es fehlt an geeigneten 
Präsentationsformen für das Stöbern in diesen Beständen. Dies führt zu einem mangelnden Bewusstsein in der 
Öffentlichkeit für die Reichhaltigkeit des Bestandsangebotes, dem durch die Installation einer Aufsehen 
erregenden Projektionsfläche entgegengewirkt werden soll. Die Bibliotheksbesucher sollen in der Lage sein, 
mit der Installation ohne Vorkenntnisse und ohne besondere Anleitung zu interagieren. 
 
Ad 2. Die Steigerung der Aufenthaltsqualität ist ein die Bibliothek durchdringendes Prinzip, dem im 
Bibliothekswesen wachsende Aufmerksamkeit gewidmet wird. Der Gedanke ist hierbei, den Nutzern eine 
Umgebung für jegliche Arbeits- und Entspannungstätigkeiten zu bieten, um damit eine höhere Bindung und 
„Kundenzufriedenheit“ zu erlangen. Dies spiegelt sich auch in der Einrichtung der Leselounge wider, deren 
Anspruch es ist, Rückzugs- und Begegnungsort gleichermaßen zu sein. (vgl. Beiser, 2003; Heilig, Demarmels, 
Huber, & Reiterer, 2010) 
 
Ad 3. Die Bereitstellung einer interaktiven, virtuellen Aufbereitung der digitalen Bestände soll es jedem 
Besucher ermöglichen, durch die Bestände zu stöbern. Der Fokus liegt hierbei auf der Idee der „zufälligen 
Entdeckung“ (engl. serendipity) interessanter Bestandsdaten im Gegensatz zur planvollen Suche von Objekten, 
deren Eigenschaften bereits zum Teil bekannt sind (engl. known item search, vgl. auch Abschnitt 2.5 zum 
Thema Exploration). Diese Zielstellung hat eine Reihe von Konsequenzen für die Auswahl und Darstellung der 
Informationen sowie auf die Bedienung, die in den folgenden Abschnitten genauer dargelegt werden. 
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Aus technischer Sicht muss das System die Visualisierung bestimmter Informationen leisten, die in einer 
Datenbank in XML-Form vorgehalten werden. Hinzu kommt die Verarbeitung einer Interaktion über 
Körperbewegungen, also durch ein Trackingsystem. Die auftretenden Datenströme und Verarbeitungsschritte 
sind vereinfacht in Abbildung 20 dargestellt. Die Komponenten Datenbank, Visualisierung und Tracking lassen 
sich dabei jeweils einem der Schritte des Information Visualization Framework nach LIMA zuordnen (vgl. 
Sektion 2.4.4). Die abgebildete Zuordnung ist so zu verstehen, dass ohne die entsprechenden Informationen 
aus dem jeweiligen Datenstrom der Verarbeitungsschritt nicht im Sinne der Zielvision möglich wäre. 
 
 
Abbildung 20. Schematische Darstellung der Systemkomponenten (Tracking, Visualisierung und 
Datenbank), der auftretenden Datenströme (User Input, Informationen, Projektion) sowie der 
notwendigen Verarbeitungsschritte des Information Visualization Framework nach LIMA (nummeriert). 
In den nun folgenden Abschnitten werden in der von LIMA vorgeschlagenen Reihenfolge die Konzeptionen 
vorgestellt, die den jeweiligen Schritt im Information Visualization Framework darstellen. Den Anfang macht 
dabei das Informationskonzept, wo die Analyse und Transformation der verfügbaren Informationen aus der 
Datenbank dargelegt wird (4.2). Daran schließt sich das Darstellungskonzept an, mit dem der Schritt des Visual 
Mappings vollzogen wird (4.3). Schlussendlich werden mit einer detaillierten Beschreibung der Raumsituation 
und dem darauf aufbauenden Interaktionskonzept die Probleme und mögliche Lösungen für das Interactive 
Framing dargelegt  (4.4). 
 
 
4.2 Informationskonzept 
Zu Beginn des Entwurfsprozesses für das Projekt „digital bookshelf“ steht die Aufgabe, für die Präsentation 
geeignete Objekte aus den digitalen Beständen auszuwählen. Nach Angaben der SLUB befinden sich derzeit 
rund 59.000 Titel in ca. 67.000 Bänden sowie über eine Million grafische Medien, d.h. Fotos, Karten und 
Zeichnungen in den digitalen Kollektionen. (vgl. SLUB Dresden, 2012b) Eine Gesamtübersicht über alle 
Kollektionstitel ist in Anhang E zu finden. Für eine erste Iteration der Visualisierung wäre eine vollständige 
Darstellung sämtlicher Sammlungsobjekte zu umfangreich, um sie der allgemeinen Öffentlichkeit auf einfache 
Weise zugänglich zu machen. Im Hinblick auf die im vorigen Abschnitt dargestellten Ziele erscheint es daher 
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sinnvoll, die Art der dargestellten Digitalisate so auszuwählen, dass es sich um eindrucksvoll präsentierbare 
Daten und den explorativen Charakter unterstützende Zusatzinformationen handelt. 
 
Für eine erste Variante der Visualisierung des digitalen Bestandes der SLUB wurde deshalb auf Vorschlag der 
Projektpartner eine Teilmenge der Bilddaten der Deutschen Fotothek ausgewählt. Die Deutsche Fotothek 
bietet als „kulturgeschichtliches Universalarchiv ein vielfältiges Themenspektrum mit Sammelschwerpunkten in 
den Bereichen Fotografiegeschichte, Kunst, Architektur und Technikgeschichte (SLUB Dresden, 2012b).“ 
Für die verwendete Teilmenge wurden von einem Mitarbeiter der SLUB die Sammlungsteile ausgewählt, die 
vollständig in Besitz der SLUB sind und unter Gesichtspunkten der Abwechslung, Darstellbarkeit und 
Attraktivität für die Präsentation günstig erschienen. Auf diesen Daten muss nun der von LIMA beschriebene 
Prozess der „Data Transformation“ basieren, dazu gehören „Inspektion, Säuberung, Filterung und das 
Verarbeiten (Parsen) zum Organisieren der relevanten Bestandteile und Entfernen irrelevanter Inhalte (Übers. d. 
Autors nach Lima, 2011).“ 
 
4.2.1 Initiale Auswahl und Analyse der Bestandsdaten 
Der genaue Ausschnitt der Deutschen Fotothek, der für den Visualisierungsprototyp ausgewählt wurde, 
besteht aus 51.628 Datensätzen aus den in Tabelle 1 dargestellten Sammlungsnamen. Zusätzlich ist der 
Tabelle zu entnehmen, wieviele Datensätze jeweils den Sammlungsnamen zugeordnet sind. Da manche 
Datensätze tatsächlich mehreren Sammlungen zugeordnet sind, ist die Summe von 65.625 hier größer als die 
Anzahl der eigentlich vorhandenen Datensätze. 
 
 Archiv der Fotografen  45714 
 KUR-Projekt  8327 
 KUR-Peter  8311 
 APS  1420 
 Bidok  440 
 Pressearchiv Höhne/Pohl  286 
 Möbelarchiv Weimer  230 
 MI-Retro  200 
 SLUB  177 
 Grasser  176 
 Mi-Fotografen  115 
 Farbdia-Archiv zur Wand- und Deckenmalerei  95 
 MI-Retro3  55 
 Arbeiterfotografie  38 
 Adam  15 
 Herrscherhäuser  11 
 KUR-Pisarek  5 
 DFG-Karten  3 
 Kunstsammlung der Wismut AG  1 
 Pressearchiv  1 
 Künstlerzeitschriften  1 
 Hildebrand-Archiv  1 
 Gerig  1 
 Architekturzeichnungen  1 
 Talleyrand  1 
Tabelle 1. Sammlungsnamen aus dem Ausschnitt der Deutschen Fotothek für den 
Visualisierungsprototypen mit Anzahl der dieser Sammlung zugeordneten Datensätze. Die 
Sammlungsnamen entsprechen den verschiedenen Werten des Tags a99d3 aus dem Datenbestand. 
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Neben den Sammlungsnamen sind für jeden Datensatz eine große Vielzahl an weiteren Informationen 
verfügbar. Der Datensatz in XML-Notation besteht aus Objektknoten (<obj> Tag), wobei jeder Objektknoten 
Metadaten in Form kodierter Tags in sich trägt. Eine vollständige Referenz aller verfügbaren 
Metainformationen ist Anhang F zu entnehmen. Zur Illustration der Datenstruktur ist in Abbildung 21 ein 
Ausschnitt aus einem der Objektknoten dargestellt. 
 
 
Abbildung 21. Screenshot aus dem Datenbanktool BaseX mit einem Ausschnitt eines Objektknotens. 
4.2.2 Verfeinerung der selektierten Bestände 
Die verfügbaren Metadaten aus den Datensätzen der Deutschen Fotothek umfassen eine Vielzahl an 
Zusatzinformationen. Eine Auswahl der zur Verfügung stehenden Tags mit Beispielwerten aus verschiedenen 
Datensätzen ist in Tabelle 2 dargestellt. Die aufgeführten Tags stellen dabei eine Auswahl dar, die in 
Zusammenarbeit mit den Projektpartnern der SLUB erarbeitet wurde. Dabei lag der Fokus hauptsächlich auf 
der Zugänglichkeit des umfangreichen Informationsraumes der Deutschen Fotothek sowie in der Erweckung 
von Neugier gegenüber den anfangs verborgenen Inhalten der Sammlungen.  
 
Tag Erläuterung  Beispielwert 
a5000 Objektnummer 88950257 
a8490 Fotograf/in Borchert, Christian 
a5200 Titel Simson im Kampf mit dem Löwen 
a5220 Gattung Fotografie 
a52df Beschreibung Abseilübung. Bergung eines Verletzten im Hängesitz 
a5064 Datierung 1785 
a55df Schlagwort / Ikonographie Marktszenen 
a8470 URL 
http://fotothek.slub-
dresden.de/fotos/df/ps/0000000/df_ps_0000189.jpg 
a511a Standort / Land Deutschland 
a55b1 Katalog Ebene 1 Weitere Kataloge 
Tabelle 2. Einige Metadaten-Tags mit Erläuterung laut Referenz und Beispielwerten, vgl. Anhang F. 
Aufgrund der durch die Katalogsystematik vorgegebenen, teils wenig aussagekräftigen Erläuterungstexte für 
einzelne Tags wurde die Informationslandschaft der Deutschen Fotothek in sechs verschiedene Perspektiven 
partitioniert, die sich zum größten Teil aus den genannten Informationen ableiten. Die daraus abgeleiteten 
„Einstiegsknoten“, die also sechs Perspektiven auf die digitalen Bestände der SLUB wiedergeben und mit den 
Verantwortlichen gemeinsam erarbeitet wurden, tragen die Titel: „Fotografen“, „Epochen“, „Kollektionen“, 
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„Gattungen“, „Länder“ und „Themen“. In den folgenden Absätzen werden nacheinander die genannten 
Einstiegsknoten beschrieben und die darunterliegenden Informationsblöcke vorgestellt. 
 
Hinter den „Fotografen“ verbergen sich nach Absprache mit den Projektpartnern die elf bekanntesten 
Autoren von Werken aus der Sammlung „Archiv der Fotografen“. Die zur Filterung per „white-list“ 
verwendeten Kriterien sind in Listing 1 aufgeführt. Aufgrund der expliziten Deklaration der Knotenwerte 
funktioniert die Auswertung der Datenbasis nach diesen Kriterien reibungslos. 
 
obj/a8450/a8490	  =	  Blossfeldt,	  Karl	  
obj/a8450/a8490	  =	  Donadini,	  Ermenegildo	  Antonio	  
obj/a8450/a8490	  =	  Lübeck,	  Oswald	  
obj/a8450/a8490	  =	  Peter,	  Richard	  jun.	  
obj/a8450/a8490	  =	  John,	  Paul	  W.	  
obj/a8450/a8490	  =	  Danigel,	  Gerd	  
obj/a8450/a8490	  =	  Helbig,	  Konrad	  
obj/a8450/a8490	  =	  Aufsberg,	  Lala	  
obj/a8450/a8490	  =	  Peter,	  Richard	  sen.	  
obj/a8450/a8490	  =	  Eschen,	  Fritz	  
obj/a8450/a8490	  =	  Borchert,	  Christian	  
Listing 1. An XPath angelehnte Ausdrücke als Kriterien für Unterknoten von „Fotografen“. 
Für den Einstiegsknoten „Epochen“ werden relevante Knoten nach Datierung gruppiert. Problematisch hierbei 
ist die teilweise Fragmentierung der Datenbasis: Je nach systematischer Einordnung des Datums handelt es 
sich um ein genaues Datum, um einen Zeitraum oder nur um eine Schätzung. Auch die unterschiedliche 
Formatierung der Datierungsinformationen stellt bei der Auswertung eine Hürde dar. Um die gewünschten 
Informationen zusammenzutragen und in einer für die Nutzer möglichst zugänglichen Form zu präsentieren, 
muss eine relativ komplexe Datenbankanfrage ausgewertet werden, was die Laufzeit und damit die Wartezeit 
auf visuelles Feedback erhöht. Für einen optimalen Einstieg in den Informationsraum über die Datierung 
werden die auftretenden Werte nach Jahrhunderten gruppiert, in je einem Unterknoten für eines der zwischen 
1200 und 2100 liegenden Jahrhunderte. Datensätze, deren Datierung vor 1200 liegt, werden unter der 
Beschriftung „älter“ zusammengefasst. 
 
Der Punkt „Kollektionen“ fasst zum aktuellen Zeitpunkt lediglich die beiden besonders herauszustellenden 
Sammlungen für „Richard Wagner“ und „M. D. Pöppelmann“ zusammen. Hierfür werden alle Datensätze 
zusammengefasst, deren Schlagwort-Tag mit dem Stichwort „Portfolio-Richard-Wagner“ oder eben 
„Portfolio-Pöppelmann“ beginnt. Insofern stellt sich auch hier aufgrund der expliziten Definition von 
zugeordneten Datensätzen die Datenbankanfrage vergleichsweise simpel dar. 
 
Der Einstiegsknoten „Gattungen“ umfasst, ähnlich wie bei den „Fotografen“, eine Reihe von als besonders 
interessant erachteten Werte für das entsprechende Schlagwort. Die Filterregeln sind im untenstehenden 
Listing 2 veranschaulicht. Hier wird wiederum ein kleines Problem der Katalogsystematik deutlich: die 
Schreibweise der einzelnen Werte kann variieren. Im einfachsten Falle, wie hier in der ersten Zeile des Listings 
zu sehen, können beide Schreibweisen berücksichtigt werden, sofern deren Existenz im Datensatz bekannt ist. 
 
a5220	  =	  Druckgraphik	  |	  Druckgrafik	  
a5220	  =	  Kunsthandwerk	  
a5220	  =	  Bauskulptur	  
a5220	  =	  Möbeldesign	  
a5220	  =	  Malerei	  
a5220	  =	  Skulptur	  
a5220	  =	  Architektur	  
Listing 2. Kriterien für Unterpunkte des Einstiegsknotens „Gattungen“. 
Mit dem Oberbegriff „Länder“ wird eine geografische Herangehensweise an die dargestellten Informationen 
unterstützt. Unglücklicherweise ist die Markierung der Datensätze mit entsprechenden Ländern zwischen zwei 
verschiedenen Tags aufgeteilt. Dies verkompliziert die Auswertung der Ergebnismenge, da Duplikate, 
besondere Schreibweisen und fehlende bzw. nicht auftretende Werte berücksichtigt werden müssen. 
Letztendlich werden hierfür hauptsächlich Einträge aus der in der Katalogsystematik vorhandenen 
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GoogleMaps-API ausgelesen, die teilweise automatisch, teilweise von Hand gesetzt wurden und daher nicht 
immer korrekte Positionsangaben darstellen. 
 
Eine ähnlich komplexe Kombination verschiedener Tags stellt auch der Einstiegspunkt „Themen“ dar. Dieser 
Punkt unterstützt den Explorationsgedanken durch seine Sammelfunktion, da sich hierunter definitionsgemäß 
eine Reihe unterschiedlicher Schlagworte gruppieren lässt. Dazu werden die vorhandenen 
Katalogsystematiken ausgewertet und nach Anzahl der Unterknoten sortiert. Eine Limitierung der Unterknoten 
nach Größe der Ergebnismenge kann anschließend durch die Präsentationskomponenten vorgenommen 
werden, falls gewünscht. 
 
4.2.3 Organisation der relevanten Daten 
Um den Nutzern das Stöbern in den ausgewählten Datensätzen zu ermöglichen, muss der Zugang zu den 
präsentierten Informationen über möglichst relevante Kriterien verfügen. Dabei ist es sinnvoll, sowohl 
analytische als auch explorative Suchstrategien zu unterstützen (vgl. die Abschnitte 2.5.1 und 3.3). MARCHIONINI 
schreibt dazu: „Aus Sicht des Systems dienen Menüs zur Sichtbarmachung der verfügbaren [...] Services und 
optimieren so die Leistung; und aus Sicht des Nutzers erleichtern Sie die Selektion und Spezifizierung der [...] 
Bedürfnisse (Übers. d. Autors nach Marchionini, 2006).“ Die Darstellung systematischer Repräsentanten, 
denen eine größere Informationsmenge untergeordnet ist, lässt sich danach mit dem analytischen Ansatz in 
Verbindung bringen. Dem steht die Anzeige einer relevanten Auswahl aus einem „Querschnitt“ der 
verfügbaren Inhalte gegenüber, was sich mehr mit explorativen Strategien deckt (vgl. Abbildung 22). Hier 
werden deutliche Parallelen zum Projekt „DelViz“ sichtbar: Auch dort werden gleichzeitig explorative und 
analytische Nutzerziele durch simultane Anzeigeelemente unterstützt (s. Abschnitt 3.3). 
 
 
Abbildung 22. Skizze der Bestandsdaten (schwarze Punkte) und der Partitionierung nach explorativen  
und analytischen Gesichtspunkten. Explorativ erschlossene Informationen sind zufällig in der Menge 
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verteilt, während eine analytische Erschließung auf Basis der Ergebnismenge aufgrund einer Filterung 
z.B. nach Gattung oder Sammlung erfolgen kann. 
Für eine gewinnbringende Organisation der in Sektion 4.2.2 ausgewählten Einstiegspunkte, die den Zugriff 
auf bestimmte Perspektiven auf den Datenbestand ermöglichen, müssen also analytische und explorative 
Kriterien berücksichtigt werden. Um eine Analyse zu unterstützen, muss die zugrundeliegende Systematik 
aufgezeigt werden. Für den explorativen Ansatz müssen für den Nutzer relevante, d.h. prägnante und leicht 
begreifbare Informationen dargestellt werden. Im Sinne prägnanter und begreifbarer Informationen werden 
auf der Einstiegsebene subjektiv beeindruckende Bilder ausgewählt, die für ihre jeweilige Kategorie stehen. Für 
den analytischen Ansatz hingegen wurde versucht, durch die Perspektiven „Fotografen“, „Epochen“ und 
„Länder“ eine biografische, chronologische und geografische Systematik anzubieten. Die genannten 
Einstiegsknoten mit den prinzipiell zugrundeliegenden Tags sind in Tabelle 3 nochmals aufgeführt. 
 
Einstiegsknoten Tags 
„Fotografen“ a8450, a8490 
„Epochen“ a5064, a5071, a8494, a8494a 
„Kollektionen“ a55df 
„Gattungen“ a5220 
„Länder“ aob26, a260a, a5108, a511a 
„Themen“ a55b1, a55b2, a55b3 
Tabelle 3. Aufstellung der ausgewählten Tags und der entsprechenden Filterung. 
Aus der Anwendung der Filter lässt nun die Hierarchie der digitalen Bestandsdaten strukturiert darstellen. 
Ausgehend von einem Startpunkt, der als Ergebnismenge die Gesamtheit des Bestandes repräsentiert, können 
die genannten Tags durch Anwendung als Filter die Ergebnismenge partitionieren, wodurch sich Untermengen 
ergeben. Die in den Untermengen verwendeten Begriffe bestehen in der Regel aus den konkreten Werten in 
der Datenbank. Ausnahmen bilden hier die eigens erstellten Epochenfilter. Aus der erläuterten Partitionierung 
des Datenbestandes ergibt sich die Darstellung der Ergebnismenge als Baumstruktur, die in Abbildung 23 zu 
sehen ist. Jedem der dort in der untersten Ebene dargestellten Knoten lässt sich eine Ergebnismenge 
zuordnen, die aus einer Vielzahl Objektknoten, also Bildinformationen besteht. Unter anderem gehören dazu 
auch der Titel und die eigentlichen Bilddaten in Form einer URL (vgl. Tabelle 2), deren Darstellung für das 
System gewissermaßen obligatorisch ist. 
 
 
Abbildung 23. Baumhierarchie und untergeordnete Beispielwerte der in Tabelle 3 aufgelisteten Filter. 
Die in Abbildung 23 dargestellte Hierarchie verfügt über drei Ebenen. Der mit „Start“ beschriftete Knoten ist 
der Wurzelknoten des Baumes und befindet sich in der ersten Ebene. Die darauf folgende zweite Ebene 
beinhaltet die sechs Einstiegsknoten, die je eine Perspektive, d.h. einen speziellen Filter darstellen. Die dritte 
Ebene beinhaltet die konkreten Ausprägungen dieser Filter, d.h. spezifische Werte. Die gezielte Auswahl der in 
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der dritten Ebene dargestellten Filterwerte erfolgte unter Berücksichtigung der im vorigen Abschnitt 4.2.2 
dargelegten Kriterien. Wie dieser Diskussion zu entnehmen ist, enthalten die Knoten „Länder“ und „Themen“ 
keine konkrete Limitierung der untergeordneten Knoten, sondern können beliebig viele Unterknoten haben. 
Um die Hierarchie vorerst in einem ungefähren Gleichgewicht zu belassen, werden im aktuellen Prototypen 
die Unterknoten in der dritten Hierarchie auf maximal zwölf begrenzt. 
Eine Aufstellung der Anzahl der Unterknoten zu jedem der ausgewählten Filterwerte (Knoten der dritten 
Ebene) ist in Anhang G zu finden. Aus dieser Aufstellung ergibt sich auch das Problem des massiven 
Populationsunterschiedes: Während in der ersten Ebene (vgl. Abbildung 23) lediglich sechs und in der zweiten 
Ebene maximal zwölf Knoten vorhanden sind, kommen in der darauffolgenden Ebene mehrere hundert bis 
tausend Knoten in der Ergebnismenge vor. Diese Beobachtung ist skizzenhaft in Abbildung 24 dargestellt. 
 
 
Abbildung 24. Skizze des problematischen Populationsunterschiedes. In den ersten zwei Ebenen (von 
links) sind Unterknoten durch Kanten angedeutet. 
	  
4.3 Darstellungskonzept 
Nachdem im vorangegangenen Abschnitt erörtert wurde, welche Informationen prinzipiell zur Verfügung 
stehen und welche für die Visualisierung als geeignet erscheinen, ist anschließend die Frage der optimalen 
Darstellung der ausgewählten Informationen zu klären. Im Information Visualization Framework nach LIMA ist 
dies abgebildet durch den zweiten Schritt, das sogenannte Interactive Framing. (vgl. Lima, 2011) Hierbei geht 
es um die Sichtbarmachung intrinsischer Muster innerhalb des Datensatzes, die ansonsten der menschlichen 
Wahrnehmung verborgen bleiben. (vgl. Lima, 2007) Im Anschluss wird daher dargelegt, wie die bereits im 
vorhergehenden Kapitel motivierte Ambivalenz zwischen Exploration und Analyse auf visuelle Weise 
unterstützt werden kann, während – im Sinne LIMAS – Eigenschaften der zugrundeliegenden Daten 
offengelegt werden. 
 
4.3.1 Interface 
Um explorative und analytische Suchstrategien zu unterstützen, wird nach dem Vorbild des „DelViz“-Projektes 
(vgl. Abschnitt 3.3) ein zweiteiliges Interface entworfen. Auf der einen Seite werden ausgewählte Bilder in 
einer Galeriekomponente angezeigt, die den Nutzern eine explizite Interaktion mit den Bildern der Fotothek 
ermöglichen. In einem zweiten Interfacebereich wird eine Graphkomponente dazu verwendet, die Systematik 
der Bildbestände zu visualisieren und die Navigation der Nutzer durch den Bestand sichtbar zu machen. Eine 
frühe Skizze der geplanten Bildaufteilung ist in Abbildung 25 zu sehen. 
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Abbildung 25. Grobe Skizze einer möglichen zweigeteilten Programmoberfläche. Im oberen Bildteil ist 
die Galeriekomponente zu sehen, die hier in einem Raster eine variierende Bildmenge (1-100 Bilder) 
darstellt. Unten ist die Graphkomponente dargestellt, die Navigationsknoten kreisförmig anordnet. 
Bei der Gestaltung der Programmoberfläche ist auch das Raumkonzept zu berücksichtigen, das im folgenden 
Abschnitt 4.4 detailliert beschrieben wird. Geplant ist die Projektion auf eine große, möglicherweise aus 
Milchglasfolie bestehende Fläche, von der die Nutzer mehrere Meter weit entfernt stehen. Insofern ist auf eine 
Reduktion der Anzeigeelemente und gute Erkennbarkeit der dargestellten Informationen zu achten. Die 
Aufteilung der Komponenten durch eine horizontale Trennlinie ist ebenfalls aus einer besseren Erkennbarkeit 
der dargestellten Bilder abzuleiten: Die vorgesehene horizontale Anordnung der Bilder gibt die Leserichtung 
von links nach rechts vor, wobei die Trennung zwischen den Komponenten die Orientierung während des 
Lesens erleichtern soll. Eine dynamische Aufteilung der gesamten Bildfläche, das heißt eine variable Trennlinie 
wie bei der „DelViz“-Webanwendung, würde die Konzentration auf eine der beiden Darstellungsformen 
ermöglichen. Andererseits müssen im Hinblick auf die Erlernbarkeit und Effektivität die nötigen Interaktionen 
auf ein Minimum reduziert werden (vgl. Abschnitt 3.2), d.h. die Verschiebung der Trennlinie zur Vergrößerung 
einer der beiden Darstellungskomponenten zu Lasten der anderen sollte nicht von einer dedizierten Geste 
gesteuert werden. Vorstellbar wäre eine Abhängigkeit der Größe der Bildbereiche von bestimmten 
Navigationshandlungen, die eine Nutzerpräferenz für den analytischen oder explorativen Bildbereich erkennen 
lassen. Dieser Gedanke wird im nachfolgenden Abschnitt zum Interaktionskonzept aufgegriffen. Zunächst 
werden jedoch die Graph- und Galeriekomponente im Detail konzipiert. 
 
4.3.2 Graphkomponente 
Sinn und Zweck der Graphkomponente ist die Unterstützung einer analytischen Suchstrategie bei der 
Erschließung der digitalen Bestände durch die Nutzer. Dazu wurden im Abschnitt 4.2.3 sechs verschiedene 
Perspektiven ausgewählt, die entsprechend geeignete Filter für die Bestandsdaten liefern (vgl. Tabelle 3). Da 
der Organisation der Bestandsdaten eine explizite Baumhierarchie zugrunde liegt (siehe Abbildung 23), 
erscheint die Verwendung einer Baumstruktur für die Darstellung dieser Hierarchie optimal (vgl. Abschnitt 
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2.4.3). Theoretisch wäre es möglich, mit Hilfe einer Netzwerkvisualisierung immer sämtliche existierende 
Verknüpfungen eines Datensatzes anzuzeigen. Eine Navigation zu einem bestimmten Knoten im Graph 
könnte, ähnlich der „DelViz“-Anwendung (vgl. Abschnitt 3.3), mit einer Anwendung des jeweiligen Filters 
einhergehen. Abbildung 26 verdeutlicht diesen Prozess anhand einer Visualisierung der Filterung: Ausgehend 
von einer anfänglichen Ergebnismenge („selektiere alles“) wird zum Filter „Gattung“ navigiert („selektiere 
alles, was einer Gattung zugeordnet ist“), und schließlich der Wert „Skulptur“ ausgewählt („selektiere alles, 
was der Gattung Skulptur zugeordnet ist“). Wie in der Abbildung zu erkennen ist, verkleinert sich die 
Ergebnismenge mit jeder Auswahl eines Filters. Auf diese Art würde durch den Graph ein Navigationsraum 
aufgespannt, der mit der jeweiligen Ergebnismenge korreliert. Bei der Hervorhebung von Charakteristiken der 
Informationsstruktur, wie es das Information Visualization Framework fordert, stünden  zusätzliche 
Informationsträger wie die Knotengröße, Kantendicke und -farbe zur Verfügung. In den folgenden Absätzen 
werden einzelne Eigenschaften der geplanten Graphkomponente näher erläutert. 
 
 
Abbildung 26. Verkleinerung der Ergebnismenge (rot markierte Rechtecke) in zwei Schritten (blaue 
Pfeile). Screenshot aus dem Datenbank-Tool BaseX bzw. dessen Visualisierung der Fotothek-
Bestandsdaten. 
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Durch radiale Anordnung der Filterknoten kann der zur Verfügung stehende Platz auf dem Display optimal 
ausgenutzt werden: Geht man von einer Steigerung der Kindelemente je Tiefenstufe aus, wie das in Abschnitt 
4.2.3 der Fall ist, so verteilt sich die zunehmende Knotenzahl auf die ebenso zunehmende Länge der 
konzentrischen Unterebenen eines kreisförmigen Baumes (engl. radial tree). Diese Form der Visualisierung 
eignet sich besonders zur Darstellung großer Hierarchien; besonders dann, wenn sich viele Knoten auf wenige 
Ebenen verteilen (vgl. Abbildung 24). (vgl. Book & Keshary, 2001; Jankun-Kelly, 2003) Aus diesem Grund ist es 
unmöglich, auf der untersten Ebene mehrere tausend Einträge einer Ergebnismenge durch eigene Knoten zu 
visualisieren. Ein möglicher Ansatz ist die Hervorhebung von „Clustern“, also Informations-„Haufen“, die 
durch Anpassung der visuellen Variablen leicht sichtbar gemacht werden können. Innerhalb eines radialen 
Graphen ist jeweils der Fokus der Interaktion – beispielsweise ein Filterknoten – sowie der unmittelbare 
Kontext, d.h. die direkten Nachbarn dieses Knotens, zu sehen. Durch Ausblendung der umliegenden 
Baumstruktur, z.B. mittels Beschränkung auf jeweils einen Knoten und dessen Unterknoten, kann die 
Übersichtlichkeit weiter verbessert werden (siehe Abbildung 27). 
 
 
Abbildung 27. Radiale Anordnung der Filterknoten (s. Abschnitt 4.2.3). Screenshot aus einem frühen 
Prototypen (Knotenanzahl und Filtertypen nicht final). 
Die Navigation bezieht sich auf die bereits beschriebene Anwendung von Filtern auf eine Ergebnismenge 
durch Auswahl von Knoten. Um die Ergebnismenge, d.h. die einzelnen Bilder von der Navigation zu trennen, 
soll diese in einem separaten Bildbereich, der Galeriekomponente (s. Abschnitt 4.3.3) dargestellt werden. Die 
Navigation wird auf die drei Ebenen der in Abschnitt 4.2 dargelegten Baumhierarchie beschränkt. Ein Grund 
hierfür ist die erwartete Konzentration der Nutzer bei der initialen Benutzung auf explorative Ansätze. 
Potenzielle Nutzer dürfen die Bedienung der Graphvisualisierung, d.h. die Darstellung der Informationsstruktur 
als Navigationsgraph, nicht als notwendiges Mittel zur Erschließung des Bestandes verstehen, sondern sollten 
sie als Ergänzung und Werkzeug zur tiefergehenden Auseinandersetzung mit der Systematik der 
Bestandsdaten verstehen. Eine vollständige Darstellung des gesamten Bestandes durch Visualisierung 
sämtlicher Tags würde eine Navigationsstruktur erfordern, die viel zu umfangreich und komplex wäre, um sie 
unter Berücksichtigung der zu Beginn dieses Kapitels (s. Abschnitt 4.1) motivierten Ziele vermitteln zu können. 
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Die farbliche Gestaltung muss unter Berücksichtigung der im zweiten Kapitel dargelegten Grundlagen zu den 
Gestaltgesetzen erfolgen. Aus Sicht der Navigation sind für eine gesonderte Hervorhebung zwei Ansätze zu 
unterscheiden: Zunächst ist es sinnvoll, Nutzern den bisher erzeugten Navigationspfad in Form einer Historie 
zu verdeutlichen. (vgl. Doemel, 1995) Daneben gilt es, die Charakteristika der aktuell sichtbaren Unterknoten 
sichtbar zu machen. Hier ist wiederum zwischen zwei Fällen zu unterscheiden: Erstens, ein Knoten besitzt 
weitere in der Navigation darzustellende Kindelemente, was für alle Knoten der ersten (Start- bzw. 
Wurzelknoten) und zweiten Ebene gilt. Zweitens, ein Knoten besitzt zwar Kindelemente, diese werden aber 
nicht in der graphbasierten Visualisierung dargestellt (s. voriger Absatz) – der Knoten stellt damit ein „Blatt“ 
im visualisierten Baum dar. Dies gilt für alle Knoten der dritten Ebene, deren Kindelemente als Ergebnismenge 
ausgewählt werden. Gemäß der Gestaltgesetze ist für diese beiden Fälle, obwohl es jeweils um die Darstellung 
bzw. Andeutung der vorhandenen Kindelemente geht, eine unterschiedliche Gestaltung zur Hervorhebung 
der intrinsischen Verschiedenheit sinnvoll. Entsprechende Skizzen für die beschriebenen Fälle sind in Abbildung 
28 zu sehen. Im oberen Teil der Abbildung ist ein Startknoten in der Mitte zu sehen. Dessen Unterknoten sind 
kreisförmig darum angeordnet, die Anzahl deren Kindknoten wiederum wird durch eine Andeutung der 
Kanten deutlich. Dabei entspricht die Anzahl der angedeuteten, d.h. verkürzten Kanten genau der Anzahl der 
Kindknoten. 
 
 
Abbildung 28. Oben: Darstellung der Anzahl von Kindknoten durch Andeutung der Kanten. Unten: 
Darstellung der Anzahl von Kindknoten durch variierende Knotengröße. Eigene Handskizze. 
	   45	  
Der untere Teil der Skizze in Abbildung 28 zeigt eine Darstellungsvariante der Kindknoten mit Hilfe einer von 
der Anzahl abhängigen Größe des Knotens. Dabei wird der relative Unterschied (der gegebenenfalls extrem 
groß sein kann) durch eine Vergrößerung der Knotenfläche dargestellt. Unter Umständen ist es hier sinnvoll, 
mit drei bis vier Größenordnungen zu arbeiten, statt die absolute Knotenzahl pixelgenau zu übertragen. Im 
Sinne einer Exploration ist es für den Nutzer unwesentlich, ob sich hinter einem Knoten beispielsweise fünf 
Bilder mehr als bei einem anderen verbergen; vielmehr geht es dabei um die Vermittlung grober 
Orientierungen im Sinne von „mehr“ oder „weniger“. Eine solche Vergleichbarkeit wäre aufgrund des 
Flächeninhaltes der Knoten bei variabler Größe gegeben. Andererseits wird diese Orientierungshilfe, ähnlich 
wie beim in Abschnitt 3.3 vorgestellten Projekt „DelViz“, auch durch die Darstellung einer Ergebnismenge 
anhand ihrer zugehörigen Elemente ermöglicht werden. Da für diese Aufgabe die im folgenden beschriebene 
Galeriekomponente angedacht ist, wäre die variable Darstellung von Knotengrößen lediglich eine weitere 
Möglichkeit, die Größenverhältnisse zwischen Ergebnismengen zu illustrieren; es besteht jedoch die Gefahr, 
durch zu viele semantisch bedeutsame visuelle Variablen die Lesbarkeit des Interaktionsbildes zu reduzieren. 
(vgl. Birkin, 2010, S. 152f) Insofern muss erst durch prototypische Implementierung überprüft werden, 
inwieweit die bisher konzipierte Darstellung der Knoten sinnvoll ist. 
 
4.3.3 Galeriekomponente 
Ziel der Galeriekomponente ist die Unterstützung einer explorativen Herangehensweise bei der Erschließung 
der Bestandsdaten. Zu diesem Zweck müssen den Nutzern unbekannte Elemente präsentiert werden, um 
Neugier zu wecken. Sinnvoll erscheint hier die Anzeige von Stellvertreter-Bildern, d.h. Bilder, die sich mit den 
in der Graphkomponente dargestellten Navigationspunkten in Verbindung bringen lassen. Grundlage hierfür 
muss immer die aktuelle Ergebnismenge sein. Die Galerie rückt, im Gegensatz zur Graphkomponente, das 
Einzelbild in den Vordergrund und sollte Auswahl und Vergrößerung eines Bildes erlauben. Gleichzeitig 
müssen auch weitere Einträge der bis zu 60.000 Bilder umfassenden Ergebnismenge so dargestellt werden 
können, dass sie durch den Nutzer durch eine simple Interaktion erreichbar sind. Dabei muss berücksichtigt 
werden, dass sich die Ergebnismenge in Korrespondenz mit Navigationshandlungen verkleinern und wieder 
vergrößern kann.  
 
Die Begriffsmäßigkeiten aus Abschnitt 2.5 aufgreifend ist das bestimmende Konzept der Galeriekomponente 
die Immersion. Nutzer sollen mit den Bildern des Fotothekbestandes konfrontiert werden und sie möglichst 
unmittelbar erleben können. Im Vergleich zu der unter 4.3.2 beschriebenen Graphkomponente, die als 
Navigationshilfe bzw. Karte zu verstehen ist, stellt die Galerie eher eine Frontalansicht, gewissermaßen ein 
„Schaufenster“ in den Bestand dar. Zur Visualisierung der dynamisch wachsenden und schrumpfenden 
Ergebnismenge bieten sich zwei verschiedene Varianten einer Bildergalerie an: Das dynamische Raster und die 
rein horizontale Anordnung, ähnlich dem aus einer kommerziellen Musikplattform bekannten Cover Flow 
bzw. dem Konzept des fliptych (siehe Abbildung 29), wie es vom Erfinder selbst genannt wird. (vgl. Enright, 
2006) Bei dieser Variante muss besonders untersucht werden, wie bzw. ob die Schwankungen der 
Ergebnismenge dargestellt werden können und wie eine mögliche Vollbilddarstellung eines Einzelbildes 
gestaltet werden kann. Auch ein Vergleich zwischen eigentlich simultan angezeigten Einzelbildern gestaltet 
sich hier aufgrund der teilweisen Überdeckung schwierig. 
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Abbildung 29. Interfaceskizze mit mit fliptych (vgl. A. C. Enright, 2006). Graphkomponente im unteren 
Teil, oben die Galerie. 
Bei der Verwendung eines Rasters muss hingegen sichergestellt werden, dass einzelne Vorschaubilder auch als 
solche erkannt werden. Das wäre nur bei einer von der aktuellen Bildbereichgröße abhängigen Beschränkung 
auf ein Maximum von Bildern möglich, da eine unbegrenzte Anzahl zu viel zu kleinen Bildern führen würde. 
Da diese Beschränkungen von der Raumsituation abhängig sind, können sinnvolle Werte nur empirisch 
ermittelt werden. Die Auflösung des Rasters müsste sinnvollerweise abhängig sein von der Ergebnismenge und 
der Größe des Bildbereichs, der für die Galerie zur Verfügung steht. Zwei skizzenhafte Vergleichsbilder für 
unterschiedliche Rasterauflösungen und Größen des Bildbereichs sind in Abbildung 30 und Abbildung 31 zu 
sehen. Problematisch bei der rasterbasierten Präsentation ist die Selektion und Anzeige eines Einzelbildes, die 
durch die zweidimensionale Anordnung durch eine im Vergleich zur horizontalen (d.h. gewissermaßen 
„eindimensionalen“) Galerie kompliziertere Interaktion ausgelöst werden muss. 
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Abbildung 30. Interfaceskizze mit Bildraster in 12x24 = 288 Zellen, 50% des Bildbereiches für die 
Galerie. 
	  
Abbildung 31. Interfaceskizze mit Rasterauflösung 4x5 = 20 Zellen auf 66% des Bildbereiches. 
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Als Alternative bietet sich aus Sicht des Autors eine Kombination der Ansätze an. Dabei würden in einem 
reduzierten, scrollbaren Raster in einzeiliger horizontaler Anordnung die Vorschaubilder angezeigt. Ähnlich des 
Darstellungskonzeptes beim fliptych könnte parallel dazu jeweils das aktive Bild größer oder in 
Originalauflösung dargestellt werden. Der Vorteil hierbei läge einerseits in der simpleren Interaktionstechnik, 
weil in diesem Falle ein einziger Scrollbalken beziehungsweise eine Scroll-Interaktion zum Erreichen und 
eindeutigen Selektieren sämtlicher Einzelbilder aus der Ergebnismenge ausreicht. Andererseits wäre hier die 
Anzahl der dargestellten Bilder auf ein bestimmtes Maß zu begrenzen, da durch eine solche Komponente 
nicht mehr als einhundert Einträge auf einmal sinnvoll dargestellt werden könnten9. Dafür wäre mit diesem 
Ansatz eine angemessene Prominenz eines ausgewählten Einzelbildes sichergestellt, während gleichzeitig ein 
begrenzter Überblick über die Ergebnismenge möglich ist (vgl. Abbildung 32).  
 
 
Abbildung 32. Interfaceskizze mit zweigeteilter Galeriekomponente in der oberen Hälfte des Bildes. Die 
Galerie besteht hier aus einer „Bühne“ für ein Einzelbild, darunter ein einzeiliges Raster mit adaptiver 
Anzahl von Vorschaubildern; hier: 12 Vorschaubilder. 
 
 
 
 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
9 Abhängig von der Displayauflösung stellt beispielsweise Mac OS X 10.7 im „Finder“ bis zu 100 
Vorschaubilder im Cover Flow dar; existieren mehr darzustellende Objekte, so werden diese am Rand graduell 
ausgeblendet. Leider waren keine Quellen zu finden, die diese Aussage belegen; der Wert wurde daher 
empirisch ermittelt (1920x1200 Bildpunkte und ein minimaler Cover Flow-Bereich resultieren in ca. 93 
dargestellten Vorschau-Icons). 
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4.4 Raumsituation und Interaktionskonzept  
In diesem Abschnitt erfolgt die Betrachtung der Raumsituation und des damit zur Verfügung stehenden 
Interaktionsraumes. Dazu gehört eine Aufstellung der möglichen Freiheitsgrade im Raum sowie die 
Berücksichtigung des Nutzerverhaltens in Bezug auf die weitreichende Sichtbarkeit der Projektion und die 
Nähe der Installation zu bestimmten Durchgangswegen. Daran schließt sich die Konzeption der benötigten 
Interaktionen und Verknüpfung bzw. Gegenüberstellung dieser mit den möglichen Freiheitsgraden an. 
 
4.4.1 Raumsituation 
Zur Illustration der in Abschnitt 4.1 bereits motivierten Raumsituation bietet sich ein schematischer Raumplan 
an. Im nun folgenden Abschnitt wird daher mit Hilfe von Screenshots aus dem 3D-
Gebäudeinformationssystem der SLUB und unter Verwendung eines bemaßten Grundrisses dargelegt, welche 
Dimensionen der für die Installation angedachte Ort aufweist. Anschließend wird betrachtet, inwiefern das 
Verhalten von Passanten durch das System verarbeitet werden kann, d.h. welche Freiheitsgrade der Nutzer im 
Raum für eine Ableitung von impliziten und expliziten Interaktionen relevant sind. Zunächst ist die geplante 
Anordnung im öffentlichen Raum der SLUB nachzuvollziehen. Wie in der Zielvision geschildert, soll das 
vorgestellte System eine interaktive Installation in der Leselounge betreiben, die sich im Eingangsbereich der 
Bibliothek im direkten Anschluss an das Foyer befindet. Eine Übersicht der relevanten  Areale ist in Abbildung 
33 zu sehen, die im folgenden näher erläutert wird.  
 
 
Abbildung 33. Raumplan zum Überblick in der Nähe der Leselounge. Ausschnitt von einem Screenshot 
des SLUB Gebäudeinformationssystems. (Mapongo, 2010) 
Abbildung 33 zeigt am oberen Bildrand (schwarzes Dreieck) der Haupteingang des SLUB-Gebäudes am 
Zelleschen Weg 18 in Dresden dargestellt. Direkt hinter den Drehkreuzen und dem Eingangs-
Informationspunkt (markiert durch drei aneinanderliegende schwarze Dreiecke im oberen linken Bereich des 
Bildes) befindet sich das bereits beschriebene „Forum“ (vgl. Abschnitte 1.1 und 4.1) mit den langen 
Gruppenarbeitstischen. Im rechten Bildteil befindet sich ein weiterer Informationspunkt, der den Übergang zur 
Leselounge markiert.  
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Abbildung 34. Ungefähre Nutzfläche der Leselounge, transparent-rot markiert. Nachbearbeiteter 
Ausschnitt aus einem Screenshot des SLUB Gebäudeinformationssystems. (Mapongo, 2010) 
Der Bereich der geplanten Leselounge ist in Abbildung 34 rötlich eingefärbt zu sehen. In diesem Bereich sind 
inzwischen spezielle Loungemöbel aufgestellt worden, die dem speziellen Nutzungskontext unter der 
Überschrift „Chillen und Lernen“ entsprechen (siehe Abbildung 35). (vgl. Bonte, 2013) Bei dem in Abbildung 
34 eingefärbten Bereich handelt sich um eine Gesamtfläche von circa 18 mal 15 Metern10, wobei die Fläche 
des Informationspunktes (ca. 23 m2) und eines Lichthofes (ca. 27 m2) abgezogen werden müssen, wodurch 
sich eine Nutzfläche der Leselounge von etwa 220 m2 ergibt. Davon sind noch die Zugangswege zu den 
Treppenhäusern und weiter innen liegenden Bereichen der Bibliothek sowie die von den Lounge- und anderen 
Möbeln eingenommenen Flächen abzuziehen. Für das Projekt mit dem Arbeitstitel „digital bookshelf“, in 
dessen Rahmen das hier vorgestellte System prototypisch entwickelt wird, steht nach ersten 
Projektvorschlägen eine fest installierte Glasscheibe mit Blick vom Informationspunkt zur Garderobe als 
Projektionsfläche zur Verfügung.  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
10 Breite mal Tiefe, der Bildorientierung entsprechend. 
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Abbildung 35. Spezielle Möbel in der SLUB Leselounge. Im hinteren Bereich des Bildes ist die erwähnte 
Glasfläche zu sehen, deren Verwendung für die Projektion der Visualisierungskomponente angedacht 
ist. (Bonte, 2013) 
 
Abbildung 36. Blick zur Projektionsfläche (Glasscheibe) vom Informationspunkt aus. Private Fotografie. 
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Abbildung 36 stellt den Blick auf und durch diese Glasscheibe dar. In dieser Abbildung ist auch der 
Lichtschacht sichtbar, der sich unmittelbar links der Glasscheibe befindet. Durch die Begrenzung der Projektion 
auf die Glasscheibe und die Verwendung einer Gestensteuerung ergibt sich für den tatsächlichen 
Interaktionsraum zunächst die Fläche unmittelbar vor der Glasscheibe bis zum Tisch des Informationspunktes, 
die exakt 3.40 Meter in der Breite und 5.40 Meter in der Tiefe misst. Dabei ist jedoch der Durchgang zu den 
Möbelreihen zu beachten (vgl. Abbildung 35), also die Fläche, die an der oberen Ecke durch den Lichtschacht 
und auf der gegenüberliegenden Diagonalen vom Informationspunkt begrenzt wird. Diese ca. 2 Meter in der 
Tiefe messende Fläche wird von Zeit zu Zeit durch vorbeigehende Besucher und Nutzer der Sitzmöbel betreten 
werden und sollte daher vom direkten Interaktionsraum ausgenommen werden, wodurch sich für diesen eine 
annähernd quadratische Fläche von 3.40 Meter Seitenlänge unmittelbar vor der Glasschreibe ergibt. Ein 
Ausschnitt aus dem genauen Raumplan mit den hier dargelegten, im Bild aufgetragenen Maßen und 
zusätzlichen Beschriftungen zur Orientierung (Projektionsfläche, Informationspunkt) ist in Abbildung 37 zu 
sehen. Der für die mehr oder weniger ungestörte Interaktion zur Verfügung stehende Raum hat damit eine 
Grundfläche von 11.56 m2, die Raumhöhe beträgt an dieser Stelle laut Plan 3.44 Meter. Die oben 
beschriebene Durchgangsfläche zwischen Lichtschacht (gelbe Linien links der Projektionsfläche) und 
Informationspunkt ist im Bild schraffiert dargestellt. 
 
	  
Abbildung 37. Ausschnitt aus dem Raumplan mit aufgetragenen Entfernungsmaßen. Eigene 
Bearbeitung mit Hilfe eines DWG-Dateiviewers (erlaubt das Messen von Entfernungen in 
entsprechenden CAD Plänen, die von der SLUB gestellt wurden). 
Um die Glasscheibe als Projektionsfläche verwenden zu können, wird nach Überlegungen der SLUB eine 
Milchglasfolie verwendet, die also die Wahrnehmung der projizierten Inhalte von zwei Seiten ermöglicht. 
Dabei ist jedoch noch unklar, ob die gesamte Glasfläche dafür benutzt wird, oder ob die Folie nur auf einen 
Teil der Scheibe aufgetragen wird. Aus den vorangegangenen Abbildungen wird auch der öffentliche Aspekt 
des ausgewählten Ortes deutlich. Dieser Aspekt liegt in zwei Eigenschaften begründet: Erstens, durch die 
architektonisch bedeutsame Sichtverbindung zur Garderobe kann die Projektion nicht nur frontal vom 
eigentlichen Nutzer, sondern auch von Besuchern in der Garderobe wahrgenommen werden. Hier wird also 
die absichtlich exponierte Lage durch die architektonischen Gegebenheiten noch verstärkt. Zweitens, durch die 
Nähe zu den Durchgangswegen zu zwei der vier Haupttreppenhäuser und die Lage am Übergangsbereich zur 
Leselounge ist mit erheblichem Durchgangsverkehr zu rechnen.  
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Neben der räumlichen Begrenzung der oben beschriebenen, ungefähr quadratischen Interaktionsfläche gibt 
auch der für die Gestensteuerung verwendete Microsoft „Kinect for Windows“ Sensor einen bestimmten 
Interaktionsraum vor. Das horizontale Sichtfeld des Sensors erfasst einen Bereich bis zu 3.50 Metern 
Entfernung, was sich mit der in Abbildung 37 dargestellten Raumplanung gut vereinbaren lässt. Die Maße der 
„praktischen Reichweite“ des Sichtfeldes betragen: horizontal 1.2 bis 3.5 Meter Entfernung vom Sensor, 
vertikaler Öffnungswinkel 43.5° mit der Möglichkeit, den Sensor zusätzlich um ±27° zu schwenken (vgl. 
Abbildung 38). 
 
 
 
Abbildung 38. Horizontales und vertikales Sichtfeld des „Kinect for Windows“ Sensors, mit der 
„praktischen Reichweite“ blau hervorgehoben. (Microsoft, 2013a) 
 
4.4.2 Aufmerksamkeit und Nutzerverhalten 
Zur Gewinnung der Aufmerksamkeit bietet sich der Grundsatz der calm aesthetics an. Dieser Grundsatz 
beschreibt das Prinzip ambienter Displays, die während der Abwesenheit potenzieller Nutzer, d.h. noch vor 
einer Phase der impliziten Interaktion, träge aktualisierte Informationen anzeigen. (vgl. Vogel & Balakrishnan, 
2004) Wenn sich potenzielle Nutzer dem System auf bestimmte Distanz nähern, lässt sich daraus bereits ein 
mögliches Interesse ableiten. Abhängig von weiteren Kontextdaten, beispielsweise der 
Annäherungsgeschwindigkeit und Orientierung einer Person, kann der Wille zur Kommunikation mit dem 
System festgestellt werden. Entsprechend muss der wechselnde Systemzustand dem Nutzer verdeutlicht 
werden, beispielsweise durch eine abstrakte Repräsentation des Nutzers auf dem Bildschirm (notification), was 
den Übergang zur Phase der impliziten Interaktion beschreibt. Auf eine offensichtliche Annäherung eines 
Nutzers an das System durch Betreten einer bestimmten Zone, die ausschließlich der expliziten Interaktion mit 
der Installation zugeordnet wird, muss die Erkennung dieses Nutzers als Primärnutzer folgen. Dieser Nutzer 
wird fortan aktiv getrackt, bis die Zone der expliziten Interaktion wieder verlassen wird. Eine detaillierte 
Übersicht der hier geschilderten Interaktionsphasen nach VOGEL & BALAKRISHNAN übertragen in den öffentlichen 
Anwendungskontext findet sich in der Vorarbeit zu diesem Aufsatz. (vgl. Sonnefeld, 2012, S. 10) Für eine 
Zone expliziter Interaktion bietet sich der zu Beginn dieses Abschnittes beschriebene Bereich von ca. 3.40 mal 
3.40 Metern vor der Glasfläche an, aus praktischen Gründen in Bezug auf Positionierung der Nutzer und des 
Sensors muss ein Bereiches von ca. 3.40 mal 1.40 Meter unmittelbar vor der Glasfläche abgezogen werden. 
Die entsprechenden Zonen sind in Abbildung 39 schraffiert und beschriftet.  
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Abbildung 39. Interaktionszonen der „digital bookshelf“ Installation. Für die entsprechenden Maße 
vgl. Abbildung 37. 
Für die Erkennung spezifischer Interaktionen im Sinne des Kinect Sensors stehen nunmehr die Raumachsen zur 
Verfügung, d.h. die im zweiten Kapitel beschriebenen Skelettpunkte im dreidimensionalen Kinect 
Koordinatensystem. Aus dem Körpervektor (siehe Abbildung 14) kann das System den Übergang von 
impliziter zu expliziter Interaktionszone (siehe Abbildung 39) ableiten und anschließend den Nutzer so lange 
tracken, bis er die Zone der expliziten Interaktion wieder verlässt. Möglicherweise stellt der Sichtbereich des 
„Kinect for Windows“ Sensors eine Begrenzung des verwendbaren Interaktionsbereiches dar, da die effektive 
Reichweite maximal vier Meter beträgt (siehe Abbildung 38). Die Möglichkeiten zum Tracken von potenziellen 
Nutzern in der Zone der indirekten Interaktion müssen erst noch empirisch ermittelt werden, da sie stark von 
der Platzierung des Sensors abhängen. Die für die implizite und explizite Interaktion relevanten Gesten werden 
im nächsten Abschnitt diskutiert. 
 
4.4.3 Interaktionskonzept 
Das nun folgende Interaktionskonzept stellt neben der praktischen Umsetzung den Hauptteil der vorliegenden 
Arbeit dar. Mit Hilfe des „Kinect for Windows“ Sensors müssen für implizite und explizite Interaktion intuitive 
und effektive Gesten erkannt werden (vgl. Abschnitt 3.2). Dabei gibt es a priori keine Beschränkung der 
körperlichen Freiheitsgrade; lediglich die technischen Limitationen des Sensors bilden die Grenzen des 
Machbaren. Wie bereits im Abschnitt 2.7 beschrieben, wird der Körpervektor, d.h. die Position eines Nutzers, 
ausgelesen und kann für die Zuordnung zu einer der zwei Interaktionszonen verwendet werden. Für die 
gestische Interaktion stehen Positionsdaten der vom Sensor getrackten Skelettpunkte zur Verfügung, wobei 
aus ergonomischen Gründen auf die Verwendung der Füße und Beine verzichtet wird – eine Benutzung im 
Stehen, wie sie für den Prototyp vorgesehen ist, würde sonst unnötig komplex. Der Erkennung von 
Benutzereingaben durch berührungslose, d.h. räumliche Gesten müssen die Erkenntnisse und Heuristiken zum 
Entwurf eines Gestenvokabulars zugrundeliegen, wie sie in Abschnitt 3.2 dargelegt wurden. 
 
4.4.3.1 Interaktionsvokabular 
Als oberstes Ziel ist die leichte Erlernbarkeit der Interaktionen zu nennen, da in dem speziellen 
Anwendungskontext der Leselounge die erwartete Nutzungsdauer des Systems pro Besucher unter fünfzehn 
Minuten liegt. Das heißt, dass jeder Nutzer, der die Bedienung des Systems nicht innerhalb weniger Minuten 
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erlernt hat, keinen optimalen Informationsgewinn aus der Installation ziehen kann. Hinzu kommt der in 
Abschnitt 3.1 diskutierte Effekt der Bühnenmetapher, der sich als „Interaktionsschranke“ manifestiert. (vgl. 
Michelis & Müller, 2011) Die öffentliche „Aufführung“ von Gesten limitiert also Art und Umfang der 
Freiheitsgrade auf einen informellen, d.h. schwer wissenschaftlich formalisierbaren Grad sozialer Akzeptanz. 
Diese Arbeit versteht sich insofern auch als Experiment für die Gestaltung sozial akzeptabler Gesten, wodurch 
die erwähnten „Interaktionsschranken“ möglichst niedrig gehalten werden. 
 
Den genannten Limitationen stehen nun eine Reihe von Interaktionen gegenüber, mit denen die geplante 
Visualisierungskomponente gesteuert werden muss. Zur Minimierung des Gestenvokabulars (vgl. Abschnitt 
3.2) gilt daher der Grundsatz, dass jede Interaktion Auswirkungen auf beide Bestandteile der Visualisierung 
hat, also auf Graph- und Galeriekomponente gleichzeitig. In der untenstehenden Tabelle 4 sind in der ersten 
Spalte alle Interaktionen aufgelistet, die für die Bedienung in Frage kommen. In der zweiten Spalte ist eine 
subjektive Einschätzung der Notwendigkeit dieser expliziten Interaktion zu sehen, die unter Berücksichtigung 
des Handlungsziels der Exploration, d.h. einer definitionsgemäß unvollständigen Informationsdarstellung, 
zustandekommt. Im Anschluss werden die in der Tabelle aufgelisteten Interaktionen genauer erläutert, 
woraufhin abschließend die konkreten räumlichen Gesten beschrieben werden. 
 
Interaktion  notwendig explizit? 
Selektion eines Bildes / Unterknotens ja 
Bestätigung (Navigation „einen Schritt tiefer“) ja 
Navigation „einen Schritt zurück“ ja 
Navigation „alle Schritte zurück“ nein 
Detailansicht eines Bildes unklar 
Anzeige von Metainformationen nein 
Zoom nein 
Variation der Bildaufteilung zw. Graph und Galerie nein 
Tabelle 4. Aufstellung möglicher Interaktionen und Einschätzung der Notwendigkeit einer Umsetzung 
als explizite Interaktion. 
4.4.3.2 Interaktionszonen 
Die Frage nach der Belegung des Interaktionsraumes mit bestimmten Interaktionszonen ist im Sinne der 
leichten Erlernbarkeit dieser Interaktionen zu stellen. Aus diesem Grund wird vorgeschlagen, die in Sektion 
4.4.1 beschriebenen möglichen Interaktionszonen aufzugreifen und in Abhängigkeit von der Entfernung zur 
Projektionsfläche in drei Bereiche einzuteilen (siehe Abbildung 40). Aufgrund der speziellen Raumsituation 
können Nutzer niemals von links in die Zonen 2 und 3 vordringen, ohne vorher Zone 1 bzw. 2 durchschritten 
zu haben. In Absprache mit den Verantwortlichen der SLUB muss der Interaktionsraum nach rechts ebenfalls 
abgegrenzt werden, um diese Beschränkung aufrecht zu erhalten, beispielsweise durch Bodenmarkierungen. 
Ebenso durch Bodenmarkierungen kenntlich gemacht werden können die Übergänge der Interaktionszonen 
selbst, was neben einer deutlich gesteigerten Orientierbarkeit durch die Nutzer auch die räumliche 
Ausgestaltung und Hervorhebung der Installation selbst ermöglicht. Denkbar ist hier insbesondere der Einsatz 
von passenden Mustern und Farben im SLUB Corporate Design mit Hilfe von Teppichen, Aufklebern oder 
Aufstellern. Die Interaktionszonen ermöglichen aus Sicht des Autors die Verfolgung zweier alternativer 
Ansätze, die für eine Belegung des Raumes in Frage kommen. Diese beiden Alternativen sind in Abbildung 41 
und Abbildung 42 zu sehen. 
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Abbildung 40. Schematische Draufsicht auf den Interaktionsraum. Entsprechend der orthogonalen 
Entfernung zur Projektionsfläche werden drei Interaktionszonen gebildet. 
Die Steuerung der Navigation, das heißt die Bewegung des Nutzers durch den visualisierten Bestand, wird als 
notwendigerweise explizite Interaktion eingeschätzt. Dabei ist es möglich, ein Verlassen der expliziten 
Interaktionszone mit einem Zurücksetzen auf den Ursprungszustand, also mit der Navigationsinteraktion „alle 
Schritte zurück“, gleichzusetzen. Dieses Zurücksetzen erfordert wiederum keine explizite Interaktion, da der 
Nutzer entweder kein Interesse mehr an den dargestellten Informationen hat oder aus Versehen die 
Interaktionszone verlassen hat – in beiden Fällen ist das Zurückkehren in eine Ausgangssituation eine gültige 
Reaktion des Systems. Da der Graph, wie in Sektion 4.3.2 dargelegt, über drei Hierarchieebenen verfügt, wäre 
zur Unterstützung der Navigation die direkte Übertragung der Graphebenen auf die Interaktionszonen sinnvoll 
(siehe Abbildung 41). 
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Abbildung 41. Schematische Draufsicht auf den Interaktionsraum. Erste Variante: direkte Zuordnung 
von Hierarchieebenen des Graphen zu Interaktionszonen. Zone 1 (unten) entspricht der höchsten 
Ebene, Zone 3 (oben) entspricht der tiefsten Ebene. 
Alternativ dazu könnte die detailliertere Anzeige eines Einzelbildes durch die Annäherung des Nutzers an die 
Projektionsfläche ausgelöst werden. Dieses Systemverhalten würde sich mit der Interpretation decken, der 
Nutzer würde „näher“ bzw. besser sehen wollen, was dargestellt wird. Da hier aber schwer abzuschätzen ist, 
ob die Bilder immer in ausreichender Auflösung zur Verfügung stehen und ob sie in der praktischen 
Umsetzung nicht bei zu großer Nähe zur Projektionsfläche gar nicht mehr erfassbar sind, ist hier noch unklar, 
ob eine implizite oder explizite Interaktion optimal ist. Eine entsprechende Entscheidung muss von den 
konkreten Umgebungsparametern und experimentellen Erfahrungen abhängen. Bei dieser Variante der 
Belegung des Interaktionsraumes wäre eine größere Entfernung von der Projektionsfläche gleichbedeutend 
mit einer Darstellung des zur Navigation verwendeten Graphen. Schrittweise Annäherung durch Betreten der 
nächsten Zone würde erst die parallele Darstellung von Graph und Bildergalerie (in Zone 2), dann die 
ausschließliche Darstellung der Galerie (in Zone 3) nach sich ziehen (siehe Abbildung 42). 
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Abbildung 42. Schematische Draufsicht auf den Interaktionsraum. Zweite Variante: Zuordnung von 
Handlungszielen zu Interaktionszonen. Zone 1 (unten): reine Navigation. Zone 2 (mitte): Navigation 
und Bildanzeige. Zone 3 (oben): reine Bildanzeige. 
4.4.3.3 Explizite Interaktionen 
Durch die Begrenzung auf die drei expliziten Interaktionen Selektion, Bestätigung und Rückkehr kann das 
Gestenvokabular klein gehalten werden. Dabei ist festzuhalten, dass die Interaktionen zur Bestätigung einer 
Selektion in der Graphkomponente der Navigation zu einem der Unterknoten gleichbedeutend ist. Daraus 
ergibt sich, dass die Interaktion zur Navigation „einen Schritt zurück“, d.h. zurück zum vorhergehenden 
Knoten, die exakt umgekehrte Operation darstellt. Für die Navigation zu einem Unterknoten und umgekehrt 
zurück zum vorherigen Knoten gilt also eine Überdeckung mit der Interpretation einer Bestätigung und dem 
Rückgängigmachen dieser Bestätigung. Wenn diese Interaktionen auf dieselbe Geste zurückgeführt werden, 
die lediglich in umgekehrter Richtung ausgeführt wird, bleiben tatsächlich nur noch zwei Gesten übrig. Dies ist 
insofern günstig, als dass sich hierbei die in Abschnitt 3.2 beschriebenen Vorteile einer zweihändigen 
Gestensteuerung maximal ausnutzen lassen können, bei gleichzeitig sehr hoher 
Erkennungswahrscheinlichkeit. (vgl. Levesque et al., 2011) Bei einer zweihändigen Gestensteuerung würde 
also eine Hand die Selektion, die andere Hand die Navigation übernehmen. Da auch bei LEVESQUE et al. keine 
dedizierte Betrachtung darüber stattfindet, ob die Primär- oder Sekundärhand für feingranulare Gesten besser 
geeignet ist, wird dieser Aspekt auch hier vernachlässigt. Im folgenden Absatz werden daher die konkreten 
Gesten für die beschriebenen Interaktionen für den Zweck des Prototypen willkürlich auf die linke Hand für 
Selektion und rechte Hand für Navigation (sowohl zu unter- als auch übergeordneten Knoten) festgelegt. Zu 
einem späteren Zeitpunkt wäre hier eine nutzerdefinierbare Steuerung denkbar, bei der die Nutzer selbst 
entscheiden können, welche Hand welche Interaktion ausführt. 
 
Aufgrund der fortgeschrittenen Verbreitung von Touch-Displays im Marktsegment der elektronischen 
Privatgeräte, insbesondere bei Mobiltelefonen und Tablet Computern, kann angenommen werden, dass die 
dort anwendbaren Wischgesten den meisten potenziellen Nutzern des „digital bookshelf“-Systems vertraut 
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sind. Aufbauend auf dieser Vertrautheit und angelehnt an die horizontale Darstellung von Bildern in der 
Galeriekomponente wird für die Selektion eines Unterknotens bzw. eines Bildes eine vergleichbare Wischgeste 
vorgeschlagen. Dabei gilt wieder, dass die Selektionsgeste in umgekehrter Richtung eine Selektion des 
vorherigen statt des nächsten Knotens bzw. Bildes anzeigt. Um eine optimale Erkennungsrate zu 
gewährleisten und die erste Regel nach HESPANHOL et al. (siehe Beginn dieses Abschnittes) zu berücksichtigen, 
wird hierfür eine Ausgangspose festgelegt, die eine bestimmte Entfernung der ausführenden Hand von der 
jeweiligen Hüftseite vorschreibt. Bei einer generellen Reposition des Nutzers im Raum kann davon 
ausgegangen werden, dass die Hände nicht erhoben sind, d.h. die für den Start einer Gestenerkennung 
notwendige Pose wird korrekterweise nicht erkannt. So wird vermieden, dass eine einfache Positionsänderung 
eine ungewollte Interaktion auslöst. Die Entsprechung einer Knotenselektion in der Galeriekomponente ist das 
Scrollen der Ergebnismenge, da jeder Unterknoten für einen Teil der Ergebnismenge steht. Für eine 
Repräsentation dieser Teilmengen müssen Stellvertreterbilder angezeigt werden, wie bereits in Abschnitt 4.3.3 
argumentiert wurde. Bei der Selektion eines spezifischen Unterknotens muss in der Galeriekomponente das 
jeweilige Stellvertreterbild zentriert werden. Welche Bilder welchen Knoten zugeordnet werden und wann sie 
angezeigt werden wird im anschließenden Kapitel zur Umsetzung (Abschnitt 5.3) diskutiert. 
 
Für die Navigation zum aktuell ausgewählten Unterknoten, d.h. die Bestätigung der Auswahl, 
beziehungsweise die inverse Operation der Rückkehr zum übergeordneten Knoten, wird eine der 
vorgeschlagenen Varianten auf Basis der Interaktionszonen vorgeschlagen. Dabei wird durch Erkennung der 
Entfernung von der Projektionsfläche der Nutzer zu einer der drei Interaktionszonen zugeordnet, was die 
Anzeige entsprechend ändert. Die vorgeschlagenen Alternativen betreffen hierbei lediglich die Darstellung, 
wie Abbildung 41 und Abbildung 42 zu entnehmen ist. 
 
4.4.3.4 Implizite Interaktionen 
Die nicht notwendigerweise expliziten Interaktionen eignen sich für die Phase der impliziten Interaktion, 
beispielsweise um durch Vollbildanzeige zufälliger Bestandsdaten, positionsabhängigem Zoom oder einer 
digitalen Repräsentation eines oder mehrerer Nutzer deren Interesse zu wecken. Denkbar wäre hier die 
Darstellung der Zone der impliziten Interaktion gekoppelt mit einer Visualisierung der Positionen anwesender 
potenzieller Nutzer. Durch die Veränderung auf dem Bildschirm mit der Bewegung von bis zu sechs getrackten 
Nutzern kann die Neugier der Nutzer auf die Installation gelenkt werden, da hier kausale Effekte verfolgt 
werden können: MÜLLER et al. beschreiben diese Erkenntnis im Zusammenhang mit den Motivationsfaktoren 
für eine Interaktion mit öffentlichen Displays als „challenge and control“. (vgl. Müller et al., 2010; Sonnefeld, 
2012, S. 12) 
 
Eine dynamische Variation der Bildaufteilung zwischen Graph- und Galeriekomponente, wie sie in Sektion 
4.3.1 erwähnt wird, könnte in Abhängigkeit von einer bestimmten aktuellen „Tiefe“ innerhalb der 
Informationsstruktur ermittelt werden. Denkbar wäre eine anfangs gleichmäßige Aufteilung, während bei der 
maximalen Tiefe von drei Knoten (vgl. Abschnitt 4.2) hauptsächlich die Galeriekomponente in den 
Vordergrund tritt. Problematisch ist dabei nach Ansicht des Autors die plausible Vermittlung an den Nutzer, 
was die Kausalität hinter der variablen Größenverteilung angeht. In dieser Hinsicht müssen zunächst 
empirische Beobachtungen gewonnen werden, auch in Bezug auf die Umsetzbarkeit eines zufriedenstellenden 
Effektes. Die Anzeige von Metainformationen kann entweder in die Vollbildanzeige integriert oder ganz 
vernachlässigt werden. Zum Zwecke der Exploration genügt eine Darstellung des Titels, über den im Anschluss 
bei gesteigertem Interesse der entsprechende Datensatz über den OPAC abgerufen werden kann (vgl. hierzu 
die Ziele des Projektes unter 4.1). Zusammenfassend wird nun noch einmal die Tabelle der vorgeschlagenen 
impliziten und expliziten Interaktionen aufgegriffen und mit den soeben erläuterten Gesten zusammengeführt 
(siehe Tabelle 5). 
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Interaktionen  Geste 
Selektion eines Bildes / Unterknotens Wischgeste nach links bzw. rechts 
Bestätigung (Navigation „einen Schritt 
tiefer“) 
Betreten einer näheren Interaktionszone  
explizit 
Navigation „einen Schritt zurück“ Betreten einer ferneren Interaktionszone 
Navigation „alle Schritte zurück“ Verlassen der Zone für explizite Interaktion 
Variation der Bildaufteilung zw. Graph 
und Galerie 
ggf. abhängig von Navigationstiefe 
Anzeige von Metainformationen (automatisch) 
Zoom Annäherung an Projektionsfläche 
implizit 
Vollbildanzeige eines Bildes Annäherung an Projektionsfläche 
Tabelle 5. Gegenüberstellung der möglichen Interaktionen und Gesten. 
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5  Umsetzung 
Die anschließende Beschreibung der Umsetzung in einem Anwendungsprototypen beruht im Aufbau auf der 
bereits in der Zielvision (Abschnitt 4.1) motivierten Architektur. Im Unterschied zu vorangegangenen Kapiteln 
wird an dieser Stelle im Detail auf die verwendeten Technologien und das Vorgehen bei der Implementation 
eingegangen. Das vorgestellte System bedient sich zur besseren Wartbarkeit dem Organisationsprinzip 
Backend-Middleware-Frontend, wodurch den jeweiligen Schichten zugeordnete Programmteile stark 
voneinander entkoppelt sind. Die grundlegende Programmstruktur, aus der sich der Ablauf dieses Kapitels 
ergibt, ist in Form einer Schichtenarchitektur in Abbildung 43 dargestellt. Aus der Gliederung der Erfassung 
der Trackingdaten und der Darstellung von Informationen aus der SLUB Datenbasis in zwei Softwareprojekte 
ergeben sich die beiden „Säulen“ quer durch die abgebildeten Schichten. Von unten nach oben resultiert aus 
dieser Organistation zunächst eine Betrachtung des Backends, das aus der Verwaltung der Bestandsdaten 
einerseits (SLUB backend und BaseX DB, Abschnitt 5.1.1) und der Erfassung und Verarbeitung der 
Trackingdaten andererseits besteht (KinectController, Abschnitt 5.1.2). Darauf ist die Middleware-Schicht 
aufgebaut, die die entsprechende Funktionalität plattformunabhängig kapselt – wiederum jeweils auf der 
Seite der Bestandsdaten (DataServlet, Abschnitt 5.2.1) und des Trackings (TrackingServer, 5.2.2). Die alles 
vereinende Architekturkomponente, die auch im Sinne eines rich clients den größten Anteil an 
Verarbeitungsleistung trägt, lässt sich als Frontend oder Präsentationsschicht zusammenfassen und besteht im 
Wesentlichen aus der Erzeugung der Visualisierung und der Verarbeitung der Nutzereingaben. Durch die 
heterogenen Technologien, die durch die Datenbank (XML), Visualisierung (JavaScript) und Tracking (C#) 
vorgegeben wurden, spielt das Thema Interoperabilität in der gesamten Architektur eine wichtige Rolle, 
wodurch letztlich auch die Middleware-Schicht notwendig wurde. Zur besseren Übersicht über die 
beiliegenden Quelldateien befindet sich zusätzlich im Anhang H eine Aufstellung über die mitgelieferten 
Softwareprojekte sowie eine Deployment-Anleitung.  
 
	  
Abbildung 43. Schichtenarchitektur des digital bookshelf Prototypen. In Klammern sind die 
verwendeten Sprachen dargestellt (JS steht dabei für JavaScript). 
	  
	  
5.1 Backend 
Das Backend des Prototypen stellt eine Abstraktionsschicht dar, die mögliche Änderungen in der Umfang und 
Art der verwendeten Bestandsdaten auffangen kann. Zusätzlich verfügt das Backend über eine separate 
Komponente zur Aufnahme und Verarbeitung der Tracking-Datenströme. Diese beiden Bereiche des Backends 
werden in den folgenden zwei Abschnitten beschrieben.  
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5.1.1 Verarbeitung der Bestandsdaten 
Das Eclipse-Projekt „JITWebProject“ enthält die Java-Komponenten, die für die Verarbeitung der 
Bestandsdaten aus Sicht des Backends serverseitig relevant sind. Dies umfasst beiden für die Datenbank 
verantwortlichen Java-Klassen BaseXClient und BaseXController, die sich im Package 
de.tudresden.mg.ebookshelf.data befinden. Auf die entsprechenden Dateien wird im Laufe dieses Abschnittes 
noch näher eingegangen. Die Auswahl der zu visualisierenden Bestandsdaten durch Mitarbeiter der SLUB wird 
dem Backend in Form eines XML-Dumps zur Verfügung gestellt, d.h. es handelt sich zum Zeitpunkt der 
Umsetzung um eine aus dem Fotothekbestand exportierte Liste an Objektknoten in XML mit einem Umfang 
von ca. 130 MB (s. Abschnitt 4.2.1). Dieser Ausschnitt aus der Fotothek-Datenbank befindet sich im 
„JitWebProject“ unter dem Pfad /WebContent/data/data.xml. Jeder Objektknoten in dieser XML-Datei wird 
durch ein <obj> Tag definiert, das über zahlreiche Kindknoten verfügen kann. Um eine semantisch und 
syntaktisch einwandfreie Verfügbarkeit und einheitliche Zugriffe zu ermöglichen, musste ein stabiles 
Datenbanksystem gefunden werden, das eine entsprechende Anfragesprache oder ähnliche standardisierte 
Zugriffsmöglichkeiten bietet. Mit dem Java-basierten und quelloffenen Framework BaseX konnte eine solche 
Datenbank schnell und effektiv in das Projekt eingebunden werden: Mit Hilfe dieses Systems können große 
Mengen von XML Daten direkt als Datenbasis geladen und anschließend mit der Anfragesprache XQuery 
abgerufen werden. Als „Bonus“ enthält das BaseX-Projekt eine nutzerfreundliche GUI (siehe Abbildung 44), 
die das Testen von XQuery-Anfragen ermöglicht, was sowohl die Wartung der Datenbasis als auch das 
Prototyping neuer Abfragen deutlich erleichtert.  
 
 
Abbildung 44. BaseX GUI Screenshot; zu sehen sind die vier Hauptbereiche für die Eingabe von 
Testanfragen (links oben), Visualisierung der Datenbasis (rechts oben), Ausgabe der Ergebnismenge 
(links unten) und Anzeige weiterer Informationen (rechts unten). 
Neben der Möglichkeit, neue Datenbanken über die erwähnte GUI anzulegen, ermöglicht BaseX auch das 
Einbinden der Datenbasis in eine Java-Anwendung. Aus Gründen der Interoperabilität war dieser Ansatz 
ebenfalls maßgeblich für die Auswahl als Datenhaltungswerkzeug für den Prototypen. Ziel war hier von 
Anfang an die Kapselung der Datenbasis in einer Webanwendung, um Verfügbarkeit, Leistungsfähigkeit und 
Sicherheit in einer einzigen Architekturkomponente zu vereinen. Um aus einer Java-Umgebung auf die BaseX-
Datenbank zugreifen zu können, wurden entsprechende Standardkomponenten aus der BaseX 
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Dokumentation übernommen. (vgl. BaseX, 2013a) Dazu gehört im Wesentlichen die Klasse BaseXClient, 
welche das BaseX Server Protocol implementiert und die XQuery-Funktionalität kapselt. (vgl. BaseX, 2013b) 
Hinzu kommt der BaseXController, der für die Initialisierung und den Lebenszyklus des Datenbankservers 
verantwortlich ist. 
 
5.1.2 Tracking und Gestenerkennung 
Das VisualStudio 2010 Projekt „KinectHTML5“ enthält in dem „Kinect.Server“-Projekt die für das Tracking 
relevanten Komponenten. Für die Initialisierung des Sensors und das Erzeugen der relevanten Datenströme für 
die Tiefen-, Skelett- und Interaktionsdaten ist die Klasse InteractionController zuständig. Das Anlegen der 
Kommunikation auf Basis der WebSocket-Technologie sowie eine rudimentäre Debugging-Ansicht 
entspringen einem Tutorial mit dem Titel „Kinect plus HTML5“. (vgl. Pterneas, 2012) Die Trackingseite des 
Backends baut auf dem offiziellen Microsoft Kinect SDK der Version 1.7 auf. Notwendige Aufgaben sind hier 
die Initialisierung des Sensors, die Aktivierung der benötigten Datenströme und die Einrichtung von Event 
Hooks, die mit für den jeweiligen Datenstrom spezifischen Frameraten aufgerufen werden. (vgl. Microsoft, 
2012d, 2012e) In der Regel bewegen sich diese Frameraten um die 30 Bilder pro Sekunde, dies ist jedoch 
abhängig von verschiedenen Faktoren wie z.B. der Leistungsfähigkeit des USB-Anschlusses und der 
Prozessorleistung des angeschlossenen Rechners bzw. der Anzahl der verwendeten Sensordatenströme. 
 
Ursprünglich wurde als Trackingkomponente ein vom Autor mitentwickeltes Prototyping-Toolkit für 
gestensteuerbare Anwendungen eingeplant. Dieses wird von der Juniorprofessur für Software-Engineering 
Ubiquitärer Systeme (SEUS) an der TU Dresden unter dem Namen ProtUbique weiterentwickelt, das 
ursprüngliche Projekt trägt den Titel UbiNect. (vgl. Keller, Kühn, Engelbrecht, Korzetz, & Schlegel, 2013) Das 
relevante Teilprojekt ist innerhalb der VisualStudio-Lösung „KinectHTML5“ unter „UbiNect“ zu finden. 
UbiNect verfügt über eine zentrale „Prototyp“-Klasse, die wiederum mehrere Programmkomponenten erzeugt 
und initialisiert. Dazu gehören unter anderem je eine Klasse für die Erkennung von Posen und Gesten sowie 
verschiedene in einer zentralen Prototyping-GUI zusammengefasste UI-Komponenten, die unter anderem die 
verschiedenen Sensordatenströme in Echtzeit anzeigen. Der dem Autor zur Verfügung stehende Stand von 
UbiNect verwendete allerdings noch eine Betaversion des Kinect SDKs, das aufgrund umfangreicher 
Änderungen in der Releaseversion nicht mehr mit der zu Beginn der Entwicklung aktuellen Version 1.6 des 
SDKs kompatibel war.  
 
Nachdem die Kompatibilität von UbiNect mit dem Kinect SDK 1.6 wiederhergestellt wurde, sind mit der 
Gestenerkennungskomponente von UbiNect versuchsweise verschiedene Gesten für die in Abschnitt 4.4.3 
entworfenen Interaktionen eingebaut und getestet worden. Für die Definition von Gesten und Posen wird in 
dem Toolkit der in Abschnitt 2.6 beschriebene „naive“ Ansatz ohne Dynamic Time Warping verfolgt. Dazu 
wird das komplette Skelett (vgl. Abbildung 13 in Abschnitt 2.6) in einem anpassbaren Zeitfenster, welches die 
Dauer der Geste darstellt, mehrmals aufgenommen. In der Regel reicht hier ca. eine Sekunde als Zeitrahmen 
aus, in dem drei bis fünf Aufnahmen gemacht werden. In der Gestenerkennungskomponente wird 
anschließend überprüft, ob von beliebigen Skelettpositionen bestimmte Kriterien über den Zeitverlauf 
eingehalten werden. Dabei verfügt der Programmierer über entsprechende Kenntnisse des bisherigen 
Gestenverlaufs, da ja die Aufnahmedaten verfügbar sind. Damit lassen sich Gesten durch Variablenverläufe 
definieren, wie in Listing 3 beispielhaft zu sehen ist. Für jede der in der Variable pos gespeicherte 
Momentaufnahme von Gelenkpositionen wird überprüft, ob die y-Koordinate der linken Hand innerhalb eines 
durch den Wert yTolerance vorgeschriebenen Bereiches bleibt. In Kombination mit den Bedingungen für die 
Startpose (hier eine über das Niveau der Hüfte erhobene linke Hand) und dem Kriterium für den Beginn der 
Aufnahme von Gelenkpositionen, in diesem Fall einer Bewegung der linken Hand entlang der negativen x-
Achse um mindestens zehn Zentimeter, beschreibt diese Vorschrift eine Wischgeste der linken Hand von links 
nach rechts. 
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public	  override	  bool	  isGesture(List<Dictionary<JointType,	  Joint>>	  pos)	  
	  	  	  	  	  	  	  	  {	  
	  	  	  	  	  	  	  	  	  	  	  	  //	  the	  observed	  movement's	  y-­‐coordinates	  must	  not	  exceed	  more	  than	  +/-­‐	  the	  value	  in	  	  
	  	  	  	  	  	  	  	  	  	  	  	  //	  yTolerance	  
	  	  	  	  	  	  	  	  	  	  	  	  double	  yTolerance	  =	  0.2;	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  if	  (pos.Count	  >	  3)	  
	  	  	  	  	  	  	  	  	  	  	  	  {	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  double	  upperthreshold	  =	  starthandPosture.Y	  +	  yTolerance;	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  double	  lowerthreshold	  =	  starthandPosture.Y	  -­‐	  yTolerance;	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  for	  (int	  i	  =	  0;	  i	  <	  pos.Count;	  i++)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  {	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  double	  y	  =	  pos[i][JointType.HandLeft].Position.Y;	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  if	  (y	  <	  upperthreshold	  &&	  y	  >	  lowerthreshold)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  continue;	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  else	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  {	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  return	  false;	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  }	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  }	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  return	  true;	  
	  	  	  	  	  	  	  	  	  	  	  	  }	  
	  	  	  	  	  	  	  	  	  	  	  	  return	  false;	  
	  	  	  	  	  	  	  	  } 
Listing 3. Beispiel einer Gestendefinition durch Prüfung von Koordinatenkonfigurationen, die für 
sämtliche Positionsaufnahmen (Variable pos) eingehalten werden müssen. 
Leider stellte sich die Verwendung dieses Frameworks zur Gestenerkennung als Limitierung bei der 
Auswertung reziproker Gesten heraus. Entsprechend der Betrachtungen in Abschnitt 4.4 sollte das 
Gestenvokabular durch die Doppelbelegung von Gesten, d.h. durch reguläre und „umgekehrte“ 
Durchführung einer Geste, deutlich reduziert werden. Nutzer müssten so nur eine Geste erlernen, die regulär 
und „umgekehrt“ ausführbar ist, wodurch zwei Interaktionen mit „einer“ Geste möglich wären. Ein Beispiel 
hierfür wäre etwa das Scrolling einer Liste vorwärts und rückwärts. Aufgrund der Aufzeichnungs- und 
Abbruchbedingungen bei der Gestenerkennung im UbiNect Projekt war dies nicht möglich: Die 
Gestenerkennungskomponente verfügt über die Eigenschaft, zu jedem Zeitpunkt ausschließlich die Aufnahme 
einer einzigen Geste zu erlauben. Eine Geste wird dann aufgenommen, wenn der Nutzer eine definierte 
Startposition einnimmt und etwa die ersten zehn Prozent der notwendigen Bewegung in eine mit der Geste 
korrespondierende Richtung ausführt. Das Problem liegt hierbei in der Bedingung für die Startposition: Sobald 
eine Startposition erkannt wird, bricht die aktuelle Aufnahme auf jeden Fall ab – was für eine eindeutige 
Belegung der Gesten durchaus sinnvoll ist. Bei der geplanten Doppelbelegung der Gesten stellt jedoch das 
Ende der regulären Durchführung gleichzeitig den Beginn der umgekehrten Durchführung einer Geste dar. 
Die problematische Übergangszone zwischen Ende der regulären und Beginn der umgekehrten Geste war 
programmatisch nicht zufriedenstellend zu bewerten, außerdem war dieser Bereich besonders von 
verschiedenen Umweltbedingungen (z.B. Position des Nutzers relativ zum Sensor) abhängig, was eine robuste 
Erkennung dieses Übergangs erschwerte. 
 
Aus diesem Grund wurde sich im Detail mit den Möglichkeiten des inzwischen erschienenen Kinect SDK 1.7 
auseinandergesetzt. Als interessanteste Neuerung der momentan aktuellsten SDK-Version ist das Kinect 
Interactions Framework zu nennen, das verbesserte eingebaute Interaktionstechniken enthält. So lassen sich 
mit Hilfe des Frameworks vorgefertigte GUI-Komponenten verwenden, die direkt mit einem angeschlossenen 
Sensor kommunizieren und so unter anderem die Interaktionen „press for selection“, das den bisherigen 
Ansatz „hover select“ ersetzt, sowie „grip and move for scrolling“, eine deutlich intuitivere Methode des 
Scrollens, ermöglichen. (Microsoft, 2013b) Besonders die Technik des „grip and move“, also Greifen und 
Bewegen, ist im Sinne der direkten Manipulation ein für den Prototypen interessantes Konzept zur Bedienung 
des Graphen. Leider ist die zugrundeliegende Technologie, d.h. die Datenströme der Kinect, auf denen die 
Erkennung beispielsweise der „grip“-Interaktion beruht, nicht offiziell dokumentiert. Glücklicherweise gibt es 
dennoch bereits Ressourcen im Internet, die den sogenannten InteractionStream der Kinect aufgegriffen und 
ausgewertet haben, sodass der digital bookshelf Prototyp ebenfalls in die Lage versetzt werden konnte, auf 
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„grip and move“-Handlungen zu reagieren. Um auf den InteractionStream der Kinect zugreifen zu können, 
müssen, ähnlich den anderen verwendeten Datenströmen SkeletonStream und DepthStream, entsprechende 
Event Hooks registriert werden. Tabelle 6 enthält einen Überblick über einige der wichtigsten im 
InteractionStream verfügbaren Interaktionsparameter. Zusätzlich ist ein InteractionClient notwendig, der die 
Interaktionsparameter zu einem bestimmten Zeitpunkt und an einem bestimmten Ort berechnet. (Velvárt, 
2013) 
 
Name  Erläuterung 
InteractionHandType Zeigt an, ob die aktuellen Interaktionsparameter zur 
linken oder rechten Hand des Nutzers gehören. 
isActive Zeigt an, ob die Hand gerade aktiv, d.h. in der 
Interaktionszone der Kinect (oberhalb der Hüfte des 
Nutzers) liegt. 
InteractionHandEventType Beschreibt für den aktuellen Frame den Zustand der 
Hand als „zufassend“ (engl. gripped) oder „nicht 
zufassend“ (engl. grip release)  
PressExtent Beschreibt, wie weit die Hand in direkter z-Richtung 
dem Sensor in einer flüssigen, zusammenhängenden  
Bewegung entgegenkommt.  
isPressed Zeigt an, ob die Hand aktuell eine „drücken“ 
Interaktion ausführt (anhand eines ausreichend 
großen PressExtent-Wertes) 
 Tabelle 6. Aufstellung einiger wichtiger Interaktionsparameter aus dem Kinect-InteractionStream. 
Der notwendige Umstieg auf eine Gestenerkennung auf Basis der zur Verfügung stehenden 
Interaktionsparameter bedeutet jedoch eine Abweichung vom ursprünglichen Interaktionskonzept. Statt der 
Erkennung diskreter Gesten, was in verschiedenen Stadien der prototypischen Umsetzung zu den oben 
beschriebenen Problemen führte, setzt die aktuelle Version des Prototypen auf die kontinuierliche Erkennung 
von Handposition und der in Tabelle 6 aufgeführten Interaktionsparameter. Die Handposition wird im Sinne 
eines einfachen „Avatars“ zur besseren Orientierbarkeit auf indirekte Weise auf die Projektionsfläche 
übertragen. Die Details zur Darstellung sind in Abschnitt 5.3.3 beschrieben, da sie im Aufgabenbereich der 
Präsentationskomponente liegen.   
 
Da die weitere Verarbeitung der Interaktionsdaten ohne Kenntnis der Visualisierungskomponenten nicht 
sinnvoll erscheint, endet der Verantwortungsbereich des Tracking-Backends bei der Aufbereitung und 
eventbasierten Verarbeitung der genannten Interaktionsdaten. Hinzu kommen ebenso eventbasierte Update-
Methoden für den SkeletonStream, der in jedem Frame Positionsdaten für die bereits erwähnten 
Gelenkpunkte eines Nutzers liefert. Diese Informationen sind in der Klasse KinectController gekapselt. Der 
weitere Zugriff auf die so aufbereiteten Daten findet in der Middleware-Schicht statt, auf die als nächstes 
genauer eingegangen wird. 
 
 
5.2 Middleware 
Der Begriff „Middleware“ ist grundsätzlich weit gefasst und umfasst in der Regel Funktionalitäten, die zur 
Vermittlung oder Überbrückung zwischen zwei separaten Programmen oder Komponenten notwendig ist. 
(vgl. Bosset, 2007) Im vorliegenden Projekt dient diese Schicht zur Kommunikation der durch unterschiedliche 
Technologien akquirierten Datenströme vom Backend in das Javascript-basierte, d.h. clientseitig in einem 
Browser ausgeführte Frontend. 
 
5.2.1 Zugriff auf Bestandsdaten 
Die Bestandsdaten, die vom Backend in Form einer BaseX Serverinstanz verwaltet werden, werden über ein 
Java Servlet nach außen geliefert. Der dafür notwendige Quellcode befindet sich im beiliegenden Eclipse-
Projekt „JITWebProject“ unter /src/DataServlet (default package). Aus Sicht des Frontends sind lediglich die 
Bestandsdaten in strukturierter Form von Interesse, d.h. die Middleware muss an dieser Stelle die 
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Implementierungsdetails der BaseX-Plattform kapseln. Als Zugangspunkt bietet sich die Einrichtung eines 
Query-Endpoints an: So kann jeder Client eigene strukturierte Anfragen und Ergebnisse an die Datenbasis 
stellen, ohne auf weitere Details der Datenbank Rücksicht nehmen oder auf Kosten der eigenen Performance 
Daten formatieren zu müssen. Bei XML Query, kurz XQuery, handelt es sich um eine standardisierte Sprache 
zur Abfrage und Kombination XML-basierter Datensätze, was z.B. Dokumente, Datenbanken und Webseiten 
einschließt. (vgl. W3C, 2013) XQuery baut auf XPath Operatoren und Funktionen auf, d.h. diese können in 
einem XQuery-Ausdruck verwendet werden, um in XML-Datensätzen zu navigieren, auf spezifische Elemente 
zuzugreifen und diese Elemente zu verarbeiten. Die grundlegende Struktur eines XQuery-Ausdrucks folgt dem 
sogenannten FLWOR-Muster (sprich: flower). In Anlehnung an andere Abfragesprachen wie z.B. SQL steht der 
Begriff FLWOR für die Abfolge an z.T. optionalen Schlüsselwörtern eines gültigen Ausdrucks: (vgl. W3C, 2012) 
 
1. FOR (obligatorisch): erzeugt und iteriert durch eine Sequenz von Kindknoten, die durch einen XPath 
angegeben werden. 
2. LET (optional): bindet eine Sequenz an eine Variable. 
3. WHERE (optional): filtert die Knoten anhand einer booleschen Bedingung. 
4. ORDER BY (optional): sortiert die Knoten. 
5. RETURN (obligatorisch): wird für jeden iterierten Knoten ausgewertet und der Ergebnismenge 
hinzugefügt. 
 
Abgesehen von FLWOR-Ausdrücken unterstützt XQuery noch vereinfachte Ausdrücke bzw. reine XPath-
Angaben. Auf diese Art kann die Datenbank der Bestandsdaten der Fotothek (vgl. Abschnitt 4.2) abgefragt 
werden, wobei sogar eine Strukturierung der Rückgabewerte durch sorgfältige Formulierung der Queries 
möglich wird. Das folgende einfache Listing 4 aus dem Prototypen liefert etwa die Anzahl aller möglichen 
Werte für die Kategorie der „Gattung“. Für diesen Eintrag steht das XML-Tag <a5220> eines Objektknotens. 
 
for	  $x	  in	  distinct-­‐values(//obj//a5220)	  return	  $x;	  
Listing 4. Einfaches Beispiel für einen gültigen XQuery-Ausdruck im FLWOR-Format, der nur die beiden 
notwendigen Klauseln for und return sowie eine XPath-Funktion distinct-values enthält. 
Mit komplexeren Queries können bereits umfangreiche Sortierungs- und Filterungsaufgaben direkt vom 
Datenbankserver vorgenommen werden, so dass der anfragende Client diese teils aufwändigen Berechnungen 
nicht mehr vornehmen muss. Eine der komplexeren Anfragen, die innerhalb des Prototypen verwendet 
werden, ist in Listing 5 zu sehen. In dieser Abfrage wird zunächst eine Hilfsfunktion is-value-in-sequence 
deklariert, die ermittelt, ob sich ein gegebener Wert in einer Sequenz befindet. Diese Funktion wird 
anschließend dazu verwendet, um aus der Liste aller Werte für den Eintrag „APS-Archiv“ (XML-Tag <a99d3>) 
für die vorläufige Ergebnismenge $resultset diejenigen Einträge zu filtern, die sich auf einer Filterliste ($filter) 
befinden. Diese vorläufige Ergebnismenge wird sodann sortiert, und zwar absteigend nach der Anzahl der 
Elemente, die einen bestimmten Wert für diesen Eintrag im APS-Archiv besitzen. In der letzten Zeile schließlich 
werden aus der vorläufigen Ergebnismenge nur die ersten zwölf Einträge, getrennt durch eine Leerzeile (XML-
Code „&#xa;“), zurückgegeben. 
 
declare	  namespace	  functx	  =	  "http://www.functx.com";	  	  
declare	  function	  functx:is-­‐value-­‐in-­‐sequence	  	  
	  	  (	  $value	  as	  xs:anyAtomicType?	  ,	  
	  	  	  	  $seq	  as	  xs:anyAtomicType*	  )	  	  as	  xs:boolean	  {	  
	  	  	  	  	  	  	  	  
	  	  	  $value	  =	  $seq	  
	  }	  ;	  
	  
let	  $filter	  :=	  ('KUR-­‐Peter',	  'Bidok')	  
let	  $resultset	  :=	  for	  $x	  in	  distinct-­‐values(//obj/a99d3/text())	  where	  not(functx:is-­‐value-­‐in-­‐
sequence($x,	  $filter))	  	  order	  by	  count(//obj[a99d3=$x])	  descending	  return	  $x	  
	  
for	  $entry	  in	  subsequence($resultset,	  1,	  12)	  return	  ($entry,	  '&#xa;')	  
Listing 5. Beispiel für einen komplexen FLWOR-Query, bei dem umfangreiche Formatierungen der 
Ergebnismenge vorgenommen werden. 
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Aus Sicht des Clients stellt das Servlet den XQuery-Endpoint als einfachen HTTP-Get-Request mit URL-
encodiertem query-Parameter dar. Um Ressourcen zu schonen wird im Servlet das Prinzip lazy initialization 
angewendet, das sich auch auf die Datenbank bezieht: Beim ersten Datenbankzugriff wird die Initialisierung 
des BaseXControllers ausgelöst, der wiederum den XQuery-Client sowie die Datenbasis selbst (die 
Bestandsdaten als XML-Datei) lädt. Der BaseXController ist dabei als threadsicheres Singleton implementiert, 
da zu jeder Zeit immer nur eine Datenbank existieren soll, die anfallende Queries asynchron verarbeitet. Um 
bei der Implementierung dieser für die Leistungsfähigkeit des Systems kritischen Komponente die optimale 
Variante des Singleton-Patterns zu berücksichtigen, wurde auf die Variante von BILL PUGH zurückgegriffen. (vgl. 
Anonymous, 2013; Hovemeyer & Pugh, 2004)  
Der XQuery-Endpoint läuft auf einem Apache Tomcat 7.0.27 als reguläres HTTP-Servlet und ist unter der 
Adresse http://localhost:8080/JITWebProject/SLUBSemanticsGraph/index.html/DataServlet11 zu erreichen. 
 
5.2.2 Zugriff auf Trackingdaten 
Zur Bereitstellung der aufbereiteten Trackingdaten, d.h. vor allem der Informationen aus dem 
InteractionStream des Kinect SDK 1.7, wird für Zwecke der Plattformunabhängigkeit auf einen Websocket 
zurückgegriffen. Die „WebSocket specification“, wie der offizielle Terminus lautet, ermöglicht eine 
Vollduplexkommunikation über eine einzige TCP-Verbindung, was zu einer enormen Vereinfachung des 
Kommunikationsablaufes zwischen Webkomponenten führt. Da die meisten modernen Webanwendungen, 
Browser und Betriebssysteme inzwischen Websockets unterstützen, ist diese Technologie als kleinster 
gemeinsamer Nenner für die Kommunikation zwischen den ansonsten sehr heterogenen Technologien 
verwendet worden. (siehe Schichtenarchitektur in Abbildung 43; vgl. Internet Engineering Taskforce, 2011; 
Kaazing Corp., 2013; Marsal, 2010; Raymor, 2012)  Um die Trackingdaten aus C# über einen Websocket zu 
veröffentlichen, wird das Fleck-Framework verwendet. (vgl. Staten, 2013) Dabei wird ein ASP.NET Server 
erstellt, der unter der URL ws://localhost an Port 8181 einen Websocket erzeugt. Über diesen Socket können 
anschließend beliebige Objekte gesendet und empfangen werden. Im Teilprojekt „Kinect.Server“ des 
VisualStudio-Projektes „KinectHTML5“ ist die Klasse InteractionController für das Initialisieren der Websockets 
verantwortlich. 
 
Jeder erzeugte Frame des InteractionStream wird nun ebenfalls in der Klasse InteractionController 
vorverarbeitet und anschließend eine Reihe von Interaktionsdaten sowie sämtliche verfügbare Positionsdaten 
des Nutzers in JSON serialisiert über den Websocket gesendet. Dieser baut eine Verbindung zur 
Visualisierungskomponente auf, wo die eingehenden Daten schließlich zur Manipluation der Darstellung 
benutzt werden. Bei der Serialisierung werden zwei verschiedene Objekte erzeugt: Eines stellt ein JSON-Objekt 
dar und enthält die kompletten Gelenkpositionsdaten, zugeordnet zu den jeweiligen Gelenk-IDs. Hierzu wird 
die Hilfsklasse SkeletonSerializer verwendet, die auf der Basis von DataContracts das Skelettmodell in JSON 
überträgt und eine Skalierung auf eine definierte Viewportgröße vornimmt. Das andere Objekt enthält eine 
Liste von Interaktionsparametern (vgl. Tabelle 6), die für die Erkennung von Nutzerinteraktionen und daraus 
folgender Zustandsänderungen der Visualisierung verwendet werden. Die Implementierung dieser 
Zustandsänderungen und Manipulationen der Visualisierung finden in der im folgenden Abschnitt 
beschriebenen Frontend-Schicht statt. Das JSON-Objekt, welches die Gelenkpositionen kapselt, enthält 
zunächst ein Array von Skeletten; maximal jedoch zwei. Für jedes dieser Skelette ist ein assoziatives Array mit 
den Gelenk-IDs als Schlüssel und einem dreidimensionalen, skalierten Positionsvektor als Wert abgelegt. Die 
Gelenk-IDs entsprechen den JointTypes aus dem Kinect SDK in Kleinbuchstaben, z.B. „handleft“ oder „spine“. 
(vgl. Listing 6) 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 Findet das Deployment auf einem externen Server statt, muss der Servername (hier: localhost) natürlich 
entsprechend geändert werden. 
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for(var	  i	  =	  0;	  i	  <	  skeletonData.length;	  i++)	  
{	  
var	  skeleton	  =	  skeletonData[i];	  
	   	   	   	   	  
var	  leftHand	  =	  skeleton["handleft"];	  
	   var	  rightHand	  =	  skeleton["handright"];	  
	   	   	   	   	  
	   var	  leftElbow	  =	  skeleton["elbowleft"];	  
	   var	  rightElbow	  =	  skeleton["elbowright"];	  
	   	   	  
	   //	  handles	  changes	  in	  the	  interaction	  zone	  for	  this	  user	  
	   this.checkInteractionZone(skeleton["spine"].z);	  
	   	  
	   …	  
}	  
Listing 6. Beispielzugriff auf eine Gelenkposition in dem von der Middleware über den Websocket 
veröffentlichten JSON-Objekt. 
Zur Auswertung der Interaktionsparameter hingegen wird ein einfacher String der Form 
„handconfig:[left|right]:$isActive:$isGripped“ von der Middleware erzeugt, wie in Listing 7 zu sehen. 
 
//	  send	  a	  string	  that	  says	  "handconfig:[left|right]:$isActive:$isGripped"	  
var	  side	  =	  hand.HandType	  ==	  InteractionHandType.Left	  ?	  "left:"	  :	  "right:";	  
var	  isActive	  =	  hand.IsActive.ToString()	  +	  ":";	  
var	  isGripped	  =	  lastHandEvent.ToString()	  +	  ":";	  
	  
var	  message	  =	  "handconfig:"	  +	  side	  +	  isActive	  +	  isGripped;	  
if	  (hasUser)	  
{	  
this.sendMessage(message);	  
}	  
Listing 7. Erzeugung des „handconfig“-Strings zur Übermittlung der Handkonfiguration und 
zugehöriger Interaktionsparameter. Auszug aus der InteractionController-Klasse. 
 
 
5.3 Frontend 
Die für die Zusammenführung der erzeugten Datenströme und die Visualisierung in zwei Teilen 
verantwortlichen Programmteile befinden sich ausnahmslos im „JITWebProject“ unter dem Pfad 
/WebContent, da diese Komponenten sämtlich über einen Apache Tomcat 7.0.27 Server angeboten werden. 
Die Einstiegsseite index.html, die alle relevanten Komponenten in Form von JavaScipt-Dateien lädt, ist im 
Projekt unter dem Pfad /WebContent/SLUBSemanticsGraph/index.html zu finden und lässt sich, sofern der 
Server läuft, unter der URL http://localhost:8080/JITWebProject/SLUBSemanticsGraph/index.html aufrufen. Der 
Prototyp wurde ausschließlich unter Google Chrome, Version 28.0.1500.95 getestet.  
 
5.3.1 Verarbeitung der Nutzereingaben 
Für diesen Aufgabenbereich sind die Scripte „websocket“ und „kinectComponent“ verantwortlich. Sie sind im 
„JITWebProject“ unter /WebContent/websocket.js bzw. /WebContent/SLUBSemanticsGraph/kinectComponent.js 
zu finden. Die Nutzereingaben, d.h. die Trackingdaten, werden durch die im vorangegangenen Abschnitt 5.2 
beschriebene Middleware über einen Websocket veröffentlicht. Das „websocket“-Script baut eine Verbindung 
zu diesem Websocket auf und leitet nach vorheriger Überprüfung gültige JSON-Objekte an die 
„kinectComponent“ weiter, wo die entsprechenden Eingabeinformationen zur Anpassung der 
Programmoberfläche verwendet werden. Dieser Ablauf ist in Form eines UML Sequenzdiagramms in 
Abbildung 45 dargestellt. In den Komponenten, die am unteren Bildrand mit den Ziffern 1. bis 3. nummeriert 
sind, werden die Trackingdaten aufgenommen (1.), in JSON serialisiert (2.) und über einen Websocket 
gesendet; die Details dazu sind in den vorigen Abschnitten beschrieben worden. Diese Komponenten befinden 
sich im Projekt „KinectHTML5“ und stellen Backend sowie Middleware dar.  
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Abbildung 45. Sequenzdiagramm zur Veranschaulichung der Verarbeitung von Nutzereingaben in 
Form von Trackingdaten mit allen beteiligten Programmkomponenten. Die Ziffern 1 und 2 bezeichnen 
Backend-Komponenten, Ziffer 3 ist Teil der Middleware, Komponenten 4-7 gehören zum Frontend. 
Der Empfang von JSON-Objekten aus der Middleware-Schicht erfolgt im websocket-Script (Nr. 4. im Bild) 
asynchron, d.h. es können keine Annahmen über den Zeitpunkt des Eintreffens neuer Pakete gemacht 
werden. Theoretisch bestünde die Möglichkeit, über denselben Websocket den Empfang eines Paketes zu 
bestätigen, was aber in diesem Falle die Komplexität unnötig erhöhen und die Performance unter Umständen 
mindern würde. Grundsätzlich lässt sich dennoch davon ausgehen, dass durch die Kinect-
Middlewarekomponente im Schnitt dreißig mal pro Sekunde zwei Objekte gesendet werden. Dabei handelt es 
sich, wie im vorigen Abschnitt beschrieben, um die in JSON serialisierte Momentaufnahme der Skelett-
Trackingpunkte (Gelenke) und um einen String, der mit dem Präfix „handconfig:“ drei Interaktionsparameter 
(linke oder rechte Hand, isActive, isGripped) aus dem InteractionStream enthält. Für die Manipulation der 
Benutzungsoberfläche (engl. user interface, UI) werden laut Interaktionskonzept die Handposition in der x-y-
Eben, die Entfernung des Nutzers vom Sensor sowie die Handkonfiguration verwendet. Die Position des 
Nutzers und seiner Hände wird aus den übermittelten Skelettdaten im JSON-Format ersichtlich, während die 
Handkonfiguration aus dem erwähnten „handconfig:“ String hervorgeht. Positionsdaten werden im 
kinectComponent-Script von der Methode „dispatchHandMovement“ verarbeitet, während die 
Handkonfiguration durch die Methode „dispatchHandInteraction“ gespeichert wird. Die Weiterleitung der 
entsprechenden Nachrichten an die richtige Methode wird anhand einer Inspektion der übertragenen JSOn-
Objekte durch das websocket-Script vorgenommen. Dabei ist festzuhalten, dass diese Schnittstelle bei 
Kenntnis der durch die Middleware erzeugten Datenschemata leicht zu „täuschen“ ist, d.h. beliebige 
Nachrichten mit entsprechendem Präfix und zu den erwarteten Schemata strukturell identischem Inhalt 
können zur Zeit ohne weitere Sicherheitskontrollen an die kinectComponent weitergeleitet und von dieser 
interpretiert werden. Dies stellt unter Umständen ein Sicherheitsrisiko dar, andererseits werden durch das 
aktuell vorgesehene System keinerlei zugangsbeschränkte Daten dargestellt, was Sicherheitsbedenken zur Zeit 
nicht relevant erscheinen lässt, zumal es sich um einen Prototypen handelt. In den folgenden Absätzen wird im 
Detail erläutert, welche Auswirkungen die genannten Trackingdaten auf die Visualisierung haben. Dabei wird 
zuerst auf die Entfernung eines Nutzers eingegangen, danach auf die Handkonfiguration und schließlich auf 
die Handposition. 
 
5.3.1.1 Entfernung und Interaktionszonen 
Die Entfernung des Nutzers zum Sensor wird anhand der z-Koordinate seines „spine“-Skelettvektors ermittelt 
und dient der Zuordnung zu einer von drei Interaktionszonen, in die das Sichtfeld des Sensors unterteilt ist. 
Jede dieser Interaktionszonen stellt eine der drei Hierarchieebenen des visualisierten Graphen dar, sodass – 
gemäß Interaktionskonzept – durch das Betreten einer Interaktionszone der ihr zugeordnete Teil des Graphen 
angezeigt wird. Durch Näherkommen bewegt sich der Nutzer tiefer in die Knotenhierarchie des Graphen 
hinein, bis er in der tiefsten Hierarchieebene nur noch Bilder angezeigt bekommt. Folgende Aufteilung gilt 
aktuell für die Interaktionszonen, wobei diese Werte in der Regel an den Installationsort angepasst werden 
müssen: 
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1. Interaktionszone „far“: Der Nutzer ist zwischen drei und vier Metern entfernt vom Sensor. 
2. Interaktionszone „medium“: Der Nutzer ist zwischen zwei und drei Metern entfernt vom Sensor. 
3. Interaktionszone „near“: Der Nutzer ist weniger als zwei Meter entfernt vom Sensor. 
 
Beim Wechsel in eine Interaktionszone reagiert das System abhängig von der vorherigen Interaktionszone 
entweder mit einem „Eintauchen“ oder „Auftauchen“ aus der Hierarchie, d.h. ausgehend von den drei 
Hierarchieebenen des Graphen, von der die erste im Ausgangszustand (Interaktionszone „far“) angezeigt 
wird, taucht der Nutzer durch den Übergang von „far“ zu „medium“ in die zweite Ebene ein. Tritt der Nutzer 
nun wieder zurück in die „far“-Zone, so wird logischerweise der Graph wiederum die erste, also oberste 
Ebene des Graphen anzeigen. Dadurch sind die Interaktionszonen immer verknüpft mit genau einer 
Hierarchieebene des Graphen, was in Abstimmung mit den Verantwortlichen der SLUB gegebenenfalls auch 
durch räumliche Hervorhebungen, beispielsweise durch Teppiche oder Bodenmarkierungen, verdeutlicht 
werden könnte. Die Ausdehnung der Interaktionszonen ist durch das maximale und minimale Blickfeld des 
Sensors vorgegeben, wie am Ende von Abschnitt 4.4.1 beschrieben ist. 
 
5.3.1.2 Handkonfiguration 
Die Handkonfiguration wird, wie bereits erwähnt, durch einen einfachen String wiedergegeben, der die 
aktuelle Konfiguration in Form dreier Parameter ca. 30 mal pro Sekunde in die kinectComponent hineingibt, 
wo diese Parameter zwischengespeichert und bei der Verarbeitung der Handposition weiterverwendet 
werden. Diese Parameter geben an, ob es sich bei den gelieferten Informationen um die linke oder rechte 
Hand handelt, ob die entsprechende Hand „aktiv“ und ob sie „gripped“ ist, d.h. ob sie geschlossen ist (Wert 
„Grip“) oder nicht (Wert „GripRelease“). Ein Beispiel für diesen String in der Form, in der er vom 
kinectComponent-Script verarbeitet wird, ist in Listing 8 zu sehen. 
 
handconfig:left:true:GripRelease	  
Listing 8. Beispielwert für die Handkonfigurations-Nachricht. Hierbei handelt es sich um die linke Hand, 
die aktiv ist und aktuell nicht geschlossen. 
Eine Hand gilt im Kinect Interaction Framework dann als aktiv, wenn sie sich über der Hüftlinie eines Nutzers 
und vor seinem Körper befindet. (vgl. Velvárt, 2013) Ob eine Hand geschlossen ist oder nicht, wird als 
Auslöser für die Aktualisierung der Position des Handavatars bzw. Handcursors verwendet. Sobald eine der 
beiden Hände des Nutzers aktiv und geschlossen ist, wird die Position des Handcursors neu berechnet und 
dargestellt. Details dazu werden im folgenden Unterpunkt zur Behandlung der Handposition beschrieben. 
 
5.3.1.3 Handposition 
Die Berechnung der Position des Handcursors basiert auf einem Beschleunigungsvektor, der von der aktuellen 
Handposition relativ zum Ellbogen desselben Armes abhängig ist. Der Handcursor selbst wird, ebenso wie die 
Kindknoten der aktuell angezeigten Graphebene, auf einer Kreisbahn um das Zentrum des Graphen 
gezeichnet. Befindet sich die aktive Hand eines Nutzers circa auf derselben x-Position (im Kinect-
Koordinatenraum) wie der Ellbogen derselben Seite, so wird dies als „Null-Lage“ gewertet. Eine Abweichung 
von dieser Position in positive oder negative x-Richtung dient als Grundlage für die Berechnung eines 
Beschleunigungsfaktors, der den Handcursor auf seiner Kreisbahn im Uhrzeigersinn bzw. gegen den 
Uhrzeigersinn bewegt. Je größer die Abweichung der x-Koordinate der Hand vom Ellbogen, desto größer der 
Beschleunigungsfaktor und desto schneller bewegt sich der Handcursor auf seiner Kreisbahn in die 
entsprechende Richtung. Zur Zeit wird auch in der Nulllage eine minimale Geschwindigkeit vorgegeben, was 
abhängig von Erfahrungen im praktischen Einsatz mit weiteren Nutzern bei entsprechenden Rückmeldungen 
noch geändert werden kann. Um eine bessere Kontrollierbarkeit der Bewegung des Handcursors zu 
ermöglichen und die Bewegung nachvollziehbar zu gestalten, wird der Cursor erst dann bewegt, wenn sich 
eine Hand des Nutzers in der Konfiguration „aktiv“ und „geschlossen“ (gripped) befindet. 
 
Der Grund für diese Abweichung vom ursprünglichen Interaktionskonzept liegt einerseits in den unter 
Abschnitt 5.1.2 beschriebenen technologischen Limitationen ursprünglich verwendeter Toolkits, andererseits 
auch an dem deutlich besseren Nutzerfeedback. Obwohl keine umfangreiche Nutzerstudie durchgeführt 
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wurde, haben sich bei mehreren Gegenüberstellungen und Testläufen der verschiedenen Gesten alle 
Probanden aus dem Kreis der Kollegen und Kommilitonen deutlich positiv über die Verwendung 
kontinuierlicher Gesten geäußert. Als ausschlaggebend wurden die unmittelbare Reaktion des Systems (durch 
Bewegung des Handcursors) und die visuelle Ästhetik durch Berücksichtigung der kreisförmigen Anordnung 
genannt. In den folgenden Abschnitten werden die beiden visuellen Komponenten des Frontends im Detail 
beschrieben, Probleme bei der Entwicklung dargelegt und Lösungsstrategien sowie Entscheidungen bei der 
Auswahl entsprechender Implementierungskonzepte veranschaulicht.  
 
5.3.2 Galeriekomponente 
Entsprechend der in Abschnitt 4.3 dargelegten Überlegungen erfolgt die Visualisierung der anfallenden Daten 
in zwei horizontal getrennten Komponenten: einer Galerie im oberen Bildbereich und einer Graphkomponente 
im unteren Bereich. Die Galeriekomponente wird durch die im kinectComponent-Script enthaltene Funktion 
„pushImagesToGallery“ initialisiert und geladen, da dieser Ladevorgang gemäß Interaktionsdesign durch 
Nutzerinteraktionen hervorgerufen wird. Sie hat die Aufgabe, die aktuell ausgewählte Ergebnismenge dem 
Nutzer durch gezielte Aufbereitung der Bilddaten zugänglich zu machen. Entsprechend der in Abschnitt 4.3.3 
dargelegten Konzeption wird eine einreihige, d.h. sequenzielle Darstellung der Einzelbilder einer 
Ergebnismenge vorgestellt. Dem Nutzer wird damit ein begrenzter Überblick über die durch den aktuellen 
Navigationszustand ausgewählten Bilder geboten. Hinzu kommt die Darstellung eines vom Nutzer 
ausgewählten Bildes auf einer gesonderten „Präsentationsfläche“. An dieser Stelle wird in der Konzeption der 
Schwerpunkt bewusst von der Ergebnismenge zum Einzelbild verlagert. Die Begründung hierfür findet sich in 
der Zielvision wieder: Das Projekt soll die digitalen Sammlungen erfahrbar machen und für gesteigertes 
Interesse sorgen. In Absprache mit den Projektpartnern der SLUB sollen dabei einzelne Digitalisate auch in der 
besonderen Qualität sichtbar werden, in der sie vorliegen. Insofern liegt der Fokus der Galeriekomponente auf 
der „bühnenhaften“ Darstellung einzelner Bilder. Wie im vierten Kapitel dargelegt wurde, ist eine horizontale 
Aufteilung der Bildbereiche sinnvoll, weil wichtige Informationen weit oben und mit einem größeren 
Detailgrad dargestellt werden können. Hierzu wird die Galeriekomponente, die laut Konzeption die oberen 
50% des Bildschirms einnimmt, wiederum aufgeteilt in einen oberen Teil für die Darstellung eines Einzelbildes 
und einen unteren Teil, in dem die Visualisierung der Ergebnismenge bzw. eines begrenzten Ausschnittes in 
Form von Vorschaubildern (engl. thumbnails) Platz findet (vgl. Abbildung 46).  
 
 
Abbildung 46. Skizze der Galeriekomponente mit Aufteilung in Einzel- und Vorschaubilddarstellung. 
Aufgrund der Bildmenge, die je nach selektiertem Unterknoten theoretisch mehrere tausend Einträge 
umfassen kann, wurde während der Implementierung schnell klar, dass die dargestellte Bildmenge nur in 
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gekürzter Form dargestellt werden kann. Hinzu kommt die Anforderung, dass die Auswahl stets die 
tatsächlich aktuellen Bilddaten darstellen muss, d.h. die Bilder müssen aus der Datenbank mit Hilfe von 
XQuery-Ausdrücken extrahiert und zur Laufzeit der Anwendung in die Visualisierung gestreamt werden 
können. Würde hier ohne Beschränkung der Ergebnismenge vorgegangen, würde die Ausführung der 
komplexen XQuery-Ausdrücke und die Verarbeitung der zurückgelieferten Informationen zu lange dauern, um 
eine weitgehend verzögerungsfreie Interaktion zu gewährleisten. 
 
 
Abbildung 47. Die CoolIris-Webanwendung simuliert eine dreidimensionale Bilderwand, die sich nach 
links und rechts verschieben lässt, während eine Schrägansicht eingenommen wird. Screenshot aus 
(CoolIris, 2012) 
Zur Implementierung einer derartigen Bildergalerie mit zweiteiliger Präsentation und ausreichend flexibler 
Verwaltung der Bilddaten standen eine Reihe von kostenlosen Bibliotheken zur Auswahl. Erste Varianten des 
Prototypen basierten auf dem „CoolIris Express“-Feature der gleichnamigen Bildverwaltungs-App, die eine 
ursprünglich für mobile Geräte entwickelte und für eine ansprechende Präsentation und Bedienung der 
Fotobibliothek optimierte Lösung auf Basis eines Rasters darstellt. Das mit dem Zusatz „Express“ bezeichnete 
Anwendungspaket ermöglicht die Einbindung verschiedener Datenquellen für das Streaming von Bilddaten 
und die anschließende Veröffentlichung einer dreidimensionalen „Fotowand“, die durch vergleichsweise 
einfache Touch- bzw. Wischgesten zu bedienen sind. (vgl. Abbildung 47; CoolIris, 2012) Hierbei werden 
sämtliche Bilder in einer fest vorgegebenen Anzahl von Reihen angeordnet, die wiederum beliebig nach links 
und rechts verschiebbar sind. Die darzustellenden Bilder können jeweils für die dann sichtbaren „Rahmen“ zur 
Laufzeit vorgeladen werden. Der Nutzer kann mit Hilfe von Zeigegesten einen Auswahlrahmen bewegen, der 
es erlaubt, das ausgewählte Bild zu vergrößern. Mit dem Ansatz der CoolIris-Galerie traten aber schon kurz 
nach den ersten Probeläufen schwerwiegende Probleme auf: Erstens erlaubt die proprietäre Natur der 
Anwendung keine Anpassung der Selektions- und Scrollinggesten, was bei der Kopplung von räumlichen 
Gesten mit dem eigentlich für Touchgesten ausgelegten Interaktionsdesign von CoolIris dazu führt, dass die 
Gesten nur schwer nachvollziehbar oder überhaupt kaum sinnvoll zu implementieren sind. Gleiches gilt für die 
Darstellung der Bilder, die – abgesehen von Trivialitäten wie einem Hintergrund und Effekten beim Scrolling – 
keine Anpassung an den eigenen Bildaufbau erlaubt. Das letzte und schließlich unüberwindbare Hindernis war 
die Tatsache, dass als einzige externe Datenquelle lediglich RSS Feeds erlaubt werden. Diese können dann 
zwar lokal gehostet werden und Dateipfade enthalten, die eine Bild-URL darstellen, wie benötigt wird –
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 allerdings „darf“ die Anwendung keinerlei lokalen Dateien lesen, da sie auf Flash und der damit 
einhergehenden Sicherheitsarchitektur basiert. Da die Visualisierung aber, weil Javascript-basiert, im 
Browserfenster eines Clients läuft, führt diese Sicherheitseinschränkung dazu, dass der Client niemals 
dynamische Informationen (etwa aufgrund einer Nutzerinteraktion) an die Visualisierungskomponente 
schicken könnte.  
 
 
Abbildung 48. Standardlayout mit Hilfe des „Classic Theme“ von Galleria.io (Galleria, n.d.) 
Aus diesen Gründen wurde unter den Javascript-basierten Bibliotheken nach solchen gesucht, die eine hohe 
Flexibilität in den eben genannten Problembereichen (Interaktionsverarbeitung, Datenmanagement und 
Streaming dynamischer Bildinformationen) aufweisen. Die Wahl fiel dabei auf das „Galleria.io“ Toolkit, das 
neben der Erfüllung der genannten Anforderungen auch noch eine umfangreiche Dokumentation beinhaltet, 
was die Entwicklung deutlich erleichtert. Zudem bringt das „Galleria.io“ Toolkit bereits eine 
Standardkonfiguration mit, die schon nahe an dem angestrebten Layout mit einer einzeiligen Vorschau und 
einem detaillierteren Einzelbild liegt (siehe Abbildung 48). 
	  
Weil das Galleria-Toolkit auf Javascript basiert, gestaltete sich die Einbindung in die existierende 
Browserumgebung des Prototypen relativ einfach. Mit wenigen Kommandos lässt sich mit Galleria bereits eine 
„Stage“ (engl. Bühne) für die Bilder einbinden, die einzelne Bilder im Großformat darstellt. Unmittelbar 
darunter stellt eine Zeile von Vorschaubildern weitere Bilder der Ergebnismenge dar, die durch Navigation im 
darunter sichtbaren Graphen selektiert werden können (siehe Abbildung 49). 
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Abbildung 49. Screenshot des Prototypen mit integrierter Galeriekomponente auf Basis von Galleria.io. 
Im aktuellen Prototypen ist die Galeriekomponente so konfiguriert, dass in Abhängigkeit von der Breite der 
Vorschaubilder zwischen 20 und 30 Bilder in der Zeile unter der Einzelbildanzeige dargestellt werden. Bei 
Erreichen des letzten Bildes in der Zeile werden 20 bis 30 neue Bilder geladen, wobei das Gesamtlimit 
aufgrund der Galerieperformance beim Streaming momentan bei 100 Bildern (d.h. maximal fünfmaliges 
Weiterschalten der Vorschauzeile) liegt. Diese Einstellungen sind leicht durch Anpassungen der 
Galeriesteuerung konfigurierbar; insbesondere die Limitierung auf 100 Bilder ließe sich durch Implementierung 
geeigneter Caching-Verfahren deutlich erhöhen. Da im aktuellen Prototypen aber bei jeder neuen 
Knotenselektion die zugehörigen Bilder neu nachgeladen werden, würde bei einer größeren Anzahl 
Vorschaubilder die Ansprechbarkeit der Benutzungsschnittstelle verringert. Ebenso könnte durch paralleles 
Streaming die Leistungsfähigkeit der Galeriekomponente erhöht werden.  
 
Abhängig von den Interaktionen des Nutzers mit der Graphkomponente, die ja der Navigation durch den 
Informationsraum der Fotothek dient, werden Bilder in der Galerie nachgeladen und angezeigt. Bei 
Programmstart werden aktuell für jeden der vorgegebenen Filterknoten ebenso vorgegebene Bilder geladen, 
die von SLUB Mitarbeitern redaktionell ausgewählt wurden. Für die Unterknoten der Filter, die deren mögliche 
Werte repräsentieren, werden bereits die tatsächlichen Ergebnismengen zusammengestellt und anschließend 
zufällig ausgewählte Repräsentanten angezeigt. In der dritten Ebene schließlich, d.h. bei Anzeige der Bilder, 
die dem tatsächlichen Wert eines Filterknotens zugeordnet sind, werden bis zu einem vorgegebenen Limit von 
aktuell 100 Bildern sämtliche zugeordnete Ergebnisbilder in der Vorschauzeile angezeigt.  
 
Im folgenden wird nochmals genauer auf die spezifischen Auswirkungen der Interaktionen mit dem Graphen 
auf die Galeriekomponente eingegangen. Dabei ist im Wesentlichen zu unterscheiden zwischen der 
Interaktion zur Selektion eines Knotens (d.h. Bewegung des Handcursors in die Nähe des gewünschten 
Knotens) und der Interaktion zur Bestätigung der aktuellen Auswahl durch Betreten der nächsten 
Interaktionszone. 
 
newNode.data.childImageQuery	  =	  getImageQueryForLevelTwoNode(rootNode.name,	  nodeName);	  
newNode.data.ownImageQuery	  =	  getRandomImageQueryForLevelTwoNode(rootNode.name,	  nodeName);	  
Listing 9. Speicherung der XQuery-Ausdrücke für die Bilder der Unterknoten (childImageQuery) und 
das eigene Bild (ownImageQuery). 
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Bei der Selektion eines Knotens wird das diesem Knoten zugeordnete Bild in der Vorschauleiste 
hervorgehoben und in die Einzelbildanzeige geladen. Zu diesem Zweck wird beim Erzeugen der einzelnen 
Graphebenen pro Knoten zwei XQuery-Ausdrücke gespeichert, nämlich einerseits der zum Abfragen des 
Bildes, das dem Knoten zugeordnet ist, sowie der zur Abfrage der diesem Knoten zugeordneten 
Ergebnismenge. Die beiden in Listing 9 dargestellten Funktionen liefern zu einem gegebenen Knotennamen 
und dessen Elternknoten jeweils durch Abrufen der Bild-URLs die gesamte Bildmenge bzw. einen zufälligen 
Repräsentanten der Bildmenge. Dies führt unter anderem dazu, dass bei der Navigation in die zweite 
Graphebene hinein jedesmal neue, zufällig aus der untergeordneten Ergebnismenge ausgewählte 
Stellvertreterbilder angezeigt werden, wie in Abbildung 50 zu sehen ist. Die Screenshots sind unmittelbar 
nacheinander entstanden, dazwischen liegt lediglich eine Navigation zurück zum Hauptknoten „Deutsche 
Fotothek“ und wieder zu „Fotografen“. Die Anzahl der Vorschaubilder ist logischerweise identisch, da sich die 
Menge der Werteknoten nicht ändert. Im Falle der Abbildung stehen die Bilder beider Screenshots in dieser 
Reihenfolge von rechts nach links für die Ergebnismenge, die den Fotografen Gerd Danigel, Christian Borchert, 
Konrad Helbig, Ermenegildo Donadini, Fritz Eschen, Paul W. John, Karl Blossfeldt, Richard Peter jun., Oswald 
Lübeck und Richard Peter sen. zugeordnet sind. So sind in beiden Teilen von Abbildung 50 sind jeweils als 
erstes Bild Stellvertreter aus dem Werk von Gerd Danigel ausgewählt, dessen thematischer Schwerpunkt der 
Fotografie von DDR-Motiven vor und nach dem Mauerfall an den Einzelbilddarstellungen klar erkennbar sind. 
 
 
 
Abbildung 50. Ausschnitt aus einem Screenshot des Prototypen. Dargestellt sind zwei verschiedene 
Galeriezustände bei demselben aktiven „Fotografen“-Filterknoten bei zufälliger Auswahl von 
Stellvertreterbildern.  
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Führt der Nutzer eine Navigation in eine neue Graphebene durch, so wird in der Galeriekomponente die dem 
neuen Zentralknoten zugeordnete Ergebnismenge geladen. Dies geschieht durch die bereits zu Beginn des 
Kapitels erwähnte Methode „pushImagesToGallery“, die auch bei Programmstart für den Ursprungsknoten 
„Deutsche Fotothek“ aufgerufen wird. Das Zentrieren eines selektierten Knotens, d.h. die Navigation zu 
diesem Knoten, wird durch das Betreten der entsprechenden Interaktionszonen bewirkt. Der bei dieser 
Interaktion ablaufende Nachrichtenfluss in Bezug auf das Nachladen der entsprechenden Bilder ist in Form 
eines UML Sequenzdiagrammes in Abbildung 51 zu sehen. 
 
 
Abbildung 51. Sequenzdiagramm für das Nachladen und Anzeigen von Bildern beim Zentrieren eines 
neuen Graphknotens. 
Damit weiß jeder Knoten der dritten Ebene, welcher XQuery-Ausdruck ausgeführt werden muss, um die ihm 
zugeordnete Ergebnismenge abzurufen. Zusätzlich werden für jedes Bild, das in der Galeriekomponente als 
Einzelbild im Großformat angezeigt wird, Titel und Beschreibung abgerufen und dargestellt. Dazu werden in 
der ersten Graphebene die Namen der Knoten verwendet, da hier die Bilder wie in Abschnitt 4.3.3 diskutiert 
redaktionell ausgewählt wurden. Für die zufällig ausgewählten Stellvertreterbildern der zweiten Ebene und für 
die Einzelbilder der Ergebnismengen in der dritten Graphebene werden hingegen die korrekten 
Beschreibungs- und Titeltexte aus den entsprechenden Tags ausgelesen und angezeigt (vgl. Listing 10). 
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//	  find	  active	  image	  URL	  
var	  imageURL	  =	  Galleria.get(0).getActiveImage().src;	  
	   	   	   	   	   	   	   	   	   	   	  
//	  optimized	  querying:	  
var	  descriptionQuery	  =	  "XQUERY	  //obj//a52df//text()[../../a8450/a8470='"+imageURL+"']";	  
var	  titleQuery	  =	  "XQUERY	  //obj//a5200//text()[../../a8450/a8470='"+imageURL+"']";	  
	   	   	   	   	   	  
queryDB(titleQuery,	  function(data)	  
{	  
setTitleLabel(data.length	  <	  2	  ?	  "..."	  :	  data);	  
	   },	  	  
	   false);	  	   	   	   	   	  
	  
queryDB(descriptionQuery,	  function(data)	  
	   {	  
	   setDescriptionLabel(data.length	  <	  2	  ?	  "..."	  :	  data);	  
	   },	  	  
	   false);	  
Listing 10. Ausschnitt aus dem Galleria.io “onImage” event callback, der dazu verwendet wird, zum 
aktuell angezeigten Bild Titel und Beschreibungstext aus den Tags a5200 bzw. a52df auszulesen. 
Im Rahmen einer Vereinfachung der Implementation ist im aktuellen Prototypen die Interaktion zur Auswahl 
von Bildern in der tiefsten Ebene nicht berücksichtigt. Stattdessen wird zur Zeit beim Betreten der nahesten 
Interaktionszone die Galerie in einen Präsentationsmodus umgeschaltet, der sich darin äußert, dass Bilder nach 
drei Sekunden weitergeschaltet werden. Der Nutzer hat damit innerhalb der dritten Ebene, in der die 
potenziell bis zu einhundert Bilder umgessenden Ergebnismenge angezeigt wird, keinen Einfluss auf den 
Ablauf der Bildpräsentation. Die Bildpräsentation kann allerdings durch Verlassen und wieder Betreten der 
nahen Interaktionszone von vorn begonnen werden. 
 
5.3.3 Graphkomponente 
Die erste lauffähige Version des Prototypen verwendete in Absprache mit den Projektpartnern in der SLUB eine 
bereits existierende graphbasierte Visualisierung. Diese ist von der Dresdener Firma AvantGarde Labs im 
Rahmen des SLUBSemantics-Projektes implementiert worden und war ursprünglich in die semantische Suche 
eingebunden, die aktuell in Form eines Facettenbrowsers im WebOPAC der SLUB zu finden ist. Dabei ging es 
vor allem um die Veranschaulichung von Zusammenhängen semantischer Konzepte wie beispielsweise dem 
eines Regisseurs, seines Tätigkeitsgebietes, seiner Landessprache und seinen Werken. Diese semantischen 
Verknüpfungen wurden zum Teil aus internen Backendlösungen, zum Teil von der Online-Enzyklopädie 
Wikipedia geladen. (vgl. Bonte, Glass, & Mittelbach, 2010) Ein Bildausschnitt der SLUBSemantics Testversion 
inklusive der graphbasierten Visualisierung ist in Abbildung 52 zu sehen. Für die Anpassung dieser bereits 
existierenden Netzwerkvisualisierung von SLUBSemantics auf die Darstellung der Zusammenhänge im digitalen 
Bestand der Deutschen Fotothek musste jedoch die Anbindung an das SLUBSemantics Backend aufgelöst 
werden. Dementsprechend wurde lediglich die Visualisierungskomponente, die auf dem „JavaScript Infovis 
Toolkit“ (kurz: JIT) basiert, in das hier beschriebene Projekt übernommen. Aus diesem Hintergrund ergibt sich 
im Übrigen auch der Name des Eclipse-Projektes „JITWebProject“ mit den wesentlichen Skripten zur 
Visualisierung im Unterordner „SLUBSemanticsGraph“.  
 
Das Kernelement der Graphkomponente ist die Darstellung von radial um einen Oberbegriff angeordneten 
Filterknoten. (s. Abschnitt 4.3) Diese Darstellung basiert auf der vom JIT-Framework mitgelieferten 
„RadialTree“-Implementation, die auf einem Algorithmus zur optimalen Ausnutzung des verfügbaren Platzes 
bei gleichzeitig optimaler Übersichtlichkeit beruht. (vgl. Yee, Fisher, Dhamija, & Hearst, 2001)  
Die zu Projektbeginn verfügbare SLUBSemantics-Visualisierung verfügte über eine Reihe von Eigenschaften, 
die zum Teil übernommen wurden. Dazu gehören die Animationen, d.h. die animierte Zentrierung eines 
Knotens bei dessen Selektion und die automatische Anordnung seiner Unterknoten sowie des übergeordneten 
Knotens. Zusätzlich ist das Ausblenden von Knoten zu nennen, die mehr als einen Schritt vom aktuell 
zentrierten Knoten entfernt sind. Alle ausgeblendeten Knoten werden logischerweise auch bei jeder folgenden 
Interaktion ignoriert, und zwar so lange, bis sie aufgrund einer entsprechenden Navigationsinteraktion wieder 
in den sichtbaren Bereich (d.h. in der visualisierten Knotenhierarchie unmittelbar ober- oder unterhalb des 
zentrierten Knotens) rücken. Festzustellen ist darüberhinaus die Berücksichtigung des SLUB corporate designs 
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bei Farbgebung und Schriftart in der Graphvisualisierung, die ebenfalls übernommen wurden. Diese 
Farbgebung wird insbesondere bei der Darstellung der Knotenhistorie deutlich. 
 
 
Abbildung 52. Bildausschnitt einer SLUBSemantics-Testversion mit graphbasierter Suche. Screenshot 
aus einem Einführungsvideo der SLUB. (vgl. SLUB, 2011) 
Eine Eigenschaft der Graphkomponente, die aus der ursprünglichen SLUBSemantics Graph Version 
übernommen wurde, ist die farbliche Hervorhebung der Knotenhistorie. Dabei wird eine Liste von besuchten 
Knoten erzeugt. Die Kante zwischen dem aktuell angezeigten und dem zuvor besuchten Knoten wird rot 
hervorgehoben, ebenso beide Knoten. Die Beschriftung des zentrierten Knotens wird größer und ebenfalls rot 
dargestellt, während die Beschriftung des zuvor besuchten Knotens sichtbar bleibt (vgl. Abbildung 53). Die 
selektive Darstellung der Beschriftungen wurde hingegen insofern erweitert, als dass sie generell von der 
Ebene oder „Tiefe“ des Knotens abhängig ist. Knoten der ersten („Deutsche Fotothek“) und zweiten Ebene 
(„Gattungen“) zeigen ihren Text jederzeit an, solange der Knoten selbst auch sichtbar ist. Knoten der dritten 
Ebene zeigen ihre Beschriftung nur dann an, wenn sie aufgrund der entsprechenden Interaktion markiert 
werden. Wird anschließend ein anderer Knoten derselben ebene markiert, so verschwindet die Beschriftung 
des zuvor markierten Knotens wieder. Auf diese Weise wird eine bessere Übersicht im Vergleich zu einer 
simultanen Darstellen sämtlicher Beschriftungen ermöglicht, während gleichzeitig die Neugier des Nutzers 
geweckt wird, da er die Knoten zunächst einzeln „anfassen“ muss um erste Informationen zu erhalten.  
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Abbildung 53. Hervorhebung der Navigationshistorie. Links: Navigation von „Deutsche Fotothek“ zu 
„Gattungen“. Rechts: Navigation von „Gattungen“ zu „Malerei“. 
Neben den übernommenen Eigenschaften gibt es jedoch auch eine Reihe von Funktionen, die entfernt 
wurden. In erster Linie ist dies die Andeutung von Kanten zu weiter entfernten Unterknoten. Wie in Abschnitt 
4.3.2 beschrieben, wurden Knoten, die weiter als eine Unterebene vom aktuellen Zentralknoten entfernt sind, 
im SLUBSemantics Graphen durch eine verkürzte Kante dargestellt (vgl. Abbildung 54). 
 
Abbildung 54. Andeutung von weiteren Unterknoten durch Darstellung verkürzter Kanten. Screenshot 
aus einer frühen Version des Prototypen. 
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Die Andeutung der Kanten zu Unterknoten würde unterhalb der zweiten Graphhierarchie den Rahmen der 
Visualisierung aufgrund der hohen Anzahl von Unterknoten der dritten Ebene sprengen. Aufgrund dieser 
Tatsache, auf die in Abschnitt 4.2.3 eingegangen wurde, wird die Andeutung der Kanten lediglich für Knoten 
der zweiten Ebene (vgl. Abbildung 54) angewendet. Eine Information über die Anzahl der Unterknoten in 
numerischer Form, wie sie in Abbildung 52 zu sehen ist, wurde ebenfalls entfernt. Der Grund hierfür besteht 
auch in der Aufrechterhaltung einer gewollten Ungewissheit. Da der Schwerpunkt auf der Erkundung des 
Informationsraumes liegt, ist es aus Sicht des Autors für Nutzer unerheblich zu wissen, wieviele Bilder sich 
hinter einem bestimmten Begriff verbergen. 
 
Um Knoten zu markieren, wurde eine farbliche Hervorhebung gewählt. In Anlehnung an das Farbkonzept des 
SLUBSemantics-Graphen existieren neben den ursprünglichen zwei Farben Rot (für den aktuell zentrierten 
Knoten) und Blaugrün (für alle Unterknoten des aktuell zentrierten Knotens) noch Orange zur Darstellung der 
aktuellen Selektion. Um die Knoten selbst selektieren zu können und Nutzern möglichst gute 
Orientierungshilfe dabei zu geben, wird sozusagen als Avatar ein Handcursor auf einer Kreisbahn um den 
aktuellen Zentralknoten angezeigt (siehe Abbildung 55). Gegenüber einem frei beweglichen Handcursor hat 
dieser den Vorteil, dass durch die Restriktion seiner Bewegung auf eine ähnliche Kreisbahn wie die 
Unterknoten sehr leicht anhand seiner Entfernung zu einem dieser Knoten zugeordnet werden kann. 
Technisch ist das zwar auch jederzeit bei einem frei beweglichen Handcursor möglich, jedoch ist für das Auge 
des Benutzers dann nicht immer auf einen Blick zu erfassen, aus welchem Grund ein bestimmter Knoten 
ausgewählt ist. Wird der Handcursor jedoch durch die vorgegebene Kreisbahn immer in die unmittelbare Nähe 
der Unterknoten gezwungen, so bleibt er leichter kontrollierbar. Die Koordination von Hand und Auge des 
Benutzers muss sich nun lediglich darauf beschränken, die Richtung der Bewegung des Cursors auf der 
Kreisbahn festzustellen und entsprechend dem Handlungsziel (Selektion eines Unterknotens) durch einfache 
Auslenkung der Hand nach links oder rechts gegenüber dem Ellbogen desselben Armes näher an das Ziel zu 
führen. 
 
Abbildung 55. Screenshot aus dem Prototypen. Der größere orangene Knoten ohne Kante stellt den 
Handcursor dar. 
12.10.13 DEMO
localhost:8080/JITWebProject/SLUBSemanticsGraph/index.html 1/2
start  the  show    kinect
Titel:  Fontana  del  Nettuno
Deutsche Fotothek
Deutschland
Länder
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Wie in Abschnitt 5.3.1 beschrieben, wird dabei auf die Berechnung eines Beschleunigungsfaktors 
zurückgegriffen. Das bedeutet, je weiter die Handposition in x-Richtung von der des Ellbogen desselben Armes 
abweicht, desto schneller bewegt sich der Handcursor auf der Kreisbahn. Der Radius der Kreisbahn des 
Handcursors ist beliebig einstellbar, der aktuelle Wert von nur wenig unter dem Radius der Kindknoten führt 
nach Ansicht des Autors zu einem stimmigeren Gesamtbild als beispielsweise ein Radius, der den Cursor 
außerhalb des Kreises der Kindknoten fahren ließe. Wie in der folgenden Abbildung 56 zu sehen ist, gilt im 
System jeweils der Knoten als selektiert, dem der Handcursor am nächsten liegt. Die entsprechenden 
Auswirkungen von Selektion durch die Handposition und Bestätigung einer Auswahl durch Betreten weiterer 
Interaktionszonen sind bereits in den vorigen Abschnitten beschrieben worden. 
 
Abbildung 56. Skizze der Kreisbahn des Handcursors (orange) und der mit bloßem Auge schätzbaren 
Entfernungen zum nächsten Knoten (gepunktet bzw. gestrichelt). 
Die konkrete Berechnung des Beschleunigungsfaktors, mit dem der Handcursor auf seiner Kreisbahn bewegt 
wird, ist in Listing 11 zu sehen. Dabei wird eingangs die Aktivität der linken und rechten Hand überprüft. Ist 
eine der beiden (oder beide) Hände aktiv, so wird die Distanz des Handvektors zum Ellbogenvektor berechnet 
und auf ein Maximum von 60cm  beschränkt. Diese wird schließlich abhängig von der Auslenkung nach links 
(negativ) oder rechts (positiv) auf einen Beschleunigungsfaktor zwischen -1 und 1 übertragen.  
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for(var	  i	  =	  0;	  i	  <	  skeletonData.length;	  i++)	  
{	  
	   var	  skeleton	  =	  skeletonData[i];	  
	   	  
	   var	  leftHand	  =	  skeleton["handleft"];	  
	   var	  rightHand	  =	  skeleton["handright"];	  
	   	  
	   var	  leftElbow	  =	  skeleton["elbowleft"];	  
	   var	  rightElbow	  =	  skeleton["elbowright"];	  
	   	  
	   //	  handles	  changes	  in	  the	  interaction	  zone	  for	  this	  user	  
	   this.checkInteractionZone(skeleton["spine"].z);	  
	   	  
	   //	  documentation	  of	  handConfig:	  
	   //	  this.handConfig.[left|right]	  =	  {active:	  [true|false],	  gripped:	  [true|false]}	  
	   	  
	   //	  factor	  should	  have	  a	  range	  of	  [-­‐1,1]	  
	   var	  accelerationFactor	  =	  0;	  
	   	  
	   	  
	   	  
	   //	  if	  either	  hand	  is	  active:	  
	   if(this.handConfig.left.active	  &&	  this.handConfig.left.gripped)	  
	   {	  
	   	   //	  calculate	  acceleration	  factor	  based	  on	  hand	  distance	  from	  elbow	  
	   	   var	  distance	  =	  leftHand.x	  -­‐	  leftElbow.x;	  
	   	   distance	  =	  this.clampToRange(distance,	  60);	  
	   	   	  
	   	   //	  distance	  is	  in	  range	  [-­‐60,60]	  
	   	   	  
	   	   //	  map	  to	  [-­‐1,	  1]	  
	   	   accelerationFactor	  =	  distance	  /	  60;	  
	   	   //	  map	  to	  [0,	  2]	  
	   	   //accelerationFactor	  +=	  1;	  
	  
	   }	  
	   else	  if(this.handConfig.right.active	  &&	  this.handConfig.right.gripped)	  
	   {	  
	   	   var	  distance	  =	  rightHand.x	  -­‐	  rightElbow.x;	  
	   	   distance	  =	  this.clampToRange(distance,	  60);	  
	   	   //	  distance	  is	  in	  range	  [-­‐60,60]	  
	   	   	  
	   	   //	  map	  to	  [-­‐1,	  1]	  
	   	   accelerationFactor	  =	  distance	  /	  60;	  
	   }	  
	   else	  
	   {	  
	   	   //	  if	  no	  hand	  is	  active,	  do	  nothing	  
	   	   //	  or	  possibly	  hide	  node	  w/	  id	  1	  
	  	  	  	  	  	  	  	  //this.rgraph.graph.removeNode("1");	  
	   	   return;	  
	   }	  
Listing 11. Berechnung des Beschleunigungsfaktors abhängig von Entfernung und Auslenkung von 
Hand- und Ellbogenvektor. 
Anschließend kann die Position des Handvektors in Form von angepassten Polarkoordinaten aktualisiert 
werden. Dazu wird in jedem Frame zum Winkel theta, der die genaue Position des Knotens angibt, der 
Beschleunigungsfaktor und eine Basisgeschwindigkeit hinzuaddiert, wie das folgende Listing 12 zeigt. 
	   83	  
 
//	  adjust	  position	  of	  the	  hand	  node	  
var	  oldTheta	  =	  this.getNodeById("1").getPos().theta;	  
if(oldTheta	  ===	  0)	  {oldTheta	  =	  2*Math.PI;}	  
	  
var	  baseSpeed	  =	  0.1;	  
var	  newTheta	  =	  oldTheta	  +	  baseSpeed	  *	  accelerationFactor;	  
//console.log("acceleration:	  "	  +	  accelerationFactor	  +	  ";	  newTheta:	  "	  +	  newTheta);	  
	  
//	  Polar(theta,	  rho)	  where	  theta	  is	  the	  angle	  and	  rho	  the	  norm	  (i.e.	  radius)	  
var	  newPos	  =	  new	  $jit.Polar(newTheta,	  radius);	  	  	  
this.getNodeById("1").setPos(newPos);	  
	  
//	  set	  highlight	  to	  closest	  graph	  node	  
var	  closestNode	  =	  this.getClosestNodeToHandCursor();	  
//console.log("found	  closest	  node:	  "	  +	  closestNode);	  
this.setHighlightedNode(closestNode);	  
	  
this.rgraph.plot();	  
Listing 12. Aktualisierung der Position des Handcursor-Knotens.  
Damit sind die Ausführungen zu den Implementierungsdetails des „digital bookshelf“-Prototypen vollständig. 
Abschließend folgt nun eine Zusammenfassung der Erkenntnisse und Schlussfolgerungen der vorliegenden 
Arbeit und eine kritische Auseinandersetzung mit dem aktuellen Stand des Prototypen.  
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6  Zusammenfassung 
Das Ziel der vorliegenden Arbeit bestand in der Konzeptionierung und Umsetzung eines gestengesteuerten 
Systems zur Visualisierung digitaler Bestandsdaten im öffentlichen Raum von Bibliotheken. Konkret wurden zu 
Beginn die Grundlagen des Systems entwickelt, ausgehend von der menschlichen Perspektive der Kognition 
und Raumwahrnehmung, über die Charakteristiken des öffentlichen Raumes sowie Visualisierung und 
Exploration komplexer Informationsräume hin zu den grundsätzlichen Technologien und Verfahren der 
Gestenerkennung. Auf diesen Grundlagen basierende Anwendungen wurden unter drei verschiedenen 
Gesichtspunkten näher vorgestellt: Ambiente Displays liefern Anwendungsfälle und Herangehensweisen für 
interaktive Systeme im öffentlichen Raum, gestische Interaktionen müssen sehr genau auf Zielgruppe und 
Inhalte angepasst werden, und Explorationstechniken liefern Richtlinien für Interaktions- und Screendesign. Im 
anschließenden Kapitel zur Konzeption wurden die wesentlichen Komponenten des prototypisch umgesetzten 
Systems im Detail analysiert, Entwurfsentscheidungen dargelegt und die grundlegende Trennung in ein 
Informations- und ein Darstellungskonzept vorbereitet. Dabei wurde nach dem von LIMA vorgeschlagenen 
„Information Visualization Framework“ vorgegangen (vgl. Abschnitt 2.4.4). Schließlich diente das fünfte 
Kapitel einer detaillierten Beschreibung der Implementierung, ausgehend von einer strukturgebenden 
Schichtenarchitektur, die das System grob in Backend, Middleware und Frontend einteilt. Dabei wird speziell 
auf die verwendeten Technologien, Implementationsdetails und die Problemlösung bei auftretenden 
Komplikationen und teilweise Abweichungen gegenüber der ursprünglichen Konzeption eingegangen.  
	  
6.1 Fazit 
Gemessen an der Zielstellung des Projektes im Sinne der Kooperationspartner der SLUB können zum Zeitpunkt 
der Verteidigung dieser Arbeit keine abschließend auswertenden Aussagen getroffen werden. Abgesehen von 
der ursprünglichen Zielstellung des Projektes sind jedoch mit der vorliegenden Arbeit greifbare und 
wiederverwendbare Bestandteile eines Systems umgesetzt worden, das nicht nur – wie im Falle des aktuellen 
Prototyps – zur Visualisierung von Bestandsdaten der Deutschen Fotothek, sondern zur Darstellung des 
gesamten Bestandsdatenraums geeignet ist. Als besonderes Problem stellte sich neben der Umsetzung einer 
geeigneten Gestensteuerung die Vereinbarkeit von „emersiven“ und „immersiven“ Nutzungskonzepten 
heraus. Dieser Sachverhalt bezieht sich auf die Orientierung im Sinne einer Navigation durch den komplexen 
Informationsraum einerseits und auf eine Operation auf einzelnen Bestandteilen dieses Informationsraumes in 
Form von Bildern und ihren Metadaten andererseits. Die aus der Grundlagenbetrachtung abgeleiteten 
Konzepte zur Operation und Orientierung wurden anhand von Beispielprojekten untermauert und durch die 
gezielt konzipierte Trennung der Programmoberfläche in eine Navigations- und eine Darstellungskomponente 
zur Anwendung gebracht.  
 
Die konkrete Umsetzung der Navigationskomponente in Form eines interaktiven Graphen für die Orientierung 
macht sich die in der Konzeption erläuterte hierarchische Struktur der Katalogsystematik zunutze, ohne den 
Nutzer mit der Informations- und Optionsvielfalt eines Katalogs zu überwältigen. Hierin wird auch der konkret 
formulierte Anwendungsfall verwirklicht, das System möge parallel zu vorhandenen Suchmechanismen wie 
etwa dem etablierten WebOPAC existieren. Die Umsetzung der Darstellungskomponente in Form einer 
animierten Bildergalerie konfrontiert Nutzer mit einem Schaufenster, das die besonderen Inhalte der 
Deutschen Fotothek wiedergibt. Auch hier spiegelt sich der Wunsch der Projektpartner wider, die bisher wenig 
bekannten Inhalte besser sicht- und erfahrbar zu inszenieren. Aufgrund der verteilten Architektur des Systems 
und der Verwendung zukunftsfähiger Webtechnologien sind verschiedene Hardwarekonstellationen denkbar, 
was maximale Flexibilität in Aufbau und Konfiguration einer physischen Installation des Prototypen an einem 
öffentlichen Ort ermöglicht. 
 
Die drei ursprünglichen Ziele waren die „Erregung öffentlichen Interesses für die digitalen Sammlungen“, die 
„Steigerung der Aufenthaltsqualität in der Leselounge“ sowie das „Ermöglichen der Exploration der digitalen 
Sammlungen“. Vergleicht man den aktuellen Stand des Prototypen mit den genannten Kernzielen, so lässt 
sich lediglich das Ermöglichen der Exploration anhand einiger Grundlagenkriterien objektiv bewerten. Die 
Erfüllung der anderen beiden Ziele müssen sich zeigen, wenn der Prototyp tatsächlich an vorgesehener Stelle 
zum Einsatz kommt. Das Wesen der explorativen Suche, wie in Abschnitt 2.5.1 dargelegt, liegt in Tätigkeiten 
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des Lernens und Untersuchens. Durch den interaktiven Graphen werden den Nutzern Anreize gegeben, 
einzelne Knoten anzuwählen und genauer zu betrachten, um die zunächst verborgenen Inhalte näher zu 
untersuchen. Durch die Visualisierung eines Ausschnitts der Hierarchie des Informationsraumes der Fotothek 
wird währenddessen die Bildung einer mentalen Landkarte unterstützt, die für das Erlernen komplexer 
Zusammenhänge elementar ist. Die Darstellung der gesamten Bildmenge auf der tiefsten Graphebene dient 
hingegen zur Erweckung von Interesse nicht nur beim eigentlichen Nutzer, sondern durch die besonders 
prominente Darstellung eines Einzelbildes auch bei Vorübergehenden.  
 
Als grundsätzliche Probleme während des Projektes stellten sich vor allem der hohe Aufwand bei der 
Aufbereitung der Datenbasis sowie die Feststellung technologischer Unzulänglichkeiten bei dem geplanten 
Gestenerkennungsansatz heraus. Bei der Auseinandersetzung mit den konkreten Datensätzen und den daraus 
zu gewinnenden Informationen traten manche Inkonsistenzen auf, die erst nach Rücksprache mit den 
einzelnen Verantwortlichen aufgeklärt werden konnten. Auch die Verwendung eines bereits existierenden 
Visualisierungsframeworks führte zwar schnell zu brauchbaren prototypischen Stadien des Systems, erforderte 
aber doch umfangreiche Einarbeitungen in bisher wenig geläufige Technologien wie JavaScript und CSS. 
Besonders die Verwendung von XML und der XML-basierten Anfragesprache XQuery stellte sich als 
zweischneidiges Schwert heraus: Einerseits ermöglicht XQuery und das darauf aufbauende 
Datenbankframework BaseX die Formulierung nahezu beliebig komplexer Anfragen, wodurch die 
Informationsverarbeitung auf Clientseite deutlich reduziert wurde. Andererseits erfordert dies natürlich 
zunächst die Einarbeitung in eine komplizierte Syntax und erhöht durch die Mächtigkeit der Sprache auch die 
Fehlerwahrscheinlichkeit, was wiederum zu langwierigen Lösungsversuchen und teilweise zeitintensiven 
Datenbankanfragen zulasten der Ansprechbarkeit der Anwendung führt. 
 
Insgesamt wurde ein umfangreicher Systemprototyp unter Berücksichtigung der in der Konzeption 
dargelegten Sachverhalte implementiert, der als Grundlage für erste Installationen und Folgeprojekte dienen 
kann. Die angestrebten Ziele wurden nur teilweise erfüllt oder können erst im Nachhinein durch ausreichend 
betreute Nutzerstudien bewertet werden. Die Kombination analytischer und explorativer Herangehensweisen 
durch entsprechende Konzepte und daraus hervorgehenden Interfaceelementen ermöglicht verschiedenen 
Nutzertypen den Zugang zu komplexen Informationslandschaften. Mit der Übertragung des interaktiven 
Raumes auf physische Bereiche (Interaktionszonen) ist eine mögliche Lösung der in verwandten Arbeiten 
aufgetretenen Bühnenmetapher und den damit verbundenen sozialen Hemmungen gefunden worden. Des 
weiteren lässt sich schlussfolgernd feststellen, dass durch die Verwendung von mehreren untereinander 
heterogenen Technologien zwar zunächst ein Hindernis bei der Einarbeitung darstellt, durch die hier 
entwickelte zwangsläufige Unabhängigkeit der Komponenten aber auch zu positiven Effekten führt. So kann 
beispielsweise durch die vollständige Entkopplung des Personentrackings die Anordnung des Sensors bei der 
Installation relativ frei bestimmt werden, da die notwendigen Daten vorverarbeitet und über eine einfache 
Websocket-Verbindung an beliebig viele Netzwerkclients geschickt werden. Gleiches gilt für die Datenbank, 
die durch die verteilte Architektur des Systems auf beliebiger, separater Hardware installiert werden kann. 
 
6.2 Ausblick 
Im folgenden, abschließenden Abschnitt wird auf offen gebliebene und neu aufgetretene Fragen 
eingegangen, mögliche Ergänzungs- und Erweiterungsvorschläge diskutiert und die Zielvision des Projektes um 
einige Aspekte erweitert, die im Rahmen zukünftiger Projekte oder Kooperationen entstehen können. Dabei 
wird zunächst auf konkrete verbesserungswürdige Implementierungsdetails eingegangen, danach auf 
konzeptionelle Beschränkungen hingewiesen, die dem begrenzten Projektumfang geschuldet waren. 
Anschließend werden Elemente der ursprünglichen Projekt- und Zielvision aufgegriffen und im Lichte des 
entstandenen Fortschrittes erneuert. 
 
6.2.1 Verbesserungsvorschläge 
Die prototypische Natur des aktuellen Systemzustands äußert sich vor allem in der visuellen Darbietung, 
insbesondere bei der Galeriekomponente. Die Anpassung der einzelnen Elemente, die zusammen die aktuelle 
Galeriekomponente auf Basis des Galleria.io-Toolkits formen, gestaltet sich durch die Verwendung von CSS 
und einer umfangreichen JavaScript API theoretisch relativ leicht. Insbesondere der aktuell kaum vorhandene 
Einsatz von visuellen Elementen des SLUB Corporate Design dürfte den visuellen Eindruck des Systems deutlich 
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verbessern. Dazu gehört auch die Ausgestaltung des physischen Interaktionsraumes und dort besonders der 
Interaktionszonen, die zum System gehören. Hier sind Markierungen durch Bodenläufer oder gezeichnete 
Linien denkbar, während der gesamte Bereich zu beiden Seiten durch Begrenzungen eingefasst werden 
könnte. Auch hier wäre eine innenarchitektonische Gestaltung optimalerweise an das vorhandene Corporate 
Design angepasst. 
 
Aufgrund der generischen Natur des verwendeten Radial-Tree-Algorithmus im Visualisierungsframework JIT 
(vgl. Abschnitt 5.3.3) ist die Reihenfolge der generierten Unterknoten nicht deterministisch. Dies äußert sich in 
der grundsätzlich ungeordneten Menge von Unterknoten, was beispielsweise bei den Epochen deutlich 
auffällt: Die hier vorkommenden Unterknoten tragen Titel wie „13. Jh.“, „14. Jh.“ und „15. Jh.“ undsoweiter, 
bei denen eine alphabetische oder numerische Ordnung durchaus sinnvoll wäre. Dies ist jedoch durch den 
besagten Nichtdeterminismus des zugrundeliegenden Layout-Algorithmus nicht möglich. Es ist jedoch im 
Rahmen der vorliegenden Arbeit auch nicht untersucht worden, inwiefern dieser Umstand gegebenenfalls 
doch beeinflusst oder der verwendete Algorithmus angepasst werden könnte.  
 
Um Nutzern mehr Freiheit bei der Erkundung der eigentlichen Bildbestände zu gewähren, könnte eine 
einfache Gestensteuerung auch für den Fall des Betrachtens der untersten Graphebene umgesetzt werden, 
d.h. wenn der Nutzer der Präsentationsfläche am nahesten steht. Die aktuelle Entscheidung gegen eine 
fortgesetzte Gestensteuerung während der Präsentation einer umfangreichen Ergebnismenge ist einerseits von 
der konkreten Raumsituation, andererseits von einer vermuteten Nutzerpräferenz abhängig. In dieser Hinsicht 
wäre die Durchführung einer umfangreichen Nutzerbeobachtung oder Nutzerbefragung vermutlich äußerst 
gewinnbringend und könnte ausführliche Erkenntnisse über das Nutzerverhalten und unvorhergesehene 
Einschränkungen des aktuellen Interaktionsdesigns liefern. Auch die Option einer veränderlichen 
Bildkomposition, abhängig von der vom Nutzer eingenommen Interaktionszone, stellt eine 
Verbesserungsmöglichkeit dar. Hierzu könnte beispielsweise beim Betreten der nahen Interaktionszone die 
Darstellung der Galerie automatisch in eine Vollbildansicht des Einzelbildes wechseln oder eine spezifische 
gestische Interaktion anbieten, die einen Wechsel in die Vollbildansicht ermöglicht. 
 
Einer der in den Grundlagen betrachteten Ansätze zum Thema ambient Displays beschreibt den Grundsatz der 
calm aesthetics, in dessen Rahmen die Anzeige solcher Systeme auch ohne Nutzerinteraktion „träge“ 
aktualisierte Informationen darstellen soll. Aktuell fehlt dem Prototypen jede Art von Leerlaufanimation oder  
-darstellung, was einen weiteren Verbesserungsansatz darstellt. 
 
Die Performanz des Systems stellt aktuell ein Problem dar, das durch geeignete Chaching-Ansätze in der 
Middleware-Schicht relativ leicht behoben werden kann. Dabei würden XQuery-Ausdrücke, die bereits 
mehrfach aufgerufen worden, zwischengespeichert und die entsprechenden Resultate ohne 
Datenbankabfrage direkt aus dem Speicher zurückgegeben. Eine weitere Möglichkeit zur Verkürzung von 
Wartezeiten ist eine detaillierte Auseinandersetzung mit den im System vorkommenden Queries und eine 
entsprechende Optimierung durch Kürzungen und weniger Schleifendurchläufe in den Ausdrücken. 
 
6.2.2 Konzeptionelle Beschränkungen 
Während der Entwicklung und auch in der Zielvision ist stets von einem einzelnen Nutzer ausgegangen 
worden, wobei das Personentracking rein technisch die aktive Verfolgung von maximal zwei Nutzern 
unterstützt. Aktuell verhält sich das System relativ unvorhersehbar, sollten sich tatsächlich mehr als ein Nutzer 
im Sichtfeld des Sensors befinden. Ein robuster, echter Multiuser-Support würde hier auch Ansätze zur 
kooperativen Exploration des Informationsraumes bieten, was jedoch über den ursprünglichen 
Anwendungsfall des Projektes hinausginge. Auch die konsistente Visualisierung des genommenen 
Navigationspfades verschiedener aufeinanderfolgender Nutzer war ein ursprünglich konzipierter, inzwischen 
aber verworfener Ansatz zur Integration eines (asynchronen) kooperativen Aspekts. Hierzu wäre es zunächst 
nötig, das System in die Lage zu versetzen, zwischen verschiedenen Nutzern zu unterscheiden. Anschließend 
könnte nicht nur der zuletzt genommene Pfad visualisiert werden, wie es aktuell bereits der Fall ist, sondern 
zusätzlich auch eine Historie aller erkundeten Wege aufgezeichnet und Nutzern vermittelt werden. Mögliche 
Ansätze wären hier die farbliche Hervorhebung von Pfaden oder Annotation von Kanten und Knoten. 
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6.2.3 Erweiterte Zielvision 
Teil der ursprünglichen Projektvision der SLUB Kooperationspartner war die Einbindung mobiler Geräte in die 
angestrebte und umgesetzte großflächige Projektion. Während durch gestische Interaktionen mit dem aktuell 
umgesetzten Prototypen einzelne Digitalisate „erstöbert“ werden können, würden beispielsweise durch das 
Einblenden von visuellen Markern (z.B. QR-Codes) umfangreichere Informationen verfügbar, die dann eine 
detailliertere Recherche unterstützen können. Dieser Anwendungsfall würde gewissermaßen die Brücke 
zwischen der explorativ und auf Unterhaltung ausgelegten Installation und dem für Recherche und Ausleihe 
gedachten Katalog schlagen. Auf mobilen Geräten können nutzerspezifische Informationen das Angebot 
ergänzen, beispielsweise durch die Möglichkeit einer Anmeldung oder Registrierung. Diese Geräte können von 
Nutzern entweder selbst mitgebracht oder am nahen Informationspunkt ausgeliehen werden und mittels einer 
eigenen SLUB-App entsprechende Sicherheitsstandards und Komfortfunktionen bieten. Nutzer könnten sich 
zunächst beim Eintritt in die Leselounge mit einer Exploration der digitalen Sammlungen beschäftigen und so 
bisher unbekannte Exponate des Bestandes kennenlernen. Ist ein besonders interessantes Objekt gefunden, so 
erlaubte die Auswertung beispielsweise eines QR-Codes mit einem Mobilgerät das Aufrufen detaillierter 
Kataloginformationen. Anschließend kann der Nutzer direkt über sein Mobilgerät beispielsweise eine Kopie 
der Publikation oder verwandter Einträge des Bestandes auf seinem Mobilgerät betrachten, während er sich in 
der Leselounge entspannt. Damit wäre das vorgestellte System vollständig in den Bibliotheksalltag 
eingebunden und würde in der neu eingerichteten Leselounge Anreize zum Stöbern und neue Impulse für 
Recherchen in den digitalen Sammlungen bieten. 
 
Ein weiterer Bestandteil, der für diese vollständige Integration vonnöten ist, wäre die Anbindung weiterer 
Inhalte an das System. Dazu kann die Datenbasis leicht erweitert werden, durch die aktuell recht 
umfangreichen Anpassungen der Visualisierung muss jedoch durch Nachfolgeprojekte auch eine vergleichbare 
Vorverarbeitung gewährleistet sein. Das bedeutet entweder eine genaue Analyse hinzugefügter Datensätze 
oder eine ähnlich umfangreiche Vorbereitung der Visualisierungskomponenten durch komplexe XQuery-
Konstrukte. Dadurch würde das System nicht mehr nur Teile der Deutschen Fotothek, sondern theoretisch 
tatsächlich sämtliche digitalen Bestände visualisieren können. Neben einer Erweiterung um die dargestellten 
Inhalte ist auch die Verwendung neuer Plattformen denkbar. Aufgrund der webbasierten Struktur des 
Projektes wäre es ein leichtes, eine reine Maussteuerung oder sogar eine Anpassung auf Touchdisplays 
vorzunehmen. Hierdurch würde das vorgestellte System zu einer völlig neuartigen und alternativen Facette des 
gesamten digitalen Bestandes der SLUB-Webpräsenz werden können.  
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E. Liste der Kollektionstitel in den digitalen Sammlungen 
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Instrumentalmusik der Dresdner Hofkapelle 
Bibliotheca Gastronomica 
Digitale Sammlung August Wilhelm Schlegel 
Drucke des 15. Jahrhunderts 
175 Jahre Naturwissenschaftliche Gesellschaft ISIS in Dresden 
Handschriften 
Deutschsprachige mittelalterliche Handschriften 
Griechische Handschriften 
Orientalische Handschriften 
Lateinische mittelalterliche Handschriften 
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Virtuelle Schatzkammer 
Dresdner Opernarchiv digital 
Abhandlungen der sächsischen Akademie der Wissenschaften 
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Drucke des 17. Jahrhunderts 
Historische Bestände der Stadtbibliothek Chemnitz 
Sammlung Fürsten- und Landesschule Grimma 
Neues Archiv für Sächsische Geschichte 
Karten und Ansichten 
Sächsische Landtagsprotokolle 
Sammlung Jädicke 
Drucke des 16. Jahrhunderts 
Stenografische Sammlung 
Uhrmacher-Zeitschriften 
Ostrale 
	  
Spezialsammlungen 
Deutsche Fotothek 
Illustrierte Magazine der Weimarer Republik 
Kartenforum 
Architektur- und Ingenieurszeichnungen 
Archiv der Fotografen 
Digitale Mediathek 
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F. Metainformationen für Datensätze der Deutschen Fotothek 
	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "obj"	  usage	  =	  "denotation">OBJ-­‐Dokument</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a0000"	  usage	  =	  "denotation">Systematik-­‐Nr.	  (THE)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2000"	  usage	  =	  "denotation">Geo-­‐Datensatznummer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260a"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260b"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260c"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260d"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260i"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260j"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260k"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260o"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260p"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260q"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260r"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260s"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260t"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a260u"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2660"	  usage	  =	  "denotation">Straße</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2661"	  usage	  =	  "denotation">Hausnummer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2662"	  usage	  =	  "denotation">Ortsteil</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2664"	  usage	  =	  "denotation">Ortsname</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2666"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2690"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2700"	  usage	  =	  "denotation">Bauwerkname</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2730"	  usage	  =	  "denotation">Stelle	  im	  Bauwerk</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2796"	  usage	  =	  "denotation">Geltungsdauer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280a"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280b"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280c"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280d"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280i"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280j"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280k"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280o"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280p"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280q"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280r"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280s"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280t"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a280u"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2860"	  usage	  =	  "denotation">Strasse</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2861"	  usage	  =	  "denotation">Hausnummer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2862"	  usage	  =	  "denotation">Ortsteil</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2864"	  usage	  =	  "denotation">Sammlungsort</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2890"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2900"	  usage	  =	  "denotation">Verwaltername</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2910"	  usage	  =	  "denotation">Verwalter-­‐Person</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2930"	  usage	  =	  "denotation">Abteilung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2950"	  usage	  =	  "denotation">Inventarnummer/Signatur</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2952"	  usage	  =	  "denotation">alte	  Inventarnummer/Signatur</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2962"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2965"	  usage	  =	  "denotation">Folio-­‐Nr.	  /	  Seite	  /	  Blatt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2990"	  usage	  =	  "denotation">Verbleib</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2996"	  usage	  =	  "denotation">Geltungsdauer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a2998"	  usage	  =	  "denotation">Bemerkung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3100"	  usage	  =	  "denotation">Künstlername</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3470"	  usage	  =	  "denotation">Authentizität</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3475"	  usage	  =	  "denotation">Tätigkeit	  am	  Bildgegenstand</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3496"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3498"	  usage	  =	  "denotation">Bemerkung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3970"	  usage	  =	  "denotation">Authentizität</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a3975"	  usage	  =	  "denotation">Tätigkeit	  am	  Bildgegenstand</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4100"	  usage	  =	  "denotation">Personenname</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a410d"	  usage	  =	  "denotation">dargestellte	  Person	  (nicht	  mehr	  benutzen)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4475"	  usage	  =	  "denotation">Tätigkeit	  am	  Bildgegenstand</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4498"	  usage	  =	  "denotation">Bemerkung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4560"	  usage	  =	  "denotation">Art	  der	  Körperschaft</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4600"	  usage	  =	  "denotation">Körperschaftsname</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4975"	  usage	  =	  "denotation">Tätigkeit	  am	  Bildgegenstand</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a4998"	  usage	  =	  "denotation">Bemerkung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5000"	  usage	  =	  "denotation">Objektnummer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5001"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5007"	  usage	  =	  "denotation">Beziehung	  zu	  anderem	  Objekt	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5009"	  usage	  =	  "denotation">Hersteller	  anderes	  Objekt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5010"	  usage	  =	  "denotation">Sachbegriff	  anderes	  Objekt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5013"	  usage	  =	  "denotation">Titel	  anderes	  Objekt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5014"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a501a"	  usage	  =	  "denotation">Stelle	  anderes	  Objekt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a501k"	  usage	  =	  "denotation">Verwalter	  anderes	  Objekt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a501m"	  usage	  =	  "denotation">Signatur	  anderes	  Objekt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a501n"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a501t"	  usage	  =	  "denotation">Beschreibung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5060"	  usage	  =	  "denotation">Art	  der	  Zeitangabe	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5062"	  usage	  =	  "denotation">Zeitangabe	  numerisch</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5064"	  usage	  =	  "denotation">Datierung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5108"	  usage	  =	  "denotation">Standort	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5109"	  usage	  =	  "denotation">Ort	  (Aufnahmezeitpunkt)	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5110"	  usage	  =	  "denotation">Ortsteil</Term>	  
	   101	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5114"	  usage	  =	  "denotation">Flächendenkmal</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5116"	  usage	  =	  "denotation">Straße</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5116a"	  usage	  =	  "denotation">Straße	  (Aufnahmezeit)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5117"	  usage	  =	  "denotation">Hausnummer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5117a"	  usage	  =	  "denotation">Hausnummer	  (Aufnahmezeit)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511a"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511b"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511c"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511d"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511e"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511i"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511j"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511k"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511o"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511p"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511q"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511r"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511s"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511t"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a511u"	  usage	  =	  "denotation">Google-­‐Maps-­‐API</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5130"	  usage	  =	  "denotation">Entstehungsort</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5140"	  usage	  =	  "denotation">Art	  des	  Ortsbezugs	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5145"	  usage	  =	  "denotation">Ortsname/Land</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5198"	  usage	  =	  "denotation">Ensemblename</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5200"	  usage	  =	  "denotation">Titel</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5202"	  usage	  =	  "denotation">Bauwerkname</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5204"	  usage	  =	  "denotation">Bauwerk-­‐Zweitname</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a520a"	  usage	  =	  "denotation">Bibliographischer	  Titel</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a520b"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5220"	  usage	  =	  "denotation">Gattung	  (Kunstobjekt)*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5230"	  usage	  =	  "denotation">Sachbegriff*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5240"	  usage	  =	  "denotation">Formtyp</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5260"	  usage	  =	  "denotation">Material</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a52df"	  usage	  =	  "denotation">Beschreibung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a52in"	  usage	  =	  "denotation">Originaltitel</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a52ku"	  usage	  =	  "denotation">DF-­‐Kurztitel	  -­‐	  Beschreibung	  (52df)	  benutzen</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a52se"	  usage	  =	  "denotation">Serientitel</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5300"	  usage	  =	  "denotation">Technik-­‐alt	  -­‐-­‐	  bitte	  Technik	  verwenden</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5358"	  usage	  =	  "denotation">Technik</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5360"	  usage	  =	  "denotation">Maße	  (H	  x	  B)	  und	  Maßeinheit</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5364"	  usage	  =	  "denotation">andere	  Maßart	  	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5365"	  usage	  =	  "denotation">anderes	  Maß	  und	  Maßeinheit</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5385"	  usage	  =	  "denotation">Art	  und	  Zahl</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5395"	  usage	  =	  "denotation">Maßstab</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b1"	  usage	  =	  "denotation">Ebene	  1</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b2"	  usage	  =	  "denotation">Ebene	  2</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b3"	  usage	  =	  "denotation">Ebene	  3</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b4"	  usage	  =	  "denotation">Ebene	  4</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b5"	  usage	  =	  "denotation">Ebene	  5</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b6"	  usage	  =	  "denotation">Ebene	  6</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b7"	  usage	  =	  "denotation">Ebene	  7</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b8"	  usage	  =	  "denotation">Ebene	  8</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55b9"	  usage	  =	  "denotation">Ebene	  9</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55df"	  usage	  =	  "denotation">Schlagwort	  /	  Ikonographie</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a55sys"	  usage	  =	  "denotation">a55sys</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5650"	  usage	  =	  "denotation">Text	  am	  Objekt	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5686"	  usage	  =	  "denotation">Text</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5694"	  usage	  =	  "denotation">Anbringungsort</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5730"	  usage	  =	  "denotation">Verzeichnis	  /	  PPN</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a5910"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a598a"	  usage	  =	  "denotation">xxx/Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a598e"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a598n"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a598t"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a599a"	  usage	  =	  "denotation">Art	  des	  Freitextes	  (öff.)	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a599d"	  usage	  =	  "denotation">Überschrift	  (Webtext)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a599e"	  usage	  =	  "denotation">Freitextinhalt</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a599wue"	  usage	  =	  "denotation">Infotext	  Web	  Überschrift</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a599www"	  usage	  =	  "denotation">Web-­‐Infotext</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a6760"	  usage	  =	  "denotation">Marke	  /	  Wasserzeichen	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a6768"	  usage	  =	  "denotation">Beschreibung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a7790"	  usage	  =	  "denotation">Ausstellungskurztitel</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a7795"	  usage	  =	  "denotation">Ausstellungsnachweis</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8330"	  usage	  =	  "denotation">Literatur-­‐Kurztitel	  (nicht	  mehr	  verwenden)	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8334"	  usage	  =	  "denotation">Stelle	  /	  Seite</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8350"	  usage	  =	  "denotation">Literatur</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8450"	  usage	  =	  "denotation">Aufnahme-­‐	  /	  Medientyp	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8460"	  usage	  =	  "denotation">Aufnahme-­‐Verwalter*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8470"	  usage	  =	  "denotation">Aufnahme-­‐Nummer*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8470zoom"	  usage	  =	  "denotation">Zoomify-­‐Preview</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8475"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8476"	  usage	  =	  "denotation">alte	  Aufnahme-­‐Nr.</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8478"	  usage	  =	  "denotation">Original?</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8479"	  usage	  =	  "denotation">Aufnahmeart</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8480"	  usage	  =	  "denotation">Größe	  (gemessen,	  wenn	  nicht	  Standard)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8481"	  usage	  =	  "denotation">Ausrichtung</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8481a"	  usage	  =	  "denotation">Standardformat</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8482"	  usage	  =	  "denotation">Farbe?</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8487"	  usage	  =	  "denotation">Aufnahme-­‐Trägermaterial</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8490"	  usage	  =	  "denotation">Fotograf/in</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8491"	  usage	  =	  "denotation">Atelier/Verlag</Term>	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  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8494"	  usage	  =	  "denotation">Aufnahmedatum</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8495"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8496"	  usage	  =	  "denotation">Zugangsdatum</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8497"	  usage	  =	  "denotation">Zugangsart</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8498"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8499"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8510"	  usage	  =	  "denotation">Aufnahme-­‐Inhalt/Detail</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8511"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8512"	  usage	  =	  "denotation">Aufnahme-­‐Aktion	  (APS)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8515"	  usage	  =	  "denotation">Sondersignatur</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8540"	  usage	  =	  "denotation">Aufnahme-­‐Nr.	  (unterdrückt)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a854c"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a854g"	  usage	  =	  "denotation">Dateiformat</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a854h"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a854t"	  usage	  =	  "denotation">Kamera/Scanner</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8551"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8555"	  usage	  =	  "denotation">MI-­‐Nummer</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8577"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8579"	  usage	  =	  "denotation">Aufnahme-­‐Kommentar</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8596"	  usage	  =	  "denotation">Begleitinformation</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a8599"	  usage	  =	  "denotation">intern</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a85zi"	  usage	  =	  "denotation">ZI-­‐Signatur</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9902"	  usage	  =	  "denotation">Datensatz-­‐Urheber-­‐Institut*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9903"	  usage	  =	  "denotation">Bearbeiter</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9904"	  usage	  =	  "denotation">Datensatz-­‐Urheber*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9920"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9930"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9960"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9990"	  usage	  =	  "denotation">Kommentar	  (intern)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a9998"	  usage	  =	  "denotation">Bearbeitungsstand*</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99cr"	  usage	  =	  "denotation">Bildrechte?</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99d1"	  usage	  =	  "denotation">APS-­‐Reiter	  Medium</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99d2"	  usage	  =	  "denotation">APS-­‐Katalog</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99d3"	  usage	  =	  "denotation">APS-­‐Archiv</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99df"	  usage	  =	  "denotation">DF-­‐Kommentar	  (intern)</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99fm"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99hs"	  usage	  =	  "denotation">xxx</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "a99www"	  usage	  =	  "denotation">URL/Hyperlink</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob00"	  usage	  =	  "denotation">Katalogbaum	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob26"	  usage	  =	  "denotation">Beziehung	  zum	  Ort/Bauwerk	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob28"	  usage	  =	  "denotation">Beziehung-­‐Verwalter	  (darg.	  Objekt)	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob30"	  usage	  =	  "denotation">Beziehung-­‐Künstler	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob35"	  usage	  =	  "denotation">Beziehung	  zur	  Werkstatt\Künstlergruppe	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob40"	  usage	  =	  "denotation">Beziehung	  zur	  Person	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob45"	  usage	  =	  "denotation">Beziehung	  zur	  Körperschaft	  [+]</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "aob69"	  usage	  =	  "denotation">Beziehung	  Werk</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "did"	  usage	  =	  "denotation">did</Term>	  
	  	  	  	  	  	  	  	  <Term	  documentid	  =	  "obj"	  localname	  =	  "lvl"	  usage	  =	  "denotation">lvl</Term>	  
	  
	  	  	  	  	  	  	  	  <Term	   namespaceprefix	   =	   "edp"	   documentid	   =	   "obj"	   localname	   =	   "created"	   usage	   =	   "denotation">Erstellungsdatum	   -­‐	   Auto-­‐
Feld</Term>	  
	  	  	  	  	  	  	  	  <Term	  namespaceprefix	  =	  "edp"	  documentid	  =	  "obj"	  localname	  =	  "createdBy"	  usage	  =	  "denotation">createdBy</Term>	  
	  	  	  	  	  	  	  	  <Term	   namespaceprefix	   =	   "edp"	   documentid	   =	   "obj"	   localname	   =	   "updated"	   usage	   =	   "denotation">Letzte	   Aktualisierung	   -­‐	  
Auto-­‐Feld</Term>	  
	  	  	  	  	  	  	  	  <Term	  namespaceprefix	  =	  "edp"	  documentid	  =	  "obj"	  localname	  =	  "updatedBy"	  usage	  =	  "denotation">Letzter	  Bearbeiter	  -­‐	  Auto-­‐
Feld</Term>	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G. Übersicht der ausgewählten Knotenhierarchie und Unterknoten 
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H. Deployment-Anleitung 
 
Projektstruktur 
Der Prototyp gliedert sich in zwei Teilprojekte namens „KinectHTML5“ und „JITWebProject“. Für beide 
Projekte gibt es neben den beiliegenden Projektverzeichnissen auch die folgenden Repositories auf 
www.github.com:  
 
* JITWebProject: https://github.com/pi11e/EclipseJIT.git 
* KinectHTML5: https://github.com/pi11e/KinectHTML5.git 
 
Das „JITWebProject“ ist stellt ein Eclipse Projekt dar, das mit Eclipse Helios (Service Release 2, build id: 
20110301-1815) erstellt wurde. Es benötigt zum korrekten deployen des als Webanwendung angelegten 
Prototypen einen Apache Tomcat 7.0.27 Webserver, optimalerweise integriert in die Eclipse IDE. Aufgrund der 
Verwendung von websockets wird dringend davon abgeraten, niederigere Versionen als 7.0.27 des Tomcat 
Webservers zu verwenden. Die notwendigen Bibliotheken für jQuery, das Datenbankframework BaseX, die 
Galeriekomponente Galleria.io und das Visualisierungsframework JIT werden im Projekt mitgeliefert, können 
aber theoretisch und auf eigene Gefahr aktualisiert werden. Die Java-Klassen zur Erstellung und Ansteuerung 
der Datenbank befinden sich im Paket de.tudresden.mg.ebookshelf.data, das Servlet zur Weiterleitung von 
HTTP-Requests an den Datenbankcontroller liegt im „default“-Paket. Die eigentliche Datenbasis in XML-
Format befindet sich unter Webcontent\data\data.xml.  
Die wesentlichen Javascript-Komponenten, die für das Erstellen und Laden sämtlicher Interfaceelemente 
verantwortlich sind, befinden sich wie bei Webanwendungen üblich ebenfalls im Webcontent-Ordner, und 
zwar unter Webcontent\SLUBSemanticsGraph. Dort sind auch die Hauptklassen „ebookshelf.js“ und 
„kinectComponent.js“ zu finden, die einen optimalen Einstiegspunkt in das Projekt bieten.  
Folgende wichtige Bemerkung zum Encoding sollte unbedingt überprüft und berücksichtigt werden: Da das 
Datenbankframework davon ausgeht, dass ankommende Queries mit UTF-8 encodiert sind, müssen sowohl in 
der Eclipse-IDE als auch in der Tomcat-Serverkonfiguration entsprechende Einstellungen vorgenommen 
werden. Damit Eclipse Dateien in UTF-8 encodiert, müssen die „Eigenschaften“ von Eclipse (nicht des 
Projektes) aufgerufen werden. Anschließend muss unter „General ! Workspace“ im Feld „Text Encoding“ in 
der Dropdown-Liste bei „Other“ UTF-8 ausgewählt werden. Zusätzlich sollte unter „Web ! HTML Files“ 
ebenso als Encoding UTF-8 selektiert werden. Um unter Eclipse die Serverkonfiguration anzupassen, muss das 
nach Integration eines Tomcat-Servers automatisch angelegte „Servers“-Projekt geöffnet und unter dem 
entsprechenden Eintrag (beispielsweise “Tomcat v7.0 Server at localhost“) die Datei server.xml geöffnet 
werden. Dort muss die Zeile gesucht werden, die den „Connector“ für den HTTP-Port 8080 definiert, sie 
lautet in der Regel so:  
 
<Connector connectionTimeout="20000" port="8080" protocol="HTTP/1.1" redirectPort="8443"/> 
 
Diesem Connector-Tag muss nun das Attribut URIEncoding=”UTF-8” hinzugefügt werden.  
 
Das Projekt „KinectHTML5“ ist ein mit MicroSoft VisualStudio 2010 Professional erstelltes C# Projekt. Zum 
Kompilieren ist zusätzlich das Kinect SDK 1.7 sowie das Kinect Developer Toolkit derselben Version 
erforderlich. Es enthält die Projekte „Kinect.Server“ und „Kinect.Client“, wobei es sich bei dem Client lediglich 
um eine Testkomponente handelt. Für das zur Verwendung von websockets unter C# notwendige Framework 
„Fleck“ wird im „Kinect.Server“ Projekt auch unter „Libs“ die entsprechend erforderliche DLL mitgeliefert. 
Den wesentlichen Anteil trägt hier die Klasse InteractionController, die den vom Kinect SDK 1.7 gelieferten 
InteractionStream auswertet, mit Hilfe der Klasse SkeletonSerializer in JSON serialisiert und via websocket zur 
Verfügung stellt. 
 
Deployment und Start 
Um die Webanwendung via Eclipse zu deployen, muss das JITWebProject auf dem integrierten Tomcat 
Webserver ausgeführt werden. Theoretisch ist es auch möglich, das Projekt als .WAR-Datei zu generieren und 
fortan auf von Eclipse unabhängigen Tomcat-Instanzen zu installieren. Sobald das Projekt respektive die WAR-
Datei erfolgreich auf einem laufenden Server hochgeladen und initialisiert wurde, ist unter der Adresse 
	   105	  
http://localhost:8080/JITWebProject/SLUBSemanticsGraph/index.html die Hauptseite erreichbar. Darüberhinaus 
existiert noch eine einfache Debuggingseite zur Anzeige von Kinectdaten unter 
http://localhost:8080/JITWebProject/SLUBSemanticsGraph/kinectMonitor.html. Zum Starten der 
Demonstration, was zunächst die Datenbank initialisiert und anschließend die Visualisierung anzeigt, muss der 
Knopf mit der Aufschrift „start“ gedrückt werden. Die Graphkomponente initialisiert den Startknoten etwas 
außerhalb der Canvas-Fläche, weshalb dieser unter Umständen erst in die Bildmitte gerückt werden muss.  
 
Sobald mehr als ein Knoten sichtbar ist, befindet sich die Visualisierungskomponente (Graph und Galerie) im 
initialisierten Zustand und kann zunächst mit der Maus bedient werden. Zum Starten der Gestenerkennung 
muss der Kinect-Server ebenfalls gestartet werden. Dazu kann entweder die KinectHTML5-Lösung in ein 
VisualStudio 2010 geladen und gestartet werden, oder die mitgelieferte Binärdatei unter 
KinectHTML5\Kinect.Server\bin\release\Kinect.server.exe verwendet werden. 
 
 
 
