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1. Bevezetes
Automatikus beszedfelismeres (ASR) soran azt varjuk a gept}ol, hogy a beszedjelet automa-
tikusan szavak vagy fonemak sorozatava rja at. Ennek a latszolag egyszer}u problemanak
szamos felhasznalasi terulete van a diktalorendszerekt}ol kezdve, a dialogus rendszereken at,
egeszen a szemelyi asszisztens alkalmazasokig. Ezen alkalmazasok felhasznalhatosaga szamos
kriteriumtol fugg, ugy mint a sebesseg, valamint a szamtasi- es memoriaigeny. Jelen munkank
kozeppontjaban azonban a pontossag all, kulonos tekintettel a zajjal szennyezett es elter}o atviteli
karakterisztikaval felvett beszedre. Az a teny teszi kulonosen nagy kihvassa a zajt}uresi krite-
riumnak valo megfelelest, hogy gyakran lehetetlen el}ore latni az osszes potencialisan felmerul}o
nehezseget. Igy a beszedfelismer}o rendszereket ugy kell megtervezni, hogy olyan korulmenyek
kozott is m}ukodjenek, mely korulmenyekre nem lettek kulon felkesztve.
Jelen munkaban ezt a problemat a HMM/ANN modell kereteben vizsgaljuk, melynek f}obb
lepeseit mutatja be az 1. abra. Ez a megkozeltes abban kulonbozik a hagyomanyos HMM/GMM
modellt}ol, hogy a generatv GMM (Gaussian Mixture Model) modellt diszkriminatv neuronhalo-
modell valtja. A HMM/ANN hibrid modell evtizedek ota jelen van [33], de alkalmazasa nap-
jainkban lett kulonosen nepszer}u, a mely neuronhalok megjelenesenek koszonhet}oen. Az alap
HMM/ANN modellt}ol jelen munkaban abban terunk el, hogy { kovetve a Kleinschmidt hasznalta
elnevezeseket [17] { a jellemz}okinyeres folyamatat els}odleges- es masodlagos jellemz}okinyeresre
bontjuk. Ezt a felosztast egyreszt azert eszkozoltuk, mert mg az els}odleges jellemz}okinyeres soran
korabban ismert, jol bevalt modszerek hasznalatara szortkoztunk, a masodlagos jellemz}okinyeres
folyamataban tobb modostast is javasoltunk. Az akusztikus modell mellett a masodlagos jel-
lemz}okinyeres lepese volt a folyamat azon resze, melyre koncentraltunk ebben a munkaban, akar
azzal, hogy modostasokat vezettunk be, akar azzal, hogy azt osszevontuk az akusztikus modell
tantasaval.
Modostasi javaslataink mind a felismeres pontossaganak noveleset celoztak, kulonos tekin-
tettel a zajos kornyezetben torten}o beszedfelismeresre. Egyes kutatok ezt a celt az emberi
beszedertesr}ol szerzett ismeretek felhasznalasaval probaljak elerni. Ezt a megkozeltest az az
elkepzeles motivalta, hogy ha tanulmanyozzuk a jobban teljest}o emberi beszedpercepciot [41], az
gy tanultakkal bizonyara javtani tudunk a rosszabbul teljest}o automatikus beszedfelismeresen
is. Bizonyos fokig ennek a megkozeltesnek a sikeret lathattuk peldaul a Mel-skala vagy a Bark-
skala alkalmazasanal, ahogy a spektro-temporalis modszerek alkalmazasaban is, melyre az itt
bemutatott modszerek tamaszkodnak.
A javasolt modszereket harom feladaton ertekeltuk ki: fonemaosztalyozas, fonemafelismeres,
es szofelismeres. Ehhez a Szeged magyar nyelv}u hrados adatbazist [46], valamint a TIMIT [28]
es az Aurora-4 [36] angol nyelv}u beszedadatbazisokat hasznaltuk fel.
1. abra. A beszedfeldolgozasi folyamat attekintese.
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2. abra. Az Aurora-4 adatbazisbol vett pelda spektralis reprezentacioja. A fekete keretek (balrol
jobbra) jelzik az a) MFCC b) TRAP es c) lokalizalt spektro-temporalis jellemz}ok alakjat.
2. Spektro-temporalis jellemz}okinyeres
Mikozben egyre tobbet tudunk az emberi beszedertesr}ol, a hagyomanyosan hasznalt jellem-
z}okinyeresi modszerek tovabbra is csak annak legalapvet}obb tulajdonsagait veszik gyelembe.
Esszer}u elvaras azonban az emberi beszedpercepcio jobb teljestmenyet gyelembe veve, hogy
egy annak tulajdonsagait jobban kozelt}o rendszer jobban teljestsen, mint egy pusztan mate-
matikai eszkozokre epul}o modszer. Egy ilyen tulajdonsag, melynek kozelteseb}ol protalhat az
automatikus beszedfelismeres, a kortikalis sejtek egyuttes spektro-temporalis erzekenysege [6].
Annak ellenere, hogy az emberek alig kepesek felismerni ilyen rovid reszleteket, az MFCC
jellemz}okinyeres 20-30 ezredmasodperces reszletekben dolgozza fel a beszedjelet. Ugyan ez
a kornyezet kiterjeszthet}o a  egyutthatok es szomszedos keretek (frame) felhasznalasaval,
ez megis kulonbozik attol, mint ha a jellemz}oket egy adott spektro-temporalis modulaciora
hangolnank [4]. Raadasul a felhasznalt keretek szamanak novekedesevel a jellemz}ok szama is
n}o, ami dimenziocsokkent}o modszerek alkalmazasat teheti szuksegesse. Tovabbi problema az
MFCC hasznalataval, hogy az eredmenyul kapott jellemz}ovektorok globalisak a frekvenciatar-
tomanyban, gy savhatarolt zaj eseten is minden jellemz}o serul [4]. Egyes kserletek szerint az
emberi beszedertes relatv sz}uk frekvenciasavokon alapul [32], ami sugallja, hogy az ablakoknak
(melyekb}ol a jellemz}oket kinyerjuk) a frekvenciatartomanyban is korlatozottnak kell lenniuk.
Ugyanez a megfontolas motivalta a TRAP modell bevezeteset [12], ahol minden frekvenciasav
kulon kerul feldolgozasra. A 2. abran szemleltetjuk ezt a megkozeltest, a hagyomanyos MFCC
megkozeltes mellett. Ezen megkozeltesekkel szemben jelen tanulmanyban a spektro-temporalis
feldolgozasra koncentralunk, ahol a spektralis reprezentaciot olyan ablakokban dolgozzuk fel,
melyek az id}o- es frekvenciatartomanyban is behataroltak (lasd 2.(c) abra).
A spektro-temporalis feldolgozas folyamatat tekinthetjuk ugy, mint F sz}ur}o alkalmazasat P
ablakra, ahol az o kimenet a kovetkez}o formula segtsegevel kaphato meg:
o =
M 1X
f=0
N 1X
t=0
P (f; t)F (f; t); (1)
ahol M es N adja az F sz}ur}o es P ablak magassagat es szelesseget. A formula alkalmazasaval
konnyen kinyerhetjuk jellemz}ok egy csoportjat kulonboz}o sz}ur}ok hasznalataval, vagy ugyanazt a
sz}ur}ot mas-mas ablakra alkalmazva. Am nehez megtalalni azokat a sz}ur}oparametereket, melyek
az adott feladat eseten optimalis eredmenyt adnak.
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2.1. 2D DCT
Az MFCC feldolgozas lokalizalt spektro-temporalis ablakokra torten}o altalanostasanak egy ke-
zenfekv}o modja a feldolgozas soran alkalmazott diszkret koszinusz-transzformacio (DCT) helyet-
testese annak ketdimenzios valtozataval (2D DCT). Az gy keletkez}o jellemz}okinyeresi modszert
tekinthetjuk ugy mint az (1) egyenl}oseg alkalmazasa az alabbi F sz}ur}o behelyettestesevel:
Fpq(f; t) = cos
  (2f + 1)  p
2M
cos
  (2t+ 1)  q
2N
; (2)
aholM es N a sz}ur}o magassaga es szelessege; ezt a tartomanyt jarjak be az f es a t parameterek,
mg a p es a q parameterek specikaljak a sz}ur}ok modulacios frekvenciajat a frekvencia- es
id}otartomanyban.
Dencio szerint egy M N meret}u ablakra a 2D DCT ugyanannyi (M N) egyutthatot ad
vissza. Tobb eredmeny is (mind a beszedfelismeres, mind a kepfeldolgozas teruleter}ol) azt jelzi
azonban, hogy ezek az egyutthatok nem egyforman fontosak az ablak tartalmanak reprezentacioja
szempontjabol (az alacsonyrend}u egyutthatok fontosabbak) [4, 16]. Eldontetlen kerdes azonban,
hogy pontosan hanyat lehet erdemes megtartani az alacsonyrend}u egyutthatok kozul. Kserleti
uton probaltunk valaszt talalni erre a kerdesre. Tovabba kserleti uton vizsgaltuk az ablakok
meretenek kerdeset, az ablakok atfedesenek merteket, es a felhasznalando mel-sz}ur}ok szamat
is. Ennek erdekeben szamos fonemafelismeresi kserletet vegeztunk a TIMIT adatbazison. Ezen
kserletek eredmenyeinek felhasznalasaval kivalasztottunk harom lehetseges parameterbealltast.
Vegul (reszben az MFCC eredmenyekkel valo jobb osszehasonlthatosagot is gyelembe veve) ugy
dontottunk, hogy a logaritmikus spektrumot hasznaljuk bemenetkent 26 mel-sz}ur}ovel. Tovabba
ugy dontottunk, hogy a bemeneten hasznalt ablakok 7 csatorna magasak, es 9 keret szelesek lesz-
nek, es a 12 pozcion helyezzuk el }oket a frekvenciatartomanyban, minden pozcion 9 egyutthatot
kinyerve.
A kivalasztott bealltasokat a TIMIT beszedadatbazison ertekeltuk ki a
"
mag" (core) teszt-
halmaz tiszta, valamint zajjal szennyezett valtozatain. A spektro-temporais jellemz}okinyeressel
(2D DCT) elert eredmenyeket osszehasonltottuk azokkal, melyeket az MFCC jellemz}ok fel-
hasznalasaval kaptunk (lasd 1. tablazat). Az eredmenyek azt mutatjak, hogy a spektro-temporalis
feldolgozassal alacsonyabb hibaaranyokat kapunk zajos beszed eseten (a zaj merteket}ol fugget-
lenul), mint az MFCC egyuthatok hasznalataval.
Bemutattunk tovabba egy modszert a ket jellemz}okeszlet kombinaciojara, ahol a ket jel-
lemz}okeszeletre fuggetlenul egy-egy neuronhalot tantunk, majd a neuronhalok kimenetet egy
harmadik neuronhaloban hasznaljuk fel. Megmutattuk, hogy a ket jellemz}okeszlet kombinacio-
javal tiszta beszed eseten is jobb eredmenyt tudunk elerni.
Jellemz}okeszlet
Tiszta
beszed
Zajjal szennyezett beszed
Rozsaszn zaj
"
Babble" zaj
20 dB 10 dB 0 dB 20 dB 10 dB 0 dB
MFCC 29.11% 56.78% 74.78% 85.57% 48.04% 73.56% 86.29%
2D DCT 29.52% 46.62% 67.01% 79.07% 41.03% 58.36% 74.81%
1. tablazat. Fonemafelismeresi hibaaranyok a TIMIT core teszthalmaz tiszta es zajjal szennyezett
valtozatan.
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3. abra. Gabor-sz}ur}ok manualisan osszealltott keszlete (fenn), es a 2D DCT sz}ur}okeszlet (lenn),
a hasonlosag kiemelese erdekeben a megfelel}o sz}ur}ok egymas kozelebe pozicionaltuk. A sz}ur}ok
merete 9 9. [26]
2.2. Gabor-sz}ur}ok
Egy masik modszer a spektro-temporalis jellemz}ok kinyeresere a Gabor-sz}ur}ok valos reszenek
alkalmazasa az ablakokra, melyet egy ket-dimenzios Gauss-gorbe,
W (f; t) =
1
2ft
e
  1
2
 
(f f0)2
2
f
+
(t t0)2
2t
!
; (3)
es egy orientalt szinusz, azaz
S
;!(f; t) = cos

  f  2

M
+
  t  2!
N

(4)
szorzatakent kapunk. Itt az f es a t parameterek az ablakok frekvencia- es id}otartomanyat jarjak
be. Tovabba az f0 es a t0 parameterek hatarozzak meg a Gauss-gorbe kozeppontjat, mg a 
2
f
es a 2t parameterek a gorbe szelesseget hatarozzak meg a megfelel}o tartomanyokban. Vegul, M
es N hatarozzak meg a sz}ur}o mereteit, mg az 
 es az ! parameterek a szinuszoid d}oleseert es
periodicitaseert felelnek.
Habar az vilagos, hogy az 
 es az ! parameterek hogyan hatarozzak meg a Gabor-sz}ur}ok
alakjat, kevesbe nyilvanvalo, hogyan kene ezen parametereknek erteket valasztani. Ahogy az sem
nyilvanvalo, hogy hany es mekkora sz}ur}ok alkalmazasa szukseges a megfelel}o beszedfelismeresi
eredmeny erdekeben. Ezen kerdesek megvalaszolasaval tobben foglalkoztak az evek soran [8, 18,
42], es ezert mi is reszletesen vizsgaltuk. El}oszor lertunk ket automatikus jellemz}okivalasztasi
modszert a feladatra, nev szerint a Kleinschmidt es Gelbart altal is hasznalt Filter Finding Neural
Network (FFNN) [18] es a Pudil es tarsai altal bemutatott Sequential Forward Floating Selection
(SFFS) [38] modszert. Tovabba letrehoztunk ket sz}ur}okeszletet ezen modszerek segtsegevel.
Kes}obb, a TIMIT adatbazison es a Szeged magyar nyelv}u hrados adatbazison vegzett kserletek
eredmenyei alapjan osszehasonltottuk a kovetkez}o Gabor-sz}ur}okeszleteket:
 A Kleinschmidt es Gelbart altal bevezetett Gabor-sz}ur}okeszletek [18] (G1, G2, G3)
 A Schadler es tarsai altal bevezetett Gabor-sz}ur}okeszlet [42] (SMK)
 Az altalunk, az FFNN modszerrel el}oalltott Gabor-sz}ur}okeszlet (FFNN)
 Az altalunk, az SFFS modszerrel el}oalltott sz}ur}okeszlet (SFFS)
 Az altalunk, egyszer}u heurisztikak { mint a 2D DCT egyuthatokkal mutatkozo hasonlosag
(lasd 3. abra) { alapjan, manualisan el}oalltott Gabor-sz}ur}okeszlet (Gabor manualis)
 Tz, veletlenszer}uen generalt Gabor-sz}ur}okeszlet
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Az osszehasonltast el}oszor a TIMIT adatbazison vegeztuk el. Azt talaltuk, hogy a manualisan
el}oalltott Gabor-sz}ur}okeszlet jobban teljestett minden mas vizsgalt sz}ur}okeszletnel, ide ertve
azokat is, melyek kinomult automatikus jellemz}okivalasztasi modszerek eredmenyekent jottek
letre. A tiszta es zajos beszeden vegzett kserletek is ugyanerre az eredmenyre vezettek. Ugy
talaltuk tovabba, hogy sok esetben a veletlenszer}uen generalt sz}ur}okeszletek hasonloan vagy
akar jobban teljestettek, mint kinomult modszerekkel letrehozott tarsaik. Es hasonloan ahhoz,
mint amit a 2D DCT jellemz}okkel vegzett kserletek eseten tapasztaltunk, Gabor-sz}ur}ok eseten
is azt tapasztaltuk, hogy egy megfelel}o spektro-temporalis jellemz}okeszlettel jobb eredmenyeket
erhetunk el az MFCC jellemz}okkel elert eredmenyeknel, akar tiszta, akar zajos beszed eseten.
Kserleteinket megismeteltuk a Szeged magyar nyelv}u hrados adatbazison. A Gabor-sz}ur}o-
keszletek egymashoz viszonytott teljestmenyet tekintve hasonlo eredmenyeket kaptunk, mint a
TIMIT adatbazis eseten. Egyreszr}ol a manualisan letrehozott Gabor-sz}ur}okeszlet alacsonyabb
hibaaranyokat produkalt, mint barmely mas vizsgalt sz}ur}okeszlet. Ez arra utalhat, hogy a
sz}ur}okeszlet letrehozasanal hasznalt heurisztikak altalanosabbak az egyeb vizsgalt jellemz}okiva-
lasztasi modszerekben alkalmazottaknal. A kulonboz}o jellemz}okivalasztasi modszerekkel keszult
sz}ur}okeszletek eredmenyeinek osszehasonltasanal azt lattuk, hogy az SFFS algoritmus altal
el}oalltott sz}ur}okeszlet jelent}osen tulszarnyalta az FFNN algoritmus altal el}oalltott tarsat. Mi-
vel hasonlo tendenciat gyeltunk meg a TIMIT adatbazison vegzett kserleteknel is, az SFFS
jellemz}okivalasztasi modszer jobbnak t}unik, mint az FFNN. De meg az SFFS algoritmussal
el}oalltott sz}ur}okeszlet is rosszabbul teljestett, mint az MFCC jellemz}ok, vagy akar a manualisan
el}oalltott Gabor-sz}ur}okeszlet. Ugyanez mondhato el a Kleinschmidt es Gelbart altal bemutatott
sz}ur}okeszletekr}ol (G1, G2, G3), vagy a Schadler es tarsai altal osszealltott sz}ur}okeszletr}ol is. Ez
azt mutatja, hogy az automatikus jellemz}okivalasztasi modszerek nemcsak id}oigenyesek, de az
eredmenyul kapott sz}ur}okeszlet elter}o adatbazisra/nyelvre torten}o adaptacioja sem nyilvanvalo.
Tovabba azt is lattuk, hogy a legjobb veletlenszer}uen generalt sz}ur}okeszlet hasonloan teljestett,
mint az SFFS keszlet, es jobb eredmenyeket adott, mint a G1, G2, SMK, vagy az FFNN keszlet.
Ez ismet a jellemz}okivalasztasi modszerek kudarcat mutatja.
A fejezet eredmenyeinek tezisszer}u osszefoglalasa
I/1. Megmutattuk, hogy 2D DCT jellemz}okinyeres a konvencionalis mel-sz}ur}os spektralis rep-
rezentacion is elvegezhet}o oly modon, hogy hasonlo vagy jobb eredmenyeket kapjunk, mint
az MFCC jellemz}ok hasznalataval. Tovabba azt talaltuk, hogy az el}obbi el}onye jobban
kimutathato zajos beszed eseten (publikalva: [19, 20]).
I/2. Bemutattunk egy egyszer}u, am hatekony strategiat a konvencionalis (MFCC) jellemz}ok, es
a spektro-temporalis (2D DCT) jellemz}ok kombinalasara. Megmutattuk a TIMIT adatbazis
core teszthalmazanak tiszta verziojan, hogy a kombinacio jobb eredmenyt ad, mint a jel-
lemz}okeszletek kulon kulon (publikalva: [20]).
I/3. Bemutattunk es kiertekeltunk egy Gabor-sz}ur}okeszletet. Megmutattuk a TIMIT adat-
bazison, valamint a Szeged magyar nyelv}u hrados adatbazison, hogy ez az itt bemutatott
sz}ur}okeszlet jobban teljest, mint a korabban bemutatott Gabor-sz}ur}okeszletek, valamint az
osszehasonltasul jelen munka kereteben letrehozott sz}ur}okeszletek. Megmutattuk tovabba
a TIMIT adatbazison, hogy angol nyelv}u beszed eseten a bemutatott sz}ur}okeszlet jobban
teljest { mind tiszta, mind zajjal szennyezett beszeden { mint az MFCC jellemz}ok, mg
magyar nyelv}u beszed eseten az MFCC jellemz}ok hasznalataval kapott eredmenyekhez
hasonlo eredmenyeket erhetunk el a hasznalataval (publikalva: [26]).
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3. A spektro-temporalis jellemz}ok es a neuronhalo egyut-
tes optimalizalasa
A hagyomanyos megkozeltesben az osztalyozok tantasa, valamint a jellemz}ok el}ore meghataro-
zott keszletenek kinyerese elkulonul. Spektro-temporalis beszedfeldolgozas eseten ez azt jelenti,
hogy a masodlagos jellemz}ok kinyerese es az akusztikus modell tantasa ket elkulonul}o lepesben
tortenik. Bar a lepesek ilyeten valo szetvalasztasa kenyelmes, az optimalistol elmarado jellemz}ok
hasznalatahoz vezethet.
Konnyen lathatjuk ennek a megkozeltesnek a hibajat, amikor a jellemz}okeszlet osszealltasa
manualisan tortenik: a felismeres pontossaga nagyban fugg az emberi szakert}o kepesseget}ol egy
hatekony jellemz}okeszlet osszealltasara. A Gabor-sz}ur}okkel kapcsolatos korabbi eredmenyeink
megmutattak a megkozeltes hianyossagait automatikusan osszealltott jellemz}okeszletek esetere
is: a jellemz}okivalasztasi algoritmusok nemcsak lassunak bizonyultak, de nem sikerult olyan jel-
lemz}okeszletet el}oalltaniuk, amely tobb adatbazison is sikeresen alkalmazhato lett volna. S}ot, az
altalunk manualisan letrehozott sz}ur}okeszlet nemcsak az elter}o adatbazison vegzett kserletekben
teljestett jobban, hanem sokszor azon az adatbazison is, melynek felhasznalasaval az automatiku-
san letrehozott jellemz}okeszlet osszealltasra kerult. Sajnalatos modon a manualis osszealltasnal
hasznalt heurisztika sem nyujt biztostekot az eredmenyul kapott jellemz}okeszlet optimalitasara.
A fenti okok miatt javasoltuk a jellemz}okivalasztasi es a statisztikai modellezes lepeseinek
osszevonasat. Ez hasonlo koncepcio, mint amit egy ujabb kelet}u tanulmanyban lathattunk,
ahol a konvolucios neuronhalot (CNN) kiterjesztettek a jellemz}okinyeresi sz}ur}okeszlet optima-
lizalasaval [40]. A kulonbseg az, hogy az altalunk hasznalt modszer a hagyomanyos sz}ur}okeszlet
helyett spektro-temporalis jellemz}oket hasznal: ugy kezelve a spektro-temporalis sz}ur}oket, mint
a neuronhalo legalso reteget, ezzel lehet}ove teve, hogy a tantasi algoritmus nomhangolja }oket.
Hogy megertsuk mi teszi lehet}ove a modszer m}ukodeset, vizsgaljuk meg a formulat amely
egy neuron o kimenetet meghatarozza:
o = a
 
LX
i=1
xi  wi + b
!
; (5)
ahol x a neuron bemenete, L ezen bemenet hossza, w a sulyvektor, es b a neuronhoz tartozo un
"
bias". Az a aktivacios fuggveny a legtobb esetben szigmoid, de alkalmazhatjuk akar az identitas
fuggvenyt is a feladatra. Ha ezt tesszuk, es a
"
bias" parameter erteket nullanak valasztjuk, (5)
egyenl}oseget felrhatjuk a kovetkez}o formaban:
o =
LX
i=1
xi  wi: (6)
Ha (1) egyenl}osegb}ol P ablakot es F sz}ur}ot vektor formaban rjuk fel (P , F { ami csak jelolesbeli
kulonbseget jelent), a kovetkez}o alakot kapjuk:
o =
M NX
i=1
F i  P i: (7)
Ha P -t valasztjuk a neuron x bemenetenek, es a F -et valasztjuk a neuron sulyvektoranak,
konnyen belathatjuk most, hogy a (6) egyenl}oseg a (7) egyenl}oseg specialis esete { es gy azt
is, hogy az (5) egyenl}oseg specialis esete az (1) egyenl}osegnek. Ez azt jelenti, hogy a spektro-
temporalis sz}ur}ok valoban integralhatok a neuronhaloba specialis neuronokkent.
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Kezdeti Jellemz}osulyok
sz}ur}ok Valtozatlanul Tantva
Random 32.96% 30.27%
2D DCT 31.19% 30.21%
Gabor Manual 32.41% 30.29%
2. tablazat. Fonemafelismeresi hibbaaranyok a TIMIT core teszthalmazan (20 fuggetlenul
tantott neuronhalo eredmenyeinek atlaga).
El}oszor, a koncepcio igazolasara tiszta beszeden vegeztunk kserleteket a TIMIT adatbazis
hasznalataval. Ebben az esetben hagyomanyos, szigmoid aktivacios fuggvenyt alkalmazo ne-
uronhalokba illesztettuk a jellemz}okinyeresi reteget, valamint a neuronhalo altal felhasznalt
kornyezet hossza az id}otartomanyban nem haladta meg a spektro-temporalis ablakok hosszat. A
kserletek eredmenyei (lasd 2. tablazat) megmutattak, hogy az egyuttes optimalizalas (lasd a 2.
tablazat harmadik oszlopat) valoban jobb felismeresi eredmenyre vezet annal, mint amit akkor
tudunk elerni, ha a jellemz}oket rogztjuk a neuronhalo tantasa el}ott (lasd a 2. tablazat masodik
oszlopat). Ezutan vizsgalodasainkat kiterjesztettuk nagyobb (rejtett retegeikben tobb neuront
tartalmazo) neuronhalokra, melyek szelesebb kontextust hasznaltak. Ezen kserleteket a TIMIT
adatbazis mellett a Szeged magyar nyelv}u hrados adatbazison is elvegeztuk. Az eredmenyek
meger}ostettek korabbi megallaptasainkat az egyuttes optimalizalas hasznarol, valamint meg-
mutattak az egyuttes optimalizalas el}onyet zajjal szennyezett beszed felismeresenek esetere is.
Mi tobb, az egyuttes optimalizalas el}onye megmutatkozott az elter}o adatbazist es nyelvet
hasznalo kserletekben is (lasd 3. tablazat). A megadott tablazatban a hagyomanyos neu-
ronhalok segtsegevel, az MFCC jellemz}okeszlet valamint kulonboz}o { korabban reszletesebben
bemutatott { Gabor-sz}ur}okeszletek (G1, G2, G3, SMK, SFFS, FFN) felhasznalasaval kapott
eredmenyeket hasonlthatjuk ossze azokkal, melyeket az egyuttes jellemz}o es neuronhalo opti-
malizalasi modszerrel ertunk el. A 3. tablazatbol tisztan latszik, hogy a legjobb eredmenyeket
akkor ertuk el, amikor az egyuttes optimalizalasi keretrendszert alkalmaztuk, es az egyutthatokat
vagy a manualisan megalkotott Gabor-sz}ur}okeszlet alapjan (Gabor Manual), vagy ugyan annak
a jellemz}okeszletnek a TIMIT adatbazison mar korabban optimalizalt valtozataval inicializaltuk
(Gabor Manual + TIMIT).
Egyuttes (Kezdeti) Jellemz}osulyok
optimalizalas Sz}ur}ok Valtozatlanul Tantva
X Random 26.94% 25.06%
X Gabor Manual 26.36% 24.75%
X Gabor Manual+TIMIT 25.10% 24.64%
MFCC + s 25.03% {
SFFS + s 26.06% {
FFNN + s 26.49% {
G1 + s 25.91% {
G2 + s 27.16% {
G3 + s 36.32% {
SMK 26.95% {
3. tablazat. Fonemafelismeresi hibaaranyok a Szeged magyar nyelv}u hrados adatbazison (10
fuggetlenul tantott neuronhalo eredmenyeinek atlaga).
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Kezdeti Eredeti DRN DCRN
Jellemz}ok keretrendszer keretrendszer keretrendszer
Gabor 26.24% 23.37% 22.98%
2D DCT 26.54% 24.15% 23.22%
Random 26.53% 23.58% 23.25%
4. tablazat. Fonemafelismeresi hibaaranyok a TIMIT adatbazis tiszta core teszthalmazan (10
fuggetlenul tantott neuronhalo eredmenyeinek atlaga).
Az egyuttes optimalizalas kezdeti sikere utan kiterjesztettuk kserleteinket a mely tanulasra.
El}oszor { kovetve Glorot es Bengio munkassagat [10] { a szigmoid aktivacios fuggvenyt alkalmazo
neuronokat rectier aktivacios fuggvenyt alkalmazo neuronokra (ReLU) cserelve hoztunk letre
mely neuronhalokat (DRN), ahol egy neuron kimenetet a kovetkez}o keplet adja meg:
o = max
 
0;
LX
i=1
xi  wi + b
!
: (8)
Az gy keletkezett keretrendszert ismet a TIMIT beszedadatbazison ertekeltuk ki. A kapott
eredmenyek meger}ostettek korabbi megallaptasainkat a javasolt modszerrel kapcsolatban. Mi
tobb, az eredmenyek alatamasztottak a DRN struktura el}onyeivel kapcsolatos feltevesunket is
(lasd 4. tablazat 3. oszlopa).
Vegul az egyuttes optimalizalasnal alkalmazott neuronhalokat az id}otartomanyban vegrehaj-
tott konvolucio hasznalataval egesztettuk ki. Ezt oly modon tettuk, hogy az { azonos sulyok
hasznalataval { feldolgozott szomszedos ablakok kozott minden esetben kihagytunk egy (vagy
tobb) ablakot { megnovelve az ablakok kozotti lepes nagysagat { konvolucios halova alaktva
mely halonkat. Azgy kapott mely konvolucios neuronhalot (DCRN) sziten a TIMIT adatbazison
ertekeltuk ki. A tiszta beszedre kapott eredmenyek (lasd 4. tablazat) ismet azt mutattak, hogy a
bevezetett csokkentette a felismeresi hibaaranyt. A legtobb esetben ugyanezt tapasztaltuk zajos
beszed eseten is.
A fejezet eredmenyeinek tezisszer}u osszefoglalasa
II/1. Bevezettunk egy algoritmust a spektro-temporalis jellemz}ok es a neuronhalok egyuttes opti-
malizalasara. A javasolt modszert fonemafelismeresi feladatokon ertekeltuk ki a TIMIT an-
gol nyelv}u adatbazis, es a Szeged magyar hrados adatbazis hasznalataval. Az eredmenyek
meger}ostettek az egyuttes optimalizalas kivitelezhet}oseget, es megmutattak, hogy jelen-
t}osen javtja a felismeresi eredmenyeket adatbazisok kozotti kserletek eseten is (pub-
likalva: [21, 26]).
II/2. Tobb, a neuronhalokkal kapcsolatos kutatasbol szarmazo eredmenyt eptettunk be az e-
gyuttes optimalizalasi keretrendszerbe, ugymint a ReLUk hasznalata, valamint a kon-
volucio alkalmazasa. Ezen uj eredmenyek beillesztese a keretrendszerbe kiemeli annak
exibilitasat, valamint kapacitasat az uj eredmenyek befogadasara. A TIMIT adatbazison
vegzett kserletek eredmenye megmutatta, hogy a modostasokkal a keretrendszer szigni-
kansan alacsonyabb hibaaranyok eleresere kepes (publikalva: [22]).
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4. A beszedjel tobbsavos feldolgozasa spektro-temporalis
jellemz}ok hasznalataval
A tobb forrasra epul}o (multi-stream) beszedfeldolgozas folyaman a beszedjelb}ol szarmazo in-
formaciot tobb, kulonallo forrasra bontjak. Ezek a { fuggetlenul feldolgozott, majd kes}obb
ujraegyestett { forrasok a beszedjel kulonboz}o tulajdonsagait vagy aspektusait reprezentalhatjak.
A tobbsavos feldolgozas (melyet el}oszor Duchnowski rt le [7]) a tobb forrasra epul}o feldolgozas
specialis esete, ahol a kulonboz}o frekvenciatartomanyokat kezeljuk kulonallo forrasokkent. Ebben
a megkozeltesben a bemeneti jelet spektralis savokra bontjuk, majd a savok fuggetlen feldol-
gozasa utan (mely altalaban reszleges felismerest is tartalmaz), a bel}oluk szarmazo informaciot
egyestve jutunk a vegleges felismeresi eredmenyekre.
A modszer alkalmazasa tobb okra vezethet}o vissza, ugy mint jelfeldolgozasi megfontolasok, a
parhuzamos szamtasi kapacitas kihasznalasanak lehet}osege, az emberi beszederteshez valo ha-
sonlosag, es a zajt}ur}oseg (mivel szemben azzal az esettel, ahol a felismer}o a teljes frekvenciatar-
tomanyra tamaszkodik, a tobbsavos esetben savhatarolt zaj jelenleteben lesznek olyan komponen-
sek, melyek teljestmenyet a zaj nem rontja le). Ez utobbi megfontolasokat lathattuk korabban is,
a spektro-temporalis feldolgozas mogotti motivacio ismertetesekor. A hasonlosag a ket modszer
kozott ezzel nem er veget, ahogy a 4. abran lathato sematikus reprezentaciojuk is mutatja.
Olyannyira hasonlo a ket modszer, hogy az altalunk a korabban hasznalt megkozeltest (ahol
a kulonboz}o frekvenciatartomanyokbol kinyert jellemz}oket egy jellemz}ovektorba vonjuk ossze a
neuronhaloval torten}o feldolgozas el}ott) egyes munkakban a tobbsavos feldolgozas specialis ese-
tekent, jellemz}o-rekombinacio (feature recombination) modszer neven is emltik [35]. Am a 4.
abra nemcsak a ket modszer hasonlosagat illusztralja, hanem a ket { hasonlo elvekre (ugymint
az automatikus beszedfelismeres kozeltese az emberi beszedfeldolgozashoz, valamint a zajt}ur}o
beszefelismeres igenye) epul}o { modszer kompatibilitasat is. Konnyen belathatjuk a ket modszer
kompatibilitasanak megletet, amennyiben gyelembe vesszuk, hogy a tobbsavos megoldasra ugy
jutottunk, hogy a kulonboz}o frekvenciatartomanyokbol szarmazo jellemz}oket osszevonas helyett
el}oszor fuggetlenul tantott neuronhalokba iranytottuk. Am a nyilvanvalo kompatibilitas el-
lenere is, bar a ket modszer hosszu id}o ota hasznalatban van, kombinaciojukra keves kserlet
tortent. Azon, ritka tanulmanyok, melyek a spektro-temporalis jellemz}okinyerest a tobb forrasra
epul}o beszedfeldolgozassal otvozik, f}oleg a jellemz}ok tulajdonsagai alapjan valasztottak szet a
forrasokat [31, 47], nem pedig az alapjan, hogy azok melyik frekvenciatartomanybol szarmaznak.
4. abra. A spektro-temporalis feldolgozas (ahogy a masodik fejezetben hasznaltuk), es a
tobbsavos feldolgozas modszerenek sematikus abrazolasa. Ahol a ket modszer elvalik, az el}obbi
folyamatat szaggatott, mg az utobbi folyamatat folyamatos vonallal reprezentaljuk.
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A tobbsavos feldolgozas elnevezes modszerek szeles skalajat fedi le elter}o tulajdonsagokkal. A
felhasznalt savok szama peldaul kett}ot}ol akar huszonkett}oig is terjedhet. Kulonbsegek mutatkoz-
hatnak meg a savok atfedesenek kerdeseben is. Mg a legtobb esetben a felbontas ugy tortenik,
hogy a keletkez}o savok kozott (a mel-sz}ur}ok atfedeset}ol eltekintve) nincs atfedes, a felbontas
atfed}o ablakokkal is megtortenhet. A kulonboz}o savok kivalasztasa utan tovabbi donteseket
kell meghozni savok feldolgozasaval es a kapott informacio kombinaciojaval kapcsolatban. A
savok feldolgozasa tortenhet GMM, vagy HMM/ANN hibrid segtsegevel, am a leggyakrab-
ban erre a celra neuralis halokat alkalmaznak [3, 32]. Tovabba dontest kell hozni arrol is,
hogy a keletkez}o informaciobol mennyit hasznaljunk: csupan a valasztott hipotezis cmkejet,
esetleg a kulonboz}o hipotezisek sorrendjet, vagy a posterior valoszn}usegbecsleseket. Tegyuk
fel most, hogy a legutobbi lehet}oseget valasztottuk. Ez esetben is meg szamos lehet}osegunk
van a savokbol szarmazo informacio rekombinaciojara, az egyszer}u, el}ore meghatarozott linearis
kombinaciotol kinomultabb modszerekig, melyek dinamikusan probaljak becsulni a kulonboz}o
savokbol szarmazo informacio megbzhatosagat. Elvegezhetjuk a rekombinaciot tovabba ujabb
neuralis halokkal is [32]. Jelen munkaban (ahogy a 4. abra is sugallja) a tobbsavos feldolgozas
egy meghatarozott megkozelteset hasznaljuk. Kserleteink soran a frekvenciatartomanyt negyt}ol
hatig terjed}o szamu atfed}o savra bontjuk, es ezeket fuggetlen neuronhalokkal dolgozzuk fel, majd
a kulonboz}o neuronhalokbol szarmazo informaciot egy ujabb neuronhaloban hasznaljuk fel.
Els}o megkozeltesben kulonboz}o neuronhalo strukturakkal kserleteztunk a { masodik feje-
zetben bemutatott { spektro-temporalis jellemz}ok feldolgozasara, mind a kulon savok, mind
pedig a rekombinacios halo esetere. Az egyik megkozeltesben (MB small) a savok feldolgozasat
vegz}o halo es a rekombinacios halo is egy hagyomanyos MLP volt, ahol a kulonboz}o retegekben
talalhato neuronok szamat ugy hataroztuk meg, hogy a tanthato parameterek szama meg-
egyezzen a jellemz}orekombinacios modszer (FC) eseten hasznaltakkal. Ezen megkozeltes egy
modostott valtozatat is alkalmaztuk, ahol minden rejtett retegben jelent}osen noveltuk a neu-
ronok szamat (MB big). Vegul egy olyan strukturat is letrehoztunk, ahol minden felhasznalt
neuronhalot mely haloval helyettestettunk (MB deep). Itt, a korabbi (es kes}obbi) fejezetek-
kel szemben, a mely tanulas nem ReLUk hasznalataval, hanem Hinton es tarsai [13] el}otantasi
modszerevel tortent. A TIMIT adatbazison kinyert eredmenyek felhasznalasaval hasonltottuk
ossze a kulonboz}o tobbsavos feldolgozasra epul}o modszereket egymassal, tovabba a tobbsavos
feldolgozasra epul}o modszereket a jellemz}orekombinacios modszerrel (lasd 6. tablazat). Ugy
talaltuk, hogy a tobbsavos megkozeltes a neuronhalo strukturatol fuggetlenul minden eset-
ben jobb felismeresi eredmenyre vezetett mint a jellemz}orekombinacios modszer. A legjobb
eredmenyeket azonban a mely tanulast felhasznalo tobbsavos feldolgozasra epul}o modszerrel (MB
deep) ertuk el. Azt is meggyelhettuk, hogy a legjobb Gabor-sz}ur}okkel elert eredmenyek minden
esetben tulszarnyaltak a legjobb 2D DCT jellemz}okkel elert eredmenyeket.
Struktura 2D DCT Gabor Parameterek szama
FC 26.85% 26.78%  6
MB small 26.07% 25.45%  6
MB big 24.70% 24.79% 16
MB deep 23.47% 22.81% 17
5. tablazat. Fonemafelismeresi hibaaranyok a TIMIT adatbazis tiszta core teszthalmazan (10
fuggetlenul tantott neuronhalo eredmenyeinek atlaga), valamint a kulonboz}o strukturakban
hasznalt tanthato parameterek szama. Mind a 2D DCT, mind a Gabor-sz}ur}ok eseten a leg-
jobb eredmeny vastagon kiemelve.
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Modszer
Teszthalmaz Atlag
A B C D
Jellemz}orekombinacio 3.9% 13.4% 12.0% 28.6% 19.3%
Uvegnyak 3.7% 12.9% 11.6% 26.2% 17.8%
Ganapathy [9] 3.0% 12.9% 11.7% 27.7% 18.5%
6. tablazat. Elter}o modszerekkel elert szofelismeresi hibaaranyok az Aurora-4 adatbazis
kulonboz}o teszthalmazain (3 fuggetlenul tantott neuronhalo eredmenyeinek atlaga).
A masodik fazisban a { harmadik fejezetben bemutatott { egyuttes optimalizalasi keret-
rendszert alkalmaztuk a frekvenciasavok feldolgozasara. Az egyes savokbol kinyert informacio
rekombinacioja ebben az esetben is rekombinacios haloval tortent. Ezuttal azonban ennek beme-
netet az egyes frekvenciasavokat felhasznalo halokba (a kimeneti reteg ele) helyezett un. uveg-
nyak (bottleneck) reteg kimenete szolgaltatta. Az gy kapott tobbsavos uvegnyak modszert az
Aurora-4 angol nyelv}u beszedadatbazison ertekeltuk ki, az ARMA jellemz}ok [9] felhasznalasaval.
Ebben az esetben is azt a feladatot ksereltuk meg megoldani, ahol a tantas soran csupan tiszta
beszedet hasznalhatunk. A kapott eredmenyeket (lasd 6. tabazat) negy csoportba osztottuk.
Az A teszthalmaz alatt azok a szofelismeresi hibaaranyok szerepelnek, melyeket a tanto hal-
maz rogztesenel is alkalmazott Sennheiser mikrofonnal felvett tiszta beszed esetere kaptunk. A
B teszthalmazra ugyan ezzel a mikrofonnal felvett, de kulonboz}o zajokkal szennyezett beszed
esetere kapott szofelismeresi hibaaranyokat jelentettunk. A C teszthalmaz az A teszthalmazhoz
hasonloan tiszta beszedet tartalmaz, de itt a beszed rogztese mas mikrofonokkal tortent. Vegul
a D teszthalmazba tartozo mondatok szinten ezekkel a mikrofonokkal kerultek rogztesre, am az
ide tartozo mondatok (a B teszthalmazhoz hasonloan) kulonboz}o zajok hozzaadasaval keszultek.
Az osszehasonltas kedveert a 6. tablazat legalso sora tartalmazza a legjobb eredmenyt, amit
az adott feladatra talaltunk [9]. Az eredmenyek azt mutatjak, hogy a tobbsavos feldolgozas az
egyuttes optimalizalassal kombinalva is javtja annak eredmenyeit. Tovabba azt tapasztaltuk,
hogy a tobbsavos feldolgozas az ARMA spektrogrammal kombinalva versenykepes szofelismeresi
hibaaranyokat eredmenyez.
A fejezet eredmenyeinek tezisszer}u osszefoglalasa
III/1. A tobbsavos feldolgozas es a spektro-temporalis jellemz}okinyeres kompatibilitasat felhasz-
nalva bemuttatunk egy modszert a ket megkozeltes kombinalasara. Tettuk ezt a masodik
fejezetben bemutatott spektro-temporalis jellemz}ok felhasznalasaval. Megmutattuk a TI-
MIT adatbazison, hogy a tobbsavos feldolgozas jobb eredmenyeket ad tiszta, valamint zajjal
szennyezett beszed eseten is (publikalva: [25]).
III/2. Szinten bemutattunk egy modszert, ami a tobbsavos feldolgozast az egyuttes optima-
lizacios keretrendszerrel otvozi. A javasolt modszert az Aurora-4 adatbazison ertekeltuk ki,
kizarolag tiszta tanto adatok felhasznalasaval. Megmutattuk, hogy az gy kapott modszer
jobban teljest, mint a korabban ismertetett egyuttes optimalizalasi modszer onmagaban.
Mi tobb, a tobbsavos feldolgozassal elert eredmenyek az eddigi legjobb eredmenyek kozott
vannak, melyeket az adott feladatra publikaltak (publikalva: [23]).
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Modszer PER
Baby es tsai. [2] 19.6%
Plahl es tsai. [37] 19.1%
Toth [44] 18.7%
Jelen tanulmany 18.5%
Graves es tsai. [11] 17.7%
Toth [45] 16.7%
7. tablazat. Fonemafelismeresi hibaaranyok (PER) az irodalomban a TIMIT core teszthalmazra.
A legjobb eredmeny vastagon kiemelve. Az altalunk elert eredmeny d}olt bet}uvel szedve.
5. Savkiejtes (band dropout)
Ezen tanulmany nagy reszeben az volt a legfontosabb kerdes egy uj modszer ismertetesenel,
hogy az milyen hatassal van az elert eredmenyeinkre: alacsonyabb hibaszazalekokat kapunk-e
az altalunk korabban elert eredmenyeknel, vagy sem. Kutatasainkat azonban nem vakumban
vegezzuk, hanem egy olyan kornyezetben, ahol egyre ujabb eredmenyeket tesznek kozze minden
adatbazisra. Igy azt is fontos megvizsgalni, hogy az ismertetett modszerek teljestmenye hogy
viszonyul az irodalomban talalhato hasonlo modszerek eredmenyeihez.
A tanulmany ezen reszeben a korabban ismertetett modszereket otvoztuk es fejlesztettuk
tovabb, hogy megmutassuk, ezek a modszerek kepesek versenykepes eredmenyeket produkalni.
Miel}ott azonban uj modszert vezettunk volna be, el}oszor megvizsgaltuk az eredeti egyuttes op-
timalizalasi keretrendszert, hogy lassuk hogyan tudnank tovabb javtani rajta, es hogy lassuk
kepes-e onmagaban olyan eredmenyeket produkalni, melyek osszevethet}ok az irodalomban talal-
takkal. Ehhez el}oszor nomhangoltuk az egyuttes optimalizalas korabban altalunk nem vizsgalt
parametereit a TIMIT adatbazison vegzett kserletek alapjan. Azutan, a  es  egyutthatok
korabbi (lasd masodik fejezet) sikeres alkalmazasa altal motivaltan bevezettuk a deltahoz ha-
sonlo egyutthatok hasznalatat az egyuttes optimalizalasi keretrendszerbe. A javasolt modostasok
hatasat a TIMIT, valamint az Aurora-4 angol beszedadatbazisokon ertekeltuk ki. Az eredmenyek
azt mutattak, hogy mindket modostas szignikansan javtotta a felismeresi eredmenyeket. A
legjobb elert eredmenyeket aztan osszehasonltottuk az irodalomban talalt eredmenyekkel is, a
TIMIT (lasd 7. tablazat), majd az Aurora-4 adatbazison (lasd 8. tablazat). Azt talaltuk, hogy
bar az altalunk elert eredmenyeknel vannak jobbak, azok versenykepesek a hasonlo modszerek
eredmenyeivel.
Modszer WER
Chang es Morgan [5] 16.6%
Seltzer es tsai. [43] 12.4%
Martinez es tsai. [30] 12.3%
Baby es tsai. [1] 11.9%
Jelen tanulmany 11.6%
Narayanan es Wang [34] 11.1%
Rennie es tsai. [39] 10.3%
8. tablazat. Szofelismeresi hibaaranyok (WER) az irodalomban az Aurora-4 adatbazison, vegyes
tantasi adatok eseten. A legjobb eredmeny vastagon kiemelve. Az altalunk elert eredmeny d}olt
bet}uvel szedve.
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Modszer WER
CNN es ARMA jellemz}ok, savkiejtes (band dropout) 16.0%
Tobbsavos CNN es ARMA jellemz}ok 17.8%
DNN es ARMA jellemz}ok, valamint DCT [9] 18.5%
DNN es DNN speech enhancement of FBANK [15] 17.5%
DNN es Spectral masking [29] 22.8%
CNN es PNS jellemz}ok valamint Gabor Filter Kernels [5] 22.9%
DNN es Exemplar Based Enhancement [1] 26.8%
9. tablazat. Az ARMA jellemz}okkel hasznalt savkiejtesi modszer eredmenyeinek osszehasonltasa
hasonlo modszerekkel az Aurora-4 adatbazison, tiszta tantasi adatok felhasznalasanak esetere.
Vegul keretrendszerunket kiegesztettuk a bemeneti kiejtes (input dropout [14]) altal inspirtal
savkiejtes (band dropout) modszerrel. Ebben a modszerben a bemeneti jellemz}ok fuggetlen ki-
ejtese helyett azonban a kiejtes olyan modszeret javasoljuk, amelyet teljes frekvenciasavokon al-
kalmazunk. Feltetelezesunk szerint ezaltal raszorthatjuk a halot, hogy ne tamaszkodjon a teljes
frekvenciatartomanyra, gy erve el annak jobb zajt}ureset. A kiertekelest az Aurora-4 adatbazison
vegeztuk el tiszta, valamint zajos tantas eseten. A legversenykepesebb eredmenyt osszeha-
sonltottuk az irodalomban talalt ujabb eredmenyekkel (lasd 8. tablazat), ahol azt talaltuk,
hogy modszerunk jobban teljestett, mint az altalunk az irodalomban talalt hasonlo modszerek.
A fejezet eredmenyeinek tezisszer}u osszefoglalasa
IV/1. Bemutattuk ket modostasat az egyuttes neuronhalo optimalizalasi es jellemz}o kinyeresi
keretrendszernek, es kiertekeltuk }oket a TIMIT valamint Aurora-4 angol nyelv}u beszeda-
datbazisokon. Azt talaltuk, hogy mind a ket modostas szignikansan javtotta a felismeresi
eredmenyeket, es altaluk olyan eredmenyeket kaptunk, melyek versenykepesek az irodalom-
ban talalt hasonlo modszerek eredmenyeivel (publikalva: [24]).
IV/2. Bemutattunk egy uj bemenetkiejtesi (dropout) modszert, amely kifejezetten hasznosnak
bizonyult a CNN alapu akusztikus modellezessel otvozve. A modszer hatekonysagat az
Aurora-4 adatbazison demonstraltuk kulonboz}o tantasi forgatokonyvek es kulonboz}o spekt-
ralis reprezentaciok esetere (publikalva: [27]).
[19] [20] [21] [22] [23] [24] [25] [26] [27]
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I/3. 
II/1.  
II/2. 
III/1. 
III/2. 
IV/1. 
IV/2. 
10. tablazat. A kapcsolat a tezispontok es a szerz}o publikacioi kozott.
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