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1. Основы микропроцессорной техники 
 
Основные определения: 
 
Электронная система — в данном случае это любой электронный узел, 
блок, прибор или комплекс, производящий обработку информации.  
Задача — это набор функций, выполнение которых требуется от электрон-
ной системы.  
Быстродействие — это показатель скорости выполнения электронной сис-
темой ее функций.  
Гибкость — это способность системы подстраиваться под различные зада-
чи.  
Избыточность — это показатель степени соответствия возможностей сис-
темы решаемой данной системой задаче.  
Интерфейс — соглашение об обмене информацией, правила обмена ин-
формацией, подразумевающие электрическую, логическую и конструктив-
ную совместимость устройств, участвующих в обмене. Другое название — 
сопряжение.  
Микропроцессорная система может рассматриваться как частный случай 
электронной системы, предназначенной для обработки входных сигналов и 
выдачи выходных сигналов (рис. 1.1). В качестве входных и выходных сиг-
налов при этом могут использоваться аналоговые сигналы, одиночные циф-
ровые сигналы, цифровые коды, последовательности цифровых кодов. Внут-
ри системы может производиться хранение, накопление сигналов (или ин-
формации), но суть от этого не меняется. Если система цифровая (а микро-
процессорные системы относятся к разряду цифровых), то входные аналого-
вые сигналы преобразуются в последовательности кодов выборок с помощью 
АЦП, а выходные аналоговые сигналы формируются из последовательности 
кодов выборок с помощью ЦАП. Обработка и хранение информации произ-
водятся в цифровом виде. 
 
Характерная особенность традиционной цифровой системы состоит в том, 
что алгоритмы обработки и хранения информации в ней жестко связаны со 
схемотехникой системы. То есть изменение этих алгоритмов возможно толь-
ко путем изменения структуры системы, замены электронных узлов, входя-
щих в систему, и/или связей между ними. Например, если нам нужна допол-
нительная операция суммирования, то необходимо добавить в структуру сис-
темы лишний сумматор. Или если нужна дополнительная функция хранения 
кода в течение одного такта, то мы должны добавить в структуру еще один 
регистр. Естественно, это практически невозможно сделать в процессе экс-
плуатации, обязательно нужен новый производственный цикл проектирова-
ния, изготовления, отладки всей системы. Именно поэтому традиционная 
цифровая система часто называется системой на «жесткой логике». 
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Рис. 1.1.  Электронная система. 
 
Любая система на «жесткой логике» обязательно представляет собой спе-
циализированную систему, настроенную исключительно на одну задачу или 
(реже) на несколько близких, заранее известных задач. Это имеет свои бес-
спорные преимущества. 
 
Во-первых, специализированная система (в отличие от универсальной) ни-
когда не имеет аппаратурной избыточности, то есть каждый ее элемент обя-
зательно работает в полную силу (конечно, если эта система грамотно спро-
ектирована). 
 
Во-вторых, именно специализированная система может обеспечить мак-
симально высокое быстродействие, так как скорость выполнения алгоритмов 
обработки информации определяется в ней только быстродействием отдель-
ных логических элементов и выбранной схемой путей прохождения инфор-
мации. А именно логические элементы всегда обладают максимальным на 
данный момент быстродействием. 
 
Но в то же время большим недостатком цифровой системы на «жесткой 
логике» является то, что для каждой новой задачи ее надо проектировать и 
изготавливать заново. Это процесс длительный, дорогостоящий, требующий 
высокой квалификации исполнителей. А если решаемая задача вдруг изменя-
ется, то вся аппаратура должна быть полностью заменена. В нашем быстро 
меняющемся мире это довольно расточительно. 
 
Путь преодоления этого недостатка довольно очевиден: надо построить 
такую систему, которая могла бы легко адаптироваться под любую задачу, 
перестраиваться с одного алгоритма работы на другой без изменения аппара-
туры. И задавать тот или иной алгоритм мы тогда могли бы путем ввода в 
систему некой дополнительной управляющей информации, программы рабо-
ты системы (рис. 1.2). Тогда система станет универсальной, или программи-
руемой, не жесткой, а гибкой. Именно это и обеспечивает микропроцессор-
ная система.  
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Рис. 1.2.  Программируемая (она же универсальная) электронная система. 
 
Но любая универсальность обязательно приводит к избыточности. Ведь 
решение максимально трудной задачи требует гораздо больше средств, чем 
решение максимально простой задачи. Поэтому сложность универсальной 
системы должна быть такой, чтобы обеспечивать решение самой трудной за-
дачи, а при решении простой задачи система будет работать далеко не в пол-
ную силу, будет использовать не все свои ресурсы. И чем проще решаемая 
задача, тем больше избыточность, и тем менее оправданной становится уни-
версальность. Избыточность ведет к увеличению стоимости системы, сниже-
нию ее надежности, увеличению потребляемой мощности и т.д. 
 
Кроме того, универсальность, как правило, приводит к существенному 
снижению быстродействия. Оптимизировать универсальную систему так, 
чтобы каждая новая задача решалась максимально быстро, попросту невоз-
можно. Общее правило таково: чем больше универсальность, гибкость, тем 
меньше быстродействие. Более того, для универсальных систем не существу-
ет таких задач (пусть даже и самых простых), которые бы они решали с мак-
симально возможным быстродействием. За все приходится платить. 
 
Таким образом, можно сделать следующий вывод. Системы на «жесткой 
логике» хороши там, где решаемая задача не меняется длительное время, где 
требуется самое высокое быстродействие, где алгоритмы обработки инфор-
мации предельно просты. А универсальные, программируемые системы хо-
роши там, где часто меняются решаемые задачи, где высокое быстродействие 
не слишком важно, где алгоритмы обработки информации сложные. То есть 
любая система хороша на своем месте. 
 
Однако за последние десятилетия быстродействие универсальных (микро-
процессорных) систем сильно выросло (на несколько порядков). К тому же 
большой объем выпуска микросхем для этих систем привел к резкому сни-
жению их стоимости. В результате область применения систем на «жесткой 
логике» резко сузилась. Более того, высокими темпами развиваются сейчас 
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программируемые системы, предназначенные для решения одной задачи или 
нескольких близких задач. Они удачно совмещают в себе как достоинства 
систем на «жесткой логике», так и программируемых систем, обеспечивая 
сочетание достаточно высокого быстродействия и необходимой гибкости. 
Так что вытеснение «жесткой логики» продолжается. 
 
1.1. Что такое микропроцессор? 
Ядром любой микропроцессорной системы является микропроцессор или 
просто процессор (от английского processor). Перевести на русский язык это 
слово правильнее всего как «обработчик», так как именно микропроцессор — 
это тот узел, блок, который производит всю обработку информации внутри 
микропроцессорной системы. Остальные узлы выполняют всего лишь вспо-
могательные функции: хранение информации (в том числе и управляющей 
информации, то есть программы), связи с внешними устройствами, связи с 
пользователем и т.д. Процессор заменяет практически всю «жесткую логи-
ку», которая понадобилась бы в случае традиционной цифровой системы. Он 
выполняет арифметические функции (сложение, умножение и т.д.), логиче-
ские функции (сдвиг, сравнение, маскирование кодов и т.д.), временное хра-
нение кодов (во внутренних регистрах), пересылку кодов между узлами мик-
ропроцессорной системы и многое другое. Количество таких элементарных 
операций, выполняемых процессором, может достигать нескольких сотен. 
Процессор можно сравнить с мозгом системы. 
 
Но при этом надо учитывать, что все свои операции процессор выполняет 
последовательно, то есть одну за другой, по очереди. Конечно, существуют 
процессоры с параллельным выполнением некоторых операций, встречаются 
также микропроцессорные системы, в которых несколько процессоров рабо-
тают над одной задачей параллельно, но это редкие исключения. С одной 
стороны, последовательное выполнение операций — несомненное достоин-
ство, так как позволяет с помощью всего одного процессора выполнять лю-
бые, самые сложные алгоритмы обработки информации. Но, с другой сторо-
ны, последовательное выполнение операций приводит к тому, что время вы-
полнения алгоритма зависит от его сложности. Простые алгоритмы выпол-
няются быстрее сложных. То есть микропроцессорная система способна сде-
лать все, но работает она не слишком быстро, ведь все информационные по-
токи приходится пропускать через один-единственный узел — микропроцес-
сор (рис. 1.3). В традиционной цифровой системе можно легко организовать 
параллельную обработку всех потоков информации, правда, ценой усложне-
ния схемы. 
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Рис. 1.3.  Информационные потоки в микропроцессорной системе. 
 
Итак, микропроцессор способен выполнять множество операций. Но отку-
да он узнает, какую операцию ему надо выполнять в данный момент? Имен-
но это определяется управляющей информацией, программой. Программа 
представляет собой набор команд (инструкций), то есть цифровых кодов, 
расшифровав которые, процессор узнает, что ему надо делать. Программа от 
начала и до конца составляется человеком, программистом, а процессор вы-
ступает в роли послушного исполнителя этой программы, никакой инициа-
тивы он не проявляет (если, конечно, исправен). Поэтому сравнение процес-
сора с мозгом не слишком корректно. Он всего лишь исполнитель того алго-
ритма, который заранее составил для него человек. Любое отклонение от это-
го алгоритма может быть вызвано только неисправностью процессора или 
каких-нибудь других узлов микропроцессорной системы. 
 
Все команды, выполняемые процессором, образуют систему команд про-
цессора. Структура и объем системы команд процессора определяют его бы-
стродействие, гибкость, удобство использования. Всего команд у процессора 
может быть от нескольких десятков до нескольких сотен. Система команд 
может быть рассчитана на узкий круг решаемых задач (у специализирован-
ных процессоров) или на максимально широкий круг задач (у универсальных 
процессоров). Коды команд могут иметь различное количество разрядов (за-
нимать от одного до нескольких байт). Каждая команда имеет свое время вы-
полнения, поэтому время выполнения всей программы зависит не только от 
количества команд в программе, но и от того, какие именно команды исполь-
зуются. 
 
Для выполнения команд в структуру процессора входят внутренние реги-
стры, арифметико-логическое устройство (АЛУ, ALU — Arithmetic Logic 
Unit) , мультиплексоры, буферы, регистры и другие узлы. Работа всех узлов 
синхронизируется общим внешним тактовым сигналом процессора. То есть 
процессор представляет собой довольно сложное цифровое устройство (рис. 
1.4). 
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Рис. 1.4.  Пример структуры простейшего процессора. 
 
Впрочем, для разработчика микропроцессорных систем информация о 
тонкостях внутренней структуры процессора не слишком важна. Разработчик 
должен рассматривать процессор как «черный ящик», который в ответ на 
входные и управляющие коды производит ту или иную операцию и выдает 
выходные сигналы. Разработчику необходимо знать систему команд, режимы 
работы процессора, а также правила взаимодействия процессора с внешним 
миром или, как их еще называют, протоколы обмена информацией. О внут-
ренней структуре процессора надо знать только то, что необходимо для вы-
бора той или иной команды, того или иного режима работы. 
 
1.2. Шинная структура связей 
Для достижения максимальной универсальности и упрощения протоколов 
обмена информацией в микропроцессорных системах применяется так назы-
ваемая шинная структура связей между отдельными устройствами, входя-
щими в систему. Суть шинной структуры связей сводится к следующему. 
 
 
 
При классической структуре связей (рис. 1.5) все сигналы и коды между 
устройствами передаются по отдельным линиям связи. Каждое устройство, 
входящее в систему, передает свои сигналы и коды независимо от других 
устройств. При этом в системе получается очень много линий связи и разных 
протоколов обмена информацией. 
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При шинной структуре связей (рис. 1.6) все сигналы между устройствами 
передаются по одним и тем же линиям связи, но в разное время (это называ-
ется мультиплексированной передачей). Причем передача по всем линиям 
связи может осуществляться в обоих направлениях (так называемая двуна-
правленная передача). В результате количество линий связи существенно со-
кращается, а правила обмена (протоколы) упрощаются. Группа линий связи, 
по которым передаются сигналы или коды как раз и называется шиной (англ. 
bus). 
 
Понятно, что при шинной структуре связей легко осуществляется пере-
сылка всех информационных потоков в нужном направлении, например, их 
можно пропустить через один процессор, что очень важно для микропроцес-
сорной системы. Однако при шинной структуре связей вся информация пе-
редается по линиям связи последовательно во времени, по очереди, что сни-
жает быстродействие системы по сравнению с классической структурой свя-
зей. 
 
 
Рис. 1.6.  Шинная структура связей. 
 
Большое достоинство шинной структуры связей состоит в том, что все 
устройства, подключенные к шине, должны принимать и передавать инфор-
мацию по одним и тем же правилам (протоколам обмена информацией по 
шине). Соответственно, все узлы, отвечающие за обмен с шиной в этих уст-
ройствах, должны быть единообразны, унифицированы. 
 
Существенный недостаток шинной структуры связан с тем, что все уст-
ройства подключаются к каждой линии связи параллельно. Поэтому любая 
неисправность любого устройства может вывести из строя всю систему, если 
она портит линию связи. По этой же причине отладка системы с шинной 
структурой связей довольно сложна и обычно требует специального обору-
дования. 
Типичная структура микропроцессорной системы приведена на рис. 1.10. 
Она включает в себя три основных типа устройств: 
 
процессор;  
память, включающую оперативную память (ОЗУ, RAM — Random Access 
Memory) и постоянную память (ПЗУ, ROM —Read Only Memory), которая 
служит для хранения данных и программ;  
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устройства ввода/вывода (УВВ, I/O — Input/Output Devices), служащие для 
связи микропроцессорной системы с внешними устройствами, для приема 
(ввода, чтения, Read) входных сигналов и выдачи (вывода, записи, Write) вы-
ходных сигналов. 
 
 
 
Рис. 1.10.  Структура микропроцессорной системы. 
 
Все устройства микропроцессорной системы объединяются общей систем-
ной шиной (она же называется еще системной магистралью или каналом). 
Системная магистраль включает в себя четыре основные шины нижнего 
уровня: 
 
шина адреса (Address Bus);  
шина данных (Data Bus);  
шина управления (Control Bus);  
шина питания (Power Bus).  
Шина адреса служит для определения адреса (номера) устройства, с кото-
рым процессор обменивается информацией в данный момент. Каждому уст-
ройству (кроме процессора), каждой ячейке памяти в микропроцессорной 
системе присваивается собственный адрес. Когда код какого-то адреса вы-
ставляется процессором на шине адреса, устройство, которому этот адрес 
приписан, понимает, что ему предстоит обмен информацией. Шина адреса 
может быть однонаправленной или двунаправленной. 
 
Шина данных — это основная шина, которая используется для передачи 
информационных кодов между всеми устройствами микропроцессорной сис-
темы. Обычно в пересылке информации участвует процессор, который пере-
дает код данных в какое-то устройство или в ячейку памяти или же принима-
ет код данных из какого-то устройства или из ячейки памяти. Но возможна 
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также и передача информации между устройствами без участия процессора. 
Шина данных всегда двунаправленная.  
 
Шина управления в отличие от шины адреса и шины данных состоит из 
отдельных управляющих сигналов. Каждый из этих сигналов во время обме-
на информацией имеет свою функцию. Некоторые сигналы служат для стро-
бирования передаваемых или принимаемых данных (то есть определяют мо-
менты времени, когда информационный код выставлен на шину данных). 
Другие управляющие сигналы могут использоваться для подтверждения 
приема данных, для сброса всех устройств в исходное состояние, для такти-
рования всех устройств и т.д. Линии шины управления могут быть однона-
правленными или двунаправленными. 
 
Наконец, шина питания предназначена не для пересылки информационных 
сигналов, а для питания системы. Она состоит из линий питания и общего 
провода. В микропроцессорной системе может быть один источник питания 
(чаще +5 В) или несколько источников питания (обычно еще –5 В, +12 В и –
12 В). Каждому напряжению питания соответствует своя линия связи. Все 
устройства подключены к этим линиям параллельно. 
 
Если в микропроцессорную систему надо ввести входной код (или вход-
ной сигнал), то процессор по шине адреса обращается к нужному устройству 
ввода/вывода и принимает по шине данных входную информацию. Если из 
микропроцессорной системы надо вывести выходной код (или выходной 
сигнал), то процессор обращается по шине адреса к нужному устройству 
ввода/вывода и передает ему по шине данных выходную информацию. 
 
Если информация должна пройти сложную многоступенчатую обработку, 
то процессор может хранить промежуточные результаты в системной опера-
тивной памяти. Для обращения к любой ячейке памяти процессор выставляет 
ее адрес на шину адреса и передает в нее информационный код по шине дан-
ных или же принимает из нее информационный код по шине данных. В па-
мяти (оперативной и постоянной) находятся также и управляющие коды (ко-
манды выполняемой процессором программы), которые процессор также чи-
тает по шине данных с адресацией по шине адреса. Постоянная память ис-
пользуется в основном для хранения программы начального пуска микро-
процессорной системы, которая выполняется каждый раз после включения 
питания. Информация в нее заносится изготовителем раз и навсегда. 
 
Таким образом, в микропроцессорной системе все информационные коды 
и коды команд передаются по шинам последовательно, по очереди. Это оп-
ределяет сравнительно невысокое быстродействие микропроцессорной сис-
темы. Оно ограничено обычно даже не быстродействием процессора (кото-
рое тоже очень важно) и не скоростью обмена по системной шине (магистра-
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ли), а именно последовательным характером передачи информации по сис-
темной шине (магистрали). 
 
Важно учитывать, что устройства ввода/вывода чаще всего представляют 
собой устройства на «жесткой логике». На них может быть возложена часть 
функций, выполняемых микропроцессорной системой. Поэтому у разработ-
чика всегда имеется возможность перераспределять функции системы между 
аппаратной и программной реализациями оптимальным образом. Аппаратная 
реализация ускоряет выполнение функции, но имеет недостаточную гиб-
кость. Программная реализация значительно медленнее, но обеспечивает вы-
сокую гибкость. Аппаратная реализация функций увеличивает стоимость 
системы и ее энергопотребление, программная — не увеличивает. Чаще все-
го применяется комбинирование аппаратных и программных функций. 
 
Иногда устройства ввода/вывода имеют в своем составе процессор, то есть 
представляют собой небольшую специализированную микропроцессорную 
систему. Это позволяет переложить часть программных функций на устрой-
ства ввода/вывода, разгрузив центральный процессор системы. 
 
1.3. Режимы работы микропроцессорной системы 
Как уже отмечалось, микропроцессорная система обеспечивает большую 
гибкость работы, она способна настраиваться на любую задачу. Гибкость эта 
обусловлена прежде всего тем, что функции, выполняемые системой, опре-
деляются программой (программным обеспечением, software), которую вы-
полняет процессор. Аппаратура (аппаратное обеспечение, hardware) остается 
неизменной при любой задаче. Записывая в память системы программу, 
можно заставить микропроцессорную систему выполнять любую задачу, 
поддерживаемую данной аппаратурой. К тому же шинная организация связей 
микропроцессорной системы позволяет довольно легко заменять аппаратные 
модули, например, заменять память на новую большего объема или более 
высокого быстродействия, добавлять или модернизировать устройства вво-
да/вывода, наконец, заменять процессор на более мощный. Это также позво-
ляет увеличить гибкость системы, продлить ее жизнь при любом изменении 
требований к ней. 
 
Но гибкость микропроцессорной системы определяется не только этим. 
Настраиваться на задачу помогает еще и выбор режима работы системы, то 
есть режима обмена информацией по системной магистрали (шине). 
 
Практически любая развитая микропроцессорная система (в том числе и 
компьютер) поддерживает три основных режима обмена по магистрали: 
 
программный обмен информацией;  
обмен с использованием прерываний (Interrupts);  
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обмен с использованием прямого доступа к памяти (ПДП, DMA — Direct 
Memory Access).  
Программный обмен информацией является основным в любой микропро-
цессорной системе. Он предусмотрен всегда, без него невозможны другие 
режимы обмена. В этом режиме процессор является единоличным хозяином 
(или задатчиком, Master) системной магистрали. Все операции (циклы) обме-
на информацией в данном случае инициируются только процессором, все 
они выполняются строго в порядке, предписанном исполняемой программой. 
 
Процессор читает (выбирает) из памяти коды команд и исполняет их, чи-
тая данные из памяти или из устройства ввода/вывода, обрабатывая их, запи-
сывая данные в память или передавая их в устройство ввода/вывода. Путь 
процессора по программе может быть линейным, циклическим, может со-
держать переходы (прыжки), но он всегда непрерывен и полностью находит-
ся под контролем процессора. Ни на какие внешние события, не связанные с 
программой, процессор не реагирует (рис. 1.11). Все сигналы на магистрали в 
данном случае контролируются процессором. 
 
 
 
Рис. 1.11.  Программный обмен информацией. 
 
Обмен по прерываниям используется тогда, когда необходима реакция 
микропроцессорной системы на какое-то внешнее событие, на приход внеш-
него сигнала. В случае компьютера внешним событием может быть, напри-
мер, нажатие на клавишу клавиатуры или приход по локальной сети пакета 
данных. Компьютер должен реагировать на это, соответственно, выводом 
символа на экран или же чтением и обработкой принятого по сети пакета. 
 
В общем случае организовать реакцию на внешнее событие можно тремя 
различными путями: 
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с помощью постоянного программного контроля факта наступления собы-
тия (так называемый метод опроса флага или polling);  
с помощью прерывания, то есть насильственного перевода процессора с 
выполнения текущей программы на выполнение экстренно необходимой 
программы;  
с помощью прямого доступа к памяти, то есть без участия процессора при 
его отключении от системной магистрали.  
Проиллюстрировать эти три способа можно следующим простым приме-
ром. Допустим, вы готовите себе завтрак, поставив на плиту кипятиться мо-
локо. Естественно, на закипание молока надо реагировать, причем срочно. 
Как это организовать? Первый путь — постоянно следить за молоком, но то-
гда вы ничего другого не сможете делать. Правильнее будет регулярно по-
глядывать на молоко, делая одновременно что-то другое. Это программный 
режим с опросом флага. Второй путь — установить на кастрюлю с молоком 
датчик, который подаст звуковой сигнал при закипании молока, и спокойно 
заниматься другими делами. Услышав сигнал, вы выключите молоко. Прав-
да, возможно, вам придется сначала закончить то, что вы начали делать, так 
что ваша реакция будет медленнее, чем в первом случае. Наконец, третий 
путь состоит в том, чтобы соединить датчик на кастрюле с управлением пли-
той так, чтобы при закипании молока горелка была выключена без вашего 
участия (правда, аналогия с ПДП здесь не очень точная, так как в данном 
случае на момент выполнения действия вас не отвлекают от работы). 
 
Первый случай с опросом флага реализуется в микропроцессорной систе-
ме постоянным чтением информации процессором из устройства вво-
да/вывода, связанного с тем внешним устройством, на поведение которого 
необходимо срочно реагировать. 
 
Во втором случае в режиме прерывания процессор, получив запрос преры-
вания от внешнего устройства (часто называемый IRQ — Interrupt ReQuest), 
заканчивает выполнение текущей команды и переходит к программе обра-
ботки прерывания. Закончив выполнение программы обработки прерывания, 
он возвращается к прерванной программе с той точки, где его прервали (рис. 
1.12). 
 
Здесь важно то, что вся работа, как и в случае программного режима, осу-
ществляется самим процессором, внешнее событие просто временно отвле-
кает его. Реакция на внешнее событие по прерыванию в общем случае мед-
леннее, чем при программном режиме. Как и в случае программного обмена, 
здесь все сигналы на магистрали выставляются процессором, то есть он пол-
ностью контролирует магистраль. Для обслуживания прерываний в систему 
иногда вводится специальный модуль контроллера прерываний, но он в об-
мене информацией не участвует. Его задача состоит в том, чтобы упростить 
работу процессора с внешними запросами прерываний. Этот контроллер 
обычно программно управляется процессором по системной магистрали. 
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Рис. 1.12.  Обслуживание прерывания. 
Естественно, никакого ускорения работы системы прерывание не дает. Его 
применение позволяет только отказаться от постоянного опроса флага внеш-
него события и временно, до наступления внешнего события, занять процес-
сор выполнением каких-то других задач. 
Прямой доступ к памяти (ПДП, DMA) — это режим, принципиально отли-
чающийся от двух ранее рассмотренных режимов тем, что обмен по систем-
ной шине идет без участия процессора. Внешнее устройство, требующее об-
служивания, сигнализирует процессору, что режим ПДП необходим, в ответ 
на это процессор заканчивает выполнение текущей команды и отключается 
от всех шин, сигнализируя запросившему устройству, что обмен в режиме 
ПДП можно начинать. 
Операция ПДП сводится к пересылке информации из устройства вво-
да/вывода в память или же из памяти в устройство ввода/вывода. Когда пере-
сылка информации будет закончена, процессор вновь возвращается к пре-
рванной программе, продолжая ее с той точки, где его прервали (рис. 1.13). 
Это похоже на режим обслуживания прерываний, но в данном случае про-
цессор не участвует в обмене. Как и в случае прерываний, реакция на внеш-
нее событие при ПДП существенно медленнее, чем при программном режи-
ме. 
Понятно, что в этом случае требуется введение в систему дополнительного 
устройства (контроллера ПДП), которое будет осуществлять полноценный 
обмен по системной магистрали без всякого участия процессора. Причем 
процессор предварительно должен сообщить этому контроллеру ПДП, отку-
да ему следует брать информацию и/или куда ее следует помещать. Контрол-
лер ПДП может считаться специализированным процессором, который отли-
чается тем, что сам не участвует в обмене, не принимает в себя информацию 
и не выдает ее (рис. 1.14). 
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Рис. 1.13.  Обслуживание ПДП. 
 
 
Рис. 1.14.  Информационные потоки в режиме ПДП. 
 
В принципе контроллер ПДП может входить в состав устройства вво-
да/вывода, которому необходим режим ПДП или даже в состав нескольких 
устройств ввода/вывода. Теоретически обмен с помощью прямого доступа к 
памяти может обеспечить более высокую скорость передачи информации, 
чем программный обмен, так как процессор передает данные медленнее, чем 
специализированный контроллер ПДП. Однако на практике это преимущест-
во реализуется далеко не всегда. Скорость обмена в режиме ПДП обычно ог-
раничена возможностями магистрали. К тому же необходимость программ-
ного задания режимов контроллера ПДП может свести на нет выигрыш от 
более высокой скорости пересылки данных в режиме ПДП. Поэтому режим 
ПДП применяется редко. 
 
Если в системе уже имеется самостоятельный контроллер ПДП, то это мо-
жет в ряде случаев существенно упростить аппаратуру устройств вво-
да/вывода, работающих в режиме ПДП. В этом, пожалуй, состоит единствен-
ное бесспорное преимущество режима ПДП. 
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1.4. Архитектура микропроцессорных систем 
До сих пор мы рассматривали только один тип архитектуры   микропро-
цессорных систем — архитектуру с общей, единой шиной для данных и ко-
манд (одношинную, или принстонскую, фон-неймановскую   архитектуру). 
Соответственно, в составе системы в этом случае присутствует одна общая 
память, как для данных, так и для команд (рис. 1.15). 
 
 
Рис. 1.15.  Архитектура с общей шиной данных и команд. 
 
Но существует также и альтернативный тип архитектуры микропроцес-
сорной системы — это архитектура с раздельными шинами данных и команд 
(двухшинная, или гарвардская, архитектура). Эта архитектура предполагает 
наличие в системе отдельной памяти для данных и отдельной памяти для ко-
манд (рис. 1.16). Обмен процессора с каждым из двух типов памяти происхо-
дит по своей шине. 
 
Архитектура с общей шиной распространена гораздо больше, она приме-
няется, например, в персональных компьютерах и в сложных микрокомпью-
терах. Архитектура с раздельными шинами применяется в основном в одно-
кристальных микроконтроллерах. 
 
Рассмотрим некоторые достоинства и недостатки обоих архитектурных 
решений. 
 
Архитектура с общей шиной (принстонская, фон-неймановская) проще, 
она не требует от процессора одновременного обслуживания двух шин, кон-
троля обмена по двум шинам сразу. Наличие единой памяти данных и ко-
манд позволяет гибко распределять ее объем между кодами данных и ко-
манд. Например, в некоторых случаях нужна большая и сложная программа, 
а данных в памяти надо хранить не слишком много. В других случаях, на-
оборот, программа требуется простая, но необходимы большие объемы хра-
нимых данных. Перераспределение памяти не вызывает никаких проблем, 
главное — чтобы программа и данные вместе помещались в памяти системы. 
Как правило, в системах с такой архитектурой память бывает довольно 
большого объема (до десятков и сотен мегабайт). Это позволяет решать са-
мые сложные задачи.  
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Рис. 1.16.  Архитектура с раздельными шинами данных и команд. 
 
Архитектура с раздельными шинами данных и команд сложнее, она за-
ставляет процессор работать одновременно с двумя потоками кодов, обслу-
живать обмен по двум шинам одновременно. Программа может размещаться 
только в памяти команд, данные — только в памяти данных. Такая узкая 
специализация ограничивает круг задач, решаемых системой, так как не дает 
возможности гибкого перераспределения памяти. Память данных и память 
команд в этом случае имеют не слишком большой объем, поэтому примене-
ние систем с данной архитектурой ограничивается обычно не слишком 
сложными задачами.  
 
В чем же преимущество архитектуры с двумя шинами (гарвардской)? В 
первую очередь, в быстродействии. 
 
Дело в том, что при единственной шине команд и данных процессор вы-
нужден по одной этой шине принимать данные (из памяти или устройства 
ввода/вывода) и передавать данные (в память или в устройство вво-
да/вывода), а также читать команды из памяти. Естественно, одновременно 
эти пересылки кодов по магистрали происходить не могут, они должны про-
изводиться по очереди. Современные процессоры способны совместить во 
времени выполнение команд и проведение циклов обмена по системной ши-
не. Использование конвейерных технологий и быстрой кэш-памяти позволя-
ет им ускорить процесс взаимодействия со сравнительно медленной систем-
ной памятью. Повышение тактовой частоты и совершенствование структуры 
процессоров дают возможность сократить время выполнения команд. Но 
дальнейшее увеличение быстродействия системы возможно только при со-
вмещении пересылки данных и чтения команд, то есть при переходе к архи-
тектуре с двумя шинами. 
 
В случае двухшинной архитектуры обмен по обеим шинам может быть не-
зависимым, параллельным во времени. Соответственно, структуры шин (ко-
личество разрядов кода адреса и кода данных, порядок и скорость обмена 
информацией и т.д.) могут быть выбраны оптимально для той задачи, кото-
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рая решается каждой шиной. Поэтому при прочих равных условиях переход 
на двухшинную архитектуру ускоряет работу микропроцессорной системы, 
хотя и требует дополнительных затрат на аппаратуру, усложнения структуры 
процессора. Память данных в этом случае имеет свое распределение адресов, 
а память команд — свое. 
 
Проще всего преимущества двухшинной архитектуры реализуются внутри 
одной микросхемы. В этом случае можно также существенно уменьшить 
влияние недостатков этой архитектуры. Поэтому основное ее применение — 
в микроконтроллерах, от которых не требуется решения слишком сложных 
задач, но зато необходимо максимальное быстродействие при заданной так-
товой частоте. 
 
1.5. Типы микропроцессорных систем 
Диапазон применения микропроцессорной техники сейчас очень широк, 
требования к микропроцессорным системам предъявляются самые разные. 
Поэтому сформировалось несколько типов микропроцессорных систем, раз-
личающихся мощностью, универсальностью, быстродействием и структур-
ными отличиями. Основные типы следующие: 
 
микроконтроллеры — наиболее простой тип микропроцессорных систем, в 
которых все или большинство узлов системы выполнены в виде одной мик-
росхемы;  
контроллеры — управляющие микропроцессорные системы, выполненные 
в виде отдельных модулей;  
микрокомпьютеры — более мощные микропроцессорные системы с разви-
тыми средствами сопряжения с внешними устройствами.  
компьютеры (в том числе персональные) — самые мощные и наиболее 
универсальные микропроцессорные системы.  
Четкую границу между этими типами иногда провести довольно сложно. 
Быстродействие всех типов микропроцессоров постоянно растет, и нередки 
ситуации, когда новый микроконтроллер оказывается быстрее, например, ус-
таревшего персонального компьютера. Но кое-какие принципиальные отли-
чия все-таки имеются. 
 
Микроконтроллеры представляют собой универсальные устройства, кото-
рые практически всегда используются не сами по себе, а в составе более 
сложных устройств, в том числе и контроллеров. Системная шина микрокон-
троллера скрыта от пользователя внутри микросхемы. Возможности подклю-
чения внешних устройств к микроконтроллеру ограничены. Устройства на 
микроконтроллерах обычно предназначены для решения одной задачи. 
 
Контроллеры, как правило, создаются для решения какой-то отдельной за-
дачи или группы близких задач. Они обычно не имеют возможностей под-
ключения дополнительных узлов и устройств, например, большой памяти, 
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средств ввода/вывода. Их системная шина чаще всего недоступна пользова-
телю. Структура контроллера проста и оптимизирована под максимальное 
быстродействие. В большинстве случаев выполняемые программы хранятся в 
постоянной памяти и не меняются. Конструктивно контроллеры выпускают-
ся в одноплатном варианте. 
 
Микрокомпьютеры отличаются от контроллеров более открытой структу-
рой, они допускают подключение к системной шине нескольких дополни-
тельных устройств. Производятся микрокомпьютеры в каркасе, корпусе с 
разъемами системной магистрали, доступными пользователю. Микрокомпь-
ютеры могут иметь средства хранения информации на магнитных носителях 
(например, магнитные диски) и довольно развитые средства связи с пользо-
вателем (видеомонитор, клавиатура). Микрокомпьютеры рассчитаны на ши-
рокий круг задач, но в отличие от контроллеров, к каждой новой задаче его 
надо приспосабливать заново. Выполняемые микрокомпьютером программы 
можно легко менять. 
 
Наконец, компьютеры и самые распространенные из них — персональные 
компьютеры — это самые универсальные из микропроцессорных систем. 
Они обязательно предусматривают возможность модернизации, а также ши-
рокие возможности подключения новых устройств. Их системная шина, ко-
нечно, доступна пользователю. Кроме того, внешние устройства могут под-
ключаться к компьютеру через несколько встроенных портов связи (количе-
ство портов доходит иногда до 10). Компьютер всегда имеет сильно развитые 
средства связи с пользователем, средства длительного хранения информации 
большого объема, средства связи с другими компьютерами по информацион-
ным сетям. Области применения компьютеров могут быть самыми разными: 
математические расчеты, обслуживание доступа к базам данных, управление 
работой сложных электронных систем, компьютерные игры, подготовка до-
кументов и т.д. 
 
Любую задачу в принципе можно выполнить с помощью каждого из пере-
численных типов микропроцессорных систем. Но при выборе типа надо по 
возможности избегать избыточности и предусматривать необходимую для 
данной задачи гибкость системы. 
 
В настоящее время при разработке новых микропроцессорных систем ча-
ще всего выбирают путь использования микроконтроллеров (примерно в 80% 
случаев). При этом микроконтроллеры применяются или самостоятельно, с 
минимальной дополнительной аппаратурой, или в составе более сложных 
контроллеров с развитыми средствами ввода/вывода. 
 
Классические микропроцессорные системы на базе микросхем процессо-
ров и микропроцессорных комплектов выпускаются сейчас довольно редко, в 
первую очередь, из-за сложности процесса разработки и отладки этих систем. 
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Данный тип микропроцессорных систем выбирают в основном тогда, когда 
микроконтроллеры не могут обеспечить требуемых характеристик. 
 
Наконец, заметное место занимают сейчас микропроцессорные системы на 
основе персонального компьютера. Разработчику в этом случае нужно только 
оснастить персональный компьютер дополнительными устройствами сопря-
жения, а ядро микропроцессорной системы уже готово. Персональный ком-
пьютер имеет развитые средства программирования, что существенно упро-
щает задачу разработчика. К тому же он может обеспечить самые сложные 
алгоритмы обработки информации. Основные недостатки персонального 
компьютера — большие размеры корпуса и аппаратурная избыточность для 
простых задач. Недостатком является и неприспособленность большинства 
персональных компьютеров к работе в сложных условиях (запыленность, вы-
сокая влажность, вибрации, высокие температуры и т.д.). Однако выпуска-
ются и специальные персональные компьютеры, приспособленные к различ-
ным условиям эксплуатации. 
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2. Организация обмена информацией: 
 
Шины микропроцессорной системы и циклы обмена 
  
Самое главное, что должен знать разработчик микропроцессорных систем 
— это принципы организации обмена информацией по шинам таких систем. 
Без этого невозможно разработать аппаратную часть системы, а без аппарат-
ной части не будет работать никакое программное обеспечение. 
 
За более чем 30 лет, прошедших с момента появления первых микропро-
цессоров, были выработаны определенные правила обмена, которым следуют 
и разработчики новых микропроцессорных систем. Как показала практика, 
принципы организации обмена по шинам гораздо важнее, чем особенности 
конкретных микропроцессоров. Стандартные системные магистрали живут 
гораздо дольше, чем тот или иной процессор. Разработчики новых процессо-
ров ориентируются на уже существующие стандарты магистрали. Более того, 
некоторые системы на основе совершенно разных процессоров используют 
одну и ту же системную магистраль. То есть магистраль оказывается самым 
главным системообразующим фактором в микропроцессорных системах. 
 
Обмен информацией в микропроцессорных системах происходит в циклах 
обмена информацией. Под циклом обмена информацией понимается времен-
ной интервал, в течение которого происходит выполнение одной элементар-
ной операции обмена по шине. Например, пересылка кода данных из процес-
сора в память или же пересылка кода данных из устройства ввода/вывода в 
процессор. В пределах одного цикла также может передаваться и несколько 
кодов данных, даже целый массив данных, но это встречается реже. 
 
Циклы обмена информацией делятся на два основных типа: 
 
Цикл записи (вывода), в котором процессор записывает (выводит) инфор-
мацию;  
Цикл чтения (ввода), в котором процессор читает (вводит) информацию.  
В некоторых микропроцессорных системах существует также цикл «чте-
ние-модификация-запись» или же «ввод-пауза-вывод». В этих циклах про-
цессор сначала читает информацию из памяти или устройства ввода/вывода, 
затем как-то преобразует ее и снова записывает по тому же адресу. Напри-
мер, процессор может прочитать код из ячейки памяти, увеличить его на 
единицу и снова записать в эту же ячейку памяти. Наличие или отсутствие 
данного типа цикла связано с особенностями используемого процессора. 
 
Особое место занимают циклы прямого доступа к памяти (если режим 
ПДП в системе предусмотрен) и циклы запроса и предоставления прерыва-
ния (если прерывания в системе есть).  
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Во время каждого цикла устройства, участвующие в обмене информацией, 
передают друг другу информационные и управляющие сигналы в строго ус-
тановленном порядке или, как еще говорят, в соответствии с принятым про-
токолом обмена информацией. 
 
Длительность цикла обмена может быть постоянной или переменной, но 
она всегда включает в себя несколько периодов сигнала тактовой частоты 
системы. То есть даже в идеальном случае частота чтения информации про-
цессором и частота записи информации оказываются в несколько раз меньше 
тактовой частоты системы. 
 
Чтение кодов команд из памяти системы также производится с помощью 
циклов чтения. Поэтому в случае одношинной архитектуры на системной ма-
гистрали чередуются циклы чтения команд и циклы пересылки (чтения и за-
писи) данных, но протоколы обмена остаются неизменными независимо от 
того, что передается — данные или команды. В случае двухшинной архитек-
туры циклы чтения команд и записи или чтения данных разделяются по раз-
ным шинам и могут выполняться одновременно. 
 
Шины микропроцессорной системы 
 
Шина данных — это основная шина, ради которой и создается вся система. 
Количество ее разрядов (линий связи) определяет скорость и эффективность 
информационного обмена, а также максимально возможное количество ко-
манд. 
 
Шина данных всегда двунаправленная, так как предполагает передачу ин-
формации в обоих направлениях. Наиболее часто встречающийся тип выход-
ного каскада для линий этой шины — выход с тремя состояниями. 
 
Обычно шина данных имеет 8, 16, 32 или 64 разряда. Разрядность шины 
данных определяет и разрядность всей магистрали.  
 
Шина адреса — вторая по важности шина, которая определяет максималь-
но возможную сложность микропроцессорной системы, то есть допустимый 
объем памяти и, следовательно, максимально возможный размер программы 
и максимально возможный объем запоминаемых данных. Количество адре-
сов, обеспечиваемых шиной адреса, определяется как 2N, где N — количест-
во разрядов. Например, 16-разрядная шина адреса обеспечивает 65 536 адре-
сов. Разрядность шины адреса обычно кратна 4 и может достигать 32 и даже 
64. Шина адреса может быть однонаправленной (когда магистралью всегда 
управляет только процессор) или двунаправленной (когда процессор может 
временно передавать управление магистралью другому устройству, например 
контроллеру ПДП). Наиболее часто используются типы выходных каскадов с 
тремя состояниями или обычные ТТЛ (с двумя состояниями). 
 23 
 
Как в шине данных, так и в шине адреса может использоваться положи-
тельная логика или отрицательная логика. При положительной логике высо-
кий уровень напряжения соответствует логической единице на соответст-
вующей линии связи, низкий — логическому нулю. При отрицательной ло-
гике — наоборот. В большинстве случаев уровни сигналов на шинах — ТТЛ. 
 
Для снижения общего количества линий связи магистрали часто применя-
ется мультиплексирование   шин адреса и данных. То есть одни и те же ли-
нии связи используются в разные моменты времени для передачи как адреса, 
так и данных (в начале цикла — адрес, в конце цикла — данные). Для фикса-
ции этих моментов (стробирования) служат специальные сигналы на шине 
управления. Понятно, что мультиплексированная шина адреса/данных обес-
печивает меньшую скорость обмена, требует более длительного цикла обме-
на (рис. 2.1). По типу шины адреса и шины данных все магистрали также де-
лятся на мультиплексированные и немультиплексированные. 
 
 
Рис.2. 1.  Мультиплексирование шин адреса и данных. 
 
В некоторых мультиплексированных магистралях после одного кода адре-
са передается несколько кодов данных (массив данных). Это позволяет суще-
ственно повысить быстродействие магистрали. Иногда в магистралях приме-
няется частичное мультиплексирование, то есть часть разрядов данных пере-
дается по немультиплексированным линиям, а другая часть — по мультип-
лексированным с адресом линиям. 
 
Шина управления — это вспомогательная шина, управляющие сигналы на 
которой определяют тип текущего цикла и фиксируют моменты времени, со-
ответствующие разным частям или стадиям цикла. Кроме того, управляющие 
сигналы обеспечивают согласование работы процессора (или другого хозяи-
на магистрали, задатчика, master) с работой памяти или устройства вво-
да/вывода (устройства-исполнителя, slave). Управляющие сигналы также об-
служивают запрос и предоставление прерываний, запрос и предоставление 
прямого доступа. 
 
Сигналы шины управления могут передаваться как в положительной логи-
ке (реже), так и в отрицательной логике (чаще). Линии шины управления мо-
гут быть как однонаправленными, так и двунаправленными. Типы выходных 
каскадов могут быть самыми разными: с двумя состояниями (для однона-
правленных линий), с тремя состояниями (для двунаправленных линий), с 
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открытым коллектором (для двунаправленных и мультиплексированных ли-
ний). 
 
Самые главные управляющие сигналы — это стробы обмена, то есть сиг-
налы, формируемые процессором и определяющие моменты времени, в ко-
торые производится пересылка данных по шине данных, обмен данными. 
Чаще всего в магистрали используются два различных строба обмена: 
 
Строб записи (вывода), который определяет момент времени, когда уст-
ройство-исполнитель может принимать данные, выставленные процессором 
на шину данных;  
Строб чтения (ввода), который определяет момент времени, когда устрой-
ство-исполнитель должно выдать на шину данных код данных, который бу-
дет прочитан процессором.  
При этом большое значение имеет то, как процессор заканчивает обмен в 
пределах цикла, в какой момент он снимает свой строб обмена. Возможны 
два пути решения (рис. 2.2): 
 
При синхронном обмене процессор заканчивает обмен данными самостоя-
тельно, через раз и навсегда установленный временной интервал выдержки 
(tвыд), то есть без учета интересов устройства-исполнителя;  
При асинхронном обмене процессор заканчивает обмен только тогда, ко-
гда устройство-исполнитель подтверждает выполнение операции специаль-
ным сигналом (так называемый режим handshake — рукопожатие). 
 
 
Рис. 2.2.  Синхронный обмен и асинхронный обмен. 
Достоинства синхронного обмена — более простой протокол обмена, 
меньшее количество управляющих сигналов. Недостатки — отсутствие га-
рантии, что исполнитель выполнил требуемую операцию, а также высокие 
требования к быстродействию исполнителя. 
Достоинства асинхронного обмена — более надежная пересылка данных, 
возможность работы с самыми разными по быстродействию исполнителями. 
Недостаток — необходимость формирования сигнала подтверждения всеми 
исполнителями, то есть дополнительные аппаратурные затраты. 
 
По используемому типу обмена магистрали микропроцессорных систем 
также делятся на синхронные и асинхронные. 
 
 25 
3. Функции устройств магистрали 
 
Функции процессора 
Процессор (рис. 3.1) обычно представляет собой отдельную микросхему 
или же часть микросхемы (в случае микроконтроллера). В прежние годы 
процессор иногда выполнялся на комплектах из нескольких микросхем, но 
сейчас от такого подхода уже практически отказались. Микросхема процес-
сора обязательно имеет выводы трех шин: шины адреса, шины данных и ши-
ны управления. Иногда некоторые сигналы и шины мультиплексируются, 
чтобы уменьшить количество выводов микросхемы процессора. 
Важнейшие характеристики процессора — это количество разрядов его 
шины данных, количество разрядов его шины адреса и количество управ-
ляющих сигналов в шине управления. Разрядность шины данных определяет 
скорость работы системы. Разрядность шины адреса определяет допустимую 
сложность системы. Количество линий управления определяет разнообразие 
режимов обмена и эффективность обмена процессора с другими устройства-
ми системы. 
Кроме выводов для сигналов трех основных шин процессор всегда имеет 
вывод (или два вывода) для подключения внешнего тактового сигнала или 
кварцевого резонатора (CLK), так как процессор всегда представляет собой 
тактируемое устройство. Чем больше тактовая частота процессора, тем он 
быстрее работает, то есть тем быстрее выполняет команды. Впрочем, быст-
родействие процессора определяется не только тактовой частотой, но и осо-
бенностями его структуры. Современные процессоры выполняют большин-
ство команд за один такт и имеют средства для параллельного выполнения 
нескольких команд. Тактовая частота процессора не связана прямо и жестко 
со скоростью обмена по магистрали, так как скорость обмена по магистрали 
ограничена задержками распространения сигналов и искажениями сигналов 
на магистрали. То есть тактовая частота процессора определяет только его 
внутреннее быстродействие, а не внешнее. Иногда тактовая частота процес-
сора имеет нижний и верхний пределы. При превышении верхнего предела 
частоты возможно перегревание процессора, а также сбои, причем, что самое 
неприятное, возникающие не всегда и нерегулярно. Так что с изменением 
этой частоты надо быть очень осторожным. 
 
Рис. 3.1. Схема включения процессора. 
 26 
 
Еще один важный сигнал, который имеется в каждом процессоре, — это 
сигнал начального сброса RESET. При включении питания, при аварийной 
ситуации или зависании процессора подача этого сигнала приводит к ини-
циализации процессора, заставляет его приступить к выполнению программы 
начального запуска. Аварийная ситуация может быть вызвана помехами по 
цепям питания и «земли», сбоями в работе памяти, внешними ионизирую-
щими излучениями и еще множеством причин. В результате процессор мо-
жет потерять контроль над выполняемой программой и остановиться в ка-
ком-то адресе. Для выхода из этого состояния как раз и используется сигнал 
начального сброса. Этот же вход начального сброса может использоваться 
для оповещения процессора о том, что напряжение питания стало ниже уста-
новленного предела. В таком случае процессор переходит к выполнению 
программы сохранения важных данных. По сути, этот вход представляет со-
бой особую разновидность радиального прерывания. 
Иногда у микросхемы процессора имеется еще один-два входа радиальных 
прерываний для обработки особых ситуаций (например, для прерывания от 
внешнего таймера). 
Шина питания современного процессора обычно имеет одно напряжение 
питания (+5В или +3,3В) и общий провод («землю»). Первые процессоры не-
редко требовали нескольких напряжений питания. В некоторых процессорах 
предусмотрен режим пониженного энергопотребления. Вообще, современ-
ные микросхемы процессоров, особенно с высокими тактовыми частотами, 
потребляют довольно большую мощность. В результате для поддержания 
нормальной рабочей температуры корпуса на них нередко приходится уста-
навливать радиаторы, вентиляторы или даже специальные микрохолодиль-
ники. 
Для подключения процессора к магистрали используются буферные мик-
росхемы, обеспечивающие, если необходимо, демультиплексирование сигна-
лов и электрическое буферирование сигналов магистрали. Иногда протоколы 
обмена по системной магистрали и по шинам процессора не совпадают меж-
ду собой, тогда буферные микросхемы еще и согласуют эти протоколы друг с 
другом. Иногда в микропроцессорной системе используется несколько маги-
стралей (системных и локальных), тогда для каждой из магистралей приме-
няется свой буферный узел. Такая структура характерна, например, для пер-
сональных компьютеров. 
После включения питания процессор переходит в первый адрес програм-
мы начального пуска и выполняет эту программу. Данная программа предва-
рительно записана в постоянную (энергонезависимую) память. После завер-
шения программы начального пуска процессор начинает выполнять основ-
ную программу, находящуюся в постоянной или оперативной памяти, для че-
го выбирает по очереди все команды. От этой программы процессор могут 
отвлекать внешние прерывания или запросы на ПДП. Команды из памяти 
процессор выбирает с помощью циклов чтения по магистрали. При необхо-
димости процессор записывает данные в память или в устройства вво-
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да/вывода с помощью циклов записи или же читает данные из памяти или из 
устройств ввода/вывода с помощью циклов чтения. 
Таким образом, основные функции любого процессора следующие: 
 выборка (чтение) выполняемых команд;  
 ввод (чтение) данных из памяти или устройства ввода/вывода;  
 вывод (запись) данных в память или в устройства ввода/вывода;  
 обработка данных (операндов), в том числе арифметические опера-
ции над ними;  
 адресация памяти, то есть задание адреса памяти, с которым будет 
производиться обмен;  
 обработка прерываний и режима прямого доступа.  
Упрощенно структуру микропроцессора можно представить в следующем 
виде (рис. 3.2). 
 
Рис. 3.2.  Внутренняя структура микропроцессора. 
 
Основные функции показанных узлов следующие. 
Схема управления выборкой команд выполняет чтение команд из памя-
ти и их дешифрацию. В первых микропроцессорах было невозможно одно-
временное выполнение предыдущей команды и выборка следующей коман-
ды, так как процессор не мог совмещать эти операции. Но уже в 16-
разрядных процессорах появляется так называемый конвейер (очередь) ко-
манд, позволяющий выбирать несколько следующих команд, пока выполня-
ется предыдущая. Два процесса идут параллельно, что ускоряет работу про-
цессора. Конвейер представляет собой небольшую внутреннюю память про-
цессора, в которую при малейшей возможности (при освобождении внешней 
шины) записывается несколько команд, следующих за исполняемой. Читают-
ся эти команды процессором в том же порядке, что и записываются в конвей-
ер (это память типа FIFO, First In — First Out, первый вошел — первый вы-
шел). Правда, если выполняемая команда предполагает переход не на сле-
дующую ячейку памяти, а на удаленную (с меньшим или большим адресом), 
 28 
конвейер не помогает, и его приходится сбрасывать. Но такие команды 
встречаются в программах сравнительно редко. 
Развитием идеи конвейера стало использование внутренней кэш-памяти 
процессора, которая заполняется командами, пока процессор занят выполне-
нием предыдущих команд. Чем больше объем кэш-памяти, тем меньше веро-
ятность того, что ее содержимое придется сбросить при команде перехода. 
Понятно, что обрабатывать команды, находящиеся во внутренней памяти, 
процессор может гораздо быстрее, чем те, которые расположены во внешней 
памяти. В кэш-памяти могут храниться и данные, которые обрабатываются в 
данный момент, это также ускоряет работу. Для большего ускорения выбор-
ки команд в современных процессорах применяют совмещение выборки и 
дешифрации, одновременную дешифрацию нескольких команд, несколько 
параллельных конвейеров команд, предсказание команд переходов и некото-
рые другие методы. 
Арифметико-логическое устройство (или АЛУ, ALU) предназначено для 
обработки информации в соответствии с полученной процессором командой. 
Примерами обработки могут служить логические операции (типа логическо-
го «И», «ИЛИ», «Исключающего ИЛИ» и т.д.) то есть побитные операции 
над операндами, а также арифметические операции (типа сложения, вычита-
ния, умножения, деления и т.д.). Над какими кодами производится операция, 
куда помещается ее результат — определяется выполняемой командой. Если 
команда сводится всего лишь к пересылке данных без их обработки, то АЛУ 
не участвует в ее выполнении. 
Быстродействие АЛУ во многом определяет производительность процес-
сора. Причем важна не только частота тактового сигнала, которым тактиру-
ется АЛУ, но и количество тактов, необходимое для выполнения той или 
иной команды. Для повышения производительности разработчики стремятся 
довести время выполнения команды до одного такта, а также обеспечить ра-
боту АЛУ на возможно более высокой частоте. Один из путей решения этой 
задачи состоит в уменьшении количества выполняемых АЛУ команд, созда-
ние процессоров с уменьшенным набором команд (так называемые RISC-
процессоры). Другой путь повышения производительности процессора — 
использование нескольких параллельно работающих АЛУ. 
Что касается операций над числами с плавающей точкой и других специ-
альных сложных операций, то в системах на базе первых процессоров их 
реализовали последовательностью более простых команд, специальными 
подпрограммами, однако затем были разработаны специальные вычислители 
— математические сопроцессоры, которые заменяли основной процессор на 
время выполнения таких команд. В современных микропроцессорах матема-
тические сопроцессоры входят в структуру как составная часть. 
Регистры процессора представляют собой по сути ячейки очень быстрой 
памяти и служат для временного хранения различных кодов: данных, адре-
сов, служебных кодов. Операции с этими кодами выполняются предельно 
быстро, поэтому, в общем случае, чем больше внутренних регистров, тем 
лучше. Кроме того, на быстродействие процессора сильно влияет разряд-
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ность регистров. Именно разрядность регистров и АЛУ называется внутрен-
ней разрядностью процессора, которая может не совпадать с внешней раз-
рядностью. 
По отношению к назначению внутренних регистров существует два ос-
новных подхода. Первого придерживается, например, компания Intel, которая 
каждому регистру отводит строго определенную функцию. С одной стороны, 
это упрощает организацию процессора и уменьшает время выполнения ко-
манды, но с другой — снижает гибкость, а иногда и замедляет работу про-
граммы. Например, некоторые арифметические операции и обмен с устрой-
ствами ввода/вывода проводятся только через один регистр — аккумулятор, 
в результате чего при выполнении некоторых процедур может потребоваться 
несколько дополнительных пересылок между регистрами. Второй подход со-
стоит в том, чтобы все (или почти все) регистры сделать равноправными, как, 
например, в 16-разрядных процессорах Т-11 фирмы DEC. При этом достига-
ется высокая гибкость, но необходимо усложнение структуры процессора. 
Существуют и промежуточные решения, в частности, в процессоре MC68000 
фирмы Motorola половина регистров использовалась для данных, и они были 
взаимозаменяемы, а другая половина — для адресов, и они также взаимоза-
меняемы. 
Регистр признаков (регистр состояния) занимает особое место, хотя он 
также является внутренним регистром процессора. Содержащаяся в нем ин-
формация — это не данные, не адрес, а слово состояния процессора (ССП, 
PSW — Processor Status Word). Каждый бит этого слова (флаг) содержит ин-
формацию о результате предыдущей команды. Например, есть бит нулевого 
результата, который устанавливается в том случае, когда результат выполне-
ния предыдущей команды — нуль, и очищается в том случае, когда результат 
выполнения команды отличен от нуля. Эти биты (флаги) используются ко-
мандами условных переходов, например, командой перехода в случае нуле-
вого результата. В этом же регистре иногда содержатся флаги управления, 
определяющие режим выполнения некоторых команд. 
Схема управления прерываниями обрабатывает поступающий на процес-
сор запрос прерывания, определяет адрес начала программы обработки пре-
рывания (адрес вектора прерывания), обеспечивает переход к этой программе 
после выполнения текущей команды и сохранения в памяти (в стеке) текуще-
го состояния регистров процессора. По окончании программы обработки 
прерывания процессор возвращается к прерванной программе с восстанов-
ленными из памяти (из стека) значениями внутренних регистров. Подробнее 
о стеке будет рассказано в следующем разделе. 
Схема управления прямым доступом к памяти служит для временного от-
ключения процессора от внешних шин и приостановки работы процессора на 
время предоставления прямого доступа запросившему его устройству. 
Логика управления организует взаимодействие всех узлов процессора, пе-
ренаправляет данные, синхронизирует работу процессора с внешними сигна-
лами, а также реализует процедуры ввода и вывода информации. 
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Таким образом, в ходе работы процессора схема выборки команд выбирает 
последовательно команды из памяти, затем эти команды выполняются, при-
чем в случае необходимости обработки данных подключается АЛУ. На вхо-
ды АЛУ могут подаваться обрабатываемые данные из памяти или из внут-
ренних регистров. Во внутренних регистрах хранятся также коды адресов 
обрабатываемых данных, расположенных в памяти. Результат обработки в 
АЛУ изменяет состояние регистра признаков и записывается во внутренний 
регистр или в память (как источник, так и приемник данных указывается в 
составе кода команды). При необходимости информация может переписы-
ваться из памяти (или из устройства ввода/вывода) во внутренний регистр 
или из внутреннего регистра в память (или в устройство ввода/вывода). 
Внутренние регистры любого микропроцессора обязательно выполняют 
две служебные функции: 
определяют адрес в памяти, где находится выполняемая в данный момент 
команда (функция счетчика команд или указателя команд);  
определяют текущий адрес стека (функция указателя стека).  
В разных процессорах для каждой из этих функций может отводиться один 
или два внутренних регистра. Эти два указателя отличаются от других не 
только своим специфическим, служебным, системным назначением, но и 
особым способом изменения содержимого. Их содержимое программы могут 
менять только в случае крайней необходимости, так как любая ошибка при 
этом грозит нарушением работы компьютера, зависанием и порчей содержи-
мого памяти. 
Содержимое указателя (счетчика) команд изменяется следующим образом. 
В начале работы системы (при включении питания) в него заносится раз и 
навсегда установленное значение. Это первый адрес программы начального 
запуска. Затем после выборки из памяти каждой следующей команды значе-
ние указателя команд автоматически увеличивается (инкрементируется) на 
единицу (или на два в зависимости от формата команд и типа процессора). 
То есть следующая команда будет выбираться из следующего по порядку ад-
реса памяти. При выполнении команд перехода, нарушающих последова-
тельный перебор адресов памяти, в указатель команд принудительно записы-
вается новое значение — новый адрес в памяти, начиная с которого адреса 
команд опять же будут перебираться последовательно. Такая же смена со-
держимого указателя команд производится при вызове подпрограммы и воз-
врате из нее или при начале обработки прерывания и после его окончания. 
 
Функции памяти 
 
Память микропроцессорной системы выполняет функцию временного или 
постоянного хранения данных и команд. Объем памяти определяет допусти-
мую сложность выполняемых системой алгоритмов, а также в некоторой 
степени и скорость работы системы в целом. Модули памяти выполняются на 
микросхемах памяти (оперативной или постоянной). Все чаще в составе мик-
ропроцессорных систем используется флэш-память (англ. — flash memory), 
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которая представляет собой энергонезависимую память с возможностью 
многократной перезаписи содержимого. 
Информация в памяти хранится в ячейках, количество разрядов которых 
равно количеству разрядов шины данных процессора. Обычно оно кратно 
восьми (например, 8, 16, 32, 64). Допустимое количество ячеек памяти опре-
деляется количеством разрядов шины адреса как 2N, где N — количество 
разрядов шины адреса. Чаще всего объем памяти измеряется в байтах неза-
висимо от разрядности ячейки памяти. Используются также следующие бо-
лее крупные единицы объема памяти: килобайт — 210 или 1024 байта (обо-
значается Кбайт), мегабайт — 220 или 1 048 576 байт (обозначается Мбайт), 
гигабайт — 230 байт (обозначается Гбайт), терабайт — 240 (обозначается 
Тбайт) Например, если память имеет 65 536 ячеек, каждая из которых 16-
разрядная, то говорят, что память имеет объем 128 Кбайт. Совокупность яче-
ек памяти называется обычно пространством памяти системы. 
Для подключения модуля памяти к системной магистрали используются 
блоки сопряжения, которые включают в себя дешифратор (селектор) адреса, 
схему обработки управляющих сигналов магистрали и буферы данных (рис. 
3.3). 
Оперативная память общается с системной магистралью в циклах чтения и 
записи, постоянная память — только в циклах чтения. Обычно в составе сис-
темы имеется несколько модулей памяти, каждый из которых работает в сво-
ей области пространства памяти. Селектор адреса как раз и определяет, какая 
область адресов пространства памяти отведена данному модулю памяти. 
Схема управления вырабатывает в нужные моменты сигналы разрешения ра-
боты памяти (CS) и сигналы разрешения записи в память (WR). Буферы дан-
ных передают данные от памяти к магистрали или от магистрали к памяти. 
В пространстве памяти микропроцессорной системы обычно выделяются 
несколько особых областей, которые выполняют специальные функции. 
Память программы начального запуска всегда выполняется на ПЗУ или 
флэш-памяти. Именно с этой области процессор начинает работу после 
включения питания и после сброса его с помощью сигнала RESET. 
 
Рис. 3.3.  Структура модуля памяти. 
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Память для стека или стек (Stack) — это часть оперативной памяти, пред-
назначенная для временного хранения данных в режиме LIFO (Last In — First 
Out). 
Особенность стека по сравнению с другой оперативной памятью — это за-
данный и неизменяемый способ адресации. При записи любого числа (кода) 
в стек число записывается по адресу, определяемому как содержимое регист-
ра указателя стека, предварительно уменьшенное (декрементированное) на 
единицу (или на два, если 16-разрядные слова расположены в памяти по чет-
ным адресам). При чтении из стека число читается из адреса, определяемого 
содержимым указателя стека, после чего это содержимое указателя стека 
увеличивается (инкрементируется) на единицу (или на два). В результате по-
лучается, что число, записанное последним, будет прочитано первым, а чис-
ло, записанное первым, будет прочитано последним. Такая память называет-
ся LIFO или памятью магазинного типа (например, в магазине автомата па-
трон, установленный последним, будет извлечен первым). 
Принцип действия стека показан на рис. 3.4 (адреса ячеек памяти выбраны 
условно). 
Пусть, например, текущее состояние указателя стека 1000008, и в него на-
до записать два числа (слова). Первое слово будет записано по адресу 
1000006 (перед записью указатель стека уменьшится на два). Второе — по 
адресу 1000004. После записи содержимое указателя стека — 1000004. Если 
затем прочитать из стека два слова, то первым будет прочитано слово из ад-
реса 1000004, а после чтения указатель стека станет равным 1000006. Вторым 
будет прочитано слово из адреса 1000006, а указатель стека станет равным 
1000008. Все вернулось к исходному состоянию. Первое записанное слово 
читается вторым, а второе — первым. 
 
Рис. 3.4.  Принцип работы стека. 
 
Необходимость такой адресации становится очевидной в случае много-
кратно вложенных подпрограмм. Пусть, например, выполняется основная 
программа, и из нее вызывается подпрограмма 1. Если нам надо сохранить 
значения данных и внутренних регистров основной программы на время вы-
полнения подпрограммы, мы перед вызовом подпрограммы сохраним их в 
стеке (запишем в стек), а после ее окончания извлечем (прочитаем) их из сте-
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ка. Если же из подпрограммы 1 вызывается подпрограмма 2, то ту же самую 
операцию мы проделаем с данными и содержимым внутренних регистров 
подпрограммы 1. Понятно, что внутри подпрограммы 2 крайними в стеке 
(читаемыми в первую очередь) будут данные из подпрограммы 1, а данные 
из основной программы будут глубже. При этом в случае чтения из стека ав-
томатически будет соблюдаться нужный порядок читаемой информации. То 
же самое будет и в случае, когда таких уровней вложения подпрограмм го-
раздо больше. То есть то, что надо хранить подольше, прячется поглубже, а 
то, что скоро может потребоваться — с краю. 
В системе команд любого процессора для обмена информацией со стеком 
предусмотрены специальные команды записи в стек (PUSH) и чтения из сте-
ка (POP). В стеке можно прятать не только содержимое всех внутренних ре-
гистров процессоров, но и содержимое регистра признаков (слово состояния 
процессора, PSW). Это позволяет, например, при возвращении из подпро-
граммы контролировать результат последней команды, выполненной непо-
средственно перед вызовом этой подпрограммы. Можно также хранить в 
стеке и данные, для того чтобы удобнее было передавать их между програм-
мами и подпрограммами. В общем случае, чем больше область памяти, отве-
денная под стек, тем больше свободы у программиста и тем более сложные 
программы могут выполняться. 
Следующая специальная область памяти — это таблица векторов преры-
ваний. 
Вообще, понятие прерывания довольно многозначно. Под прерыванием в 
общем случае понимается не только обслуживание запроса внешнего устрой-
ства, но и любое нарушение последовательной работы процессора. Напри-
мер, может быть предусмотрено прерывание по факту некорректного выпол-
нения арифметической операции типа деления на ноль. Или же прерывание 
может быть программным, когда в программе используется команда перехо-
да на какую-то подпрограмму, из которой затем последует возврат в основ-
ную программу. В последнем случае общее с истинным прерыванием только 
то, как осуществляется переход на подпрограмму и возврат из нее. 
Любое прерывание обрабатывается через таблицу векторов (указателей) 
прерываний. В этой таблице в простейшем случае находятся адреса начала 
программ обработки прерываний, которые и называются векторами. Длина 
таблицы может быть довольно большой (до нескольких сот элементов). 
Обычно таблица векторов прерываний располагается в начале пространства 
памяти (в ячейках памяти с малыми адресами). Адрес каждого вектора (или 
адрес начального элемента каждого вектора) представляет собой номер пре-
рывания. 
В случае аппаратных прерываний номер прерывания или задается устрой-
ством, запросившим прерывание (при векторных прерываниях), или же зада-
ется номером линии запроса прерываний (при радиальных прерываниях). 
Процессор, получив аппаратное прерывание, заканчивает выполнение теку-
щей команды и обращается к памяти в область таблицы векторов прерыва-
ний, в ту ее строку, которая определяется номером запрошенного прерыва-
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ния. Затем процессор читает содержимое этой строки (код вектора прерыва-
ния) и переходит в адрес памяти, задаваемый этим вектором. Начиная с этого 
адреса в памяти должна располагаться программа обработки прерывания с 
данным номером. В конце программы обработки прерываний обязательно 
должна располагаться команда выхода из прерывания, выполнив которую, 
процессор возвращается к выполнению прерванной основной программы. 
Параметры процессора на время выполнения программы обработки преры-
вания сохраняются в стеке. 
Пусть, например, процессор (рис.3.5) выполнял основную программу и 
команду, находящуюся в адресе памяти 5000 (условно). В этот момент он по-
лучил запрос прерывания с номером (адресом вектора) 4. Процессор закан-
чивает выполнение команды из адреса 5000. Затем он сохраняет в стеке те-
кущее значение счетчика команд (5001) и текущее значение PSW. После это-
го процессор читает из адреса 4 памяти код вектора прерывания. Пусть этот 
код равен 6000. Процессор переходит в адрес памяти 6000 и приступает к 
выполнению программы обработки прерывания, начинающейся с этого адре-
са. Пусть эта программа заканчивается в адресе 6100. Дойдя до этого адреса, 
процессор возвращается к выполнению прерванной программы. Для этого он 
извлекает из стека значение адреса (5001), на котором его прервали, и быв-
шее в тот момент PSW. Затем процессор читает команду из адреса 5001 и 
дальше последовательно выполняет команды основной программы. 
 
Рис. 3.5.  Упрощенный алгоритм обработки прерывания. 
Прерывание в случае аварийной ситуации обрабатывается точно так же, 
только адрес вектора прерывания (номер строки в таблице векторов) жестко 
привязан к данному типу аварийной ситуации. 
Программное прерывание тоже обслуживается через таблицу векторов 
прерываний, но номер прерывания указывается в составе команды, вызы-
вающей прерывание. 
Такая сложная, на первый взгляд, организация прерываний позволяет про-
граммисту легко менять программы обработки прерываний, располагать их в 
любой области памяти, делать их любого размера и любой сложности. 
Во время выполнения программы обработки прерывания может поступить 
новый запрос на прерывание. В этом случае он обрабатывается точно так же, 
как описано, но основной программой считается прерванная программа об-
работки предыдущего прерывания. Это называется многократным вложени-
ем прерываний. Механизм стека позволяет без проблем обслуживать это 
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многократное вложение, так как первым из стека извлекается тот код, кото-
рый был сохранен последним, то есть возврат из обработки данного преры-
вания происходит в программу обработки предыдущего прерывания. 
Отметим, что в более сложных случаях в таблице векторов прерываний 
могут находиться не адреса начала программ обработки прерываний, а так 
называемые дескрипторы (описатели) прерываний. Но конечным результа-
том обработки этого дескриптора все равно будет адрес начала программы 
обработки прерываний. 
Наконец, еще одна специальная область памяти микропроцессорной сис-
темы — это память устройств, подключенных к системной шине. Такое ре-
шение встречается нечасто, но иногда оно очень удобно. То есть процессор 
получает возможность обращаться к внутренней памяти устройств вво-
да/вывода или каких-то еще подключенных к системной шине устройств, как 
к своей собственной системной памяти. Обычно окно в пространстве памяти, 
выделяемое для этого, не слишком большое. 
Все остальные части пространства памяти, как правило, имеют универ-
сальное назначение. В них могут располагаться как данные, так и программы 
(конечно, в случае одношинной архитектуры). Иногда это пространство па-
мяти используется как единое целое, без всяких границ. А иногда простран-
ство памяти делится на сегменты с программно изменяемым адресом начала 
сегмента и с установленным размером сегмента. Оба подхода имеют свои 
плюсы и минусы. Например, использование сегментов позволяет защитить 
область программ или данных, но зато границы сегментов могут затруднять 
размещение больших программ и массивов данных. 
В заключение остановимся на проблеме разделения адресов памяти и ад-
ресов устройств ввода/вывода. Существует два основных подхода к решению 
этой проблемы: 
выделение в общем адресном пространстве системы специальной области 
адресов для устройств ввода/вывода;  
полное разделение адресных пространств памяти и устройств вво-
да/вывода.  
Первый подход хорош тем, что при обращении к устройствам вво-
да/вывода процессор может использовать те же команды, которые служат для 
взаимодействия с памятью. Но адресное пространство памяти должно быть 
уменьшено на величину адресного пространства устройств ввода/вывода. 
Например, при 16-разрядной шине адреса всего может быть 64К адресов. Из 
них 56К адресов отводится под адресное пространство памяти, а 8К адресов 
— под адресное пространство устройств ввода/вывода. 
Преимущество второго подхода состоит в том, что память занимает все 
адресное пространство микропроцессорной системы. Для общения с устрой-
ствами ввода/вывода применяются специальные команды и специальные 
стробы обмена на магистрали. Именно так сделано, например, в персональ-
ных компьютерах. Но возможности взаимодействия с устройствами вво-
да/вывода в данном случае существенно ограничены по сравнению с воз-
можностями общения с памятью. 
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Функции устройств ввода/вывода 
 
Устройства ввода/вывода обмениваются информацией с магистралью по 
тем же принципам, что и память. Наиболее существенное отличие с точки 
зрения организации обмена состоит в том, что модуль памяти имеет в адрес-
ном пространстве системы много адресов (до нескольких десятков миллио-
нов), а устройство ввода/вывода обычно имеет немного адресов (обычно до 
десяти), а иногда и всего один адрес. 
Но модули памяти системы обмениваются информацией только с магист-
ралью, с процессором, а устройства ввода/вывода взаимодействуют еще и с 
внешними устройствами, цифровыми или аналоговыми. Поэтому разнообра-
зие устройств ввода/вывода неизмеримо больше, чем модулей памяти. Часто 
используются еще и другие названия для устройств ввода/вывода: устройства 
сопряжения, контроллеры, карты расширения, интерфейсные модули и т.д. 
Объединяют все устройства ввода/вывода общие принципы обмена с ма-
гистралью и, соответственно, общие принципы организации узлов, которые 
осуществляют сопряжение с магистралью. Упрощенная структура устройства 
ввода/вывода (точнее, его интерфейсной части) приведена на рис. 3.6. Как и в 
случае модуля памяти, она обязательно содержит схему селектора адреса, 
схему управления для обработки стробов обмена и буферы данных. 
Самые простейшие устройства ввода/вывода выдают на внешнее устрой-
ство код данных в параллельном формате и принимают из внешнего устрой-
ства код данных в параллельном формате. Такие устройства ввода/вывода 
часто называют параллельными портами ввода/вывода. Они наиболее уни-
версальны, то есть удовлетворяют потребности сопряжения с большим чис-
лом внешних устройств, поэтому их часто вводят в состав микропроцессор-
ной системы в качестве стандартных устройств. Параллельные порты обычно 
имеются в составе микроконтроллеров. Именно через параллельные порты 
микроконтроллер связывается с внешним миром. 
Входной порт (порт ввода) в простейшем случае представляет собой па-
раллельный регистр, в который процессор может записывать информацию. 
Выходной порт (порт вывода) обычно представляет собой просто однона-
правленный буфер, через который процессор может читать информацию от 
внешнего устройства. Именно такие порты показаны для примера на рис. 3.6. 
Порт может быть и двунаправленным (входным/выходным). В этом случае 
процессор пишет информацию во внешнее устройство и читает информацию 
из внешнего устройства по одному и тому же адресу в адресном пространст-
ве системы. Входные и выходные линии для связи с внешним устройством 
при этом могут быть объединены поразрядно, образуя двунаправленные ли-
нии. 
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Рис. 3.6.  Структура простейшего устройства ввода/вывода. 
 
При обращении со стороны магистрали селектор адреса распознает адрес, 
приписанный данному устройству ввода/вывода. Схема управления выдает 
внутренние стробы обмена в ответ на магистральные стробы обмена. Вход-
ной буфер данных обеспечивает электрическое согласование шины данных с 
этим устройством (буфер может и отсутствовать). Данные из шины данных 
записываются в регистр по сигналу С и выдаются на внешнее устройство. 
Выходной буфер данных передает входные данные с внешнего устройства на 
шину данных магистрали в цикле чтения из порта. 
Более сложные устройства ввода/вывода (устройства сопряжения) имеют в 
своем составе внутреннюю буферную оперативную память и даже могут 
иметь микроконтроллер, на который возложено выполнение функций обмена 
с внешним устройством. 
Каждому устройству ввода/вывода отводится свой адрес в адресном про-
странстве микропроцессорной системы. Дублирование адресов должно быть 
исключено, за этим должны следить разработчик и пользователь микропро-
цессорной системы. 
Устройства ввода/вывода помимо программного обмена могут также под-
держивать режим обмена по прерываниям. В этом случае они преобразуют 
поступающий от внешнего устройства сигнал запроса на прерывание в сиг-
нал запроса прерывания, необходимый для данной магистрали (или в после-
довательность сигналов при векторном прерывании). Если нужно использо-
вать режим ПДП, устройство ввода/вывода должно выдать сигнал запроса 
ПДП на магистраль и обеспечить работу в циклах ПДП, принятых для дан-
ной магистрали. 
В составе микропроцессорных систем, как правило, выделяются три спе-
циальные группы устройств ввода/вывода: 
устройства интерфейса пользователя (ввода информации пользователем и 
вывода информации для пользователя);  
устройства ввода/вывода для длительного хранения информации;  
таймерные устройства.  
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К устройствам ввода для интерфейса пользователя относятся контроллеры 
клавиатуры, тумблеров, отдельных кнопок, мыши, трекбола, джойстика и т.д.   
К устройствам вывода для интерфейса пользователя относятся контроллеры 
светодиодных индикаторов, табло, жидкокристаллических, плазменных и 
электронно-лучевых экранов и т.д. В простейших случаях управляющих кон-
троллеров или микроконтроллеров эти средства могут отсутствовать. В 
сложных микропроцессорных системах они есть обязательно. Роль внешнего 
устройства в данном случае играет человек. 
Устройства ввода/вывода для длительного хранения информации обеспе-
чивают сопряжение микропроцессорной системы с дисководами (компакт-
дисков или магнитных дисков), а также с накопителями на магнитной ленте. 
Применение таких устройств существенно увеличивает возможности микро-
процессорной системы в отношении хранения выполняемых программ и на-
копления массивов данных. В простейших контроллерах эти устройства от-
сутствуют. 
Таймерные устройства отличаются от других устройств ввода/вывода тем, 
что они могут не иметь внешних выводов для подключения к внешним уст-
ройствам. Эти устройства предназначены для того, чтобы микропроцессор-
ная система могла выдерживать заданные временные интервалы, следить за 
реальным временем, считать импульсы и т.д. В основе любого таймера лежит 
кварцевый тактовый генератор и многоразрядные двоичные счетчики, кото-
рые могут перезапускать друг друга. Процессор может записывать в таймер 
коэффициенты деления тактовой частоты, количество отсчитываемых им-
пульсов, задавать режим работы счетчиков таймера, а читает процессор вы-
ходные коды счетчиков. В принципе выполнить практически все функции 
таймера можно и программным путем, поэтому иногда таймеры в системе 
отсутствуют. Но включение в систему таймера позволяет решать более 
сложные задачи и строить более эффективные алгоритмы. 
Еще один важный класс устройств ввода/вывода — это устройства для 
подключения к информационным сетям (локальным и глобальным). Эти уст-
ройства распространены не так широко, как устройства трех перечисленных 
ранее групп, но их значение с каждым годом становится все больше. Сейчас 
средства связи с информационными сетями вводятся иногда даже в простые 
контроллеры.  
Иногда устройства ввода/вывода обеспечивают сопряжение с внешними 
устройствами с помощью аналоговых сигналов. Это бывает очень удобно, 
поэтому в состав некоторых микроконтроллеров даже вводят внутренние 
ЦАП и АЦП. 
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3. Система команд процессора 
 
В общем случае система команд процессора включает в себя следующие 
четыре основные группы команд: 
команды пересылки данных;  
арифметические команды;  
логические команды;  
команды переходов.  
Команды пересылки данных не требуют выполнения никаких операций 
над операндами. Операнды просто пересылаются (точнее, копируются) из 
источника (Source) в приемник (Destination). Источником и приемником мо-
гут быть внутренние регистры процессора, ячейки памяти или устройства 
ввода/вывода. АЛУ в данном случае не используется. 
Арифметические команды выполняют операции сложения, вычитания, 
умножения, деления, увеличения на единицу (инкрементирования), умень-
шения на единицу (декрементирования) и т.д. Этим командам требуется один 
или два входных операнда. Формируют команды один выходной операнд. 
Логические команды производят над операндами логические операции, 
например, логическое И, логическое ИЛИ, исключающее ИЛИ, очистку, ин-
версию, разнообразные сдвиги (вправо, влево, арифметический сдвиг, цикли-
ческий сдвиг). Этим командам, как и арифметическим, требуется один или 
два входных операнда, и формируют они один выходной операнд. 
Наконец, команды переходов предназначены для изменения обычного по-
рядка последовательного выполнения команд. С их помощью организуются 
переходы на подпрограммы и возвраты из них, всевозможные циклы, ветвле-
ния программ, пропуски фрагментов программ и т.д. Команды переходов 
всегда меняют содержимое счетчика команд. Переходы могут быть услов-
ными и безусловными. Именно эти команды позволяют строить сложные ал-
горитмы обработки информации. 
В соответствии с результатом каждой выполненной команды устанавли-
ваются или очищаются биты регистра состояния процессора (PSW). Но надо 
помнить, что не все команды изменяют все имеющиеся в PSW флаги. Это 
определяется особенностями каждого конкретного процессора. 
У разных процессоров системы команд существенно различаются, но в ос-
нове своей они очень похожи. Количество команд у процессоров также раз-
лично. Например, у упоминавшегося уже процессора МС68000 всего 61 ко-
манда, а у процессора 8086 — 133 команды. У современных мощных процес-
соров количество команд достигает нескольких сотен. В то же время сущест-
вуют процессоры с сокращенным набором команд (так называемые RISC-
процессоры), в которых за счет максимального сокращения количества ко-
манд достигается увеличение эффективности и скорости их выполнения. 
 
Команды пересылки данных 
Команды пересылки данных занимают очень важное место в системе ко-
манд любого процессора. Они выполняют следующие важнейшие функции: 
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загрузка (запись) содержимого во внутренние регистры процессора;  
сохранение в памяти содержимого внутренних регистров процессора;  
копирование содержимого из одной области памяти в другую;  
запись в устройства ввода/вывода и чтение из устройств ввода/вывода.  
В некоторых процессорах (например, Т-11) все эти функции выполняются 
одной единственной командой MOV (для байтовых пересылок — MOVB) но 
с различными методами адресации операндов. 
В других процессорах помимо команды MOV имеется еще несколько ко-
манд для выполнения перечисленных функций. Например, для загрузки ре-
гистров могут использоваться команды загрузки, причем для разных регист-
ров — разные команды (их обозначения обычно строятся с использованием 
слова LOAD — загрузка). Часто выделяются специальные команды для со-
хранения в стеке и для извлечения из стека (PUSH — сохранить в стеке, POP 
— извлечь из стека). Эти команды выполняют пересылку с автоинкремент-
ной и с автодекрементной адресацией (даже если эти режимы адресации не 
предусмотрены в процессоре в явном виде). 
Иногда в систему команд вводится специальная команда MOVS для 
строчной (или цепочечной) пересылки данных (например, в процессоре 
8086). Эта команда пересылает не одно слово или байт, а заданное количест-
во слов или байтов (MOVSB), то есть инициирует не один цикл обмена по 
магистрали, а несколько. При этом адрес памяти, с которым происходит 
взаимодействие, увеличивается на 1 или на 2 после каждого обращения или 
же уменьшается на 1 или на 2 после каждого обращения. То есть в неявном 
виде применяется автоинкрементная или автодекрементная адресация. 
В некоторых процессорах (например, в процессоре 8086) специально вы-
деляются функции обмена с устройствами ввода/вывода. Команда IN исполь-
зуется для ввода (чтения) информации из устройства ввода/вывода, а команда 
OUT используется для вывода (записи) в устройство ввода/вывода. Обмен 
информацией в этом случае производится между регистром-аккумулятором и 
устройством ввода/вывода. В более продвинутых процессорах этого же се-
мейства (начиная с процессора 80286) добавлены команды строчного (цепо-
чечного) ввода (команда INS) и строчного вывода (команда OUTS). Эти ко-
манды позволяют пересылать целый массив (строку) данных из памяти в 
устройство ввода/вывода (OUTS) или из устройства ввода/вывода в память 
(INS). Адрес памяти после каждого обращения увеличивается или уменьша-
ется (как и в случае с командой MOVS). 
Также к командам пересылки данных относятся команды обмена инфор-
мацией (их обозначение строится на основе слова Exchange). Может быть 
предусмотрен обмен информацией между внутренними регистрами, между 
двумя половинами одного регистра (SWAP) или между регистром и ячейкой 
памяти. 
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Арифметические команды 
Арифметические команды рассматривают коды операндов как числовые 
двоичные или двоично-десятичные коды. Эти команды могут быть разделе-
ны на пять основных групп: 
команды операций с фиксированной запятой (сложение, вычитание, ум-
ножение, деление);  
команды операций с плавающей запятой (сложение, вычитание, умноже-
ние, деление);  
команды очистки;  
команды инкремента и декремента;  
команда сравнения.  
Команды операций с фиксированной запятой работают с кодами в регист-
рах процессора или в памяти как с обычными двоичными кодами. Команда 
сложения (ADD) вычисляет сумму двух кодов. Команда вычитания (SUB) 
вычисляет разность двух кодов. Команда умножения (MUL) вычисляет про-
изведение двух кодов (разрядность результата вдвое больше разрядности со-
множителей). Команда деления (DIV) вычисляет частное от деления одного 
кода на другой. Причем все эти команды могут работать как с числами со 
знаком, так и с числами без знака. 
 
Команды операций с плавающей запятой (точкой) используют формат 
представления чисел с порядком и мантиссой (обычно эти числа занимают 
две последовательные ячейки памяти). В современных мощных процессорах 
набор команд с плавающей запятой не ограничивается только четырьмя 
арифметическими действиями, а содержит и множество других более слож-
ных команд, например, вычисление тригонометрических функций, логариф-
мических функций, а также сложных функций, необходимых при обработке 
звука и изображения. 
 
Команды очистки (CLR) предназначены для записи нулевого кода в ре-
гистр или ячейку памяти. Эти команды могут быть заменены командами пе-
ресылки нулевого кода, но специальные команды очистки обычно выполня-
ются быстрее, чем команды пересылки. Команды очистки иногда относят к 
группе логических команд, но суть их от этого не меняется. 
 
Команды инкремента (увеличения на единицу, INC) и декремента (умень-
шения на единицу, DEC) также бывают очень удобны. Их можно в принципе 
заменить командами суммирования с единицей или вычитания единицы, но 
инкремент и декремент выполняются быстрее, чем суммирование и вычита-
ние. Эти команды требуют одного входного операнда, который одновремен-
но является и выходным операндом. 
 
Наконец, команда сравнения (обозначается CMP) предназначена для срав-
нения двух входных операндов. По сути, она вычисляет разность этих двух 
операндов, но выходного операнда не формирует, а всего лишь изменяет би-
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ты в регистре состояния процессора (PSW) по результату этого вычитания. 
Следующая за командой сравнения команда (обычно это команда перехода) 
будет анализировать биты в регистре состояния процессора и выполнять дей-
ствия в зависимости от их значений (о командах перехода речь идет в разделе 
3.3.4). В некоторых процессорах предусмотрены команды цепочечного срав-
нения двух последовательностей операндов, находящихся в памяти (напри-
мер, в процессоре 8086 и совместимых с ним). 
 
Логические команды 
Логические команды выполняют над операндами логические (побитовые) 
операции, то есть они рассматривают коды операндов не как единое число, а 
как набор отдельных битов. Этим они отличаются от арифметических ко-
манд. Логические команды выполняют следующие основные операции: 
логическое И, логическое ИЛИ, сложение по модулю 2 (Исключающее 
ИЛИ);  
логические, арифметические и циклические сдвиги;  
проверка битов и операндов;  
установка и очистка битов (флагов) регистра состояния процессора (PSW).  
Команды логических операций позволяют побитно вычислять основные 
логические функции от двух входных операндов. Кроме того, операция И 
(AND) используется для принудительной очистки заданных битов (в качестве 
одного из операндов при этом используется код маски, в котором разряды, 
требующие очистки, установлены в нуль). Операция ИЛИ (OR) применяется 
для принудительной установки заданных битов (в качестве одного из опе-
рандов при этом используется код маски, в котором разряды, требующие ус-
тановки в единицу, равны единице). Операция «Исключающее ИЛИ» (XOR) 
используется для инверсии заданных битов (в качестве одного из операндов 
при этом применяется код маски, в котором биты, подлежащие инверсии, ус-
тановлены в единицу). Команды требуют двух входных операндов и форми-
руют один выходной операнд. 
Команды сдвигов позволяют побитно сдвигать код операнда вправо (в 
сторону младших разрядов) или влево (в сторону старших разрядов). Тип 
сдвига (логический, арифметический или циклический) определяет, каково 
будет новое значение старшего бита (при сдвиге вправо) или младшего бита 
(при сдвиге влево), а также определяет, будет ли где-то сохранено прежнее 
значение старшего бита (при сдвиге влево) или младшего бита (при сдвиге 
вправо). Например, при логическом сдвиге вправо в старшем разряде кода 
операнда устанавливается нуль, а младший разряд записывается в качестве 
флага переноса в регистр состояния процессора. А при арифметическом 
сдвиге вправо значение старшего разряда сохраняется прежним (нулем или 
единицей), младший разряд также записывается в качестве флага переноса. 
Циклические сдвиги позволяют сдвигать биты кода операнда по кругу (по 
часовой стрелке при сдвиге вправо или против часовой стрелки при сдвиге 
влево). При этом в кольцо сдвига может входить или не входить флаг пере-
носа. В бит флага переноса (если он используется) записывается значение 
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старшего бита при циклическом сдвиге влево и младшего бита при цикличе-
ском сдвиге вправо. Соответственно, значение бита флага переноса будет пе-
реписываться в младший разряд при циклическом сдвиге влево и в старший 
разряд при циклическом сдвиге вправо. 
Команды проверки битов и операндов предназначены для установки или 
очистки битов регистра состояния процессора в зависимости от значения вы-
бранных битов или всего операнда в целом. Выходного операнда команды не 
формируют. Команда проверки операнда (TST) проверяет весь код операнда 
в целом на равенство нулю и на знак (на значение старшего бита), она требу-
ет только одного входного операнда. Команда проверки бита (BIT) проверяет 
только отдельные биты, для выбора которых в качестве второго операнда ис-
пользуется код маски. В коде маски проверяемым битам основного операнда 
должны соответствовать единичные разряды. 
Наконец, команды установки и очистки битов регистра состояния процес-
сора (то есть флагов) позволяют установить или очистить любой флаг, что 
бывает очень удобно. Каждому флагу обычно соответствуют две команды, 
одна из которых устанавливает его в единицу, а другая сбрасывает в нуль. 
Например, флагу переноса C (от Carry) будут соответствовать команды CLC 
(очистка) и SEC или STC (установка). 
 
Команды переходов 
 
Команды переходов предназначены для организации всевозможных цик-
лов, ветвлений, вызовов подпрограмм и т.д., то есть они нарушают последо-
вательный ход выполнения программы. Эти команды записывают в регистр-
счетчик команд новое значение и тем самым вызывают переход процессора 
не к следующей по порядку команде, а к любой другой команде в памяти 
программ. Некоторые команды переходов предусматривают в дальнейшем 
возврат назад, в точку, из которой был сделан переход, другие не предусмат-
ривают этого. Если возврат предусмотрен, то текущие параметры процессора 
сохраняются в стеке. Если возврат не предусмотрен, то текущие параметры 
процессора не сохраняются. 
Команды переходов без возврата делятся на две группы: 
команды безусловных переходов;  
команды условных переходов.  
В обозначениях этих команд используются слова Branch (ветвление) и 
Jump (прыжок). 
Команды безусловных переходов вызывают переход в новый адрес неза-
висимо ни от чего. Они могут вызывать переход на указанную величину 
смещения (вперед или назад) или же на указанный адрес памяти. Величина 
смещения или новое значение адреса указываются в качестве входного опе-
ранда. 
Команды условных переходов вызывают переход не всегда, а только при 
выполнении заданных условий. В качестве таких условий обычно выступают 
значения флагов в регистре состояния процессора (PSW). То есть условием 
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перехода является результат предыдущей операции, меняющей значения 
флагов. Всего таких условий перехода может быть от 4 до 16. Несколько 
примеров команд условных переходов: 
переход, если равно нулю;  
переход, если не равно нулю;  
переход, если есть переполнение;  
переход, если нет переполнения;  
переход, если больше нуля;  
переход, если меньше или равно нулю.  
Если условие перехода выполняется, то производится загрузка в регистр-
счетчик команд нового значения. Если же условие перехода не выполняется, 
счетчик команд просто наращивается, и процессор выбирает и выполняет 
следующую по порядку команду. 
Специально для проверки условий перехода применяется команда сравне-
ния (CMP), предшествующая команде условного перехода (или даже не-
скольким командам условных переходов). Но флаги могут устанавливаться и 
любой другой командой, например командой пересылки данных, любой 
арифметической или логической командой. Отметим, что сами команды пе-
реходов флаги не меняют, что как раз и позволяет ставить несколько команд 
переходов одну за другой. 
Совместное использование нескольких команд условных и безусловных 
переходов позволяет процессору выполнять разветвленные алгоритмы любой 
сложности.  
Команды переходов с дальнейшим возвратом в точку, из которой был про-
изведен переход, применяются для выполнения подпрограмм, то есть вспо-
могательных программ. Эти команды называются также командами вызова 
подпрограмм (распространенное название — CALL). Использование подпро-
грамм позволяет упростить структуру основной программы, сделать ее более 
логичной, гибкой, легкой для написания и отладки. В то же время надо учи-
тывать, что широкое использование подпрограмм, как правило, увеличивает 
время выполнения программы. 
Все команды переходов с возвратом предполагают безусловный переход 
(они не проверяют никаких флагов). При этом они требуют одного входного 
операнда, который может указывать как абсолютное значение нового адреса, 
так и смещение, складываемое с текущим значением адреса. Текущее значе-
ние счетчика команд (текущий адрес) сохраняется перед выполнением пере-
хода в стеке. 
Для обратного возврата в точку вызова подпрограммы (точку перехода) 
используется специальная команда возврата (RET или RTS). Эта команда из-
влекает из стека значение адреса команды перехода и записывает его в ре-
гистр-счетчик команд. 
Особое место среди команд перехода с возвратом занимают команды пре-
рываний (распространенное название — INT). Эти команды в качестве вход-
ного операнда требуют номер прерывания (адрес вектора). Обслуживание та-
ких переходов осуществляется точно так же, как и аппаратных прерываний. 
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То есть для выполнения данного перехода процессор обращается к таблице 
векторов прерываний и получает из нее по номеру прерывания адрес памяти, 
в который ему необходимо перейти. Адрес вызова прерывания и содержимое 
регистра состояния процессора (PSW) сохраняются в стеке. Сохранение PSW 
— важное отличие команд прерывания от команд переходов с возвратом. 
Команды прерываний во многих случаях оказываются удобнее, чем обыч-
ные команды переходов с возвратом. Сформировать таблицу векторов пре-
рываний можно один раз, а потом уже обращаться к ней по мере необходи-
мости. Номер прерывания соответствует номеру подпрограммы, то есть но-
меру функции, выполняемой подпрограммой. Поэтому команды прерывания 
гораздо чаще включаются в системы команд процессоров, чем обычные ко-
манды переходов с возвратом. 
Для возврата из подпрограммы, вызванной командой прерывания, исполь-
зуется команда возврата из прерывания (IRET или RTI). Эта команда извле-
кает из стека сохраненное там значение счетчика команд и регистра состоя-
ния процессора (PSW). 
 
