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Abstract
An approach for the numerical solution of linear delay di%erential equations, di%erent from the classical
step-by-step integration, was presented in (Numer. Math. 84 (2000) 351). The problem is restated as an abstract
Cauchy problem (or as the advection equation with a particular nonstandard boundary condition) and then, by
using a scheme of order one, it is discretized as a system of ordinary di%erential equations by the method of
lines. In this paper we introduce a class of related schemes of arbitrarily high order and we then extend the
approach to general retarded functional di%erential equations. An analysis of convergence, and of asymptotic
stability when the numerical schemes are applied to the complex scalar equation y′(t) = ay(t) + by(t − 1), is
provided.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
In the paper [1] an approach for solving linear delay di%erential equations (DDEs), di%erent from
the classic step-by-step integration, was developed and analyzed. This approach is brie<y presented
below.
Let us consider the linear system of DDEs
y′(t) = Ly(t) +My(t − ); t¿ 0;
y(t) = ’(t) − 6 t6 0; (1.1)
where ¿ 0, L;M ∈Cm×m and ’∈C([−; 0];Cm). We introduce the state space X =C([−; 0];Cm)
equipped with the maximum norm ‖x‖∞ = max∈[−;0]|x()|, where x∈X and | · | is an arbitrary
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norm on Cm. As usual, we denote by yt , t¿ 0, the function in X given by
yt() = y(t + ); ∈ [− ; 0];
where y is the solution of (1.1).
We can restate (1.1) as an abstract Cauchy problem on the state space X (see [2]). If the solution
y is continuously di%erentiable on [− ;∞), then the function U : [0;∞)→ X deDned by
U (t)() = yt(); ∈ [− ; 0]; t¿ 0
is the solution of the abstract Cauchy problem
d
dt
U (t) =AU (t); t¿ 0;
U (0) = ’;
(1.2)
where A :D(A) ⊆ X → X is the unbounded linear operator given by
Ax = x′; x∈D(A)
with domain
D(A) = {x∈X | x′ ∈X and x′(0) = Lx(0) +Mx(−)}:
Note that if the solution y is not continuously di%erentiable, then the function U is the solution of
the abstract Volterra integral equation
U (t) = ’+A
∫ t
0
U (s) ds; t¿ 0:
From another point of view, we can see the abstract Cauchy problem (1.2) as a partial di%erential
equation (PDE). In fact, if y is continuously di%erentiable on [− ;∞), then the function
V (t; ) = y(t + ); t¿ 0; −6 6 0
is the solution of the hyperbolic PDE (advection equation)
9V
9t (t; ) =
9V
9 (t; ); t¿ 0; −6 6 0 (1.3)
provided with the boundary condition
9V
9 (t; 0) = LV (t; 0) +MV (t;−); t¿ 0 (1.4)
and the initial condition
V (0; ) = ’(); ∈ [− ; 0]: (1.5)
In [1] the authors proposed a method for solving the DDE (1.1) by discretizing the abstract Cauchy
problem (1.2), or the PDE (1.3), as a system of ordinary di%erential equations (ODEs) by the
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method of lines. For a Dxed N ∈N+ (N+ denotes the set of positive integers), they introduced the
mesh
N = {n | n= 0; 1; : : : ; N}; n =−nh; h= N
on the interval [− ; 0] and, as a discretization of (1.2), they considered the (1 + N )m× (1 + N )m
linear system of ODEs
d
dt
u(t) =ANu(t); t¿ 0;
u(0) = ’N ;
(1.6)
where
AN =


L 0 M
1
h
Im −1hIm
1
h
Im −1hIm
: :
: :
: :
1
h
Im −1hIm


∈C(1+N )m×(1+N )m
(Im denotes the m× m identity matrix), ’N = (’(0)T; ’(1)T; : : : ; ’(N )T)T and u(t) is an approxi-
mation of ((U (t)(0))T; (U (t)(1))T; : : : ; (U (t)(N ))T)T. Therefore, the ODE (1.6) is obtained from
the abstract Cauchy problem (1.2) by replacing, at the points n, n=1; : : : ; N , the exact value of the
derivative (AU (t))(n) with the forward Dnite di%erence
U (t)(n−1)− U (t)(n)
h
:
In addition, at the point 0 = 0, the derivative (AU (t)) (0) is exactly given by
(AU (t))(0) = L(U (t)(0)) +M (U (t)(−)):
In contrast to the classic step-by-step integration, where at the nth time-step we have to solve an
m-dimensional ODE
y′(t) = Ly(t) +M(t − ); t¿ 0;
y(t) = yn
( is some continuous approximation of the numerical solution computed in the past), in this approach
we have to solve an (N + 1) m-dimensional ODE. However, the particular structure of the matrix
AN can be exploited in order to save computations. On the other hand, by solving (1.6) we can
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proceed with time-stepsizes larger than the delay , in contrast to the step-by-step approach where
stepsizes larger than the delay are not, in principle, allowed. Moreover, when the method is applied
to a real scalar DDE (1.1) it has better stability properties than the standard step-by-step integration
(see [1]). Finally, we remark that the solution u(t) of the ODE (1.6) has redundancy. In fact, if
u(t) = (u0(t)T; u1(t)T; : : : ; uN (t)T)T with un(t)∈Cm, n = 0; 1; : : : ; N , every block component un(t) ∼=
y(t − nh) is an approximation of the solution y of (1.1).
In this paper we extend the theory in [1] in two directions. First, we introduce higher order
schemes of discretization for the abstract Cauchy problem (1.2) and, second, we use this approach
also for nonlinear retarded functional di%erential equations (RFDEs). Moreover a stability analysis
of the methods for the complex scalar equation (1.1) is also accomplished.
2. Higher order schemes of discretization
In this section we consider discretization schemes for (1.2) given by Runge–Kutta (RK) methods
(A; b; c) satisfying the conditions
0¡c1 ¡ · · ·¡cs = 1;
A is invertible;
b= (as1; : : : ; ass);
(2.1)
where s is the number of stages of (A; b; c).
Given an s-stage RK method (A; b; c) satisfying (2.1) and N ∈N+, we introduce the mesh on the
interval [− ; 0]
N;s = {0} ∪
⋃
n=0;:::;N−1
{n − cih | i = 1; : : : ; s};
n =−nh; n= 0; : : : ; N ; h= N ;
and, as a discretization of (1.2), we consider the (1 + sN )m× (1 + sN )m linear system of ODEs
d
dt
u(t) =AN;su(t); t¿ 0;
u(0) = ’N ;
(2.2)
where u(t) is an approximation of (U (t)())∈N; s , ’N = (’())∈N; s and
AN;s =
[
L 0 : : : 0 M
BN;s ⊗ Im
]
∈C(1+sN )m×(1+sN )m
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with
BN;s =
1
h


w1 w11 : w1s
: : :
ws ws1 : wss
w1 w11 : w1s
: : :
ws w1s : wss
:
:
:
w1 w11 : w1s
: : : :
ws ws1 : wss


∈RsN×(1+sN );
w = (w1; : : : ; ws)T := A−11s and W = (wij) := −A−1. The ODE (2.2) is obtained from the abstract
Cauchy problem (1.2) by replacing the exact value of the derivative (AU (t))(n − cih), at each
point n − cih, i = 1; : : : ; s, n= 0; 1; : : : ; N − 1, with
(ei ⊗ Im)1h


(A−11s ⊗ Im)(U (t)(n))− (A−1 ⊗ Im)


U (t)(n − c1h)
:
:
:
U (t)(n − csh)




(2.3)
(ei denotes the ith unit vector of Rs) which involves the values of U (t) at the points n and
n−cjh, j=1; : : : ; s. Now we explain how the scheme (2.3) yields an approximation to the derivative
(AU (t))(n − cih).
Let h¿ 0 and  ∈C1([− h; 0];Cm). The equation
z′() =  ′(); ∈ [− h; 0];
z(0) =  (0)
(2.4)
has the function  as solution. Let us apply the RK method (A; b; c) satisfying (2.1) to (2.4) from
= 0 backward, with step h. By setting
K = ( ′(−c1h)T; : : : ;  ′(−csh)T)T
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we have
Y = (1s ⊗ Im) (0)− h(A⊗ Im)K; (2.5)
where 1s = (1; : : : ; 1)T ∈Rs, Y = (Y T1 ; : : : ; Y Ts )T is the vector of stage values, and ⊗ denotes the
Kronecker product. Since the stage values Yi, i = 1; : : : ; s, are approximations of  (−cih) and, by
(2.5),
K =
1
h
[(A−11s ⊗ Im) (0)− (A−1 ⊗ Im)Y ]
we can consider the vector
1
h
[(A−11s ⊗ Im) (0)− (A−1 ⊗ Im))];
where )= ( (−c1h)T; : : : ;  (−csh)T)T, as an approximation of the derivatives vector K . As for the
error of approximation we have, for a RK method of stage order q and a function  ∈Cq+1([ −
h; 0];Cm),
max
i=1;:::; s
∣∣∣∣(ei ⊗ Im) 1h [(A−11s ⊗ Im) (0)− (A−1 ⊗ Im))]−  ′(−cih)
∣∣∣∣=O(hq):
The Radau IIA methods satisfy (2.1), and then they yield discretization schemes for (1.2). In
particular, the one-stage Radau IIA method (implicit Euler method) yields the scheme considered
in [1].
3. The case of non-linear RFDEs
To proceed further we introduce some additional notation. We deDne XN;s = (Cm)N; s ∼= C(1+sN )m
and for x∈XN;s, let
xn := x(n)∈Cm; n= 0; : : : ; N;
[x]r+1 := (x(r − c1h)T : : : x(r − csh)T)T ∈Csm; r = 0; : : : ; N − 1;
and
[x] := ([x]T1 ; : : : ; [x]
T
n )
T ∈CsNm:
Let us consider the following RFDE:
y′(t) = F(t; y(t); yt); t¿ 0;
y(t) = ’(t) − 6 t6 0; (3.1)
where F : [0;∞)×Cm × C([− ; 0];Cm)→ Cm. We will suppose that the RFDE (3.1) has a unique
solution y deDned on [− ;∞).
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We can restate the RFDE (3.1) as a PDE. If the solution y of (3.1) is continuously di%erentiable
on [− ;∞), then the function
V (t; ) = y(t + ); t¿ 0; −6 6 0
is the solution of the PDE (1.3) provided with the initial condition (1.5) and the condition
9V
9 (t; 0) = F(t; V (t; 0); V (t; ·)); t¿ 0; (3.2)
instead of the boundary condition (1.4).
Therefore, given an s-stage RK method (A; b; c) satisfying (2.1) and N ∈N+, we can consider, as
a discretization of the PDE (1.3) with (1.5) and (3.2), the ODE
u′0(t) = F˜(t; u0(t); [u](t));
[u′](t) = (BN;s ⊗ Im)u(t);
u(0) = ’N ;
(3.3)
where u(t) is an approximation of (V (t+))∈N; s , ’N=(’())∈N; s and F˜ : [0;∞)×Cm×XN;s → Cm
is an arbitrary suitable approximation of F .
In the following we will be interested in two particular types of RFDE. The Drst one is a DDE
with many delays
y′(t) = f(t; y(t); y(t − 1); : : : ; y(t − k)); t¿ 0;
y(t) = ’(t) − 6 t6 0; (3.4)
where 0¡1 ¡ · · ·¡k =  and f : [0;∞)× (Cm)k+1 → Cm. If the delays 1; : : : ; k have a common
submultiple r, then, for N = l(=r), l= 1; 2; : : : ; we can take
F˜(t; u0(t); [u](t)) = f(t; u0(t); ul(1=r)(t); : : : ; ul(k =r)(t));
in the ODE (3.3). If the delays 1; : : : ; k do not have a common submultiple, then we can use a
nonuniform mesh
N;s = {0} ∪
⋃
n=0;:::;N−1
{n − cihn+1 | i = 1; : : : ; s};
n =−
n∑
i=1
hi; n= 0; : : : ; N ;
N∑
i=1
hi = 
(3.5)
such that, for i= 1; : : : ; k, i =−ni for some ni ∈{1; : : : ; N}. So we have, for the RFDE (3.4) with
incommensurable delays, the ODE
u′0(t) = F˜(t; u0(t); [u](t));
[u′](t) = (BN; s ⊗ Im)u(t);
u(0) = ’N ;
(3.6)
where
F˜(t; u0(t); [u](t)) = f(t; u0(t); un1(t); : : : ; unk (t)) (3.7)
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and
BN; s =


w1
h1
w11
h1
:
w1s
h1
: : :
ws
h1
ws1
h1
:
wss
h1
w1
h2
w11
h2
:
w1s
h2
: : :
ws
h2
w1s
h2
:
wss
h2
:
:
:
w1
hN
w11
hN
:
w1s
hN
: : : :
ws
hN
ws1
hN
:
wss
hN


;
as an approximation of the PDE (1.3) with (1.5) and (3.2).
In the following we will use the ODE (3.6) with a nonuniform mesh N;s and, instead of BN;s,
the matrix BN; s .
The second type we will consider is a RFDE with distributed delay
y′(t) = f
(
t; y(t);
∫ 0
−
g(t; ; y(t + )) d
)
; t¿ 0;
y(t) = ’(t)− 6 t6 0; (3.8)
where ¿ 0, f : [0;∞)×Cm×Cm → Cm and g : [0;∞)× [− ; 0]×Cm → Cm. In this case we take
in (3.6) (with a nonuniform mesh)
F(t; u0(t); [u](t)) = f
(
t; u0(t);
N∑
n=0
Ang(t; n; un(t))
)
(3.9)
obtained by replacing the integral
∫ 0
− g(t; ; y(t+)) d using the quadrature rule
∑N
n=0 Ang(t; n; un(t)).
4. Convergence analysis
Let Y : [0;∞)→ XN ∼= C(1+sN )m be deDned by
Y (t) = (y(t + ))∈N ;
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where y is the solution of (3.1). Then, let us introduce the consistency errors 2 : [0;∞) → Cm and
3 : [0;∞)→ CsNm deDned by
2(t) = F˜(t; Y0(t); [Y ](t))− F(t; y(t); yt);
3(t) = (BN ⊗ Im)Y (t)− [Y ′](t)
(4.1)
and the error 4 : [0;∞)→ XN ∼= C(1+sN )m deDned by
4(t) = u(t)− Y (t):
The convergence error satisDes, for t¿ 0, the di%erential equation
4′0(t) = F˜(t; Y0(t) + 40(t); [Y ](t) + [4](t))− F˜(t; Y0(t); [Y ](t)) + 2(t); (4.2)
[4′](t) = (BN ⊗ Im)4(t) + 3(t) (4.3)
with the initial condition 4(0) = 0.
In the following, the symbol ‖ · ‖ denotes the Euclidean norm of vectors and matrices and, for a
function v : [0;∞)→ Cm and t¿ 0, the symbol ‖v‖t denotes the L2-norm on [0; t] of v, i.e.
‖v‖t =
(∫ t
0
‖v(6)‖2 d6
)1=2
:
The next theorem concerns the convergence of the error in the Drst block component u0 of the
solution u of the ODE (3.6). Note that the sole component u0 is suMcient for approximating the
solution y of (3.1) (in fact, for every ∈N , u(t)() is an approximation of y(t + )).
Theorem 4.1. Let us assume that the discretization scheme in (3.6) is derived by an A-stable RK
method satisfying (2.1) and the function F˜ satis7es, for all t¿ 0 and u; v∈XN ,
‖F˜(t; u0; [u])− F˜(t; v0; [v])‖6 l0‖u0 − v0‖+
∑
n∈I
ln‖un − vn‖; (4.4)
where I is a subset of {1; : : : ; N}, the constant l0 is independent of the discretization and the
constants ln, n∈ I , are such that
∑
n∈I ln is independent of N and N . Then, for all T ¿ 0 there
exists a constant C, independent of N and N , such that
sup
t∈[0;T ]
‖40(t)‖6C
(
N∑
n=1
‖dn‖T + sup
t∈[0;T ]
‖2(t)‖
)
; (4.5)
where
dn(6) =
∫ 6
0
(
eTs exp
(
−6− !
hn
A−1
)
⊗ Im
)
[3]n(!) d!; 6¿ 0; n= 1; : : : ; N
with A the matrix of the RK method, s the number of stages and es the sth unit vector of Rs.
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Proof. By (4.2) we have that
‖40(t)‖6 l0
∫ t
0
‖40(6)‖ d6+
∑
n∈I
ln
∫ t
0
‖4n(6)‖ d6+
∫ t
0
‖2(6)‖ d6; t¿ 0
and then the Gronwall–Bellman inequality (see [6, Theorem 1.3.1, p. 12]) and the Cauchy–Schwarz
inequality yield
‖40(t)‖6 exp(l0t)
√
t
∑
n∈I
ln‖4n‖t + exp(l0t)
∫ t
0
‖2(6)‖ d6; t¿ 0: (4.6)
By (4.3) we have that
4n+1 = kn+1 ∗ 4n + dn+1; n= 0; : : : ; N − 1;
where ∗ means convolution,
kn+1(6) = eTs exp
(
− 6
hn+1
A−1
)
1
hn+1
A−11s; 6¿ 0
and
dn+1(6) =
∫ 6
0
(
eTs exp
(
−6− !
hn+1
A−1
)
⊗ Im
)
[3]n+1(!) d!; 6¿ 0
with A the matrix of the RK method from which the scheme is derived, s the number of stages, es
the sth unit vector of Rs and 1s = (1 : : : 1)∈Rs.
Now we will prove that
‖kn+1 ∗ 4n‖t6 ‖4n‖t ; t¿ 0: (4.7)
Let 4tn be the function deDned by
4tn(6) =
{
4n(6) if 6∈ [0; t];
0 if 6¿ t:
By taking the Laplace transform of kn+1 ∗ etn we obtain
L{kn+1 ∗ 4tn}(:) = R(−hn+1:)L{4tn}(:) (4.8)
where
R(z) = 1 + bT(I − zA)−11s; z ∈C
is the stability function of the RK method (A; b; c). Since the eigenvalues of A−1 lie in the left
half-plane we can set := ix, x∈R, in (4.8) and the A-stability condition yields
‖L{kn+1 ∗ 4tn} (ix)‖= |R(−hn+1ix)‖|L{4tn}(ix)‖6 ‖L{4tn}(ix)‖:
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By using the Plancherel formula for Fourier transforms (see [7, Theorem 9.13b, p. 187]) we obtain
‖kn+1 ∗ 4n‖t = ‖kn+1 ∗ 4tn‖t6
(∫ ∞
0
‖(kn+1 ∗ 4tn)(6)‖2 d6
)1=2
=
1√
2<
(∫ ∞
−∞
‖L{kn+1 ∗ 4tn}(ix)‖2 dx
)1=2
6
1√
2<
(∫ ∞
−∞
‖L{4tn}(ix)‖2 dx
)1=2
=
(∫ ∞
0
‖4tn(6)‖2 d6
)1=2
= ‖4n‖t :
Thus ‖4n+1‖t6 ‖4n‖t + ‖dn+1‖t , t¿ 0, and so
‖4n‖t6 ‖40‖t +
n∑
i=1
‖di‖t6 ‖40‖t +
N∑
i=1
‖di‖T ; t ∈ [0; T ]; n= 1; : : : ; N:
Then we have, by (4.6),
‖40(t)‖6 a+ b‖40‖t ; t ∈ [0; T ];
where
a= exp(l0T )max
{√
T
∑
n∈I
ln; T
} (
N∑
i=1
‖di‖T + sup
6∈[0;T ]
‖2(6)‖
)
;
and
b= exp(l0T )
√
T
∑
n∈I
ln:
An inequality by Willet and Wong (see [6, Theorem 2.6.1, p. 136]) yields
‖40(t)‖6 a1− (1− exp(−b2T ))1=2 ; t ∈ [0; T ]
and then (4.5) follows.
Remark 4.2. The A-stability condition is satisDed for discretization schemes derived by Radau IIA
methods.
The next theorem concerns the order of convergence of the quantity
∑N
n=1 ‖dn‖T , which appears
in the error estimate (4.5).
Theorem 4.3. Let us assume that the discretization scheme in (3.6) is derived by a RK method
(A; b; c) satisfying (2.1) of order p, stage order q and such that the eigenvalues of A lie in the
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right half-plane. If the solution y of the RFDE (3.1) is of class Cp+1 on [ − ;∞), then for all
T ¿ 0
N∑
n=1
‖dn‖T =O(hmin{q+(1=2);p}); (4.9)
where h=maxn=1; :::;N hn. Moreover, if y is of class Cp+1 on [− ;∞) and the initial function ’ in
(3.1) is a polynomial of degree q, then for all T ¿ 0
N∑
n=1
‖dn‖T =O(hp): (4.10)
Proof. For every n= 1; : : : ; N we have (recall (4.1))
[3]n(!) =
(
1
hn
A−11s ⊗ Im
)
Yn−1(!)−
(
1
hn
A−1 ⊗ Im
)
[Y ]n(!)− [Y ′]n(!); !¿ 0:
Thus an integration by parts yields
dn(6) =
∫ 6
0
(
eTs exp
(
−6− !
hn
A−1
)
⊗ Im
)
[3]n(!) d!
=
∫ 6
0
eTs exp
(
−6− !
hn
A−1
)
1
h
A−11sYn−1(!) d!− Yn(6)
+
(
eTs exp
(
− 6
hn
A−1
)
⊗ Im
)
[Y ]n(0):
Other p+ 1 integrations by parts yield, for 6¿ 0,
dn(6) = d1n(6)− d2n(6) + d3n(6); 6¿ 0; (4.11)
where
d1n(6) :=
p∑
j=0
eTs A
j1s(−h)jY ( j)n−1(6)− Yn(6);
d2n(6) :=
p∑
j=0
eTs exp
(
− 6
hn
A−1
)
Aj1s(−h)jY ( j)n−1(0)
−
(
eTs exp
(
− 6
hn
A−1
)
⊗ Im
)
[Y ]n(0)
and
d3n(6) := −
∫ 6
0
eTs exp
(
−6− !
hn
A−1
)
(−hn)pAp1sY (p+1)n−1 (!) d!:
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It is clear that sup6∈[0; T ]‖d3n(6)‖= O(hp+1n ) and then ‖d3n‖T = O(hp+1n ). On the other hand we have
(by setting
Yn−1(t) = y(t + n−1) for t6 0)
Yn(6) = Yn−1(6− hn) =
p∑
j=0
(−hn)j
j!
Y ( j)n−1(6) + R1; n(6); 6¿ 0
and
[Y ]n(0) = (Yn−1(−c1hn)T; : : : ; Yn−1(−cshn)T)T
=
p∑
j=0
(−hn)j
j!
((cj1; : : : ; c
j
s)
T ⊗ Im)Y ( j)n−1(0) + R2; n
with sup6∈[0; T ]‖R1; n(6)‖=O(hp+1n ) and ‖R2; n‖=O(hp+1n ). Hence
d1n(6) =
p∑
j=0
(
eTs A
j1s − 1j!
)
(−hn)jY ( j)n−1(6)− R1; n(6)
and
d2n(6) =
p∑
j=0
eTs exp
(
− 6
hn
A−1
) (
Aj1s − 1j! (c
j
1; : : : ; c
j
s)
T
)
(−hn)jY ( j)n−1(0)
−
(
eTs exp
(
− 6
hn
A−1
)
⊗ Im
)
R2; n: (4.12)
Since the RK method is of order p and stage order q we have
eTs A
j1s =
1
j!
; j = 0; 1; : : : ; p
and
Aj1s =
1
j!
(cj1; : : : ; c
j
s)
T; j = 0; 1; : : : ; q:
Therefore sup6∈[0; T ]‖d1n(6)‖ = O(hp+1n ) and then ‖d1n‖T = O(hp+1n ). Finally, denoting the Drst term
in the right-hand side of (4.12) by d21n we obtain that ‖d21n ‖T =O(hq+1+(1=2)n ) and d21n = 0 if ’ is a
polynomial of degree q. Thus ‖d2n‖T = O(hq+1+(1=2)n ) and ‖d2n‖T = O(hp+1n ) if ’ is a polynomial of
degree q. Then, by (4.11), we have ‖dn‖T = O(hmin{q+1+(1=2);p+1}n ) and ‖dn‖T = O(hp+1n ) if ’ is a
polynomial of degree q. Estimates (4.9) and (4.10) follow.
By using Theorems 4.1 and 4.3 we obtain the two following corollaries.
Corollary 4.4. Let us consider the particular case of RFDE (3.4). Let us assume that the dis-
cretization scheme in (3.6) is derived by an A-stable RK method satisfying (2.1) of order p and
stage order q, and assume that the function F˜ is given by (3.7). If the function f is Lipschitz
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continuous with respect to the arguments from the second to the last and the solution y of (3.4)
is of class Cp+1 on [− ;∞), then for all T ¿ 0
sup
t∈[0;T ]
‖40(t)‖= O(hmin{q+(1=2);p})
and, if the initial function ’ in (3.4) is a polynomial of degree q,
sup
t∈[0;T ]
‖40(t)‖=O(hp)
with h=maxn=1; :::;N hn.
Proof. Condition (4.4) on the function F˜ is satisDed. In fact, if the function f is Lipschitz continuous
with respect to the arguments from the second to the last of constants l0; : : : ; lk we have
‖F˜(t; u0; [u])− F˜(t; v0; [v])‖6
k∑
i=0
lk‖unk − vnk‖:
Moreover we have 2= 0.
Corollary 4.5. Let us consider the particular case of RFDE (3.8). Let us assume that the dis-
cretization scheme in (3.6) is derived by an A-stable RK method satisfying (2.1) of order p and
stage order q, and assume that the function F˜ is given by (3.9) with the quadrature rule of order
r and such that
∑N
n=0 |An| is independent of N and N . If the function f is Lipschitz continuous
with respect to the second and third argument, the function g(t; ; y) is Lipschitz continuous with
respect to the third argument and has continuous derivatives with respect to  and y up to the
order r + 1, and the solution y of (3.8) is of class Cmax{p;r}+1 on [− ;∞), then for all T ¿ 0
sup
t∈[0;T ]
‖40(t)‖=O(hmin{q+(1=2);p; r})
and, if the initial function ’ in (3.8) is a polynomial of degree q,
sup
t∈[0;T ]
‖40(t)‖=O(hmin{p;r})
with h=maxn=1; :::;N hn.
Proof. Condition (4.4) on the function F˜ is satisDed. In fact, if the function f is Lipschitz continuous
with respect to the second and third argument of constants ‘1, and ‘2 and g is Lipschitz continuous
with respect to the third argument of constant ‘3 we have
‖F˜(t; u0; [u])− F˜(t; v0; [v])‖6 ‘1‖u0 − v0‖+ ‘2
N∑
i=0
|An|‘3‖un − vn‖:
Moreover
‖2(t)‖6 ‘2
∣∣∣∣∣
∣∣∣∣∣
N∑
n=0
Ang(t; n; y(6+ n))−
∫ 0
−r
g(t; ; y(t + )) d
∣∣∣∣∣
∣∣∣∣∣ ; t¿ 0:
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Thus supt∈[0; T ]‖2(t)‖=O(hr) where r is the order of the quadrature rule, if the solution y is of class
Cr+1 and the function g(t; ; y) has continuous derivatives with respect to  and y up to the order
r + 1.
Remark 4.6. We obtain high convergence order for a su>ciently smooth solution y of the RFDE
(3.1). This is a restrictive condition, since it is usually assumed that the initial function ’ is smooth
and then the solution is only piecewise smooth. A remedy for this defect could be integrating the
RFDE with a standard step-by-step method until the solution becomes smooth (by the smoothing
e?ect) and then to proceed by our method.
At the end of the section we present some numerical experiments. First, let us consider the DDE
y′(t) = (1− e−1)y(t) + y(t − 1); t¿ 0;
y(t) = et; t ∈ [− 1; 0];
(4.13)
which has the solution y(t)=et , t¿ 0. Tables 1 and 2 show, for the discretization schemes obtained
by two and three stages Radua IIA methods (see Remark 4.2), the quantity |4i0(t)| and the ratio
|4i−10 (t)|=|4i0(t)|, where 4i0(t) is the error relevant to the stepsize h= 2−i, for t = 0:25; 0:5; 0:75; 1 and
i = 1; : : : ; 5. The linear ODE (2.2) relevant to (4.13) has been solved with MATLAB by using the
function expm.
Both methods show the order p (although the initial function is not a polynomial of degree q:
see Corollary 4.4).
Table 1
Radau IIA two stages
t = 0:25 t = 0:5 t = 0:75 t = 1
i = 1 1.86e-4 6.24e-4 1.33e-3 2.20e-3
i = 2 2.89e-5 6.44 8.27e-5 7.55 1.75e-4 7.60 3.00e-4 7.35
i = 3 3.99e-6 7.23 1.11e-5 7.43 2.26e-5 7.77 3.96e-5 7.58
i = 4 5.27e-7 7.57 1.44e-6 7.73 2.90e-6 7.79 5.10e-6 7.76
i = 5 6.78e-8 7.77 1.83e-7 7.85 3.68e-7 7.88 6.48e-7 7.87
Table 2
Radau IIA three stages
t = 0:25 t = 0:5 t = 0:75 t = 1
i = 1 4.40e-6 5.39e-6 1.02e-5 1.06e-5
i = 2 1.17e-7 37.43 1.98e-7 27.23 3.09e-7 33.19 3.55e-7 29.80
i = 3 3.83e-9 30.67 6.15e-9 32.15 9.38e-9 32.92 1.15e-8 30.85
i = 4 1.22e-10 31.52 1.95e-10 31.56 3.01e-10 31.12 3.67e-10 31.40
i = 5 3.83e-12 31.73 6.15e-12 31.73 8.82e-12 34.16 1.16e-11 31.71
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As a second example let us consider the pure DDE
y′(t) = y(t − 1); t¿ 0;
y(t) = 1; t ∈ [− 1; 0]; (4.14)
which has the solution
y(t) =
n∑
j=0
(t + 1− j)j
j!
; t ∈ [n− 1; n]; n∈N:
Tables 3 and 4 show, for two and three stages Radau IIA and for t=1; : : : ; 6, the same quantities as
in the previous tables. As before, the linear ODE relevant to (4.14) has been solved with MATLAB
by using expm.
Table 3
Radau IIA two stages
t = 1 t = 2 t = 3
i = 1 3.05e-3 4.48e-3 1.94e-3
i = 2 9.07e-4 3.36 1.09e-3 4.10 2.39e-4 8.12
i = 3 2.62e-4 3.46 2.31e-4 4.72 3.24e-5 7.37
i = 4 7.60e-5 3.45 4.94e-5 4.68 4.21e-6 7.68
i = 5 2.21e-5 3.44 1.05e-5 4.71 5.44e-7 7.74
t = 4 t = 5 t = 6
i = 1 5.62e-3 1.11e-2 2.16e-2
i = 2 6.80e-4 8.27 1.46e-3 7.63 2.81e-3 7.69
i = 3 8.35e-5 8.13 1.86e-4 7.84 3.58e-4 7.83
i = 4 1.03e-5 8.08 2.35e-5 7.92 4.53e-5 7.91
i = 5 1.29e-6 8.05 2.95e-6 7.96 5.69e-6 7.96
Table 4
Radau IIA three stages
t = 1 t = 2 t = 3
i = 1 8.59e-4 4.39e-4 2.38e-5
i = 2 2.32e-4 3.70 8.22e-5 5.35 2.70e-6 8.83
i = 3 6.20e-5 3.74 1.51e-5 5.43 2.31e-7 11.67
i = 4 1.67e-5 3.72 2.76e-6 5.48 2.04e-8 11.36
i = 5 4.53e-6 3.68 4.99e-7 5.56 1.79e-9 11.35
t = 4 t = 5 t = 6
i = 1 3.64e-5 6.96e-6 2.26e-5
i = 2 1.89e-6 19.29 2.50e-7 27.90 6.94e-7 32.60
i = 3 1.08e-7 17.46 8.11e-9 30.77 2.15e-8 32.32
i = 4 6.15e-9 17.71 2.60e-10 31.23 6.73e-10 31.93
i = 5 3.47e-10 17.70 4.71e-12 55.08 3.22e-11 20.88
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In this case the solution is not smooth on [− 1;∞), therefore the previous results do not apply.
However, when t increases and the solution becomes smooth on [t−1;∞), the order of 40(t) increases
(up to the order p). It seems that previous low-order consistency errors do not in<uence the error
40(t). If this will be true, we could avoid the integration of the DDE with a standard step-by-step
method in a Drst initial stretch (see Remark 4.6): when the solution becomes smooth we have the
high order of convergence.
Finally we show that a time-integrator for the ODE obtained by the discretization can proceed
with a stepsize larger than the delay. Consider the DDE
y′(t) =−1
2
y(t)− y(t − 1) + <
100
cos
( <
100
t
)
+
1
2
sin
( <
100
t
)
+sin
( <
100
(t − 1)
)
; t¿ 0;
y(t) = sin
( <
100
t
)
; t ∈ [− 1; 0]; (4.15)
which has the solution
y(t) = sin
( <
100
t
)
; t¿ 0:
In Fig. 1 we show the Drst component u0(t)  y(t) of the ODE relevant to (4.15) obtained by the
two stages Radau method with N =10. The ODE has been integrated on the window [0; 100] by the
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fig. 1. Solution of (4.15) computed by ode23t with tolerance 10e-3.
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Table 5
Grid points for the solution of (4.15) by ode23t
ti ti
i = 0 0 i = 9 48:7747
i = 1 5.7454 i = 10 56.1926
i = 2 10.3096 i = 11 63.6105
i = 3 14.8737 i = 12 73.6105
i = 4 19.4378 i = 13 81.1785
i = 5 25.3052 i = 14 88.7465
i = 6 31.1726 i = 15 94.3251
i = 7 37.0399 i = 16 100.0000
i = 8 42.9073
MATLAB integrator ode23t which is based on the trapezoidal rule. We have used the value 10−3
for the absolute and relative tolerances. Since the solution is very smooth the integrator proceeds
with large stepsizes. In Table 5 we list the grid points selected by the stepsize control mechanism.
5. Preservation of the asymptotic stability
Now we study whether the asymptotic stability behaviour of solutions of the linear DDE (1.1) is
preserved, when we pass, under semi-discretization, to the linear ODE (2.2). In the following we
will use the notation
C+ := {:∈C |R(:)¿ 0}:
It is well-known that the solution y of (1.1) vanishes, as t → ∞, for all initial functions ’ if and
only if
det(:I − L− e−:M) = 0 has no root in C+: (5.1)
On the other hand the solution u of the ODE (2.2) vanishes, as t →∞, for all initial values ’N if
and only if all the eigenvalues of the matrix AN have negative real part. Now we restate this last
condition in a form similar to (5.1). We will assume that the scheme of discretization is derived by
an A-stable RK method satisfying (2.1).
Let :∈C+ and let x∈XN , x = 0. The equation ANx=:x can be rewritten block component-wise
as
Lx0 +MxN = :x0;
1
h
(A−11s ⊗ Im)xn − 1h(A
−1 ⊗ Im)[x]n+1 = :[x]n+1; n= 0; : : : ; N − 1;
where A is the matrix of the RK method, s the number of stages and 1s = (1; : : : ; 1)∈Rs. So, for
n= 0; : : : ; N − 1, we obtain
xn+1 = R(−h:)xn;
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where R is the stability function of the RK method. Therefore we obtain that the eigenvalues of the
matrix AN in C+ are the roots of det(:I − L − R(−h:)NM) = 0 and so AN has eigenvalues with
negative real part if and only if
det(:I − L− R(−h:)NM) = 0 has no root in C+: (5.2)
Now we investigate if the asymptotic stability property of the solutions of two important classes of
DDEs (1.1) is inherited by the solutions of (2.2). We say that the numerical scheme preserves the
asymptotic stability behaviour of the solutions of a class of DDEs (1.1), if condition (5.2) holds
whenever (5.1) holds, for all DDEs in the class.
The Drst class that we consider is the class Call of DDEs (1.1) such that the solution y vanishes,
as t →∞, for all initial functions ’ and for all delays . It is proved (see [4]) that all A-stable RK
methods, as applied in the classic step-by-step sense with constant stepsize, unconditionally preserve
(i.e. preserve for all stepsizes) the asymptotic stability for all DDEs in the class Call. As for the
present approach it is proved (see [1]) that the discretization scheme derived by the implicit Euler
method (the one stage Radau IIA method) preserves the asymptotic stability for the class Call, for
all N ∈N+. This is also true for discretization schemes derived by arbitrary A-stable RK method
satisfying (2.1).
Theorem 5.1. If the scheme of discretization for (1.2) is derived by an A-stable RK method
satisfying (2.1), then condition (5.2) holds for all DDEs in the class Call and for all
N ∈N+.
Proof. In [1] the general condition
det(:I − L− f(:)M) = 0 has no root in C+; (5.3)
where f is a nonconstant analytic function on C+, is considered and it is proved (see [1, Theorem
5.3]) that if the function f satisDes |f(:)|6 1 for all :∈C+ and f(0)=1, then the condition “(5.1)
holds for all ¿ 0” implies (5.3). By setting f(:) = R(−h:)N the assertion follows.
It follows that Radau IIA methods provide schemes preserving the asymptotic stability for the
class Call, for all N ∈N+.
The second class that we consider is the class C of DDEs (1.1) with m= 1 and = 1 (complex
scalar equations). We remark that C∩Call is a proper subset of C. The class C∩Call is well-known
and corresponds essentially to the complex scalar DDEs (1.1) with R(L) + |M |¡ 0 whereas a
description of the bigger set C can be found in [5, Section 2]. Here we will use the more traditional
notation: a instead of L and b instead of M . When RK methods are applied in the classic step-by-step
sense, the sole known method unconditionally preserving the asymptotic stability for all DDEs in
the class C is the implicit Euler method (see [5]), whereas it is proved that even order methods do
not unconditionally preserve (see [3]).
In order to study the preservation of the asymptotic stability for the class C we proceed in like
manner to the analysis given in [5] for RK methods as applied in the classic sense. First, we introduce
the following deDnition.
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De*nition 5.2. An analytic function f on the half-plane C+ is 1(E)-stable, where E is a subset of
C+, if
:− a− e−:b= 0 has no root in C+ (5.4)
implies
:− a− f(:)b= 0 has no root in E (5.5)
for all a; b∈C.
The preservation of the asymptotic stability for the class C means that the function R(−h:)N is
1(C+)-stable. The reason for considering the more general 1(E)-stability instead of mere 1(C+)-
stability will be clear later.
Second, we restate the 1(E)-stability condition as follows.
Proposition 5.3. Let f be an analytic function on the half-plane C+. For every c¿ 0 let us de7ne
the set
Hc = {h∈C | ∀v∈C∃z ∈C such that R(z)¿− c & z + vh− ve−z = 0}:
Then, the function f is 1(E)-stable if and only if
{f(:)e: | :∈E;R(:) = c} ⊆ Hc for all c¿ 0:
The proof is similar to the proof of Theorem 4 in [5].
The following description in polar representation of the sets Hc can be found in [5, Theorem 5].
Proposition 5.4. If c¿ 2, then
Hc = {rei’ | 06 r6 ec}:
If 16 c¡ 2, then
Hc =
{
rei’ | 06 r6 ec
and
r ¿ec(c − 1) ⇒ |’|6 arccos
(
1− c
r=ec
)
−
√( r
ec
)2 − (1− c)2
}
:
If 06 c¡ 1, then
Hc =
{
rei’ | 06 r6 ec
S. Maset / Journal of Computational and Applied Mathematics 161 (2003) 259–282 279
and
r¿ ec(1− c) and |’|6 arccos
(
1− c
r=ec
)
−
√( r
ec
)2 − (1− c)2
}
:
Now we are in position to prove the following disappointing result.
Theorem 5.5. Let us assume that the scheme of discretization for (1.2) is derived by an A-stable
RK method satisfying (2.1). For every N, N ∈N+, the function R(−h:)N is not 1(C+)-stable.
Proof. We have H0={1}, and then, by Proposition 5.3, the function R(−h:)N is 1(C+)-stable only
if
R(−hix)N = e−ix for all x∈R;
that is false.
Therefore our schemes of discretization for (1.2) do not preserve the asymptotic stability for the
class C.
In order to recover the preservation of the asymptotic stability we consider also a numerical
method for integrating the ODE (2.2).
Let us consider an A-stable RK method with A-stability region D. If the method is applied to (2.2)
with constant stepsize Rt , then the numerical approximation uk of u(kRt) vanishes, as k →∞, for
all initial values ’N if and only if
:− a− R(−h:)Nb= 0 has no root in 1
Rt
·D′;
where D′ is the complementary set of D. Thus the full numerical scheme (the scheme of discretiza-
tion for (1.2) plus the method for integrating the ODE (2.2)) using stepsizes h and Rt preserves
the asymptotic stability for the class C if and only if the function R(−h:)N is 1(1=Rt ·D′)-stable.
There follows a theorem that establishes the preservation of asymptotic stability for the class C.
Theorem 5.6. Assume that the scheme of discretization for (1.2) is derived by an A-stable RK
method (A; b; c) of order p satisfying (2.1). Moreover assume that the numerical method for inte-
grating the ODE (2.2) is a RK method (A∗; b∗; c∗) of order p∗ such that
(i) it is A-stable
(ii) p∗ is odd,
(iii) the complementary set D′ of the stability region D is bounded.
If (p+ 1)=(p∗ + 1)¿ 2 and
h6 C ·Rt((p+1)=p)(1−1=(p∗+1)); (5.6)
where C is a constant which depends only on the RK methods, then the function R(−h:)N is
1(1=Rt ·D′)-stable with R stability function of (A; b; c).
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Proof. We commence by establishing the following two facts:
(A) There exists a constant C1 such that |:|6 C1c1=(p∗+1) for c¿ 0, :∈D′ and R(:) = c.
(B) There exists a continuous function d : [0;∞) → [0;∞) such that the closed ball B(1; d(c)) is
contained in Hc for all c¿ 0 and d(c) = c2=4 for suMciently small c.
The fact (A) follows by (i)–(iii). Now we prove (B). For c¡ 1, we have (see Proposition 5.4)
h∈Hc if and only if
ec(1− c)6 |h|6 ec
and
|arg h|6 g(|h|; c)
where arg h is the argument of h in [− <; <] and
g(r; c) = arccos
(
1− c
r=ec
)
−
√( r
ec
)2 − (1− c)2; c∈ [0; 1]; r ∈ [ec(1− c); ec]:
Since g(·; c) is increasing in [ec(1−c); ec√1− c] and, for suMciently small c, 1− (c2=4)¿ ec(1−c)
and 1 + (c2=4)6 ec
√
1− c, we have that the set
Sc :=
{
h∈C|1− c
2
4
6 |h|6 1 + c
2
4
and |arg h|6 g
(
1− c
2
4
; c
)}
(see Fig. 2) is contained in Hc for suMciently small c. Now
lim
c→0
g(1− (c2=4); c)
c2
=
1√
2
and so there exists Sc¿ 0 such that B(1; c2=4) ⊆ Sc ⊆ Hc for c6 Sc. Now let
d(c) =


c2
4
if c6 Sc;
Sc2
4
if c¿ Sc:
Since Hc1 ⊆ Hc2 for c16 c2 we have (B).
By Proposition 5.3, R(−h:)N is 1(1=Rt ·D′)-stable if
R(−h:)Ne: ∈Hc for all c∈ [0; 2]; :Rt ∈D′; R(:) = c: (5.7)
(Since the RK method (A; b; c) is A-stable we have |R(−h:)Ne:|6 ec for R(:) = c and so the
condition R(−h:)Ne: ∈Hc is satisDed for c¿ 2). Since there exists a constant C2 such that
|R(−h:)N − e−:|6 C2hp|:|p+1 for all :∈C+
and (A) and (B) hold we have that
C2hp
(
1
Rt
C1(cRt)1=(p
∗+1)
)p+1
6d(c)e−c for all c∈ [0; 2] (5.8)
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c
1
B(1,c2/4)
g(1− c2/4,c)~c2/sqrt(2)
Fig. 2. The set Sc.
implies (5.7). The previous condition (5.8) is equivalent to
h6
1
C(p+1)=p1 C
1=p
2
·
(
inf
c∈[0;2]
d(c)e−c
c(p+1)=(p∗+1)
)1=p
·Rt((p+1)=p)(1−1=(p∗+1))
and then, since d(c) = c2=4 for small c and (p + 1)=(p∗ + 1)¿ 2, we have the assertion of the
theorem.
It follows that asymptotic stability for the class C is preserved by imposing the constraint (5.6)
on the stepsizes h and Rt. For example, if (A; b; c) is the two stage Radau IIA method (p=3) and
(A∗; b∗; c∗) is the implicit Euler method (p∗=1), then the constraint is h=O(Rt2=3). We stress that
the constraint (5.6) for the preservation of asymptotic stability is for the whole class C and it is
independent of the particular DDE in C.
In conclusion, with respect to the classic step-by-step approach, the present one gives advantages
from the stability point of view when applied to complex scalar DDEs (1.1). In fact, assume that a
RK method (A∗; b∗; c∗) of order p∗ satisfying conditions (i)–(iii) of Theorem 5.6, is applied to the
ODE (2.2) relevant to a scalar complex DDE 1.1. We have proved preservation of the asymptotic
behaviour for all stepsize Rt provided that we are using a discretization scheme for (1.2) derived
by an A-stable RK method (A; b; c) of order p¿ 2(p∗ + 1) − 1 satisfying (2.1), and a stepsize h
satisfying the constraint (5.6) (which is independent of the particular complex scalar equation).
On the other hand, in the classic step-by-step approach, the preservation of the asymptotic stability
for all stepsize Rt is proved only for the implicit Euler method (see [5]).
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