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Abstract
Model updating techniques seek to improve numerical models of existing structure
by integrating experimental data from the structure. Many techniques use an error
function that describes the differences between the numerical model and the exper-
imental data. For example, if dynamic data is available, the error between experi-
mental and numerical modal parameters can be used. Optimization techniques are
used to identify the structural parameters that minimize this function. Most model
updating techniques are interested in finding the global minima of the error function.
However, one could argue that due to a number of factors, such as modeling errors
and low sensor density, a local minimum could provide a more physically meaningful
solution with a slightly reduction on the performance of the error function. This
research presents a modified genetic algorithm that is able to identify global and lo-
cal extremes (maxima or minima) within a high throughput computing environment.
High Throughput Multi-Solution Genetic Algorithm is accomplished by adding sev-
eral operators to traditional genetic algorithms. The capabilities of the algorithm are
explored using analytical functions and experimental data of a bench-scaled structural
system. Results indicate that the proposed technique is able to determine the local
minima or maxima within the context of model updating of structural systems.
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Chapter 1
Introduction
Numerical models of structural systems, such a Finite Element Model, are commonly
used to estimate the behavior of existing structures by performing dynamic analysis,
stress analysis, and life time prediction among other type of analysis [Cook et al.,
2001]. Because of uncertainties in model parameters and modeling errors, analytical
model of existing structures do not always accurately represent the structure and up-
dating the model might be needed [Brownjohn and Xia, 2000, Brownjohn et al., 2003,
Doebling et al., 1996]. For example, Teughels and De Roeck [2004] compared the nat-
ural frequencies and mode shapes of a model of the Z24 bridge with experimental data
from actual structure. The differences between numerical and experimental natural
frequencies were up to 6.82%. Using the original model for an earthquake analysis,
for example, could have included significant errors in the results. Model updating
is innovative way of modeling structural systems by integrating experimental data
into numerical models. Model updating techniques commonly use optimization tech-
niques to minimize a function expressing the error between a predicted behavior from
the numerical model and observations of the same behavior obtained experimentally.
Optimization techniques are used to identify the structural parameters that minimize
this error function.
There are several challenges with the current state of the art in model updating
techniques. One of the challenges is the high computational time required to update
structural models because the number of parameters to be updated is usually high.
Additional challenges are modeling errors, noise in the experimental data, errors in
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the extraction of system features from the experimental data and limited number
of sensors that cause whether or not the global (best) solution is the best physical
representation of the structure. One could argue that a local solution could be a
better representation of the parameters of the structure [Caicedo and Zarate, 2011].
Caicedo and Zarate [2011] applied model updating technique for 2 floors building
structure to update stiffness of each floor. Two solutions are found; stiffness of each
floor are very close for first solution and stiffness of first floor is almost 3 times of
second floor for second solution. First solution is physically more meaningful for the
structure.
There is also another challenge with optimization technique. Optimization meth-
ods usually follow the slope for convergence the solution. Error functions are generally
not smooth nor continuous since modal parameters are used and modes switch.
1.1 Model Updating Cognitive System
Traditional model updating techniques use optimization algorithms to find the global
optima of an error function that describes the differences between a numerical model
and the corresponding experimental system. The error function is defined depending
on the type of parameters that can be measured and the type of numerical model
available. For example, [Teughels and De Roeck, 2004] use an error function between
the experimental and numerical natural frequencies and mode shapes while Sanayei
et al. [1997] used differences of strain measurements. The complexity of real structural
systems is difficult to represent in a mathematical model (i.e. finite element model). ,
Furthermore, the number of experimental measurement is usually low when compared
with the number of degrees of freedom of the numerical models. Therefore, the
error function increases complexity as the size of the structure, number of structural
elements and parameters to optimize increase. Local minima or even infinite solutions
in the error function could be present. Franco et al. [2006] demonstrated that a
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shear building requires a minimum number of sensors to be globally identifiable.
Furthermore, Zarate and Caicedo [2008] argue that a local minima could have a better
physical representation of the structural parameters (e.g. mass, stiffness) given a
limited number of sensors. Caicedo and Zarate [2011] shows the existence of multiple
solutions in a simple experimental test of a 2DOF shear building.
Model Updating Cognitive System (MUCogS) provides a new framework to up-
date structural system acknowledging the existence of multiple solutions [Caicedo
and Zarate, 2011]. The framework uses the analytical power of the engineer and the
computational power of machines (figure 1.1). The framework has a computational
core that identifies multiple solutions for the updating problem. Two techniques have
been applied to the computational core including Modeling to Generate Alternatives
[BRILL et al., 1990, Campbell and Mendoza, 1988, Zarate and Caicedo, 2008] using
Bayesian inference and Steady-State Genetic Algorithm for Modeling to Generate
Alternatives [Caicedo and Yun, 2011], capable of identify multiple solutions.
3
Figure 1.1 Model Updating Cognitive Systems (MUCogS) Framework
Similar to other model updating techniques, one of the challenges with MUCogS
is the high computational cost to identify plausible solutions. Especially in cases
where the number of parameters to be updated is high.
Although high performance computing depends on technology of individual com-
puter’s core and design of the algorithms exploiting the connection between different
cores, high throughput computing depends on the number of computer cores available
to run independent jobs. The computational time can decreases with paralleling job
by high throughput computing methods.
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Multi-objective optimization techniques have also been used for model updating.
Jaishi and Ren [2007] use one objective function to measure the error in the natural
frequencies and a second function to measure the modal strain energy error. The
multi-objective minimization provides the parameters of the updated model.
BRILL et al. [1990] presents the Hop Skip and Jump (HSJ) method as a technique
to identify a small number of multiple solutions. The analyst or engineer can make
a decision on what solution to accept or reject based on his/her own experience and
other information that might not be incorporated in the mathematical model. HSJ
was originally used for complex or incompletely defined problems that have no exact
solution. The technique was later adapted by Zarate and Caicedo [2008] for model
updating of structural systems and applied to the Bill Emerson Memorial Bridge.
1.2 Genetic Algorithms
Genetic Algorithms (GAs) are a popular evolutionary technique used for optimization.
This is achieved by encoding the characteristics of several individuals in a "chromo-
some" or "genome" and mimicking the evolutionary process to find an individual with
best fit.
Genetic Algorithms for global optimization problems have been used in many
different type applications of engineering optimization such as the calibration of rain-
fall–runoff models [Cheng et al., 2005], discrete optimization of structures [Rajeev and
Krishnamoorthy, 1992], sizing, shape and topology design optimization of trusses [Ra-
jan, 1995], optimized design of two-dimensional structures [Camp et al., 1998], struc-
tural topology optimization [Jakiela et al., 2000] and structural damage detection
[Chou and Ghaboussi, 2001].
Rajeev and Krishnamoorthy [1992] is using genetic algorithm for design optimiza-
tion of discrete variables of truss systems. Genetic algorithm is tested with following
3, 10, 25 and 160 bar truss systems. Rajan [1995] is using genetic algorithm for design
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optimization of trusses. Optimization of sizing, shape and topology are considered
both as continues and discrete variables for design of truss structures. Camp et al.
[1998] proposes a method combination of a modified Finite Element Analysis Program
and Genetic Algorithm for design of discrete structural systems. Chou and Ghaboussi
[2001] is using genetic algorithm to minimize error between natural frequencies and
mode shapes for detection and identification of structural damage.
1.3 Research Contribution
The research proposes a technique that is able to identify alternate solutions in a
structural model updating context. Contribution of this research can be listed as
below:
• Study if limited number of sensors create multiple solutions in deterministic
model updating.
• Propose and validate a technique to find multiple solutions.
• Explore the use of high throughput computing for the proposed technique.
6
Chapter 2
High Throughput Multi-Solution Genetic
Algorithm
High Throughput Multi-Solution Genetic Algorithm (HTMGA) is a modified genetic
algorithm specifically designed to identify local minima in a high throughput com-
puting. HTMGA is created by adding and modifying some operators in traditional
genetic algorithm.
HTMGA is proposed to deal with several challenges with the current state of the
art in model updating techniques. One of the challenges is the high computational
time required to update structural models because the number of parameters to
be updated is usually high. Another challenge is whether or not the global (best)
solution is the best physical representation of the structure. Most model updating
techniques are interested in finding the global minima of the error function. However,
one could argue that due to modeling errors and other factors, a local minima could
provide a solution with parameters that are more physically meaningful with a slightly
reduction on the value of the error function.
2.1 Genetic Algorithm
Genetic algorithm is an optimization technique that has been traditionally used to
find global minima or maxima. GAs can use binary or real gene depending on the
type of problem considered. Individuals in a binary GA are described by vectors of
ones and zero. In a real parameter GA the individuals are described by a vector
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of real numbers. HTMGA has been developed based on a real gen, enabling the
application of the technique for model updating of structural systems.
There are several well established operators in genetic algorithms such as initial-
ization, evaluation, selection, crossover and mutation as shown in figure 2.1 [Holland,
1975]. The initialization operator generates the individual of the first population
based on a random number generator. In this particular application a uniform ran-
dom number is used. The selection operator selects pairs of individuals (parents)
based on their fitness values to breed a new generation. There are different methods
to select pairs of individuals such as Roulette Wheel Selection, Tournament Selection,
and Rank Selection [Holland, 1975]. The crossover operator mates the pairs (parents)
with a crossover probability to form a new offspring. There are also several meth-
ods for crossover of real parameter genes such as Arithmetic crossover [Michalewicz,
1996], BLX-a crossover (Blend Crossover) [Eshelman and Scahffer, 1993], Linear BGA
(Breeder Genetic Algorithm) crossover [Schlierkamp-Voosen, 1994], Wright’s heuris-
tic crossover [Wright, 1991]. The mutation operator helps to keep diversity in the
population by randomly changing the genes of some individuals. The amount of mu-
tation is described by the percentage of individuals that will be selected for mutation
on each generation. This creates the possibility of losing a solution from one genera-
tion to the next. For this reason, an optional elite population operator is applied to
keep the some percentage of best individuals from generation to generation [Bhandari
et al., 1996].
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Figure 2.1 Traditional Genetic Algorithm Flowchart
2.2 Cluster Operator
A new cluster operator is proposed to extend the use of GA to identify local minima.
Figure 2.2 shows a diagram of MsGA with the new operator. Similar to HSJ method,
the goal of this operator is to identify solutions that have a similar performance of
the objective function but are located in different parts of the solution space giving
the analyst different options to choose. First, the individuals are sorted based on
the fitness value. The best performer of the whole population is considered as the
lead individual of cluster 1 (corresponding to the global optimum for the current
generation).
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Figure 2.2 Multi-Solution Genetic Algorithm (MsGA) Flowchart
New clusters are assigned if the i-th individual considered comply with two criteria:
minimum Euclidean distance (∆) and fitness function threshold (fα). The minimum
Euclidean distance is also called minimum solution distance. This is user defined
parameter that prevents infinite solution around an optimal point. In other words,
the distance between local optima are at least at a distance ∆. This user defined
criteria gives the analyst the opportunity to define how different the optima found
should be. The analyst should define this parameter based on their experience and
on what constitute a different solution in the particular updating problem. Each
cluster is a multidimensional sphere centered at the current local optimum and a
radius equal to the Euclidian distance (∆). If two or more clusters are overlapped in
some area overlap, that individuals on the intersection belongs to cluster that has a
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better fitness function.
The fitness function threshold is used to limit the fitness value of new local optima.
To illustrate the fitness function threshold consider the function f(θ) shown in figure
2.3 and assume that a minimization is being performed. The value of the fitness
function threshold is defined after each generation using:
fα = f1 + α(fl − f1) (2.1)
where f1 is the fitness function for the global optima and α is a constant defined
by the user. In cases where the fitness function has a physical meaning the analyst
can specify a set value for fα instead of using Eq.2.1. This definition of fα was
selected over fα = αf1 because optimization problems where the global minima is
zero would result in no alternate solutions. The number inside each circle (figure 2.3)
indicates the location of the individual after sorting them using the fitness function.
The fourth individual (Λ4) is not considered the lead of a new group because the
Euclidean distance to Λ1 is less than ∆. However, Λ6 becomes the lead of a new
group because f6 ≤fα and ‖θ6 − θ1‖ ≥ ∆, where ‖ : ‖ indicates Euclidean distance
norm.
11
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2.3 Section Method
The algorithm can find possible solutions that do not correspond to an optimum in the
objective function if only the Euclidean distance and the fitness threshold are used.
An iterative process where two possible solutions are compared can be performed
to eliminate those solutions that do not represent a local minimum or maximum.
This is done by "cutting" or creating a section of the objective function between
two possible solutions. This "cut" can be visualized in a 2D plot, or automatically
evaluated by analyzing the slopes of the objective function at points between the two
possible solutions. In other words, at least two minima should be visually observed
or a change in the slope should be identified to consider these two points as two true
different solutions. There is also another criteria that used for number of cut points
between two possible solutions. A large number of cut points increase the accuracy
12
while increasing the computation time.
2.4 Numerical Validation
This section implements the MsGA to a close form two variable function for validation
purposes. A two variable function is used here to able to plot the values of the
objective function and verify that the method is working correctly. The function
used for validation is obtained by a combination of Gaussian-like functions defined
by the equation:
f(θ1, θ2) =
4∑
i=1
hi × e[
1
2
(
θ1−µ1,i
σ1,i
)2
− 12
(
θ2−µ2,i
σ2,i
)2
] (2.2)
The location of the peaks and their shapes are defined by the matrices
µ =
1.5 0 −1.5 −2
0 −1 1.5 −2
 ;σ =
0.4 0.4 1 0.4
1.5 0.4 1 0.4

The amplitude for each peak is modified by the constants
h =
[
2 1.6 1.8 0.6
]
.
The maxima are shown in the surface plot in figure 2.4. Notice that the local
maxima are not exactly located at µ because of the interaction between the different
terms of the summation. However, they are close enough for validation purposes.
Even though MsGA can handle non-smooth functions with many variables, this ex-
ample helps us investigate the accuracy of the technique, as well as the effect of the
two multiple solution criteria (objective function threshold and minimum solution
distance). The selection of these two parameters is critical to the performance of the
algorithm and usually requires some experience from the analyst. For example, a
small minimum solution distance can result in fabricated solutions that might not be
of interest because they are physically similar. Three runs with different parameter
values are performed to illustrate the importance do selecting the parameters. Each
run has a different value of minimum Euclidean distance.
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Figure 2.4 Surface Plot for 2 Parameters
First, the maximum fitness threshold (fα) is chosen as 1.5 and the minimum
Euclidean distance (∆) as 5%. In addition, the section method was not used in this
first run. The method found a total of 12 maxima (table 2.1). Figure 2.5 shows
a graphical representation each of the points identified by the methodology will be
referred as a solution from now on. Solution 1 represents the global maximum,
solutions 4 and 8 are the local maxima. The rest of individuals refer to the global
and local maxima. Solutions 2, 3, 7, and 10 refer to the global maximum, solutions 5,
6, 9, 11, and 12 refer to one of the local maxima (figure 2.5). It is important to note
that solutions 2, 3, 7, 10, 5, 6, 9, 11, and 12 are found because the section method
was not used in this run.
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Table 2.1 Possible Multiple Solutions for Run 1 (fα = 1.5 and ∆ = 5%)
No f(θ1, θ2) θ1 θ2
1 2.0066 1.4983 0.0150
2 1.9306 1.4980 -0.4093
3 1.9244 1.5116 0.4443
4 1.8000 -1.5000 1.5000
5 1.6448 -1.8939 1.3414
6 1.6451 -1.5153 1.9240
7 1.7075 1.4971 0.8690
8 1.6273 -0.0026 -0.9934
9 1.6451 -1.1817 1.2194
10 1.7164 1.4971 -0.8336
11 1.6411 -1.1024 1.6638
12 1.5842 -1.6153 1.0079
  1
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Figure 2.5 Possible Multiple Solutions for Run 1 (fα = 1.5 and ∆ = 5%)
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Figure 2.6 shows two sample sections. The cut or section between solution 1 (S1)
and solution 4 (S4) shown on the left and cut between solution 1 (S1) and solution 7
(S7). First, a unit vector between S1 and S4 is calculated by using:
uS1−S4 =
θS4 − θS1
‖θS4 − θS1||
(2.3)
where uS1−S4 is the unit vector between S1 and S4, XSi is the vector of parameters of
the i-th possible solution and ‖ : ‖ indicates norm. Points between the two possible
solutions can be obtained using the equation:
Xn = XS1 + n× uS1−S4 × ‖θS4 − θS1|| (2.4)
where n is a number between zero and one.
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Figure 2.6 Cut between optima 1 and 4 (left) and optima 1 and 7 (right)
In a second run, the minimum Euclidean distance (∆) is increased to 15%. The
results shown in figure 2.7 show a reduction on the number of solutions identified
by the algorithm. All expected real global and local solutions are obtained with the
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minimum Euclidean distance criterion for this test. This emphasizes the importance
of these two parameters. Ideally the analyst will have an idea about what distance
would be appropriate for two solutions to be considered physically different. For
example, within the context of model updating of structural systems a change of
mass or stiffness of more than 15% could be significant.
Table 2.2 Possible Multiple Solutions for Run 2 (fα = 1.5 and ∆ = 15%)
No f(θ1, θ2) θ1 θ2
1 2.0066 1.4984 0.0107
2 1.8000 -1.5000 1.5000
3 1.6273 -0.0026 -0.9934
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Figure 2.7 Possible Multiple Solutions for Run 2 (fα = 1.5 and ∆ = 15%)
Finally, a third run was performed where the minimum Euclidean distance (∆) is
increased to 25%. As shown in figure 2.8, the number of solutions is less than in the
first case but one of the local minima is not found.
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Table 2.3 Possible Multiple Solutions for Run 3 (fα = 1.5 and ∆ = 25%)
No f(θ1, θ2) θ1 θ2
1 2.0066 1.4984 0.0107
2 1.8000 -1.5000 1.5000
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Figure 2.8 Possible Multiple Solutions for Run 3 (fα = 1.5 and ∆ = 25%)
2.5 High Throughput Computing
MsGA is fast when used with fitness functions that are not computationally expensive.
However, in the case of model updating a structural model, a finite element model is
commonly used for evaluation of the fitness function. The evaluation of these models
is computationally expensive, limiting the possibilities off using MsGA with a single
core. Therefore, one of the challenges associated with MsGA is that the objective
function is evaluated numerous times. This is particularly challenging when the
evaluation of the objective (or fitness) function is computationally expensive or when
the search space is big and many individuals are required. Several solutions have
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been proposed for this problem. For example, Cheng et al. [2005] proposes a method
that uses a modified GA called Parallel Genetic Algorithm (PGA). PGA works with
a fuzzy optimal model in a cluster of computers by creating subpopulations and using
additional operators from traditional GA such as migration. PGA needs multi-criteria
to create correlations between subpopulations for the selection and evaluation steps.
The Java Parallel Virtual Machine(JVPM) is used to implement the algorithm in a
distributed computing environment. However, the technique focuses on identifying
the global minima (or maxima) of the objective function and does not consider local
solutions.
Previous work by Caicedo and Yun [2011] developed two new operators for genetic
algorithms based on the concept of MGA. The first operator calculates the MGA
solutions each generation. The second operator uses the identified MGA solutions to
divide the population in groups. The MGA solutions are identified based on the angle
between the hyper-dimensional vectors describing each solution. The time required
to find multiple solutions is significant because the algorithm was implemented for
a single computer core. In addition, looking at the angles between the vector of
solutions could result on missing some solutions that are physically separately in
the solution space (e.g.(1,1) and (1e4, 1e4) have the same direction cosines but very
different magnitudes).
Computers with several cores are common today and distributing the load between
the cores reduces the time that the analyst should spend to run algorithms. Further-
more, High-throughput computing (HTC) environments such as Condor [Thain et al.,
2005] and Portable Batch System (PBS) (http://www.pbspro.com/) can be used to
utilize idle computer time from several CPUs. HTC environment provides a user
maximum computational power by taking all the available computing resources in a
network [Thain et al., 2005].
The use of a High Throughput computational environment to enhance the perfor-
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mance of MsGA is studied in this section. There are three main challenges associated
with the use of HTC for MsGA:
• The evaluation of fitness function is computationally expensive for large struc-
tural systems.
• HTC environment is heterogeneous (performance of each worker is different).
• Interprocess communication is not allowed in HTC.
Condor was designed by Michael Litzkow at the University of Wisconsin in 1986
and lets users submit jobs to a pool of computers and monitor their status. Con-
dor decides when and where to run the submitted jobs based upon jobs and com-
puter adds. Figure 2.9 shows a representation of a condor pool. The HTMGA
computer sends a request to the condor pool manager. The manager matches the job
characteristics with the available resources in the condor pool and decides which
available worker can process a job. Finally, the connection between the worker
and the HTMGA computer is established to transfer files and perform calculations.
More information about Condor can be found in the HTCondor web page at the
"http://research.cs.wisc.edu/htcondor/". These types of environments are ideal for
evolutionary techniques because the evaluation of the objective function does not need
to be done sequentially and it can be easily parallelized. Some examples of this type
of implementations are Cycle-Scavenging Genetic Algorithm [Globus et al., 2000] us-
ing Condor, and Grid-Enabled Hierarchical Parallel Genetic Algorithms (GE-HPGA)
[Lim et al., 2007] using Grid Computing.
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Figure 2.9 Condor Framework
Tests were performed to test how these challenges would express in the evaluation
of objective functions. The fitness function for 1000 individuals was evaluated in
condor at different times to explore the performance of the pool when users are active
(using their computers) or not. The fitness evaluation is tested independent from
MsGA at the Condor pool at the University of South Carolina College of Engineering
and Computing with more than 1000 cores. Figure 2.10 and figure 2.11 shows two
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typical performance of the condor pool. The top plot on figure 2.10 shows how many
jobs are finished at a determine amount of time while the bottom plot shows the
cumulative number of jobs finished. Figure 2.10 demonstrates a typical behavior
when the pool is not used by users. For example, at night or during the weekends.
The completion rate of each job is almost constant during the compeletion of all jobs
1.2 seconds per job). In this case, the number of workers required to finish a specific
number of jobs would be easy to calculate. However, the reality is that as users
start using computers this process is interrupted. Figure 2.11 shows a typical plot
when the pool is using during the day. The completion rate can change, as shown
at the beginning of figure 2.11 (bottom figure). Furthermore, some jobs could take
significant time to finish because their execution is interrupted by a user. Figure 2.11
shows that over 90% of the jobs were finished within 2000 seconds. The rest was
finished after 7000 seconds. The lack of a constant completion rate and the delay
in finishing some jobs provide a real challenge for the implementation of genetic
algorithms. The condor pool would be idle until if the evaluation of the fitness
function for some individuals is interrupted by users.
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Figure 2.10 Condor Speed Test without Delays
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Figure 2.11 Condor Speed Test with Delays
The High Throughput Multi-Solution Genetic Algorithm (HTMGA) is proposed
here by adding a job manager to the MsGA algorithm. Figure 2.12 shows a diagram
of HTMGA with the updated evaluation operator. Also, a strategy is developed to
minimize the overall running time of HTMGA by keeping the Condor pool working
continually. HTMGA does not wait for all individuals to be evaluated to produce
the next generation. Therefore, the strategy implemented in HTMGA is to perform
selection, crossover and mutation with only a percentage of the population. This
percentage is user defined depending and it can be set depending on how often jobs
are interrupted. Pools that do not have many interruptions can be set to a high
computation rate (e.g. 95%) while pools that might have frequent disruptions should
have lower completion rates (e.g. 80%). The part of the population that are not
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finished within the completion rate are considered for later populations. Setting up
the completion rate to the correct value should keep the condor pool with enough
running jobs even between populations. This is, some fitness functions should be
evaluated while HTMGA prepares the next generation.
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Figure 2.12 High Throughput Multi-Solution Genetic Algorithm (HTMGA)
Flowchart
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Chapter 3
Validation
HTMGA is particularly powerful when functions with a large number of parameters
are optimized. However, the visualization of these functions is difficult. This chapter
uses a number of multi variable functions to test the capabilities of HTMGA. In a
model updating context the location of the optimal solutions are not known. However,
before applying the proposed algorithm in this context, it should be validated. This
is performed by using a number of functions with known number and location of
solutions. This chapter is not intended as a guide to determine the optimal value
of the parameters for HTMGA but as a documentation that the algorithm has been
tested with a number of functions. First, HTMGA is tested with functions of one and
two variables for easy visualization of the results and validation of the technique. In
a model updating, the first function used here to study the performance of HTMGA
is defined by the following equation:
f(θ) = [0.5× (θ − 0.55)2 + 0.9]× sin6(5× pi × θ) (3.1)
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Table 3.1 Parameters for HTMGA to Run One Variable Function
Options
Optimization Type Max.
Population Size 100
Number of Variables 1
Variable Limits [0 1]
Max. Generations 100
Elite Population 5%
Mutation Population 15%
Mutation Limit 15%
Minimum Euclidean Distance 5%
Fitness Limit 0.90
Equation 3.1 is expected to have multiple maxima because of the sinusoidal func-
tion. In addition, the amplitude is changes to create maxima of different magnitudes.
The smaller maxima is located at θ = 0.55 as shown in figure 3.1. The parameters
used for the optimization are shown in table 3.1. Parameters are chosen depends on
fitness function (table 3.1). As it seen on figure 3.1, all global and local solutions
are obtained. Similar results are obtained with other optimization parameters. For
example, having a smaller number of generations with a larger population.
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Figure 3.1 Multiple Solutions for Equation (3.1)
HTMGA can also detect a large number of multiple optima values. Arguably, in
a model updating context only a limited number of plausible solutions is preferred
because it would help the analyst decide the most appropriate parameter values.
However, it is worth testing the algorithm with functions that have several optimal
values from an algorithm development point of view. The second function used in
this chapter has a total of 100 solutions and it is defined by the equation:
f(θ1, θ2) = sin(19× piθ1) + θ11.7 + sin(19× piθ2) +
θ2
1.7 + 2 (3.2)
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Table 3.2 Parameters for HTMGA to Run Two Variable Function
Options
Optimization Type Max.
Population Size 5000
Number of Variables 2
Variable Limits [0 1; 0 1]
Max. Generations 100
Elite Population 5%
Mutation Population 15%
Mutation Limit 15%
Minimum Euclidean Distance 5%
Fitness Limit 0.90
where θ1 and θ2 are the parameters of the function. The options for the algorithm
are shown in table 3.2. The population size is chosen higher than in the previous
test (equation 3.1) because of the expected high number of multiple solutions. If
the population size is not enough big, some local solutions could be missed. This
emphasizes the fact that the analyst should be familiar with the system to be updated
and should get a general idea on the number of solutions expected. The algorithm
was successful at identifying all the solutions with a population of 5000 individuals.
In addition, the program is tested several times with different population sizes.
29
θ1
θ 2
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 3.2 Multiple Solutions for Equation 3.2
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Figure 3.3 Multiple Solutions for Equation 3.2 with Populations of 50,100, 200,
500, 1000, 2000, 5000
HTMGA is tested five times for each of the following population sizes: 50, 100, 200,
500, 1000, 2000, 5000. The results are shown in figure 3.3. Each marker (dot, star,
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etc) indicates the results of a different run. The results are summarized in table 3.3.
As expected, the number of solutions found decreased with small populations. Since
the algorithm uses clusters the population method, population size is divided in small
groups. If the number of groups is too high, the number of individuals for each group is
very low. In this case, even though more solutions can be obtained with high number
of generation, some solutions can be inaccurate if a small number of generations
is used (table 3.4). Usually, there is an inverse correlation between the number
of generations and the population size in traditional genetic algorithm. However,
when multiple solutions are considered, there is also a direct correlation between the
expected number of solutions and population size. A logarithmic correlation was
found for this particular example (figure 3.4).
Table 3.3 Number of Multiple Solutions are found with 50,100, 200, 500, 1000,
2000, 5000 Population Size
Population
Size
Number of Solutions Found
Run-1 Run-2 Run-3 Run-4 Run-5
50 31 30 32 33 30
100 50 45 47 43 45
200 59 58 57 56 55
500 77 72 76 70 77
1000 92 91 91 92 91
2000 99 100 96 98 98
5000 100 100 100 100 100
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Table 3.4 Number of True and False Solutions are found with Distance<0.015
Population
Size
Number of Solutions Found
Run-1 Run-2 Run-3 Run-4 Run-5
T F T F T F T F T F
50 5 26 8 22 13 19 7 26 7 23
100 39 11 33 12 33 14 35 8 33 12
200 57 2 57 1 56 1 53 3 47 8
500 77 0 72 0 76 0 69 1 77 0
1000 92 0 91 0 91 0 92 0 91 0
2000 99 0 100 0 96 0 98 0 97 1
5000 100 0 100 0 100 0 100 0 100 0
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Figure 3.4 Plot for Number of Solutions for Equation 3.2 with Populations of
50,100, 200, 500, 1000, 2000, 5000
The percentage of the population that is mutated will also have an effect in the
ability of the algorithm to find multiple solutions. If no mutation is used, the algo-
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rithm is expected to focus on the first (or few first) solutions found. In contrast, if
the mutation percentage is too high, the algorithm could take many generations to
find accurate results. HTMGA was tested with a number of mutation percentages in-
cluding 5, 10, 15, 20, 25, 30, 50 percent. The number of solutions identified changed
depending on the percentage of the population that was mutated each generation
(figure 3.5). Table 3.5 shows the number of solutions that the algorithm reported
(regardless of whether they were correct or not) for different values of mutation per-
centage. Higher mutation percentage yielded a higher number of solutions; however
it causes higher computation time. Table 3.6 shows how many of the solutions are
correct. In general only one or zero solutions were found to be inaccurate, indicating
that the mutation percentage has little effect in the accuracy of the solution. Figure
3.6 shows a graph of the number of solutions as a function of the mutation percentage.
An optimal value for this particular problem seems to be around 35%.
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Figure 3.5 Multiple Solutions for Equation 3.2 with 5, 10, 15, 20, 25, 30, 50
Mutation Percentages
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Table 3.5 Number of Multiple Solutions are found with Mutation Percentages of 5,
10, 20, 25, 30, 50
Mutation
Percentage
Number of Solutions Found
Run-1 Run-2 Run-3 Run-4 Run-5
5 32 40 33 34 36
10 37 40 40 43 42
15 79 70 78 76 77
20 71 75 72 73 71
25 85 83 83 81 82
30 88 82 81 82 77
50 93 97 91 90 88
Table 3.6 Number of True and False Solutions are found with Distance<0.015
Mutation
Percentage
Number of Solutions Found
Run-1 Run-2 Run-3 Run-4 Run-5
T F T F T F T F T F
5 32 0 40 0 33 0 34 0 36 0
10 36 1 40 0 39 1 43 0 42 0
15 76 3 69 1 78 0 75 1 77 0
20 70 1 74 1 69 3 72 1 67 4
25 85 0 83 0 81 1 86 1 82 0
30 88 0 82 0 80 1 82 0 77 0
50 93 0 97 0 90 1 89 1 88 0
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Figure 3.6 Plot for Number of Solutions for Equation 3.2 with Mutation
Percentages of 5, 10, 15, 20, 25, 30, 50
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Chapter 4
Application to Model Updating of Structural
Models
Numerical models of structural systems, such a Finite Element Model, are commonly
used to estimate the behavior of a structure by performing dynamic analysis, stress
analysis, and life time prediction among other type of analysis. Numerical modeling
plays a critical role in analysis, design and retrofit of structural systems. Analyt-
ical model of existing structures do not always accurately represent the structure
and modal updating is necessary because of uncertainties in model parameters and
modeling errors.
In this Chapter, model updating of structural models will be performed on an il-
lustrated numerical test structure (figure 4.1) and on a modular test structure (figure
4.4) that was designed and built at the Structural Dynamics and Intelligent Infras-
tructure (SDII) research group at the University of South Carolina. HTMGA, is used
to minimize the error function that describes the differences between the data simu-
lated from a numerical model and an equivalent data set collected experimentally.
The data used for model updating will be dynamic characteristics of the struc-
tural systems obtained from model identification techniques. System identification
of modal analysis is a process of finding dynamic characteristics such as natural fre-
quencies, mode shapes and damping ratios from experimentally acquired accelerations
records. Mode shapes are calculated at sensor locations, and could be interpolated
to identify complete mode shapes of the structure.
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There are two types of modal identification: input-output and output-only modal
identification. The loads (forces acting in the structure) are not required to be known
for output-only methods. Inputs are assumed as stochastic processes with some par-
ticular characteristics (e.g. stationary). Output only methods are preferred in struc-
tural engineering because it allows modal identification without closing the structure
[Van Overschee and Moor, 1996, Van Overschee et al., 1997].
4.1 Numerical Example
Before testing HTMGA on a real structure, an illustrative numerical structure is
considered. The test structure is a 5 story shear structure in the XZ plane (figure
4.1). There is a total of 6 nodes on the structure and each node has one degree of
freedom in the X direction. The structure is fixed at the base for a total of five degrees
of freedom. In this particular application the "real" structure and the model that will
be updated will be the same, eliminating modeling errors. Modeling errors will be
included in the experimental implementation of the technique later in this chapter.
Figure 4.1 Illustrative Test Structure
All section and material properties such as young modulus (E), shear modulus
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(G), cross section area(A), rotational inertia (J), inertia around the X axis (Ix), etc.
are set to values is shown in table 4.1.
Table 4.1 Section and Material Properties for Illustrative Test Structure
Section Properties Material Properties
A(mm2) 406 E(GPa) 199.9
I(mm4) 3864 ρ(kg/m3) 7890
J(mm4) 7729 υ(−) 0.3
The Young Modulus (E) for each column is assumed as unknown for a total of
five variables to be updated. The search space is defined with lower limit 0.5*(E) and
upper limit 1.5*(E). Model analysis is not required in this example since the values of
the natural frequencies and mode shapes are available directly from the stiffness and
mass matrix. An Eigenvalue analysis is performed to calculate natural frequencies
(eigenvalue) and mode shapes (eigenvector).
The natural frequencies and mode shapes are found by solving the equation:
[K − λ2iM ][Φi] = 0, i = 1, 2, 3... (4.1)
where λi is the i-th natural frequency and [Φi] is the corresponding mode shapes.
The mass matrix [M] and the stiffness matrix [K] of the illustrated structure are:
[M ] =

4 0 0 0 0
0 4 0 0 0
0 0 4 0 0
0 0 0 4 0
0 0 0 0 2

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[K] =

12(E1 + E2) −12E2 0 0 0
−12E2 12(E2 + E3) −12E3 0 0
0 −12E3 12(E3 + E4) −12E4 0
0 0 −12E4 12(E4 + E5) −12E5
0 0 0 −12E5 12E5

×3.864×10−8
where Ei is the young modulus of i-th column. The same stiffness and mass
matrices are used for the "real" or reference model and for the model that will be
updated. The value of the natural frequencies and mode shapes for the reference
model are shown in tables 4.2 and 4.3 respectively. The mode shapes are shown in
figure 4.2 and correspond to the typical mode shapes of a shear building. These model
parameters will be considered the "experimental" model parameters.
Table 4.2 Experimental (References) Natural Frequencies
Mode Natural Frequency(Hz)
1 7.58
2 22.00
3 34.26
4 43.17
5 47.86
Table 4.3 Experimental (References) Mode Shapes
Mode
Floor
1 2 3 4 5
1 0.10 0.26 0.32 0.26 -0.10
2 0.19 0.30 0.00 -0.30 0.19
3 0.26 0.10 -0.32 0.10 -0.26
4 0.30 -0.19 0.00 0.19 0.30
5 0.32 -0.32 0.32 -0.32 -0.32
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Figure 4.2 Experimental Mode Shapes for First 5 Frequencies
After experimental natural frequencies and mode shapes are obtained, the ob-
jective (error) function needs to be defined. Usually, the difference between natural
frequencies and mode shapes are used as an error function. One of challenges with
this strategy is that the mode shapes should be matched before the error function
is calculated. This is, to make sure that the mode is compared is the same for the
experimental and the numerical model. For example, in this case, the first bending
mode shape of the experimental data should be compared with the data from the
first bending mode of the numerical model. Some authors put some metrics on the
matching of the mode shapes. For example, match modes that have a modal as-
surance criteria (MAC) greater than 0.95. Modes that do not have this metric are
not considered not matching and are not included in the metric. Here MAC values
of more than 0.9 and frequency differences of less than 0.5 are considered a match.
The error between the numerical and "experimental" models is calculated using the
following equation:
f(/O) =
(
n∑
i=1
∣∣∣∣∣frefi − fnumifrefi
∣∣∣∣∣+ (1−MAC(/Orefi , /Onumi)
)/
n (4.2)
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where n is the number of matching modes, frefi is i-th matching mode reference
natural frequency fnumi is i-th matching mode numerical natural frequency /Orefi is
i-th matching mode reference mode shape and /Onumi is i-th matching mode natural
frequency. If there is no matching mode, the objective value is set to infinite.
Consider the following case as a demonstration for the calculation of the objective
(error) function. First, values for E are randomly chosen, and the stiffness matrix is
calculated. This is equivalent to considering an individual from the first generation,
where the value of the parameters is chosen randomly. Consider the randomly selected
values.
E =
[
0.82 0.89 1.24 0.52 1.42
]
[K] =

1.5850 −0.8249 0 0 0
−0.8249 1.9743 −1.1494 0 0
0 −1.1494 1.6313 −0.4820 0
0 0 −0.4820 1.7982 −1.3162
0 0 0 −1.3162 −1.3162

× 105
Natural frequencies (table 4.4) and mode shapes (table 4.5) are calculated by
performing Eigen analysis with the original mass matrix and the stiffness matrix
shown in Eq.4.2. Mode shapes for each natural frequency are shown in figure 4.3.
Table 4.4 Numerical Natural Frequencies
Mode Natural Frequency(Hz)
1 7.03
2 18.46
3 32.08
4 45.06
5 51.40
41
Table 4.5 Numerical Mode Shapes
Mode
Floor
1 2 3 4 5
1 -0.10 0.22 0.40 -0.19 0.02
2 -0.19 0.27 -0.02 0.37 -0.05
3 -0.24 0.19 -0.29 -0.26 0.08
4 -0.31 -0.23 0.04 -0.03 -0.31
5 -0.32 -0.29 0.11 0.13 0.53
Figure 4.3 Numerical Mode Shapes for First 5 Frequencies
The error in natural frequencies and MAC values are shown in table 4.6 and table
4.7. For this example, the first natural frequency and mode shape of the model to be
updated match those of the experimental data because MAC is higher than 0.9 and
the error in the natural frequency is less than 5%.
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Table 4.6 Error for Natural Frequencies
aaaaaaaaaaaa
ωref (Hz)
ωnum(Hz)
7.03 18.46 32.08 45.06 51.40
7.58 0.08 0.59 0.76 0.83 0.85
22.00 2.13 0.19 0.31 0.51 0.57
34.26 3.87 0.86 0.07 0.24 0.33
43.17 5.14 1.34 0.35 0.04 0.16
47.86 5.81 1.59 0.49 0.06 0.07
Table 4.7 Comparison for Mode Shapes
Mac Values For Numerical and
Experimental Mode Shapes
No 1 2 3 4 5
1 1.00 0.02 0.00 0.00 0.07
2 0.03 0.96 0.01 0.00 0.11
3 0.04 0.08 0.83 0.05 0.19
4 0.03 0.02 0.03 0.68 0.34
5 0.02 0.00 0.00 0.15 0.74
Model Updating is completed when the function f(θ) is minimized by using an
optimization technique such as HTMGA. This numerical example has only one global
solution since the number of measured DOF is equal to the number of DOF of the
model to be updated. In addition, no modeling errors were considered. Model updat-
ing of more complex systems are described by objective functions with multiple local
minima. Arguably, a local minimum might be better representation of the structure
due to modeling errors, low density of measurements, and other factors. HTMGA
focus in finding these local minima.
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4.2 Experimental Problem
Figure 4.4 Modular Test Structure
Modal Analysis for Test Structure
Test Specimen
The modular structure shown in figure 4.4 was built using 1.25", 0.188" DOM cold-
rolled tube steel as the beams. 1" NC 2C threaded rod was used to connect the
beams to the 2.5" cubic 1018 cold-rolled bar. The tubes and cubes were thread in
an 8" pitch. The structure was suspended on welded supports and allowed to rotate
around the x-axis using mounted bearings.
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Experimental Setup
Four tests were conducted using 6 PCB type 3701D1FA20G wired accelerometers.
The accelerometers were powered using the PCB DC 478A01 power supplier. Signals
were acquired using a National Instruments SCXI-1531 Accelerometer Amplifier and
6062E 12-bit data acquisition card. LabVIEW Signal Express 3.0 was used to collect
the data. One common reference sensor and four sensors that moved to different
locations were used for each test structure (figure 4.5). Four tests were performed
using a rubber mallet as the excitation device. In this case the excitation was consid-
ered unknown. An additional set of four tests were conducted using a PCB 086C03
Modally Tuned Impact Hammer.
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Figure 4.5 Experimental Setup
Experimental Implementation
Several techniques exist to estimate modal parameters based on ambient excitation.
The Stochastic Subspace Identification (SSI) [Peeters and Roeck, 1999] and the Eigen
Realization Algorithm (ERA) [Juang and Pappa, 1985] are just two of most commonly
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used. In this research, the SSI is used as a modal identification technique to find
dynamic behavior of test structure.
Transfer functions between the force on the hammer and acceleration at each node
of structure are calculated for each test and shown in figure 4.6, figure 4.7, figure 4.8,
and figure 4.9.
Figure 4.6 Amplitude-Frequency Response for Test 1
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Figure 4.7 Amplitude-Frequency Response for Test 2
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Figure 4.8 Amplitude-Frequency Response for Test 3
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Figure 4.9 Amplitude-Frequency Response for Test 4
The impulse response function (IRF) is estimated by the inverse Fourier trans-
form of the transfer function. There are several parameters that can affect the modal
identification such as the size of Henkel Matrix and the expected number of poles.
Stabilization diagrams are used here to determine the number of stable poles. Stabi-
lization diagram is shown in figure 4.10.
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Figure 4.10 Stabilization Diagram on Amplitude-Frequency Response
The first 10 natural frequencies and damping ratios are shown in table 4.8 and
mode shapes are shown in table 4.9. The mode shapes are plotted in figure 4.11.
Table 4.8 Natural Frequencies and Damping Ratio
No
Natural
Frequencies (Hz)
Damping
Ratio (%)
1 7.42 1.91
2 16.79 1.23
3 23.18 1.15
4 25.44 1.10
5 36.20 0.65
6 40.05 0.80
7 46.41 0.51
8 55.31 1.54
9 67.43 0.48
10 81.53 0.71
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Table 4.9 Modal Coordinates
Node
No
Mode
1 2 3 4 5 6 7 8 9 10
1 0.04 0.01 0.19 0.10 0.16 0.08 0.19 0.63 0.26 -0.65
2 0.14 -0.02 1.00 0.87 0.99 0.14 0.67 -0.50 0.42 -0.91
3 0.14 -0.01 0.98 0.80 1.00 0.00 0.66 -0.56 0.32 1.00
4 0.04 -0.01 0.18 0.16 0.17 -0.04 0.14 0.54 0.13 0.45
5 0.83 0.90 0.24 -0.42 -0.88 0.79 0.89 -0.71 0.89 0.31
6 0.87 0.32 0.47 -0.02 -0.62 0.33 -0.80 1.00 -0.80 -0.36
7 0.86 -0.31 0.45 0.11 -0.54 -0.36 -0.77 0.29 -0.84 0.24
8 0.78 -0.86 0.22 -0.33 -0.72 -0.90 0.98 -0.52 0.94 -0.18
9 0.94 1.00 -0.32 -0.38 0.98 -0.91 0.97 0.05 -0.97 0.05
10 1.00 0.37 -0.51 0.24 0.57 -0.34 -0.88 0.00 1.00 -0.27
11 0.99 -0.37 -0.48 0.19 0.50 0.43 -0.75 0.04 0.67 0.38
12 0.92 -0.97 -0.30 -0.37 0.77 1.00 0.82 -0.07 -0.85 -0.21
13 0.03 0.02 -0.06 0.10 -0.12 -0.08 0.08 -0.19 -0.09 -0.07
14 0.12 0.01 -0.69 0.95 -0.86 -0.11 0.65 0.16 -0.28 -0.23
15 0.13 0.00 -0.72 1.00 -0.84 0.04 0.67 0.10 -0.40 0.20
16 0.04 -0.01 -0.11 0.09 -0.13 0.05 0.15 -0.03 -0.13 0.09
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Figure 4.11 Mode Shapes for Experimental Results
Numerical Analysis for Test Structure
Numerical Model Setup:
A finite element model consisting of Euler-Bernoulli beam elements located in the
X-Y plane was used as analytical representation of structure. This FE model consists
of 16 nodes, and 20 beam elements, connecting a 4x4 grid. The numerical model is
shown in figure 4.12 and grid coordinates are shown in table 4.10. Each node on the
structure was considered to have 6 degrees of freedom (DOF). The extreme corners
of the grid are assumed to be constrained in all DOF except for the global rotation
around x-axis. This leads to a total of 76 DOF, from which only those corresponding
to the global dz are measured for model updating.
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Figure 4.12 Numerical Model Setup for Test Structure
Table 4.10 Node Coordinates for Test Structure
Node Coordinates
No X(m) Y(m) No X(m) Y(m) No X(m) Y(m) No X(m) Y(m)
1 1.209 0.000 5 0.806 0.000 9 0.403 0.000 13 0.000 0.000
2 1.209 0.830 6 0.806 0.830 10 0.403 0.830 14 0.000 0.830
3 1.209 1.660 7 0.806 1.660 11 0.403 1.660 15 0.000 1.660
4 1.209 2.490 8 0.806 2.490 12 0.403 2.490 16 0.000 2.490
The mass of the beams is considered lumped at the nodes with additional masses
representing connector between elements. The additional lumped massed at the nodes
are shown in table 4.11. Material properties and section properties are shown in table
4.12 and table 4.13.
54
Table 4.11 Additional Lumped Masses at the Nodes
Additional Lumped Masses
Nodes Mass(kg)
1,4,13,16 4.94
2,3,14,15 6.42
5,8,9,12 5.74
6,7,10,11 7.52
Table 4.12 Material Properties for Test Structure
Material Properties
E(Gpa) 199.9
ρ (kg/m3) 7890
υ(−) 0.3
Table 4.13 Cross Sectional Properties For Test Structure
Section Properties
A(mm2) 406
Izz(mm4) 3864
Iyy(mm4) 3864
J(mm4) 7729
Numerical Implementation:
The Structural Object Oriented Modeling toolbox (SOOM) (http://sdii.ce.sc.edu/soom/)
was used to build a numerical model of the structure.
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Table 4.14 Natural Frequencies for Numerical Analysis
No
Natural
Frequencies (Hz)
1 7.63
2 16.41
3 29.80
4 40.19
5 42.87
6 58.84
7 62.92
8 71.07
9 99.49
10 116.07
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Table 4.15 Mode Shapes for Numerical Analysis
Node
No
Mode
1 2 3 4 5 6 7 8 9 10
2 0.99 1.00 0.91 -1.00 1.00 -0.70 0.13 -0.83 -0.46 0.52
3 0.99 1.00 -0.91 1.00 1.00 0.70 0.13 0.83 -0.46 -0.52
5 0.02 0.01 0.17 -0.02 -0.29 1.00 1.00 -1.00 0.11 -0.30
6 1.00 0.35 1.00 -0.39 -0.80 0.33 -0.16 0.81 1.00 -1.00
7 1.00 0.35 -1.00 0.39 -0.80 -0.33 -0.16 -0.81 1.00 1.00
8 0.02 0.01 -0.17 0.02 -0.29 -1.00 1.00 1.00 0.11 0.30
9 0.02 -0.01 0.17 0.02 -0.29 1.00 1.00 -1.00 -0.11 0.30
10 1.00 -0.35 1.00 0.39 -0.80 0.33 -0.16 0.81 -1.00 1.00
11 1.00 -0.35 -1.00 -0.39 -0.80 -0.33 -0.16 -0.81 -1.00 -1.00
12 0.02 -0.01 -0.17 -0.02 -0.29 -1.00 1.00 1.00 -0.11 -0.30
14 0.99 -1.00 0.91 1.00 1.00 -0.70 0.13 -0.83 0.46 -0.52
15 0.99 -1.00 -0.91 -1.00 1.00 0.70 0.13 0.83 0.46 0.52
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Figure 4.13 Mode Shapes for Numerical Analysis
Model Updating Using HTMGA
This sections describes the implementation of HTMGA in the model updating of
the experimental structure. Different subset of models are updated to explore how
multiple alternatives change depending on the number of sensors used for modal
identification. Notice that the intention on this phase is not to select the best model
but to study if HTMGA can identify multiple solutions within a model updating
context. The objective function is the same objective function as used in the previous
example. The way to match modes is similar as well.
The objective function used here is the same error function presented in the pre-
vious example. Another way to present this objective function is to think as the error
in the frequency and the error in the mode shape.
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Evolution of Number of Solutions as a Function of the Number of Sensors
In this section the moment of inertia of the structural elements are combined in
two unknown parameters. This is done to easily visualize the results of HTMGA
and study how multiple solutions change as different number of sensors are used for
model updating. One parameter is used for the moment of inertia of the structural
elements parallel to the X axis and a second parameter is used for the moment of
inertia of the elements parallel to Y axis. Notice that the elements are circular so
only one moment of inertia is used to describe the cross section. In other words, the
moment of inertia of any axis of the cross section is assumed to be the same.
Five modes are matched using the MAC and the error on the natural frequency
to evaluate the objective function as described before.
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Figure 4.14 Test Structure with 2 Unknown Parameters
The experimental data that is obtained by 3, 6, 9 and 12 sensors is used for
model updating to study how the numbers of sensors affect the number of solutions.
This also helps us evaluate the effectiveness of HTMGA in a model updating context
by comparing contour plots of the objective function with the minima found by the
algorithm.
First, 3 sensors are used on node 2, 10 and 11. HTMGA results are shown in
table 4.16 and figure 4.15. Four local minima were identified corresponding to the
minimum values of the objective function as shown by the contour plot. The reason
for these many solutions is because different models could explain the experimental
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data obtained. This is similar to signal aliasing but occurs in the mode shapes (or
special aliasing) because only limited number of sensors are used to identify the modes
of vibration. The theoretical value is somewhere close to the solution in the middle
of figure 4.15.
Table 4.16 HTMGA Results for 2 Variables with 3 Sensors
] Error Ix(mm4) Iy(mm4)
1 0.0847 3693.3 3669.1
2 0.1177 3665.3 4986.0
3 0.1347 3854.0 2251.1
4 0.1829 2415.4 3693.5
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Figure 4.15 HTMGA results for 3 sensors
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The next run uses six sensors on nodes 2, 7, 8, 9, 10 and 15. HTMGA results
are shown in table 4.17 and figure 4.16. HTMGA successfully identified the two local
minima of the objective function. As expected, the number of solutions decreased
as more sensors are used for updating. Interestingly, the local minima corresponding
to the theoretical solution disappears when more sensors are added. One plausible
explanation is that modeling errors are present. In particular, the boundary condi-
tions of the numerical model might not match those of the experimental data. The
theoretical model allows only rotations along the X axis. Rotations along the Y and
Z axis is not allowed. In reality, the structure could allow some rotations about the
Y axis. The value of objective function increased when more sensors were used.
Table 4.17 HTMGA Results for 2 Variables with 6 Sensors
] Error Ix(mm4) Iy(mm4)
1 0.3799 3966.2 1940.5
2 0.3981 3793.1 2612.9
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Figure 4.16 HTMGA results for 6 sensors
The next run uses nine sensors on nodes 2, 5, 6, 7, 8, 9, 11, 12, and 14. HTMGA
results are shown in table 4.18 and figure 4.17. Once again HTMGA does a good job
identifying the local minima. In this case one minimum was found. This minimum is
close the local minimum found with six sensors. The objective function is smoother
than in the previous cases and the value of the objective function is similar than in
the previous run.
Table 4.18 HTMGA Results for 2 Variables with 9 Sensors
] Error Ix(mm4) Iy(mm4)
1 0.3472 3820.8 2627.5
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Figure 4.17 HTMGA results for 9 sensors
Finally, sensors are installed in all nodes that are not in the supports. These are
2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 14 and 15. HTMGA results are shown in table 4.19
and figure 4.18. The results for this run are similar to those found with nine sensors.
This indicates that special aliasing for this particular structure does not appears to
happen with more than nine sensors installed.
Table 4.19 HTMGA Results for 2 Variables with 12 Sensors
] Error Ix(mm4) Iy(mm4)
1 0.3359 3806.8 2682.5
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Figure 4.18 HTMGA results for 12 sensors
In summary, a low number of sensors causes multiple solutions in a model updating
context. An interesting finding is that in this particular case the global minimum of
the run with three sensors does not match global minimum with full sensors. However,
a local minimum of the run with three sensors is close to the global minimum with full
sensors. This would indicate that in deterministic model updating a local minimum
could be a better representation of the physical system.
65
Table 4.20 Case Studied with 2 Variables
Case Study ] of sensors ] of solutions
1 3 4
2 6 2
3 9 1
4 12 1
Model Updating with 8 Unknown Parameters
This section is intended as the implementation of HTMGA in a more realistic model
updating problem. Eight variables are used for model updating and therefore the
objective function is not easily visualized. The moment of inertia for group of elements
parallel to the X and Y axis are updated. Four variables are used for elements parallel
to the X axis and other four variables are used for elements parallel to the Y axis as
shown in figure 4.19. The number of sensors is changed for different runs in a similar
way that in the previous section.
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Figure 4.19 Test Structure with 8 Unknown Parameters
The aim of testing a different number of sensors is to study if the results improve
and behave as in this previous section.
Results for each number of sensors are shown in tables 4.21 to 4.21. The sensor
location for each case is the same as shown in the previous section.
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Table 4.21 HTMGA Results for 8 Variables with 3 Sensors
] Error Ix1 Ix2 Ix3 Ix4 Iy1 Iy2 Iy3 Iy4
1 0.09733 2497.7 3705.6 3943.2 3478.4 3460.2 2100.5 5651.5 3621.0
2 0.1114 2225.7 5656.9 3848.5 4784.4 3313.0 3272.8 5449.0 2610.9
3 0.1836 2186.6 5313.8 3629.5 4688.2 5102.8 4608.6 2189.3 3979.1
4 0.3380 1938.2 5696.3 2020.9 5429.3 3819.6 2210.6 2823.4 3274.7
5 0.4133 5226.4 4017.8 3910.8 3454.8 4726.8 4789.8 2746.1 3606.7
Table 4.22 HTMGA Results for 8 Variables with 6 Sensors
] Error Ix1 Ix2 Ix3 Ix4 Iy1 Iy2 Iy3 Iy4
1 0.1287 1954.8 5318.0 1963.7 2849.3 3585.0 2042.1 5409.6 4016.2
2 0.1773 2654.2 3915.8 2998.9 3918.5 3723.0 2104.0 4799.1 4005.8
Table 4.23 HTMGA Results for 8 Variables with 9 Sensors
] Error Ix1 Ix2 Ix3 Ix4 Iy1 Iy2 Iy3 Iy4
1 0.1999 2134.1 4760.8 4863.2 3414.2 3512.8 1977.6 5726.1 3517.8
2 0.2618 1939.7 5084.6 2673.9 5724.9 3178.5 2155.0 4758.9 5047.2
Table 4.24 HTMGA Results for 8 Variables with 12 Sensors
] Error Ix1 Ix2 Ix3 Ix4 Iy1 Iy2 Iy3 Iy4
1 0.1345 1951.3 5611.7 1945.1 2658.7 3502.3 2234.2 5758.1 3290.6
2 0.243 2947.1 5290.2 2413.5 3242.3 3704.3 2375.6 5623.3 2894.5
As expected, different number of solutions are obtained depending on the num-
ber of sensors (table 4.25). The error values decreased when the number of sensors
increased.
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Table 4.25 Case Studied with 8 Variables
Case Study ] of sensors ] of solutions
1 3 5
2 6 2
3 9 2
4 12 2
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Chapter 5
Conclusions
This research is part of the Model Updating Cognitive Systems (MUCogS) framework
acknowledges the existing of multiple solutions. Two methods have been proposed
in same context, so far. Zarate and Caicedo [2008] reported a family of different
solutions using Modeling to Generate Alternatives (MGA), and Caicedo and Yun
[2011] proposed the methodology Steady-State GA for MGA (SSGA-MGA), capable
of identify multiple solutions. The proposed technique improve upon the previous
techniques by clustering the populations in a more different efficient way than with
SSMGA-MGA and reducing the time perform the updating by distributing the load
on a condor pool. Previous work (Zarate and Caicedo, Caicedo and Yun) focused on
finding solutions that were described with perpendicular vectors to ensure that the
solutions were physically different. This work uses an Euclidean distance instead of
the angle between vectors. This Euclidean distance can help identify solutions that
might be different but are described by vectors that are not perpendicular to each
other. This is, have the same direction but different magnitudes. Additional to the
proposed technique, the existing multiple solutions on a model updating application
is studied as the number of sensors used for implementation changes. The proposed
technique (HTMGA) was tested using with a numerical example and an experimental
structure. The technique was used to study how the solutions change as the number
of sensors used in the instrumentation changes. Results show that the global solution
is not always the best solution.
One of challenge with model updating is high computational time. MsGA needs
70
higher computational time since it searches for multiple solutions. High Throughput
Multi-Solution Genetic Algorithm is developed with a strategy to deploy the MsGA
in a High Throughput Computing (HTC) environment. HTMGA includes a strategy
to account for the heterogeneity of the HTC pool and delays on the evaluation of the
objective function due to user interaction.
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Chapter 6
Future Work
This research can be expanded based on the following topics:
• In this research, limited sensors are used to demonstrate for existing of multiple
solutions in model updating application. The research can be expanded for
optimization of sensor location to minimize existing of multiple solutions.
• HTMGA can be applied in a probabilistic framework (finding areas of high
probability in a posterior PDF).
• HTMGA parameters can be updated while it is running. For example, popula-
tion size or mutation percentage could be increased or decreased.
• Additional to HTC, parallel programming can be applied on algorithm with
CUDA-enabled GPUs.
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