Abstract. This article discusses some basic geometry of almost complex 6-manifolds.
Introduction
In the theory of almost complex manifolds, dimension 6 is special for a number of reasons.
First, there is a famous non-integrable almost complex structure on the 6-sphere and the tantalizing problem of determining whether or not there exists an integrable complex structure on the 6-sphere remains open as of this writing, despite much interest and effort.
Second, there exist nontrivial functorial constructions of top-degree differential forms associated to an almost complex structure J on a 6-manifold that are firstorder in the almost complex structure, something that does not happen in dimension 4. These are reviewed in §2.
In particular, there is a 2-parameter family of first-order 6-forms invariantly associated to an almost complex structure in dimension 6 and hence these can be regarded as defining a 2-parameter family of natural Lagrangians for 6-dimensional almost complex structures. The Euler-Lagrange equations of these functionals are computed and some of their properties and some examples are discussed. Integrable almost complex structures are critical points for these functionals, but it turns out that there are many nonintegrable almost complex structures that are also critical points for all of these functionals.
Third, there is a natural generalization of the notion of holomorphic bundles to almost complex manifolds (this is true in any dimension), one that is based on replacing the holomorphic transition function definition with the structure of a connection whose curvature is of type (1, 1) . This opens the way to discussing a generalization of the notion of Hermitian-Yang-Mills connections to almost complex manifolds. I explain this in §3.
For the general nonintegrable almost complex manifold, this notion turns out to be too rigid to admit any nontrivial examples, but, in dimension 6, there is a special class of almost complex manifolds, which I have called quasi-integrable, for which the overdetermined system that defines these generalized Hermitian-YangMills connections turns out to be just as well-behaved, locally, as the familiar system on an integrable complex manifold. In particular, important examples, such as the standard nonintegrable structure on the 6-sphere, turn out to be quasi-integrable (more generally, nearly Kähler almost complex manifolds turn out to be quasiintegrable). It was Gang Tian, in 1998, who pointed out to me that the (pseudo-)Hermitian-Yang-Mills connections on complex vector bundles over S 6 would be of interest in understanding the singular behavior of certain generalized Yang-Mills connections associated to calibrated geometries. I would like to thank him for his suggestion.
My original goal was to regard quasi-integrable almost complex structures as a generalization of integrable ones to which the methods of Gromov [11] might be applicable for establishing existence on compact 6-manifolds. Then one might be able to use the category of pseudo-holomorphic bundles on such structures as a replacement for the usual geometry of holomorphic mappings and submanifolds. One might even be able to use the functionals described above to look for particularly good quasi-integrable structures on 6-manifolds.
Such a program raises the natural question of how general or 'flexible' the quasiintegrable almost complex structures are. Unfortunately, quasi-integrability for almost complex structures turns out not to be a simple matter of imposing a smooth set of first-order equations on an almost complex structure. Instead, the space of 1-jets of quasi-integrable almost complex structures is a singular subset of codimension 8 in the space of all 1-jets of all almost complex structures, the singularity being the worst exactly along the locus of 1-jets of integrable almost complex structures. Moreover, unless the first Chern class c 1 (T M, J) is 3-torsion (a condition that depends only on the homotopy class of the almost complex structure J), the 1-jet of a quasi-integrable almost complex structure J on a compact manifold M 6 cannot avoid this singular locus. Such behavior does not bode well for application of Gromov's methods.
Instead it turns out to be better to work with a closely related notion, that of quasi-integrable U(3)-structures on 6-manifolds (and their hyperbolic analogs, quasi-integrable U(1, 2)-structures), since this condition is defined by a smooth set of 16 first-order equations on the U(3)-structure (respectively, U(1, 2)-structure).
In fact, what I have called the class of quasi-integrable U(3)-structures was already considered by Hervella and Vidal [12, 13] and by Gray and Hervella [9] , who developed a nomenclature that would describe these U(3)-structures as being of type W 1 ⊕W 3 ⊕W 4 .
The relation between the two notions of quasi-integrability is that, away from the singular locus, a quasi-integrable J has a canonical reduction to a quasi-integrable unitary structure (J, η) (where η is a nonsingular form of type (1, 1) with respect to J) while, for any quasi-integrable unitary structure (J, η), the underlying almost complex structure J is quasi-integrable. (However, examples show that when J is quasi-integrable, there may not be a nonsingular η defined across the singular locus such that (J, η) is quasi-integrable.)
Unfortunately, it turns out that although quasi-integrable unitary structures are well-behaved up to second order, the pde system that defines them is not involutive. It is not even formally integrable, as obstructions appear at the third order. This was something that I did not know (or even suspect) at the time of my lectures on this material in 1998 and 2000. In fact, in my lecture in 2000, I erroneously claimed that quasi-integrability for U(3)-structures was an involutive condition. It was only later, when I was writing up a careful proof up for publication, that I discovered my mistake. This is explained fully in §4.5, where a third-order obstruction to formal integrability is derived.
This third-order obstruction shows that the quasi-integrable U(3)-structures on a connected M 6 split into two disjoint classes: Those for which the Nijenhuis tensor vanishes identically (and hence the underlying almost complex structure is integrable) and those for which the Nijenhuis tensor vanishes only along a proper subset of real codimension 2. The former class is, of course, very well understood and forms an involutive class of its own. The latter class is much less understood. Indications are that the latter class is, in fact, less general than the former class, as counter-intuitive as this may seem. 2 For example, any smooth 1-parameter deformation (J t , η t ) through quasi-integrable U(3)-structures of the generic U(3)-structure (J 0 , η 0 ) with J 0 integrable will necessarily have J t be integrable for t sufficiently small.
I have not proved that the third-order obstruction that I identify is the only thirdorder obstruction, much less have I shown that, when this third-order obstruction is taken into account, there will be no higher order obstructions to formal integrability. This would require some rather complex calculations that, so far, I have not been able to do. This remains an interesting problem for the future.
Remark 1 (Sources). The results in this article were mostly reported on in two lectures [3, 4] on aspects of the geometry of almost complex 6-manifolds. Of course, this written article contains many details and proofs that could not be given in those lectures for want of time. Moreover, the results on noninvolutivity were not known at the time of the lectures.
I discussed this work with Professor Chern from time to time and intended to write the results up for publication, but, after discovering the obstructions to formal integrabilty discussed above, I intended to resolve that issue first. Unfortunately, I was not able to do so before moving on to other projects, so the write-up languished in my private files.
Since I am no longer working in this area and interest continues to be expressed in my results, I have decided to release this article in its present form.
Those familiar with Professor Chern's unrivaled mastery of the method of equivalence and his use of differential forms will see immediately what an enormous debt I owe to him in this and many other works. He will continue to be sorely missed.
Remark 2 (Verbitsky's eprint). On 28 July 2005, Mikhail Verbitsky wrote to me and informed me of his eprint [21] , which contains several results that overlap those of my own, though they were arrived at independently. The main overlaps appear to me to be these: First, he rediscovered one of the two first-order functionals that I list in Theorem 1. Second, he identified the class of almost complex structures that I have called elliptically quasi-integrable as being of interest (though for different reasons than I have). Third, he showed that, among the strictly quasi-integrable almost complex structures, the only ones that are critical for the functional that he defines are the ones that underlie nearly Kähler structures. 3 
Almost complex 6-manifolds
Let M 6 be a 6-manifold and let J : T M → T M be an almost complex structure on M . 4 As usual, one has the splitting (2.1)
2 I realize that I am not being very precise about the notion of 'generality' being employed here. Roughly speaking, what I mean is that, for k ≥ 3, the space of k-jets of structures in the former class has larger dimension than the space of k-jets of structures in the latter class. 3 His result is loosely related to my Proposition 2, though our hypotheses and conclusions are quite different. 4 Throughout this article, when M is a manifold, the space of complex-valued smooth alternating p-forms on M will be denoted by A p (M ).
where A 1,0 (M ) consists of the complex-valued 1-forms α on M that satisfy α(Jv) = i α(v) for all v ∈ T M and A 0,1 (M ) = A 1,0 (M ). This induces a type decomposition
for m ≥ 0 in the usual way, where
(Strictly speaking, one should write A p,q
, but this will be done only when the almost complex structure J is not clear from context.)
The exterior derivative d : 
I will also use the common notation d 1,0 = ∂ and d 0,1 =∂. The Leibnitz rule implies that the operator d
is linear over the C ∞ functions on M and so represents a tensor. This tensor is known as the Nijenhuis tensor and, by the famous Newlander-Nirenberg Theorem [16] , it vanishes identically if and only if the almost complex structure is actually complex.
Remark 3 (Existence). In dimension 6, it is easy to determine when a given manifold M carries an almost complex structure. The classical condition in terms of the characteristic classes is that w 1 (M ) = β(w 2 (M )) = 0, where w 1 (M ) and w 2 (M ) are the Stiefel-Whitney classes and β :
is the Bockstein homomorphism. Equivalently, M must be orientable (i.e., w 1 (M ) = 0) and w 2 (M ) must be of the form w 2 (M ) ≡ c 1 (K) mod (2), where K is some complex line bundle over M , (i.e., M must possess a Spin c (6)-structure). The set J (M ) of almost complex structures on M is the space of sections of a bundle J(M ) → M whose fiber is modeled on GL(6, R)/ GL(3, C). In fact, if F(M ) → M is the right principal GL(6, R)-bundle of coframes u :
. Unless otherwise stated, the topology on J (M ) will be the Whitney C ∞ topology. Each section J of J(M ) determines an orientation of M and a line bundle K = Λ (2) . Moreover, when M is compact, the set J (M, o, K) of sections of J(M ) that determine a given orientation o and line bundle K is easily seen to be nonempty.
Remark 4 (First-order invariants). The group Diff(M ) acts transitively on J(M ) in the obvious way, but it does not act transitively on J 1 J(M ) . In fact, the 1-jet of J at x ∈ M determines the complex linear mapping
Conversely, given two almost complex structures I and J defined in a neighborhood of x that have the same 0-jet at x (i.e., I x = J x ) and that determine the same linear mapping d
, there exists a diffeomorphism φ : M → M that is the identity at x to first-order and has the property that φ * (J) and I have the same 1-jet at x. In this sense, the Nijenhuis tensor is a complete first-order invariant of almost complex structures under the action of the diffeomorphism group.
It is, perhaps, also worth remarking that the map d , consider the complex valued 1-forms on C n defined by (2.6)
On an open neighborhood U ⊂ C n of z = 0, these n 1-forms and their complex conjugates are linearly independent. As a consequence, there is a unique almost complex structure J C on U for which the α i are a basis of the J C -linear 1-forms on U . A straightforward calculation yields
can be arbitrarily prescribed.
2.1. Invariant forms constructed from the Nijenhuis tensor. Let U ⊂ M be an open set on which there exist linearly independent 1-forms
and note that α maps each fiber T p U isomorphically (and complex linearly) onto C 3 . I will say that α is a J-complex local coframing on M with domain U .
There exists a unique smooth mapping N (α) :
is any other J-linear coframing on U , then there exists a unique function g : U → GL(3, C) such that β = gα and computation yields (2.9)
This motivates investigating the representation ρ :
In particular, it will be important to understand its orbit structure.
implying that the nonnegative 6-form
is well-defined on U independent of the choice of α. Consequently, Φ is the restriction to U of a nonnegative 6-form, also denoted Φ, that is well-defined globally on M . When it is necessary to make the dependence on the almost complex structure J explicit, I will denote this 6-form by Φ(J).
The form ω.
Another invariant is the canonical (1, 1)-form ω that is defined as follows: Let (2.13)
be the unique bilinear map satisfying Q(a, b) = Q(b, a) and Q(a, a) = det(a)a −1 . This Q satisfies Q( t a, t b) = t Q(a, b) and (2.14)
for all g, h ∈ GL(3, C) and a, b ∈ M 3×3 (C). As a result, the (1, 1)-form ω defined on U by
does not depend on the choice of the coframing α and, since t Q( t a, a) = Q( t a, a), this form is real-valued. Consequently, it is the restriction to U of a real-valued (1, 1)-form that is well-defined globally on M . When it is necessary to make the dependence on J explicit, this 2-form will be denoted by ω(J).
Remark 5 (Other dimensions). Although this will have no bearing on the rest of this article, it should be remarked that a corresponding construction of a canonical (1, 1)-form exists in other dimensions as well: If J is an almost complex structure on M 2n , then, for any local J-linear coframing α = (α i ) : T U → C n , one will have
is easily seen to be real-valued and well-defined, independent of the choice of α. When n = 3, this reduces to the definition of ω already given above.
The form ψ.
A third invariant can be defined as follows: Let
be the symmetric trilinear map satisfying P (a, a, a) = det(a) for a ∈ M 3×3 (C). Note the identities P ( t a, t b, t c) = P (a, b, c) and
3 tr Q(a, c)b , which will be useful below. The map P has the equivariance (2.20)
for all g, h ∈ GL(3, C). Thus, the (3, 0)-form on U defined by
is independent of the choice of coframing α on U . Consequently, it is the restriction to U of a well-defined (3, 0)-form on M . When it is necessary to make the dependence on J explicit, this (3, 0)-form will be denoted by ψ(J).
Tautological forms.
One way to interpret the above constructions is that there exist, on J 1 J(M ) , unique, M -semi-basic, smooth differential forms Φ (of degree 6), ψ (of degree 3), and ω (of degree 2) such that, for any almost complex structure J : M → J(M ), one has
where
2.1.5. Bi-forms. For later use, I will point out the existence of two further firstorder invariant 'bi-form' tensors that will turn out to be important. These two forms E 1 (J) and E 2 (J) are sections of the bundle A 1,1 (M ) ⊗ A 3,0 (M ) and are given in terms of a local complex coframing α by the formulae
The change-of-coframing formulae already discussed show that these bi-forms are globally defined on M . The reader will note the similarity of these definitions to
which is also a section of
Relations and Inequalities.
There are some relations among these invariant forms:
Proposition 1 (Relations). The invariants ω, ψ, and Φ satisfy (2.26)
In particular,
Proof. The equation (2.26) is equivalent to
for a ∈ M 3×3 (C) while the inequality (2.27) is equivalent to the homogeneous polynomial inequality
Obviously (2.28) implies (2.29), so it suffices to establish (2.28). This latter relation can be proved directly simply by expanding out both sides, but this is something of a mess and is somewhat unconvincing. To establish (2.28), it suffices to prove it on an open subset of M 3×3 (C) ≃ C 9 . Moreover, because of the equivariance of the mappings P and Q, if this relation holds for a given a ∈ M 3×3 (C), then it holds on the entire ρ-orbit of a. Thus, I will describe a 'normal form' for the ρ-action on an open set in M 3×3 (C). (This normal form will also come in handy for other reasons.)
First, consider the restriction of the ρ-action to SL(3, C) ⊂ GL(3, C). This restricted action is just ρ(g)(a) = ga tḡ and hence M 3×3 (C) is reducible as a real SL(3, C)-representation. Namely, write a = h + ik where h and k are Hermitian symmetric, h = th and k = tk , and note that this splitting is preserved by the ρ-action of SL(3, C).
As is well-known in linear algebra, there is an open set in the space of pairs of 3-by-3 Hermitian symmetric matrices that can be simultaneously diagonalized by an element of SL(3, C). 
The relation (2.28) for a of the form (2.31) now follows trivially.
Remark 6 (More identities). Although the structure equations will be explored more thoroughly in a later section, the reader may be interested to note the identity
which follows immediately from (2.8) and (2.15) . Since the identity tr t a Q( t a,ā) = 3P (a, a, tā ) holds for all a ∈ M 3×3 (C), one has Of course,∂ω = d 0,1 ω = ∂ω is a second-order invariant of J. Similarly, the (2, 2)-form d −1,2 ψ is first-order in J while the expression∂ψ is second-order. In fact, with respect to any complex coframing α, one has (2.37)
For example, any pair (h, k) for which the cubic polynomial p(t) = det(h + tk) has three real distinct roots can be simultaneously diagonalized by this action and the set of such pairs is open.
Thus, the identity tr t a Q( t a,ā) = 3P (a, a, tā ) implies
2 i ψ ∧ ψ, which also follows from (2.35) by differentiating the identity ω∧ψ = 0.
It seems likely (though I have not written out a proof) that the ring of smooth first-order invariant forms definable for an almost complex structure J on a 6-manifold is generated by ω, ψ, d −1,2 ψ, Φ, and their conjugates. Note, by the way, that (2.26) implies that all of these first-order forms can be generated from ω by repeatedly applying the operator d −1,2 , conjugation, and exterior multiplication. Thus, in some sense, ω is the fundamental object.
6
Remark 7 (Nonvanishing invariants). If J is an integrable almost complex structure, then d −1,2 = 0, so, of course, all of the invariant forms constructed above from the Nijenhuis tensor vanish. In the other direction, one might be interested to know when it is possible to have one of these invariant forms be nowhere vanishing. Now, Φ(J) is nowhere vanishing if and only if the bundle map
is an isomorphism. This would imply that the bundles (
have the same Chern classes, i.e., that 3c 1 (J) = 0 and c 1 (J) 2 = c 1 (J)c 2 (J) = 0 (where, of course, the Chern classes are computed for the bundle T M with the complex structure J).
Thus, for example, any almost complex structure on CP 3 that is homotopic to the standard complex structure cannot have a nonvanishing Φ, since the first Chern class of the standard almost complex structure is nontrivial.
If ψ(J) were to be nonvanishing, then one clearly would have c 1 (J) = 0, for, in this case, the 'canonical bundle' K = Λ 3 (T 1,0 M ) * would be trivial (and not just 3-torsion) because ψ(J) would be a nonvanishing section of it.
Finally, note that, if ω(J) were everywhere nondegenerate, then either ω(J) 3 > 0, in which case, by (2.26) one sees that ψ(J) is nowhere vanishing, or else ω(J) 3 < 0, in which case, again by (2.26), one sees that Φ(J) is nowhere vanishing.
One has a stronger result in the case that ω(J) is a positive (1, 1)-form: It is easy to prove that, if Q( t a,ā) is a positive definite Hermitian symmetric matrix, then a is ρ-equivalent to a matrix of the form (2.31) in which all of the λ i satisfy |λ i | < The case of equality in this last inequality will turn out to be important below, where it will be seen to be equivalent to strict quasi-integrability (when ω is positive). 
for some real constants c 1 and c 2 . From this and the discussion in Remark 4, it follows without difficulty that the functionals listed in Theorem 1 are the only smooth, diffeomorphism-invariant, first-order functionals on
has, as its image, the entire closed quadrant x ≥ 0, y ≥ 0, so that neither of the terms in L dominates the other in general.
The fact that these first-order functionals are in L 6 1 should be no surprise; as is usual with geometrically interesting functionals, they are on the boundary of Sobolev embedding.
2.4.
The Euler-Lagrange system. It is natural to ask about the critical points of the functionals F c introduced in Theorem 1. Because these functionals are first-order, their Euler-Lagrange equations can be computed using the method of Poincaré-Cartan forms [6] .
To implement this method, I will first exhibit the 1-jet bundle J 1 J(M ) → M as a quotient of a prolonged coframe bundle F (1) (M ) → M and then use the canonical forms on F (1) (M ) to do the necessary computations.
2.4.1. (0, 2)-connections. To motivate this, I will begin by reminding the reader about (0, 2)-connections associated to almost complex structures. If J is an almost complex structure on M 6 , then one has the GL(3, C)-bundle F(J) of J-linear coframes u : T x M → C 3 and the canonical (i.e., tautological)
with values in gl(3, C) such that the 2-form dη + κ∧η is semi-basic for the projection F(J) → M . One says that such a connection is a (0, 2)-connection if it satisfies the stronger condition that (2.45)
for some (necessarily unique) functions C ī k
on F(J). Such connections always exist and, in fact, the set of such connections is the space of sections of an affine bundle F (1) (J) → F(J) of real rank 36.
2.4.2.
The prolonged coframe bundle. For the next step, recall that GL(6, R) can be embedded into GL(6, C) as the subgroup of invertible matrices of the form
where A and B lie in M 3×3 (C). Now, let π :
When there is no danger of confusion, I will simply write F for F(M ). Let ω :
Using the identification of gl(6, R) with pairs of matrices in gl(3, C) implicit in (2.46), one can see that specifying a pseudo-connection on M is equivalent to specifying a pair of 1-forms α and β with values in M 3×3 (C) such that the 2-form
is semi-basic. I will say that such a pseudo-connection is C-compatible if it satisfies the stronger condition that
(Note that it is necessary to consider pseudoconnections here because the only actual connections satisfying such a condition are the ones that satisfy T ī k = 0.) As is easy to see, the pseudo-connections on F that are C-compatible are the sections of an affine bundle F
(1) → F of real rank 144. On F (1) , there exist canonical complex-valued 1-forms φ 
These canonical forms and functions are defined by the property that, when a Ccompatible pseudo-connection defined by an α and β as in (2.48) is regarded as a section ∇ : F → F (1) , then ∇ pulls back φ to be α, θ to be β, and N to be T . It is convenient to think of N as taking values in M 3×3 (C) as earlier, i.e., N :
in such a manner that this mapping is ρ-equivariant.
Given a choice of C-compatible pseudo-connection on F defined by 1-forms α and β as above (and, therefore, defining the function T on F), one can consider the plane field β ⊥ ⊂ T F of corank 18 on F defined by the equations β = (β ī  ) = 0. At u ∈ F, the plane β ⊥ u ⊂ T u F is tangent to the GL(3, C)-structure associated to an almost complex structure. In fact, β ⊥ u determines a 1-jet of an almost complex structure at u. Thus, there is a natural submersion ξ :
The map ξ has been defined in such a way that it pulls back the canonical contact system on J 1 J(M ) to be the ideal I generated by the 1-forms θ ī  . In fact, the maximal integral manifolds of I on which
are precisely the natural embeddings of the bundles F (1) (J) into F (1) for almost complex structures J. Now computations that could be carried out abstractly on J 1 J(M ) can be carried out explicitly on F (1) using the canonical forms and functions. It is this technique that will now be employed.
Recall that there are canonical forms Φ and ψ on J 1 J(M ) that satisfy (2.22). These forms pull back to F
(1) via ξ to satisfy
In particular, for any constants c 1 and c 2 , one has
for all a ∈ M 3×3 (C). I am now going to compute the Euler-Lagrange system for the functional
To do this effectively, I will need the second structure equations on F (1) . To compute these, write (2.56)
and, temporarily, set ψ
ω k , so that the above equation takes the form (2.57)
Taking the exterior derivative of this expression gives
so that, by Cartan's Lemma, there must exist 1-forms
, and π
(The forms π are not canonically defined on F (1) , but this ambiguity will not cause a problem.) Setting
k , one finds that the above equations imply
(Since L is a polynomial of degree 6 on M 3×3 (C), the functions Lk i are polynomials of degree 5.)
The equivariance of L and Ω and the definitions made so far imply that
= 0 for all i and j. Consider the 6-form
The structure equations derived so far and the definitions made imply that
. Consequently, the Euler-Lagrange ideal E Λ on J 1 (J(M )) for the first-order functional defined by Λ = L Ω pulls back to F (1) to be generated by the 1-forms θ ī  , their exterior derivatives, and the 6-forms Υ i (whose real and imaginary parts constitute 18 independent forms).
The Euler-Lagrange equations.
The upshot of these calculations is the following result, whose proof has just been given in the course of the above discussion. 
the following identities hold:
8 The reader familiar with the theory of Poincaré-Cartan forms for first-order functionals will recognize this formula as the first step in computing the so-called Betounes form of the Lagrangian Λ. While I could, at this point, compute the entire Betounes form, I will not need it in this article, so I leave this aside. For more information about the Betounes form, see [6] .
Remark 9 (The nature of the equations). As expected, Theorem 2 shows that the Euler-Lagrange equations for F c are second-order and quasi-linear (i.e., linear in the second derivatives of J). The reader will also note that they constitute a system of 18 equations. Of course, these equations can be expressed as the vanishing of a globally defined tensor on M and that will be done below in Corollary 1, but this is not particularly illuminating. The above formulation is good for practical calculations. These equations cannot be elliptic since they are invariant under the diffeomorphism group. It seems reasonable to expect the functional F c to have 'better' convexity properties when both c 1 and c 2 are positive, but I do not know whether this is the case. However, an analysis that is somewhat long does show that, when c 1 and c 2 are positive, F c is elliptic for variations transverse to the action of the diffeomorphism group when linearized at any J for which ω(J) is positive definite. (Note that, when c 1 and c 2 are nonnegative, the functional F c is bounded below by 0 and hence all integrable almost complex structures are absolute minima for F c . Of course, the integrable almost complex structures are critical points of the functional F c for any value of c.)
Finally, note that, even though κ is not uniquely determined by (2.68), this ambiguity in κ does not show up in the Euler-Lagrange equations (2.69). The reason is that (2.68) determines κ up to replacement by * κ where
, so that the second term in the left hand side of (2.69) is unaffected by the ambiguity in the choice of κ. It also follows that (2.71)
ℓk Ω and this, coupled with the skewsymmetry Lk i = −Lk i , shows that the ambiguity in the choice of κ does not affect the final term of the left hand side of (2.69).
Remark 10 (Degenerate critical points). Of course, any J that satisfies Φ(J) = 0 is a critical point of the functional F c when c 2 = 0, just as any J that satisfies ψ(J) = 0 is a critical point of F c when c 1 = 0.
In particular, if d −1,2 : A 1,0 → A 0,2 has rank at most 1 at each point, then one has both Φ(J) = 0 and ψ(J) = 0, implying that all such almost complex structures are critical for all of the F c .
On the other hand, as will be seen below in Proposition 8, the almost complex structure underlying a nearly Kähler structure will have ω(J) > 0 and yet will be critical for all of the functionals F c . Thus, nondegenerate 'supercritical' (i.e., critical for all F c ) almost complex structures do occur.
The tensorial version. Finally, I
give the 'tensorial' version of the EulerLagrange equations. First, though, I note that because of the canonical isomorphism
can be combined by the Leibnitz rule and exterior product to yield a well-defined, firstorder, linear operator (2.73)∂ :
Then Theorem 2 can be expressed in the following terms.
Corollary 1 (The Euler-Lagrange equations). An almost complex structure J is critical for the functional F c if and only if it satisfies
where the E i (J) are defined as in (2.23), (2.24), and (2.25).
Proof. This is an exercise in unraveling the definitions and applying Theorem 2. The essential part of the calculation is noting that the elementary identity
can be expanded to yield a formula for dL when
Substituting this formula for dL into the explicit equations of Theorem 2 and writing out the definition of∂ in a coframing then yields the desired result.
Remark 11 (Reality and the tensors E i (J)). By properties of the representation ρ, it is an invariant condition on J that, at each point, the Nijenhuis matrix N (α) be a complex multiple of a Hermitian symmetric matrix. In this case, which will be called the case of a Nijenhuis tensor of real type, one clearly has
Moreover, by the formulae (2.23), (2.24), and (2.25), one also has (2.78)
In particular, by Corollary 1, an almost complex structure J with Nihenhuis tensor of real type is a critical point of all of the functionals F c if and only if it is critical for some functional F c where c = (c 1 , c 2 ) satisfies c 1 + c 2 = 0. In turn, this happens if and only if J satisfies the second-order condition
where the terms on the left hand side are regarded as sections of
and the canonical homomorphism induced by wedge product (2.82) 
Now, by (2.37) and the formula for R(a), it follows from the reality of d −1,2 ψ that, for any local complex coframing α : T U → C 3 , the matrix
is Hermitian symmetric. Since
is assumed to be nonvanishing, it follows that N (α) is a (nonzero) complex multiple of a Hermitian symmetric matrix, i.e., that J has a Nijenhuis tensor of real type, as claimed.
In particular, by Corollary 1, Remark 11, and the formula∂ ω ⊗ ψ) = 0, it now follows that J is critical for all F c , as claimed.
Remark 12 (Nomenclature). In the case that∂ω = 0 while ψ is nowhere vanishing, one now sees by the formula for R(a) and the reality of the Nijenhuis tensor that
As will be seen in §4, the equations dω = 3 Im(ψ) and dψ = 2 ω 2 characterize the so-called 'strictly nearly Kähler' case when ω is a positive (1, 1)-form and ψ is nonvanishing. However, as will be seen, there are examples of solutions of the above equations for which ω is not a positive (1, 1)-form, and this can be thought of as the 'strictly nearly pseudo-Kähler' case.
Pseudo-holomorphic bundles
When (M, J) is a complex n-manifold, there is a close relationship between holomorphic structures on complex bundles over M and connections on those bundles whose curvature satisfies certain restrictions. This relationship is made somewhat clearer in the context of Hermitian bundles over M , so that is how the discussion will begin.
Suppose, first, that E → M is a holomorphic bundle over M . Let H(E) denote the space of Hermitian metrics on E. As is well-known [10, p. 73], for any h ∈ H(E), there exists a unique connection ∇ h on E that is compatible with h and
Conversely, suppose that E is a complex vector bundle over M , that h ∈ H(E) is an Hermitian metric on E, and that ∇ is an h-compatible connection on E whose curvature ∇ 2 is of type (1, 1). Then there is a unique holomorphic structure on E such that ∇ 0,1 =∂ E . Of course, this correspondence between holomorphic structures and connections with curvature of type (1, 1) is not bijective, precisely because there are many Hermitian structures on E. One way of tightening this correspondence is to impose some extra conditions on the curvature form.
For example, suppose that M carries a Kähler structure, represented by a Kähler form η, say.
9 Then, for a given holomorphic bundle E, an Hermitian metric h ∈ H(E) is said to be Hermitian-Yang-Mills if it satisfies
for some constant λ ∈ R. This is a determined equation for h that is elliptic if η is definite and hyperbolic if η is indefinite. Alternatively, one can consider a complex bundle E → M endowed with a fixed Hermitian metric h ∈ H(E) and look for connections ∇ that are h-compatible and satisfy
For the importance of these concepts in algebraic and complex differential geometry, see [7] and [20] . This introductory discussion is meant to motivate the following definitions.
Definition 1 (Pseudo-holomorphic bundles). When (M, J) is an almost complex manifold and E → M is a complex vector bundle over M endowed with a Hermitian metric h, an h-compatible connection ∇ on E is said to define a pseudo-holomorphic structure on E if ∇ 2 has curvature of type (1, 1). If, in addition, η is a (possibly indefinite) almost Hermitian metric on (M, J), and tr η (∇ 2 ) = iλ id E , the connection ∇ is said to be pseudo-Hermitian-Yang-Mills.
Remark 13 (Philosophy). The main reason that this generalization of holomorphic bundle and Hermitian-Yang-Mills connections might be of interest is that these can exist and be nontrivial even when (M, J) is not an integrable complex manifold. In fact, the main point of this section is to point out that there is a rather large class of almost complex structures in (real) dimension 6 that, at least locally, support 'as many' pseudo-Hermitian-Yang-Mills connections as the integrable complex structures do. These pseudo-Hermitian-Yang-Mills connections on almost complex manifolds, particularly the G 2 -invariant 6-sphere, also show up in the study of singular behaviour of Yang-Mills connections. See §5.3 of [19] for a further discussion of this.
Also, while it is not, strictly speaking, necessary to restrict attention to connections ∇ compatible with a Hermitian structure on E, it is convenient and it simplifies the theory in some respects. I will leave it to the reader to determine 9 In what follows, one can allow the metric η to be indefinite (but always nondegenerate). Thus, the (1, 1)-form η need not be positive. However, for the sake of brevity, I will usually only treat the definite case explicitly, only pointing out the places where the sign makes a significant difference.
when this restriction can be dropped. In any case, since E is only being regarded as a complex bundle (rather than a holomorphic one), any two Hermitian structures on E are equivalent under the action of the smooth gauge group Aut(E), so the specification of a Hermitian norm on E is not a delicate issue.
Proof. Let r be the rank of E and let u = (u 1 , . . . , u r ) be a unitary basis of Γ(U, E) for some open set U ⊂ M . Then ∇u = uA, where A is a 1-form on U with values in u(r). By hypothesis, the curvature form F = dA + A∧A is a (1, 1)-form with values in u(r). By the Bianchi identity
Since F is a (1, 1)-form, the A 0,3 ⊕ A 3,0 -component of the right hand side of this equation vanishes. Thus,
Remark 14 (Generic triviality). When n is sufficiently large and J (or more, specifically, the Nijenhuis tensor of J) is sufficiently generic, the map
In such a case, any pseudo-holomorphic structure ∇ on E is necessarily a flat connection, so that E is a flat bundle. This is analogous to the fact that the sheaf of holomorphic functions on a general nonintegrable almost complex structure is just the constant sheaf.
The interesting case is going to be when there are plenty of non-flat pseudoholomorphic structures. Note that the set of complex bundles over M that admit pseudo-holomorphic structures is closed under sums, products, and taking duals. It would appear that a good way to find almost complex structures that support many pseudo-holomorphic bundles would be to look for ones that support many pseudo-holomorphic line bundles. It is to this case that I will now turn.
3.1. The line bundle case. From now on, I will restrict attention to the 6-dimensional case.
Consider the case of a line bundle E → M . Then any pseudo-holomorphic structure ∇ on E has curvature of the form ∇ 2 = iφ ⊗ id E where φ is a closed, real-valued (1, 1)-form.
Using a local complex coframing α = (α i ) on the open set U ⊂ M , write
where F i = F jī can be regarded as a Hermitian symmetric 3-by-3 matrix F defined on U . One computes
Thus, closure implies two linear zeroth-order equations on φ, namely, the real and imaginary parts of the equation tr t N (α)F = 0.
This algebraic system combined with the already overdetermined system dφ = 0 for φ ∈ A 1,1 is generally not involutive. 10 However, there is a class of almost complex structures characterized by a first-order condition that generalizes the integrable case and for which the system dφ = 0 for φ ∈ A 1,1 is involutive. It is to this condition that I now turn.
Note that, because F is Hermitian-symmetric, the equation tr t N (α)F = 0 will reduce to a single linear equation on F if and only if N (α) is a complex multiple of a Hermitian-symmetric matrix, i.e., if and only if J has a Nijenhuis tensor of real type (see Remark 11) .
It turns out that simply having its Nijenhuis tensor be of real type is a rather awkward condition on J because the union of the ρ-orbits of the Hermitian symmetric matrices in M 3×3 (C) has complicated singularities. It is better to work with a somewhat stronger condition that 'tames' this singularity, which motivates the following definition:
Definition 2 (Quasi-integrability). An almost complex structure J on M 6 is said to be elliptically quasi-integrable if, for any local J-linear coframing α, the matrix N (α) takes values in the ρ-orbit of I 3 ∈ M 3×3 (C) union with the zero element. It is said to be strictly elliptically quasi-integrable if, for any local J-linear coframing α, the matrix N (α) takes values in the ρ-orbit of I 3 ∈ M 3×3 (C).
Similarly, an almost complex structure J on M 6 is said to be hyperbolically quasiintegrable if, for any local J-linear coframing α, the matrix N (α) takes values in the ρ-orbit of diag(1, −1, −1) ∈ M 3×3 (C) union with the zero element. It is said to be strictly hyperbolically quasi-integrable if, for any local J-linear coframing α, the matrix N (α) takes values in the ρ-orbit of diag(1, −1, −1) ∈ M 3×3 (C).
Remark 15 (Nonstrictness). The main reason for including the possibility of the Nijenhuis tensor vanishing in the definition of quasi-integrability is so that integrable almost complex structures will be quasi-integrable. The main focus of the rest of this section will be the strictly quasi-integrable case.
The justification for the term 'quasi-integrable' will appear below. Basically, the reason is that the overdetermined system describing pseudo-Hermitian-Yang-Mills connections, which would not be involutive for the general almost complex structure in dimension 6, turns out to be very well-behaved in the quasi-integrable case.
Proposition 4 (Structure reduction). If J is an elliptic strictly quasi-integrable almost complex structure on the 6-manifold M , then there is a canonical SU(3)-structure on M whose local sections consist of the local J-linear coframings α :
Similarly, if J is a hyperbolic strictly quasi-integrable almost complex structure on the 6-manifold M , then there is a canonical SU(1, 2)-structure on M whose local sections consist of the local J-linear coframings α : T U → C 3 for which N (α) = diag(1, −1, −1). The invariant (1, 1)-form ω = ω(J) is a (1, 1)-form of signature (1, 2) on M while ψ is a nonvanishing (3, 0)-form on M . 10 In fact, by a somewhat long argument that involves higher order invariants of the almost complex structure, it can be shown that, for a sufficiently generic almost complex structure J on a 6-manifold M , the sheaf of closed (1, 1)-forms on M is trivial. Since the methods of this argument will not be used further in this note, I will not give details here.
In either case (hyperbolic or elliptic), these forms satisfy (3.8) Similarly, a U(1, 2)-structure (J, η) on M 6 is said to be quasi-integrable if any local (J, η)-unitary coframing α :
Remark 16 (Relations). If (J, η) is quasi-integrable on M , then J is quasi-integrable on M . However, there do exist quasi-integrable J for which there does not exist a corresponding η such that (J, η) is quasi-integrable.
The difficulty is caused by the places where the Nijenhuis tensor of J vanishes. If J is quasi-integrable, then on the open set M * ⊆ M where its Nijenhuis tensor is nonzero (i.e., where J is strictly quasi-integrable), the pair J, ω(J) is quasiintegrable. In fact, any η on M * such that (J, η) is quasi-integrable is necessarily a multiple of ω(J). However, it can happen that one cannot smoothly extend any such positive η as a positive (1, 1)-form on all of M . See Remark 26.
Remark 17 (The quasi-integrable condition). Because the orbit ρ GL(3, C) ·I 3 ⊂ M 3×3 (C) is diffeomorphic to GL(3, C)/ SU(3), this orbit has dimension 10 and codimension 8 in M 3×3 (C). Thus, the condition of strict elliptic quasi-integrability can be thought of as a system of 8 first-order equations (plus some inequalities due to the fact that the orbit is not closed) for the almost complex structure J. The case of strict hyperbolic quasi-integrability is similar. The nature of these equations will be discussed below.
Somewhat better behaved is the quasi-integrability condition for a pair (J, η). In this case, quasi-integrability is a closed condition and is easily seen to be a system of 16 first-order equations for the U(3)-or U(1, 2)-structure (J, η). Since quasiintegrability is unaffected by replacing (J, η) by (J, µ η) for any smooth positive µ, it would be more natural to formulate this concept for R + · U(3−q, q)-structures, rather than U(3−q, q)-structures, but I will wait until the discussion in §4.5 to do this.
Remark 18 (Other nomenclatures). It should also be noted that quasi-integrability for a U(3)-structure is what Gray and Hervella [9] refer to as type W 1 ⊕W 3 ⊕W 4 (or, alternatively G 1 , see [12, 13] ), since, quasi-integrability for a U(3)-structure is the vanishing of the U(3)-torsion component that Gray and Hervella denote by W 2 . Proof. Under these conditions, the formula (3.7) implies that the kernel space K defined in Proposition 3 is equal to the set of φ ∈ A 1,1 such that tr η (φ) = 0.
The main interest in quasi-integrability comes from the following elliptic result and its hyperbolic analog, which ensure that, at least locally, there are many pseudoholomorphic line bundles on quasi-integrable manifolds.
Proposition 6 (The fundamental exact sequence). Let (J, η) be a quasi-integrable U(3)-structure on M 6 and let
of the deRham complex on M is a locally exact elliptic complex, and, consequently, the sheaf complex
is a fine resolution of Z Since it is a subcomplex of the deRham complex, for any nonzero (real) cotangent vector ξ, the symbol σ ξ of the operators in the sequence (3.11) is simply left exterior multiplication by ξ. This symbol sequence is obviously exact at A 5 and A 6 . Moreover, elementary linear algebra shows that A 1,1 0 contains no nonzero decomposable 2-forms, so the symbol σ ξ is injective at A 1,1 0 . By rank count (the bundles have ranks 8, 18, 15, 6 and 1 in order), then, it follows that the symbol sequence will be exact at A 2,1 (M ) ⊕ A 1,2 (M ) if and only if it is exact at A 4 (M ). To prove that it is exact at A 4 , it suffices to show that any 4-form of the form ξ∧Υ can be written in this form where Υ lies in A 2,1 (M ) ⊕ A 1,2 (M ). However, this is immediate from exterior algebra considerations. Thus, the sequence (3.11) is an elliptic complex.
To prove local exactness is somewhat more subtle and I will not give full details here. For the results needed in the following argument and the definitions of the terms involved see [5] , especially Chapter 10, §3. (Note, however, that local exactness is obvious at the places A 5 and A 6 since this is just the Poincaré Lemma. The issue is local exactness at the other places.)
First of all, a calculation shows that the Cartan characters of the overdetermined system dφ = 0 for φ ∈ A 
10]).
Remark 19 (The hyperbolic case). In the case of a hyperbolic quasi-integrable (J, η), the complex (3.11) is still formally exact locally. After all, the overdetermined system dφ = 0 for φ ∈ A 1,1 0 is still involutive and has Cartan characters given by (3.14). However, the local exactness is not obvious since one does not have an analog of the δ-estimate.
Remark 20 (Relation with Hodge theory). Note that, when M
* ⊆ M , the open set on which J is strictly quasi-integrable, is dense in M , the space A , one has (3.15)
where * is the Hodge star operator for the underlying metric and orientation associated to the U(3)-structure (J, η). When φ is closed, this only gives
so that, unless (J, η) satisfies∂η = 0 (which is not automatic), one will not generally have φ be coclosed. In any case, if φ =φ ∈ Z 1,1 0 (M ) satisfies the condition that [φ] ∈ H 2 (M, R) is an integral cohomology class, then there will exist a complex line bundle E endowed with an Hermitian structure h and an h-compatible connection ∇ such that ∇ 2 = 2πiφ ⊗ id E . In particular, ∇ will define a pseudo-holomorphic structure on E, one that is, moreover, pseudo-Hermitian-Yang-Mills.
Remark 21 (Potentials). As the reader will recall, in the integrable case, a closed, smooth (1, 1)-form φ can be locally written in the form φ = i ∂∂f for some smooth 'potential' function f . Moreover, when (J, η) is Hermitian (i.e., J is integrable), an η-primitive (1, 1) form is locally expressible as i ∂∂f where f is harmonic with respect to the underlying metric.
Unfortunately, in the non-integrable case, there does not appear to be such a local potential formula for the closed (1, 1) Proof. I will give the proof in the case that (J, η) is a U(3)-structure. The U(1, 2)-structure case is entirely analogous. The claimed result is local, so let U ⊂ M be an open set over which both U and T 1,0 (M ) are trivial as complex bundles. Let u = (u 1 , . . . , u r ) be an h-unitary basis of the section of E over U and let α : T U → C 3 be a (J, η)-unitary coframing on U . Then there exist 1-forms φ i j and a smooth function λ on U such that α satisfies
where (i, j, k) is any even permutation of (1, 2, 3). In particular, note that
. Now, any h-compatible connection ∇ on E over U will be of the form
denote the curvature of ∇ as usual, the condition that F = F 1,1 can be written as
and the condition that tr η (F ) = 0 can be written in the form
This motivates the following construction: Let X = U × M r×r (C) 3 , and regard the projections p i : X → M r×r (C) as vector-valued functions on X. Define π = p 1 α 1 + p 2 α 2 + p 3 α 3 and regard (3.23) as defining a u(r)-valued 2-form F on X. Let I be the ideal on X algebraically generated by the 2r 2 components of the 5-form Υ = F ∧α 1 ∧α 2 ∧α 3 and the r 2 components of the 6-form Ψ = F ∧η 2 . Note that, by the Bianchi identity and (3.20), one has the crucial identity
which shows that I is differentially closed. (It is for this that the hypothesis of quasi-integrability is needed.) The integral manifolds of I, i α 1 ∧α 2 ∧α 3 ∧α 1 ∧α 2 ∧α 3 in X are, by construction, locally the graphs of the h-compatible connections on E over U that satisfy (3.17). The verification that this ideal with independence condition is involutive and has characters as described in (3.18) is now routine.
Remark 22 (Gauge fixing). The reader should not be surprised that the last nonzero character in (3.18) is s 6 = r 2 rather than 0. This is to be expected since the equations (3.17) are gauge invariant. In terms of the local representation defined above, this implies that if π = p i α i does satisfy these equations, then, for any smooth map g : U → U(r), the gl(r, C)-valued (1, 0)-form
will also satisfy these equations. As usual, one can break this gauge-invariance by imposing an additional equation, such as the 'Coulomb gauge' condition
and the reader can check that this yields a system whose characters are
Moreover, when η is positive definite, this is an elliptic system, which implies, in particular, that one has elliptic regularity for Coulomb-gauged pseudo-HermitianYang-Mills connections over a quasi-integrable U(3)-structure. In particular, note that this shows that pseudo-Hermitian-Yang-Mills connections have the same degree of local generality for quasi-integrable U(3)-structures as for integrable U(3)-structures. In the case of real-analytic quasi-integrable U(3)-structures, the Coulomb-gauged pseudo-Hermitian-Yang-Mills connections are also real-analytic.
It seems very likely, though I have not tried to verify this, that there would be analogs of the Uhlenbeck removable singularities theorem generalizing to the quasi-integrable case the ones known in the integrable case [7, 19, 20] .
Naturally, in the hyperbolic case, i.e., for quasi-integrable U(1, 2)-structures, one does not have elliptic regularity.
Examples and Generality
In this section, after some examples have been given of (strictly) quasi-integrable almost complex structures, the question of how general such structures are will be addressed.
4.1. The 6-sphere. The most familiar example of of a non-integrable almost complex structure is the G 2 -invariant almost complex structure on the 6-sphere.
The group G 2 is the subgroup of GL(7, R) that preserves the 3-form (7), i.e., that it preserves the standard inner product and orientation on R 7 . It is connected and has dimension 14. It acts transitively on S 6 ⊂ R 7 and the stabilizer of a point in S 6 is isomorphic to SU(3), i.e., G 2 ∩ SO(6) = SU(3).
In particular, it follows that G 2 preserves a SU(3)-structure on S 6 . One can define this structure by defining its associated invariant differential forms. The invariant (1, 1)-form ω is defined to be the pullback to S 6 of the G 2 -invariant 2-form R φ, where R is the radial vector field on R 7 . The invariant (3, 0)-form ψ is defined to be the pullback to S 6 of the complex-valued 3-form R ( * φ)+iφ, where * φ is the 4-form that is Hodge dual to φ in R 7 . The Euler identities (The almost complex structure J is defined to be the unique one for which ψ is of type (3, 0).) Let u : G 2 → S 6 be defined by u(g) = g·u 0 for some fixed unit vector u 0 ∈ S 6 . It is then easy to verify that on G 2 there exist complex-valued left-invariant forms α i and κ i = −κ jī satisfying κ 11 + κ 22 + κ 33 = 0 and
is an even permutation of (1, 2, 3) and where
For details, see 11 [2, Proposition 2.3]. In particular, it follows that the almost complex structure J is strictly quasi-integrable and that ω = ω(J) and ψ = ψ(J).
Note that the su(3)-valued matrix κ = (κ i ) is a connection matrix for the tangent bundle E = T 1,0 S 6 , and that this is compatible with the given Hermitian structure on E. The second formula in (4.4) then shows that this connection defines a pseudo-holomorphic structure on E and, in agreement with Proposition 5, it is indeed pseudo-Hermitian-Yang-Mills.
Note also that because∂ω = 0, it follows (see Remark 20) that the closed (1, 1)-forms on S 6 are also coclosed. In particular, the group Z 1,1 0 (S 6 ) injects into the trivial deRham group H 2 (S 6 , C) and hence is trivial. Thus, the only global pseudoholomorphic line bundles over S 6 are trivial and, indeed, any pseudo-holomorphic structure on a unitary bundle E of rank r must have the trace of its curvature vanishing, so that the holonomy of such a connection necessarily lies in SU(r).
The flag manifold SU(3)/T
2 . As an example of a different sort, consider the flag manifold M = SU(3)/T 2 , where T 2 ⊂ SU (3) is the maximal torus consisting of diagonal matrices. The canonical left invariant form on SU(3) can be written in the form (4.6)
Note, however, that, in order to make that notation match with the notation in this article, one must take
where the β i are real and satisfy β 1 +β 2 +β 3 = 0. The structure equation dγ = −γ∧γ is then equivalent to
where (i, j, k) is an even permutation of (1, 2, 3) . It follows that, if π : SU(3) → SU(3)/T 2 is the coset projection, then there is a unique almost complex structure J on SU(3)/T 2 such that
As the structure equations indicate, J, ω(J) is strictly quasi-integrable and satisfies
In particular,∂ ω(J) = 0, so that, just as in the case of S 6 (again via Re- 1, 1) -form. Thus, every complex line bundle over M carries a pseudo-holomorphic structure and this is unique up to gauge equivalence. In particular, it follows that the complex vector bundles generated by these line bundles (and their duals) all carry pseudo-holomorphic structures.
Note that these pseudo-holomorphic line bundles exist even though there are clearly no almost complex hypersurfaces (even locally) in M .
4.3.
Nearly Kähler structures. Both of the above examples fall into a larger class of elliptic quasi-integrable structures that has been studied extensively, that of nearly Kähler structures. For references on what is known about these structures, the reader might consult [8] or [18] .
For the purposes of this paper, it will be convenient to take a definition of 'nearly Kähler' that is well-adapted for use in dimension 6. (This is not the standard definition, but see [18] .) An SU(3)-structure on a 6-manifold M can be specified by giving its fundamental (1, 1)-form ω (which defines the Hermitian structure) and a its fundamental (3, 0)-form ψ. These forms are required to satisfy the equations (4.10) dω = 3c Im(ψ) and dψ = 2c ω 2 for some real constant c. When c = 0, one sees immediately that the underlying almost complex structure is integrable, that ω defines a Kähler metric for this complex structure, and that ψ is a parallel holomorphic volume form on this Kähler manifold. In other words, such an SU(3)-structure is what is usually called 'Calabi-Yau'. When c = 0 (in which case, one says that the structure is strictly nearly Kähler ), one can consider instead the scaled pair c 2 ω, c 3 ψ (which will have the same underlying almost complex structure, but a metric scaled by c 2 ) and see that one is reduced to the case c = 1.
A calculation using the structure equations [18] shows that, if π : F → M is the SU(3)-bundle over M whose local sections are the special unitary coframings α : T U → C 3 , then the tautological forms and connections on F satisfy
and (4.12)
where, in the first line of (4.12), (i, j, k) is any even permuation of (1, 2, 3) and where
In particular, note that the su(3)-valued connection form κ has its curvature of type (1, 1). Thus, κ defines a pseudo-holomorphic structure on the tangent bundle of M , one that is, in fact, pseudo-Hermitian-Yang-Mills.
Note also that the curvature tensor K that shows up in these structure equations takes values in an SU(3)-irreducible bundle of (real) rank 27 and that it vanishes exactly when the structure is either flat (if c = 0) or, up to a constant scalar factor, equivalent to the G 2 -invariant structure on S 6 (if c = 0). In particular, the well-known result that the underlying metric of a strictly nearly Kähler structure on a 6-manifold is Einstein (with positive Einstein constant) follows immediately from this. It also follows that all such structures are real analytic in, say, coordinates harmonic for the metric.
A straightforward calculation using exterior differential systems shows that, modulo diffeomorphism, the local nearly Kähler structures in dimension 6 depend on two arbitrary functions of 5 variables, i.e., they have the same local generality as the well-known c = 0 case.
Meanwhile, no compact example with c = 0 that is not homogeneous appears to be known.
Proposition 8 (Supercriticality). Any nearly Kähler structure is critical for all of the functionals F c of Theorem 1.
Proof. This follows immediately from the definitions and Proposition 2.
4.4. Projectivized tangent bundles. Let S be a complex surface endowed with a Kähler form η and let π : F → S be the associated U(2)-coframe bundle, with structure equations
where π * η = i 2 η 1 ∧η 1 + η 1 ∧η 1 and ψ i = −ψ jī and (4.14)
Setting α 1 = η 1 , α 2 = η 2 , and α 3 = −ψ 21 , one computes (4.15)
Letting T 2 ⊂ U(2) be the subgroup of diagonal unitary matrices, it follows that there is a well-defined almost complex structure J on M = F/T 2 whose (1, 0)-forms pull back to F to be linear combinations of α 1 , α 2 , and α 3 .
Since, after pullback to F , one has the formula,
, it follows that ω(J) will be nondegenerate on M (which is the projectivized tangent bundle of S) as long as the Kähler metric η on S has nonvanishing holomorphic bisectional curvature. In particular, J is elliptically quasi-integrable if η has positive holomorphic bisectional curvature and hyperbolically quasi-integrable if η has negative holomorphic bisectional curvature. In any case, the Nijenhuis tensor of J has real type.
Using the structure equations on F , one also sees that, if η has constant holomorphic bisectional curvature c, then the almost complex structure J will be supercritical. When c > 0, this is just the nearly Kähler case of SU(3)/T 2 already discussed and is quasi-integrable. When c < 0, i.e., when (S, η) is a ball quotient (i.e., locally isometric to the Hermitian symmetric space SU(1, 2)/ U(2) = B 2 ), this gives examples (some of which are compact) of supercritical almost complex structures that are hyperbolically quasi-integrable.
Remark 23 (Hyperbolic nearly Kähler structures). This last example points out that there is a hyperbolic analog of nearly Kähler structures that is worth defining: An SU(1, 2)-structure on M 6 , with defining (1, 1)-form ω of Hermitian signature (1, 2) and (3, 0)-form ψ will be said to be hyperbolically nearly Kähler if it satisfies the structure equations (4.17) dω = 3c Im(ψ) and dψ = 2c ω 2 for some (real) constant c. Again, the usual methods of exterior differential systems shows that the local (i.e., germs of) hyperbolic nearly Kähler structures modulo diffeomorphism depend on 2 arbitrary functions of 5 variables, just as in the elliptic case.
4.5. Generality. It is natural to ask how 'general' (local) quasi-integrable almost complex structures are. This is something of a vague question, but the notion of generality can be made precise in a number of ways, usually (when considering the generality of a space of solutions of a system of PDE) by an appeal to Cartan's theory of systems in involution [5] . For the sake of simplicity, I will only consider the elliptic quasi-integrable case and only occasionally remark on the analogous results in the hyperbolic case.
Since quasi-integrability is a first-order condition on J, the set of 1-jets of quasiintegrable structures is a well-defined subset QJ(M ) ⊂ J 1 J(M ) . Unfortunately, QJ(M ) is not smooth, but, at its smooth points, it has codimension 8 in J 1 J(M ) . By contrast, quasi-integrability for U(3)-structures is better behaved as a firstorder pde system: Let U(M ) → M be the bundle of unitary structures over M , whose general fiber is modeled on GL(6, R)/ U(3). Then the set of 1-jets of quasiintegrable U(3)-structures on M is a smooth submanifold
Unfortunately, the condition of quasi-integrability for U(3)-structures turns out not to be involutive, and a full analysis has yet to be done. The point of this subsection is to explain at least where the first obstruction appears. Along the way, some useful information about quasi-integrable U(3)-structures will be uncovered. 4.5.1. The structure equations. Since quasi-integrability for a U(3)-structure (J, η) is well-defined as a condition on the underlying R + · U(3)-structure, it is natural to study the structure equations on the associated R + · U(3)-bundle π : F → M whose local sections are the 'conformally unitary' coframings α :
A straightforward analysis of the intrinsic torsion of the R + · U(3)-structure F shows that ζ = (ζ i ), the canonical C 3 -valued 1-form on F, satisfies unique first structure equations of the form
where ρ = ρ is real, κ i = −κ jī , and B iℓ = −B ℓi satisfying B ij = 0 and λ are complex functions defined on F. (N.B.: The unitary summation convention is being employed and, as usual, the symbol ε ijk is completely antisymmetric and satisfies ε 123 = 1.) The 1-forms ρ and κ = (κ i ) = − tκ are the R-and u(3)-components of the canonical connection form on the R + · U(3)-bundle π : F → M . The functions λ and B ijk represent the components of the first-order tensorial (torsion) invariants of the R + · U(3)-structure.
Remark 24 (Relation with Gray-Hervella torsion). The reader who is familiar with the canonical connection of a U(3)-structure and its four irreducible torsion components as described by Gray and Hervella in [9] may be wondering how these structure equations correspond. The function λ represents their tensor W 1 , the quasiintegrable assumption is the vanishing of their tensor W 2 , and the functions B ijk represent the components of their tensor W 3 . Their tensor W 4 is not conformally invariant and, as a result, does not appear in the structure equations (4.18). Instead, one has the uniqueness of the conformal connection form ρ, corresponding to the fact that the first prolongation of the Lie algebra of R + · U(3) ⊂ GL(6, R) is trivial.
Note that, for the underlying almost complex structure J, the canonical forms ω and ψ satisfy
The second structure equations are computed by taking the exterior derivative of the first structure equations. In order to do this most efficiently, first set (4.20)
Then the exterior derivative of (4.18) becomes, after some rearrangment and term collection,
By exterior algebra, there exist unique functions λ ℓ , λl, B ijkl , B ijkℓ ,
The coefficients appearing in the terms on the right hand side of (4.22) are the second-order invariants of the R + · U(3)-structure F. Substituting these equations into (4.21) yields the first Bianchi identities, which can be sorted into (p, q)-types in the obvious way. I now want to consider some of the consequences of these identities.
First, let σ : R + · U(3) → C * be the representation that satisfies σ(tg) = t det(ḡ) for t > 0 and g ∈ U(3) and define the complex line bundle Λ = F × σ C over M . Then the 1-form ρ − tr κ can be viewed as defining a connection ∇ on the line bundle Λ and the equation The remainder of the proposition now follows by a standard argument about pseudo-holomorphic sections of line bundles endowed with connections over almost complex manifolds, so I will only sketch it.
First, note that, for any connected pseudo-holomorphic curve C ⊂ M , the restriction of (Λ, ∇) to C becomes a complex line bundle Λ C that carries a unique holomorphic structure for which ∇ 0,1 =∂ C and that the restriction of the section L 12 Although ε ijk = ε ijk , I use the former when needed to maintain the unitary summation convention that summation is implied when an index appears both barred and unbarred in a given term. N.B.: In an expression like aī, the index i is to be regarded as unbarred.
to C becomes a holomorphic section of Λ C with respect to this holomorphic structure. In particular, L either vanishes identically on C or else has only isolated zeros of finite order. Consequently, if L vanishes to infinite order at any point p ∈ M , it must vanish identically on any connected pseudo-holomorphic curve C in M that passes through p. Since the union of the pseudo-holomorphic discs in M passing through p contains an open neighborhood of p, it follows that the set of points Z ∞ (L) at which L vanishes to infinite order is an open set. Since Z ∞ (L) is clearly closed and M is connected, it follows that either
, the set of points in M at which L vanishes is empty, then there is nothing to prove, so suppose that L(p) = 0. Since L vanishes to finite order at p, there is an immersed pseudo-holomorphic disk D ⊂ M passing through p such that L does not vanish identically on D. Since L restricted to D is a holomorphic section of a holomorphic line bundle, it follows that, by shrinking D if necessary, it can be assumed that p is the only zero of L on D and that ν p (L D ) = k for some integer k > 0.
One can now embed D into a (real) 4-parameter family of pseudo-holomorphic disks D t ⊂ M with t ∈ R 4 that foliate a neighborhood of p and satisfy D 0 = D. One can further assume that L does not vanish on any of the boundaries ∂D t (since it does not vanish on ∂D 0 ). Then for each t, the section L restricted to D t has a zero locus consisting of k points (counted with multiplicity). Thus, the intersection Z(L) ∩ D t is a finite set of points whose total multiplicity is k. That the real codimension of Z(L) is at least 2 now follows from this.
Remark 25 (Speculation about Z(L)). It is tempting to conjecture that if Z(L) is neither empty nor all of M , then it has a stratification
where Z i (L) ⊂ M is a smooth almost complex submanifold of (M, J) of complex codimension i, with Z(L) = Z 1 (L). One might even expect that, when M is compact, Z 1 (L), counted with the appropriate multiplicity, would define a class in H 4 (M, Z) that would be dual to c 1 (Λ).
In fact, let ν : Z(L) → Z + be the upper semicontinuous function giving the order of vanishing of L. Then the set Z * (L) ⊂ Z(L) on which ν is locally constant is open and dense in Z(L) and it is not difficult to show that Z * (L) is a smooth 4-dimensional submanifold of M whose tangent spaces are everywhere complex. The difficulty apprears to be in understanding the 'singular' part of L, i.e., the set of points at which ν is not locally constant.
Note that, in the open dense set M * = M \ Z(L), the almost complex structure J is elliptically strictly quasi-integrable and hence there cannot be any complex codimension 1 almost complex submanifolds in M * , even locally.
Remark 26 (Singularity issues). Let S be a complex surface with a Kähler form η whose bisectional curvature is everywhere nonnegative. Then, as explained in §4.4, the projectivized tangent bundle M = F/T 2 carries an almost complex structure J whose Nijenhuis tensor is everywhere of real type. On the open set M * ⊂ M that represents the points in the projectivized tangent bundle where the holomorphic bisectional curvature is strictly positive, J is strictly elliptically quasi-integrable.
However, the set of points in M where the holomorphic bisectional curvature (represented by K 1122 ≥ 0) vanishes can be quite wild. In particular, it does not have to have real codimension 2 in M . For example, it can easily happen that this zero locus is a single point in M . By Proposition 9, such elliptically quasi-integrable almost complex structures do not underlie an elliptically quasi-integrable unitary structure on M . This example gives an indication of what sort of singularities are being avoided by working with quasi-integrable unitary structures rather quasi-integrable almost complex structures.
Remark 27 (Second-order forms). Note that a consequence of the holomorphicity of L is the following formulae: First, dψ =∂ψ + 2 ω 2 , where
Second dω = 3 Im(ψ) + ∂ω +∂ω, where
The two terms on the right hand side represent the decomposition of∂ω into its primitive types, as defined by the underlying R + · U(3)-structure.
I will now resume the investigation of the first Bianchi identities. The (3, 0)-part of the first Bianchi identity becomes
which shows that S jk is determined in terms of L jīkℓ . The (2, 1)-part of the first Bianchi identity is the more complicated
The (1, 2)-part of the first Bianchi identity is
Finally, remember that the (0, 3)-part of the Bianchi identity has already been seen to be
For what I have in mind, it will be necessary to solve these equations more-orless explicitly in order to understand how many free derivatives there are at secondorder for quasi-integrable structures. After some exterior algebra and representation theoretic arguments, one finds that the following method works:
It is useful to introduce notation for the traces of the covariant derivatives of the B-tensor. Thus, set 
(in particular, note that R is traceless), and, finally,
where Proposition 10 (Noninvolutivity of the quasi-integrable condition). The first order system on R + · U(3)-structures that defines quasi-integrability is not formally integrable. In particular, it is not involutive.
Proof. The structure equations and Bianchi identities imply the formulae
4 λp ζ k ∧ ζ ℓ and, by (4.36) and (4.37), is an identity for quasi-integrable R + · U(3)-structures. It is important to understand how this identity was derived. While it is a relation on the second-order invariants, it is not an algebraic consequence of the first Bianchi identity. Instead, it was derived by combining the first Bianchi identity with the result of differentiating the relation (4.42), which is, itself, a part of the first Bianchi identity. It is the presence of this second-order identity that cannot be found by differentiating only one time the first-order defining equations for quasi-integrable The 1-jets of local quasi-integrable R + · U(3)-structures form a smooth subbundle Q ⊂ J 1 CU(M ) , one that has (real) codimension 16 in
is also a smooth submanifold and the projection Q (1) → Q is a smooth submersion. However, its second prolonga-
is not a smooth manifold and its projection Q (2) → Q (1) is not surjective and not a submersion. In fact, the relations (4.48) show that the image of the projection of Q (2) → Q (1) has real codimension at least 13 2 in Q (1) . It is the failure of this surjectivity that shows that the system defined by Q is not formally integrable, which, of course, implies that it is not involutive.
Remark 29 (Generality revisited). In light of Corollary 2, the study of (elliptic) quasi-integrable R + · U(3)-structures J, [η] can now be broken into two (overlapping) classes:
The first class is defined by λ = 0 and is easy to understand. In this case, J is integrable and it is easy now to argue that these depend on 14 functions of 6 variables, locally. To see this, note that, because J is integrable, one can imagine constructing these in two stages: First, choose an integrable almost complex structure J on M . Since these are all locally equivalent up to diffeomorphism, the general integrable almost complex structure on M is easily seen to depend on 6 arbitrary functions of 6 variables (i.e., the generality of the diffeomorphism group in dimension 6). Second, once J is fixed, choose a section [η] up to positive multiples of the bundle of positive (1, 1)-forms for J. Since this projectivized bundle has real rank 8 over M , it follows that this choice depends on 8 functions of 6 variables. Consequently, the general integrable conformal unitary structure on M 6 depends on 14 = 6 + 8 arbitrary functions of 6 variables. (Of course, when one reduces modulo diffeomorphism, this comes back down to 8 function of 6 variables.)
The second class, defined by the first-order quasi-integrable conditions plus the 6 second-order conditions (4.49), is more problematic. If one lets Q ′′ 1 ⊂ Q (1) denote the codimension 6 submanifold defined by these equations, one does not know that Q ′′ 1 is formally integrable, let alone involutive. My attempts to check involutivity for Q ′′ 1 have, so far, been unsuccessful. Thus, it is hard to say how many functions of how many variables the general solution depends on.
What one does know is that the tableau of Q ′′ 1 is isomorphic to a proper subtableau of the system in J 2 (CU(M )) that defines the conformally unitary structures with integrable underlying almost complex structure and its last nonzero character is strictly less than 14. Consequently, generality of quasi-integrable conformally unitary structures of the second type is strictly less than 14 functions of 6 variables.
On the other hand, there is a lower bound on this generality that can be derived by a construction in the next subsubsection, where a family depending on 10 arbitrary functions of 6 variables is constructed by making use of some linear algebra constructions involving 3-forms on 6-manifolds.
4.5.2.
A construction. I do not know an explicit construction of the general quasiintegrable confomally unitary structure. However, there is a natural construction of a large class of such structures (depending, as will be seen, on 10 functions of 6 variables) which I will now outline. This construction, which I found in 2000, has 13 It has not been shown that (4.48) defines the image of Q (2) in Q (1) , only that Q (2) lies in union of the two submanifolds Q ′ 1 ⊂ Q (1) defined by λ = 0 (and hence of codimension 2) and Q ′′ 1 ⊂ Q (1) defined by 8 aī + 3λī = 0 (and hence of codimension 6). While I believe that the union Q ′ 1 ∪ Q ′′ 1 is the image of Q (2) 
My interest will be in φ + . Let J + : V → V be the complex structure on V for which the complex-valued 1-forms (v 1 +iv 2 ), (v 3 +iv 4 ), and (v 5 +iv 6 ) are J-linear and let GL(V, J + ) ⊂ GL(V ) be the commuting subgroup of J + . Of course, GL(V, J + ) is isomorphic to GL(3, C) and hence contains a simple, normal subgroup SL(V, J + ) ⊂ GL(V, J + ) isomorphic to SL(3, C) that consists of the elements of GL(V, J + ) that are complex unimodular.
If C ∈ GL(V ) anticommutes with J + and satisfies det(C) = −1, then the GL(V )-stabilizer of φ + is easily seen to be the 2-component group SL(V, J + )∪C· SL(V, J + ). In fact, SL(V, J + ) is the intersection of the stabilizer of φ + with GL + (V ), the group of orientation-preserving linear transformations of V .
It follows that if V is endowed with an orientation and φ is any element of A 3 + (V ), then there is a unique element * φ ∈ A 3 + (V ) and complex structure J φ : V → V such that φ∧ * φ > 0 and such that φ + i * φ is a (3, 0)-form for J φ . Note the identity J * φ (φ) = * φ. Note also that reversing the chosen orientation of V will replace ( * φ, J φ ) by (− * φ, −J φ ).
It is important to bear in mind that the map * :
, though it is obviously smooth algebraic, is homogeneous of degree 1, and satisfies * * φ = −φ, is not the restriction to A + consisting of the forms that are positive on all J φ -complex subspaces of dimension p.
In particular, note that the normalized squaring map s :
2 is a diffeomorphism and hence has a smooth inverse
There is a hyperbolic analog of this square root: Let H 14 For a proof of these statements, see the Appendix. so that
Moreover, there exists a nonvanishing complex function F on U such that
implying that Comparison with (4.55) now yields that N (α) = F I 3 . In particular, N (α) is a nonzero multiple of the identity, which is what needed to be shown. The proof in the positive indefinite case is completely similar. One merely has to note that the formulae become The rest of the proof is entirely similar to the positive definite case.
Remark 30 (Further information and a characterization) . The calculations made in the course of the proof can be carried a little further: Assuming that U is simply connected, one can, by multiplying α by a unimodular complex function, arrange that F is real and positive. For example, imposing this condition in the positive definite case specifies α up to replacement of the form α → gα where g : U → SU(3) is smooth. Since N (α) = F I 3 , it follows from the definitions of ω and of ψ that ω = F 2 η ϕ and that ψ = These conditions are obviously invariant under diffeomorphisms in dimension 6, so it makes sense to say that germs of solutions modulo diffeomorphism depend on 10 − 6 = 4 arbitrary functions of 6 variables. (Strictly speaking, in order to make this count work, one needs to observe that the group of symmetries of any particular φ satisfying these conditions is the group of symmetries of the associated SU(3)-or SU(1, 2)-structure and hence is finite dimensional.) This count can be made more rigorous (and verified) by appealing to Cartan's theory of generality, but I will not do this analysis here. Proof. The proof will be a series of steps, beginning with a sort of zeroth step to take care of certain special cases. A form φ ∈ Λ 3 (V * ) will be said to be degenerate if there is a non-zero vector v ∈ V that satisfies v φ = 0. Equivalently, φ is degenerate if there exists a subspace v ⊥ ⊂ V * of rank 5 so that φ lies in Λ 3 (v ⊥ ). In such a case, using the canonical isomorphism
together with the well-known classification of 2-forms, it follows that either φ = 0 or else is there is a basis e 1 , . Thus, the degenerate cases are accounted for by the last three types listed in the Proposition.
It is useful to note that φ is degenerate if and only if φ admits a linear factor, i.e., is of the form φ = α∧β for some α ∈ V * and β ∈ Λ 2 (V * ). To see this, note that each of the three degenerate types has at least one linear factor. Conversely, given the linear factor α, the 2-form β can actually be regarded as a well-defined element of Λ 2 V * /(R α) . Since the quotient space V * /(R α) has dimension 5, it follows that β is either zero, decomposable, or the sum of two decomposable terms, again yielding forms of the last three types listed in the Proposition.
Henceforth, it will be assumed that φ is nondegenerate, i.e., that v φ = 0 for all nonzero v ∈ V and also that φ has no linear divisors, i.e., that α∧φ = 0 for all nonzero α ∈ V . It remains to show that a nondegenerate element of Λ 3 (V * ) can be put into one of the first three forms listed in the Proposition.
It is convenient to start with what is apparently a special case. Let e 1 , . . . , e 6 be a basis of V , with dual basis e 1 , . . . , e 6 of V * . Set where P + 0 = span{e 1 , e 2 , e 3 } and P − 0 = span{e 4 , e 5 , e 6 }. Since the elements of G 0 must preserve C 0 , it follows that they permute the subspaces P 
Now, subtracting these identities yields 2 v − (v Next, suppose that tr J φ 2 be 'negative', i.e., that it can be written in the form −6 Ω 2 for some Ω ∈ Λ 6 (V * ), which is unique up to sign. By the above identity, it then follows that J φ 2 (v) = −v ⊗ Ω 2 for all v ∈ V . Define two 'complex eigenspaces' of J φ by (A.17)
Note that since Ω is real, these two subspaces of V C = V ⊗ C are conjugate. Reasoning as in the positive case now yields that there must exist a basis e 1 , . . . , e 6 of V * so that φ = φ +++ + φ −−− where φ +++ = ). This yields the form (2). Finally, suppose that tr J φ 2 = 0, so that, by the identity above, J φ 2 = 0. Let K φ ⊂ V be the kernel of J φ and let I φ ⊂ V be such that the image of J φ is I φ ⊗ Λ 6 (V * ) ⊂ V ⊗ Λ 6 (V * ) = Λ 5 (V * ). Then dim K φ + dim I φ = 6 and I φ ⊂ K φ (since J φ 2 = 0), so dim K φ ≥ 3. Now, for v ∈ K φ , the identity (v φ)∧φ = 0 holds. It follows that, for v 1 , v 2 ∈ K φ , the identity (A.18) v 1 (v 2 φ) ∧ φ + (v 2 φ) ∧ (v 1 φ) = 0 must also hold. However, the first term in this expression is skewsymmetric in v 1 , v 2 while the second term is symmetric in v 1 , v 2 . It follows that each term must vanish separately, i.e., that
Proposition 12 provides a simple solution to this classification problem, originally completed by Banos [1] .
For example, suppose that φ ∈ Λ
