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ABSTRACT 
Interactive image processing systems are reviewed 
i 
and a system incorporating a charge coupled device imaging 
array, a microprocessor computing element, and a real time 
image display is described. Applications are given, 
including the description of a system capable of collecting 
multispectral images for satellite imagery calibration. 
A new technique, called shift and add, which allows 
nearly diffraction limited images to be formed of objects 
viewed through a randomly distorted, turbulent media is 
formulated. The successful simulation of the method in an 
optical laboratory is reported. Results are given which 
show that if the method is applied in large telescope, 
optical astr.onomidal imaging, nearly di ffraction limited 
images may be obtained through the earth's atmosphere. 
It is shown that this can be achieved even though the 
telescope may have severe aberrations and when using a 
much wider bandwidth than that used at present in stellar 
Speckle Interferometry. 
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Preface 
APPLICATIONS OF MICROCOMPUTERS 
IN INTERACTIVE IMAGE PROCESSING 
Microprocessors and other large scale integrated 
circuit devices are having a profound effect on many 
fields of activity, including digital image processing. 
The latter is normally performed with expensive, large 
scale equipment but the recently developed solid state 
imaging array, combined with the microprocessor as a 
computing element, can lead to low cost but dramatically 
effective image processing equipment. 
Any digital image processing system can be 
subdivided into three parts. These are: 
(i) the digitization of the image, 
(ii) the performance of an image processing 
calculation or transformation, and 
(iii) the display of the processed image. 
Rapid technological advances are occurring in each of 
these areas. Input transducers for image processing are 
xx 
now being fabricated as two dimensional arrays of sensors 
using integrated circuit technology. For example, a 400x400 
element charge coupled device imaging array with a 
resolution of 20 line pairs per millimetre has been 
constructed (Smith 1976). Charge coupled devices have 
dynamic ranges of up to 1000:1, possess quantum 
efficiencies as high as 50% and, when operated at a low 
temperature, allow very faint images to be recorded. 
xxi 
The processing of images can be done with microprocessor 
computing elements. These large scale integrated circuits 
will soon have up to 100,000 transistors per chip (Capece 
1978) and are rapidly increasing in computer power. 
Shepard (1977) has predicted that a thirty-two bit 
microprocessor will soon be available on a single chip. 
The processed image is usually displayed with conventional 
television techniques, often in colour, which is used 
either as an alternative method of distinguishing between 
gray levels (false colour) or as a means of presenting 
multispectral imagery (e.g. using data gathered by 
satellites) . 
In this thesis digital image processing is approached 
from the viewpoint of using simple image processing 
equipment in an interactive manner. Chapter 1 reviews 
interactive image processing systems, discussing the image 
chain from the original object, through the sensor, the 
digital processing stage, and finally to the display of the 
processed image. Interactive image processing requirements 
are considered. Chapter 2 illustrates a stand-alone 
microprocessor and charge coupled device (CCD) interactive 
image processing system that has been developed in our 
laboratory. Our approach to utilizing real-time image 
capture and microprocessor-based computing seems to differ 
significantly from what has been developed elsewhere. 
The equipment is simple and inexpensive (less than $10,000) 
but it has been remarkably effective in several areas. Its 
prime use has been in the development of a multispectral 
scanning system suitable for the calibration of data from 
an earth resources sensing satellite (Landsat). The-
performance of the charge coupled device sensor used 
in the image processing system is discussed in detail 
in Chapter 3. 
xxii 
The image processing system described in Chapter 2 
has been used to develop and evaluate image processing 
techniques which form a diffraction limited image of an 
object viewed through a randomly turbulent media. This 
problem is exemplified by the imaging of celestial objects 
with large earthbound telescopes. The image processing 
system is used to acquire images in real time from an 
optical laboratory simulation. A review of techniques 
which can form diffraction limited images in optical 
astronomy is presented in Chapter 4. Chapter 5 describes 
a method developed jointly with Prof. Bates which extends 
the processing techniques of Bates and Milner (1979) and 
allows images to be formed with nearly diffraction limited 
accuracy. Chapter 6 presents results that have been 
achieved when using this new process in astronomical 
imaging simulations. Chapter 7 concludes with a discussion 
of the implementation of the method in actual astronomical 
imaging. The author's contribution to this new imaging 
method has been in generating test simulations and exploring 
the limitations and characteristics of the methods described. 
It is appropriate here to acknowledge the "student 
power l1 which has contributed so much to the imaging system 
xxiii 
described in Chapter 2. As a full time member of the 
academic staff of the Electrical Engineering Department, 
University of Canterbury, part of my duties included the 
supervision of final year and postgraduate student projects. 
(Note that in American parlance a postgraduate student is a 
graduate student.) A list of these is given in Appendix G 
and specific acknowledgement is given in the text where 
appropriate. Postgraduate students Ireland (1977), Duncan 
(1978), Murphy (1979) and Pairman (1980) contributed much 
to the hardware design and construction of the system. My 
primary function during this stage of development was to 
serve as chief engineer and to help overall progress. 
A number of papers describing the imaging system, 
its uses, and the new method developed for processing 
astronomical image data have been published or are in 
preparation. These include: 
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Bates, R.H.T. and Cady, F.M. "Towards true imaging by 
wideband speckle interferometry," Opt. Commun. 
Vol. 32, No.3, 1980, pp. 365-369. 
Cady, F.M., Hodgson, R.M., Ireland, A.J. and Duncan, G.A. 
"A CCD based image processing system," NZIE Proc. 
Tech. Groups, Vol. 4, No. 2E(ETG), 1979. 
Cady, F.M., Pairman, D. and Hodgson, R.M. "PIKKY - A 
floppy disk based image processing system," presented 
at NELCON 79, Aug. 29-31, 1979, Christchurch, N.Z. 
Hodgson, R.M., Cady, F.M. and Murphy, J.K.N. "The 
development of a multispectral scanner to be flown 
in a ght aircraft," Proc. Landsat 79, 1st. 
Australasian Landsat Conference, May 22-25, 1979, 
Sydney, Australia. 
Cady, F.M. and Hodgson, R.M. "A microprocessor based 
interactive image processing system," lEE Journal 
of Computers and Digital Techniques. submitted for 
publication January 1980. 
Hodgson, R.M. and Cady, F.M. "Remote sensing from ght 
aircraft using solid state arrays,1I Photogrammetric 
Engineering & Remote Sensing. submitted for 
publication January 1980. 
xiv 
Cady, F.M., Hodgson, R.M., Pairman, D., Rodgers, M. and 
Atkinson G.J. "Interactive image processing software 
for a microcomputer," in preparation for lEE Journal 
of Computers and Digital Techniques. 
Cady, F.M., Bates, R.H.T. and Berzins, G. 
through fluctuating distorting media. 
"Imaging 
I Experimental 
techniques and image processing applications; 
II Theory of speckle interferometry and its 
extensions; III The shift and add procedure; 
IV Imaging with aberrated instruments and wide band 
light," in preparation. 
1 
CHAPTER 1 
INTERACTIVE IMAGE PROCESSING SYSTEMS 
1.0 INTRODUCTION 
An interactive image processing system, as 
illustrated Figure 1.1, consists of three major sub-
systems. These are the image conversion system which 
converts the two dimensional image to an array of digital 
words, the digital processing section which performs some 
transformation of the picture data, and the image display 
system which presents the processed image for viewing by 
the operator of the image processing system. 
1---
I OPTICAL 
I SYjTEM 
---I ,--- ---I 
I I I 
DIGITAL I I r--II I 
IMAGE ~I--'-I -I ili _ ~ I 
PROCESSING I I MONITOR --~ I 
1 SENSOR I I I I VIEW!NG '! L ____ ~ L ____ ~ L ______ .....J 
IMAGE CONVERSION DIGITAL PROCESSING IMAGE DISPLAY SYSTEM 
SYSTEM SYSTEM 
Figure 1.1 Design factors in image processing. 
2 
Image processing terminology tends to be used in 
slightly different ways by different authors. Green (1977) 
suggests that there are two broad categories of image 
processing. These are the subjective enhancement and the 
quantitative enhancement of images. Subj ecti ve enhancement is 
designed to re-display image data for viewing by a human 
observer. Particular qualities or features of the image 
are enhanced to allow optimal interpretation by the observer. 
These enhancement techniques are usually performed in an 
interactive manner to allow the viewer to find an optimum 
strategy_ Quantitative enhancement, on the other hand, is 
based on some mathematical model and is not normally an 
interactive procedure. Quantitative enhancement techniques 
include geometrical transformations to correct for optical 
distortion in the picture recording process and the removal 
of defects caused by the input transducer (Bernstein 1976: 
Van Wie and Stein 1977). Other authors (Huang 1975; 
McDonnell 1975; Andrews and Hunt 1977) distinguish between 
the terms restoration and enhancement. Restoration refers to 
processing which is designed to reconstruct an image that 
has been degraded by some process. Enhancement is an 
attempt to improve the appearance of the image for human 
viewing. Restoration techniques include geometrical 
transformations and defect corrections mentioned above. 
They also encompass those techniques by which the degrading 
process, such as blurring, is represented by a mathematical 
model. An attempt is made to restore the degraded image by 
applying the inverse of the degrading process. The term 
reconstruction also appears in the literature (Peters 1973 i 
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Mersereau 1974; Lewitt and Bates 1978). This term is used 
to describe the production of an image from data which is 
generated or gathered in a transform plane, e.g. the Fourier 
transform plane. Examples of this kind of image 
reconstruction are found in computer aided tomography (CAT) 
scanners (Peters 1973; Bates et aZ. 1975) and synthetic 
aperture imaging systems (Tomiyasu 1978). 
A combination of these similar views and terms seems 
appropriate. It is convenient to consider techniques 
grouped according to their suitability for use in an 
interactive image processing situation. Some techniques may 
be used to restore an image interactively, particularly when 
the degradation process is not well understood and 
parameters must be varied to obtain the 'best' image. 
Other techniques may be used in a batch mode of operation. 
This is often the case when the results of a processing 
step, e.g. the geometrical rectification of non-linear 
scanning distortions, are well understood and must be 
applied before other processing is undertaken. Batch mode 
operations are also used when the processing is lengthy or 
requires considerable computational power as in a Fast 
Fourier Transform (FFT). 
In general, one key factor determines whether or not 
an image processing procedure is used in an interactive 
manner. This factor is the total time between the start of 
the process and the time when the operator views the image 
on a display_ The major part of this delay in interactive 
image processing is the time spent processing the image by 
the computer. In batch mode operations, the delay is 
predominately the time spent by the program waiting in the 
job queue. Elapsed time, along with the amount of storage 
required, can be used to determine if image processing 
procedures can be performed interactively, and if the 
equipment upon which the processing will be carried out is 
suitable. These factors are considered in more detail in 
§ 1. 3. 
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Interactive digital image processing is reviewed in 
this chapter. The concept of an imaging system is discussed 
and the limits of interactive image processing are defined. 
The component subsystems, including the image conversion 
system (§1.2), the digital image processing procedures 
(§1.3), and the display and hard copy of the processed image 
(§1.4) are also discussed. 
1.1 INTERACTIVE DIGITAL IMAGE PROCESSING 
Interactive digital image processing can be 
characterized by the following scenario. First, an image 
is presented for viewing. The image, which is sampled and 
digitized either during or before the processing, may have 
been pre-processed to remove geometrical distortions or 
input transducer effects before display. From a menu of 
alternatives, the op~rator then selects a process which 
seems appropriate to the particular problem. The process 
is invoked and the operator waits for the processed image 
to appear. The processed image is evaluated, usually by 
comparing it with the original, unprocessed version. If it 
seems necessary, further processing is undertaken, or else 
another processing strategy is tried on the original image. 
For the purposes of the following discussion, an 
interactive digital image processing system is defined 
to include the following: 
(i) A means of digitizing an image in the visible or 
near-infrared wavelength bands. This restriction 
is made because the following sections deal with 
sensors which are active in the visible to near-
infrared wavelengths. Other types of sensors, 
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. such as those sensitive to thermal or x-radiation, 
are not discussed. The production of images by 
synthetic aperture techniques is also not discussed. 
(ii) A digital processing element. This thesis is 
based on the use of microcomputers in image 
processing and specific examples of their use 
are given. A further limitation is imposed to limit 
the discussion to dedicated systems rather than to 
include time sharing systems. 
(iii) A method of di Various techniques 
are reviewed and it is shown that the display of 
images, and particularly the hard copy of images, 
is an area in which technological advances need to 
be made. 
1.1.1 Imaging Systems Analysis 
There are many factors affecting the imaging process 
which must be considered in the design or the analysis of 
an imaging system. A convenient grouping of these factors 
is shown in Figure 1.1. In this case, three major blocks 
have been identified. These are: 
(i) the image conversion system which converts the 
desired input image into a digital representation, 
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(ii) the processing applied to the input image information, 
and 
(iii) the output or display of the resultant processed 
image. 
A methodology for the analysis of the imaging problem in 
general is known as image chain analysis (Booth and 
Schroeder 1977). Figure 1.2 shows a number of the items 
which should be considered in analyzing the image chain. 
Each are components of the three major blocks identified 
above. The following sections deal with each of the three 
major blocks and analyze the components within the blocks. 
1.2 IMAGE CONVERSION SYSTEM 
The two-dimensional distribution of intensities over 
an object must be converted to a digital representation 
before it can be processed by a digital computer. The 
intensity of the image is detected by a sensor, or an array 
of sensors, to give an appropriate analog signal. This 
signal may either be an electrical signal or the exposure 
of a photographic film. The detection process requires that 
the two-dimensional distribution be spatially quantized into 
picture elements, or pixels. In addition to the spatial 
quantization, the intensity is also quantized when the 
analog signal produced by the detector(s) is converted to a 
digital value. 
The image conversion system analysis must consider 
items 1-9 in Figure 1.2. The optics (5) and the detector (6) 
7 
--
Item Typical chi1racterizing pi1rameters 
1 Scene - Reflccti vi ty as a fUnction of wavelength 
- Emissivity as a function of wavelength 
- Object or feature size 
- Object 0 ... feature geometry 
,-------
2 Illumination - Intensity 
- Angle 
- Coherent or non-coherent 
- Spectral distribution 
- Spf'-::ular or diffuse 
-- -~-
3 Path - Absorption as a function of wavelength 
- Scatt'2!r as a function of wavelength 
-
Turbulence 
- Bandwidth 
- other noise sources 
4 Imaging conditions (to - Image motion 
include original image, - Aspect angle 
rcprod uctions and final - Distance 
image or display) 
.~ ... ~~--.----~~~~-~--.... 
5 Optics (to include original - Numerical aperture 
sensing, digitizer and - Focal length 
printer) - Sper'tral transmission 
Aberrations 
- Modulation Transfer Function 
- Distortions 
6 Detector (to include - Quantum efficiency 
original image, - Gamma 
reproductions and - Modulation transfer function 
digitizer-film and - Dynamic range 
solid state - Spectral sensitivity 
-
Noige characteristics 
- Geometrical fidelity 
7 A/D Converter - Accuracy 
(e lectronic readout) - Precision 
- Noise 
~~-~-------- ---~--... ---~----... ------
8 Digitizer ( film) Geometric accuracy 
9 Quantizer Sensitivity 
- Accuracy 
- Precision 
- Noise characteristics 
- Dynamic range 
- Spot shape 
10 Processor Algorithm 
- Precision 
c·_" 
---
11 D/A Converter - Accuracy 
-
Precision 
- Noise 
. __ .... . 
12 Printer (film) . - Geometrical fideH ty 
- Spot shape 
-
Licht source characteristics 
- Modulator accuracy, precision and noise 
-
Gamma correction 
13 Photographic processing - Chemistry type 
(film) - Condition of baths 
- Accuracy of process control 
14 CRT display - Luminance range 
(electronic readout) Luminance constancy over format 
- Contrast ratio (large and small area) 
- Geometric fidelity over format 
- Spot size/line spacing 
- Color characteristics 
15 Visual system - sensitivity , 
- Acuity 
Contrast response 
Pattern recognition 
Color response 
Figure 1.2 Image chain. (From Booth and Schroeder 1977) 
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must be matched to the conditions established by the scene 
(1), illumination (2), path (3) and imaging conditions (4). 
For example, in remote sensing for land use classification, 
the reflectivity of the target vegetation in the near 
infrared band (800-1100 nanometers) is important in 
determining the health of the vegetation (Bauer 1976). 
Therefore the sensor chosen must be sensitive to radiation 
in this band. The detector is also dependent on the level 
of the illumination. In very low light level applications, 
such as in surveillance work or in astronomical imaging, 
the sensor must have high quantum efficiency. The type of 
optics used in the imaging system depends to a large 
extent on the physical attributes of the imaging situation. 
The aperture determines the intensity of illumination 'seen' 
by the detector and can be adjusted for differing conditions. 
The focal length determines the field of view and ground 
resolution of each pixel. Recently, a spy satellite was 
reported to have a camera with a six metre focal length lens 
which could resolve whether or not a person on the ground 
was wearing civilian or military clothes (Richardson 1978) 
In the Landsat III remote sensing satellite, a ground 
coverage of 79 metres square for each picture element is 
achieved (Bauer 1976). The remote sensing system described 
in §2.3.1 was required to have a field of view of 0.35° 
so that when flying at an altitude of 6400 metres the 
ground coverage would be 30 metres square for each picture 
element. This system requires a 6.4 mm focal length lens. 
The optical components of an imaging system set 
a limit on the image quality also. All lenses have 
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aberrations and distortions which produce geometrical 
defects in the image (Thomas 1973; Jenkins and White 1976). 
Lenses also act as band pass filters. Normal glass lenses, 
for example, cut off the radiation in the infrared and 
ultraviolet but quartz lenses have an enhanced response 
in the infrared relative to glass lenses. 
1.2.1 Image Formation 
The term image has been used loosely in the previous 
sections to describe a two-dimensional radiant field which 
is detected by a sensor and converted to a digital 
representation by an analog-to-digital process. However, 
as castleman (1979) points out, the dictionary definition 
of an image is " ... a representation, likeness, or imitation 
of an object or thing ... " Henceforth, the term image refers 
to the reproduction of the object's two-dimensional radiant 
fie ld. 
Following Dainty and Shaw (§6.2, 1974) the formation 
of an image can be represented as in Figure 1.3. 
n 
Object Plane 
/ 
/ 
/ 
/. 
• }---
Imaging System 
y 
Image Plane 
Figure 1.3 Image formation model. 
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For any general system, and for any input f{s,n), the output 
g (x,y) is 
g(x,y) == S{f(s,n)}, (1.2-1) 
where S{ • } is an operator acting on the input to produce 
the output. When the system is linear, an assumption which 
is realistic for many practical systems, the principle of 
superposition holds. That is, for all inputs f 1 (s,n) and 
f 2 (s,n) and for all constants a and b, 
S{af 1 (s,n) + bf2 (s,n)} = a S{f 1 (s,n)} + b S{f2 (s,n)}. (1.2-2) 
Using the shifting properties of a delta function, any input 
can be considered to be a linear combination of weighted and 
displaced delta functions, 
+00 
f(s,n) == II f(S1,n1) o(s - S1) o(n -n1)ds1 dn 1· (1.2-3) 
- <X) 
The output of the system is therefore, 
+00 
g(x,y) = S{I I f(S1 ,n 1) 0 (x - S1) 0 (y n1) d s1 dn 1 } (1.2-4) 
_ <X) 
When f(s1,n1) is considered to be a weighting function 
applied to the delta functions, the linearity property shown 
in equation (1.2-2) can be applied to bring the operator S 
within the integral 
+00 
g(x,y) = II f(S1,n 1)S{o(x-r;1)o(y- 1)}ds1 dn 1 . (1.2-5) 
The response of the system at output coordinates (x,y) to a 
delta function at input coordinates (r;1,n 1) is defined as 
:::::: (1.2-6) 
1 1 
The output of the system is then 
+00 
g(x,y} = II f(s,n}h(x,Yis,n)dsdn, (1.2-7) 
_ 00 
where the subscripts have been dropped. 
The system response to a delta function, equation 
(1.2-6), is called the point spread function (psf). In 
general, a point in the object plane does not image to a 
point in the image plane. The imaging system 'spreads' the 
point according to the psf. If the psf has the same shape 
over the image, i.e. it depends only on the difference 
between the variables and not on each variable independently, 
it is a spatially invariant point spread function (sipsf). 
When this is the case, 
h(X,Yis,n) = h(x - SlY n), (1. 8) 
and 
+00 
g(x,y) = II f(s,n) h(x-s,y-n)dsdn (1.2-9) 
This is a convolution relationship and shows that the psf of 
the system must be spatially invariant for deconvolution 
image processing techniques to be effective. 
An alternative term to describe the above condition 
is isoplanatism. The so called 'isoplanatic patch' is used 
in astronomical imaging to specify the viewing angle over 
which the psf is spatially invariant (see §4.1.1). 
1.2.2 Image Characterization 
The object of interest can be characterized by a 
number of attributes such as reflectivity and size. 
However, the physical image is a distribution of 
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measurable physical properties. An arraY~Qf detectors 
measures an electromagnetic flux which, when integrated over 
time, gives the intensity distribution of the object. A 
number of attributes can be used to describe the physical 
measurements. 
(a) ctral characteristics. The radiation 
received at the detector may be reflected by the scene 
(reflectivity as a function of wavelength) or may be 
generated within the scene (emissivity as a function of 
wavelength). The spectral characteristics give the relative 
radiant intensity of the object as a function of wavelength. 
(b) Intensity. The detectors measure the radiation 
from the spatial distribution of image intensities. The 
intensity of a point in the image results in a flux field at 
the light sensitive surface of the detector. The dimensions 
of intensities may be given in radiometric terms, watts/ 
steradian, or in photometric terms, lumens/steradian (Spiro 
1974) . 
(c) Contrast. A measure which relates the range of 
intensities over the scene is the contrast. Booth and 
Schroeder (1977) give several methods for calculating 
contrast. 
Contrast as modulation: 
== = = (1.2-10) 
Contrast for dark targets (Lt < Lb ) 
2 C
m 
1 + C
m 
= ( 1 • 2-11 ) 
where 
Contrast for light targets (Lt > Lb ) : 
2 C 
m 
:=: 
Contrast ratio: 
Delta density: 
1 + C 
L\D log10 
m 
:=: 
1 - Cm 
Lt = target luminance 
Lb ::::: background luminance 
L1 = maximum luminance 
L2 = minimum luminance 
LO ::;:; average luminance = (L 1 + L 2)/2 
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(1.2-12) 
(1.2-13) 
(1. 14) 
(d) Dynamic Range. The ratio of intensities of the 
brightest part to the dimmest part can characterized 
by the dynamic range. Dynamic range is usually defined as a 
logarithmic expression, 
Dynamic range = 10 log10 (1.2-15) 
where L1 and L2 are the maximum and minimum luminances in 
the scene. 
(e) Spatial frequency content. The concept of 
spatial frequency has proved to be useful in characterizing 
images. The Fraunhofer (far field) di raction pattern in 
an observation plane (x,y) from a complex source distribution 
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in an aperture plane (~,n) is given by a Fourier transform 
relationship (see Figure 1.4). 
n 
Aperture E 
z 
y 
x 
Observation 
region 
Figure '1.4 Diffraction geometry. (From Goodman 1968) 
Following the development of Goodman (§4.1, 1968), the 
complex ld distribution at a point (x,y) is given by the 
Huygens-Fresnel relationship: 
U(x,y) 1 II U(~,n) [j kr01 ] d~dn (1.2":'15) = jA exp r 01 E 
where A is the mean wavelength, 
j ::::: F1 
k 21T T , 
E is the aperture, and 
r 01 is defined in Figure 1. 4. 
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The integral can be written with infinite limits on the 
assumption that U(s,n) is zero outside the aperture E. 
It is further assumed that the distance between the 
aperture and the observation plane, z, is much greater 
than any linear dimension in either the aperture or the 
observation plane. These assumptions allow the sUbstitution 
of z for r 01 in the denominator of equation (1.2-15). 
The Fresnel approximation for r 01 uses the first 
two terms of a binomial expansion of the square root 
giving 
= 
(1.2-16) 
The Fresnel approximation allows equation (1.2-15) to be 
written 
U(x,y) = exp [j k z] j A z 
00 
Jf 
Expanding the quadratic terms in the exponent yields 
00 
U(x,y) [
' k 
= e xp [j k z] e xp ~ z 
-00 
[
'k 
exp ~ z ( 
(1.2-17) 
( 1 .2-18) 
The Fraunhofer assumption applies for the far field where 
z » (1.2-19) 
Therefore in' the region of Fraunhofer diffraction 
U(x,y} == exp[j k z] j A z [
. k 
exp ~ z (x 2 +y2)] II u(r;,n) 
-ex:> 
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exp [ - 21Tj (A~ r; + tz nJ] dr; dn. ( 1 • 2- 2 0) 
Except for the multiplicative factors preceding the integral 
which represent phase and magnitude scaling factors due to 
the geometry, the expression is a simple Fourier transform 
of the aperture distribution evaluated at frequencies 
u == 
x 
z 
Therefore we can write 
ex:> 
v = l AZ 
u ( x , y) = K I I u ( r; , n) e xp [- 2 1T j (u r; + vn) ] d r; d n 
where K is a complex constant. 
(1.2-21) 
(1.2-22) 
As Shaw (1978) points out in his review of image 
evaluation methods, Luneberg (1944) and Duffieux (1946) 
showed the full advantages and implications of Fourier 
methods in optical image evaluation. A major advantage is 
that convolutions such as equation (1.2-9) I can be 
transformed to become multiplications. This means that 
transfer functions for different components of the imaging 
system can be multiplied together to find the overall 
transfer function algebraically instead of solving multiple 
convolution integral equations. 
1.2.3 Image Detectors 
The conversion of an image into an analog signal is 
accomp shed by a photoelectric or a photochemical mechanism. 
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Many textbooks explain the physics of the photoelectric 
effect (Holton and Roller 1958; Biberman and Nudelman 1971; 
Weidner and Sells 1975), and the characteristics of film 
(photochemistry) have been well described by many authors 
(Thompson 1966; Brown 1966; Thomas 1973; Dainty and Shaw 
1 9 7 4; Shaw 1 97 8) . 
Solid state detectors are the prime interest here. 
Although photoelectric effect and photoemissive cathode 
devices are well understood and many devices are in use, 
e.g. television vidicon tubes (Chien and Snyder 1975), 
solid state sensors are becoming widely available and are 
suitable for many digital image processing applications. 
They can be made smaller and more robust because they do 
not require a vacuum or high accelerating voltages to 
operate. Fabricated with semiconductor technology, they 
can be mass produced and so are potentially less expensive 
than photocathode devices. 
There are a number of important characteristics of 
solid state imaging devices. 
(a) Quantum efficiency. In a photoelectric device, 
a photon is absorbed into the material of the device and an 
electron or a hole-electron pair is generated. These 
carriers then contribute to an electric current or charge 
which is proportional to the number of incident photons. 
Biberman and Nudelman (1971) define quantum efficiency as 
the ratio of the number of effective photons, i.e. those 
producing observable events, to the number of incident 
photons. This is a measure of the sensitivity of the 
device. Figure 1.5 plots the quantum efficiency as a 
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function of wavelength for several photoelectric devices. 
(b) Sensitivity. The sensitivity of a solid state 
imaging array is defined as the minimum input flux which 
gives a detectable output. Sensitivity is therefore related 
to the noise performance and the responsivity or gain of the 
detector. Manufacturers such as Fairchild (1976) and 
Reticon (1977) usually give the responsivity, which gives 
the output signal (volts per microjoules per cm 2 ) and the 
saturation exposure (microjoules per cm 2 ). The spectral 
energy of the input flux must be known before a calculation 
can be made to find the sensitivity of the device (see 
§3.3.2) . 
(c) Spectal response. Figure 1.5 shows the quantum 
efficiency of a device as a function of wavelength of the 
incident radiation This variability is known as the 
spectral responsivity. 
_ 80 
C 
>-u 
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Figure 1.5 Quantum efficiency. (From Carruthers 1977) 
19 
(d) Noise. There are many noise mechanisms which 
operate in photoelectric devices. Among these are photon 
noise, shot noise and thermal noise (Dainty and Shaw 1974; 
Chien and Snyder 1975; Billingsley 1975). In addition, 
dark signal and fixed pattern noise act to obscure the 
desired signal. Taking into account all sources, the total 
noise can be considered to have two components, 
= V
rms 
+ VN (1.2-23) 
where VT is the total noise voltage, V is the rms value rms 
and VN is the fluctuating noise voltage. 
( e) Dark signal. The dark signal is the component 
of the output signal which is not generated by incident 
radiation or by any readout process. The dark signal is 
measured in the absence of input radiation, hence its name. 
It is generally thermally generated and is a strong function 
of temperature, doubling every 7°C (Amelio and Dyck 1975; 
Murphy 1977). 
(f) Fixed pattern noise. Fixed pattern noise is 
relevant in array sensors and describes the fixed nature of 
defective picture elements (Amelio and Dyck 1975). In 
arrays such as the charge coupled device (see Chapter 3) 
elements can be defective by having too low or too high 
sensitivity. These are detected when the device is 
illuminated with a flat field and remain constant in space 
and relatively constant in time (Murphy 1979). 
(g) Readout noise. In some array devices, the 
process of transferring charge from the storage sites 
generates noise. These noise mechanisms are usually 
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attributable to capacitive effects but also include the 
trapping of charge carriers in surface energy states for 
later release into other signal charge packets. 
(h) Qynamic range. The dynamic range of a device 
is defined as the ratio of the output signal when an input 
causes saturation to the output signal with no input 
radiation. The dynamic range is expressed as a ratio 
or in decibles, 
Dynamic range = 
VSAT 
20 10910 V 
rms 
(1.2-24) 
where VSAT is the saturated output voltage and Vrms is the 
signal voltage output when no input is applied. It can be 
seen that the dynamic range is related to the average noise 
performance of the device. 
(i) S 
--~---------------------
al-to-noise ratio. The noise performance 
of different devices is usually compared by the signa to-
noise ratio, which gives, for a fixed iUwnination, the signal 
available compared to all sources of fZuctuating noise, VN. 
The signal-to-noise ratio can be expressed in decibles, 
SNR = 
V 
s 
20 10910 V-
N 
where Vs and VN are the signal and noise voltages. 
(1.2-25) 
(j) Detective quantum efficiency. The relative 
fluctuation in input and output signals is measured by the 
detective quantum efficiency (DQE). Consider (Shaw 1978) 
a detector which produces a mean output level R when exposed 
to an input of Q quanta. At this exposure level the gain of 
the detector is defined 
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g = dR dQ (1.2-26) 
For any mean square fluctuation in the output ~R , the mean 
square fluctuation at the input required to produce ~R2 is 
~Q 2 
o 
~R2 
g2 
(1.2-27) 
DQE is defined as the ratio of actual mean square input 
fluctuation ~Q2 to the mean square output 
referred to the input ~Q 2 
o ' 
DQE = 
uctuation 
(1.2-28) 
If Poisson statistics are assumed for the input quanta, 
~Q2 = Q (1.2-29) 
and 
DQE = ~ (1.2-30) 
~R 2 
For detectors where the signal-to-noise ratio is quantum 
limited, Dainty and Shaw (1974) show that DQE may be 
expressed as, 
DQE = (Output SNR) 2 
(Input SNR) 2 
(1.2-31) 
where (Output SNR) is the signal-to-noise ratio at the 
output of the detector and (Input SNR) is the signal-to-
noise ratio at the input. It should be clear that DQE is 
always less than 1.0 and is usually expressed as a percent 
as shown in Figure 1.6. 
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Figure 1.6 Detective quantum efficiency QD for various detectors. (From Jones 1957) 
(k) Gamma. This term originally referred to the 
transfer characteristic of photographic 1m but is now used 
to define the characteristics of other transducers, e.g. 
CRT displays. In the photographic context, Figure 1.7 shows 
a curve of density as a function of log exposure. This 
curve is known as the H-D curve after Hurter and Driffield. 
Three regions are shown on the curve. The low density/ 
minimum exposure horizontal portion is called the gross 
fog level (Goodman, §7.2, 1968). The central portion shows 
the linear relationship between density and log exposure, 
and the maximum density/maximum exposure region is called 
the solarization region (Shore 1974). The slope of the 
middle portion of the curve is called the gamma, y, and is 
defined 
{l.Dp 
y = ----
{I. log expos ure (1.2-32) 
Gamma is a function of the type of film, exposure time, 
and the type ~nd method of development. 
2.0 ~huulu('r 
Figure 1.7 
(1) Linearity. 
The Hurter-Driffie1d Curve. 
(From Goodman 1968) 
Linearity is a term more often 
app ed to photoelectric sensors than gamma. Linearity 
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expresses the deviation away from a 1:1 relationship between 
the change in input radiation and the corresponding change 
in output signal. Manufacturers commonly define linearity 
as the maximum deviation from linear as a percentage of the 
full scale output value. 
(m) Geometrical effects. The geometry of an imaging 
device specifies the accuracy with which the sensor records 
the spatial distribution of the two-dimensional image 
intensity. Geometrical effects include the fixed pattern 
noise described above, distortions and aberrations 
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introduced by the lens, and non-linear scanning mechanisms 
in scannlng type sensors (Van Wie and stein 1977). 
(n) Modulation trans function. 
------------~----
The modulation 
transfer function (MTF) expresses the relative sensitivity 
of the device to spatial frequencies. 
Following Dainty and Shaw (§6.2, 1974), consider a 
one-dimensional nusoidal input distribution, 
f(x) = a + b cos (2nwx + £) (1.2-33) 
as shown in Figure 1.8 where w is the one-dimensional 
spatial frequency and £ is a measure of phase. 
Figure 1.8 Sinusoidal input distribution. 
(From Dainty and Shaw 1974) 
The input modulation is defined 
f 
max 
f 
max 
- f . 
mln 
+ f . 
mln 
= 
b 
a 
(1.2-34) 
The convolution relationship of equation (1.2-9) for the 
output of an imaging system can be written 
00 
g(x,y) = If f(x-z;;, y-n) h(Z;;,n) dZ;; dn 
_.00 
00 
= II {a + b cos[2nw(x-z;;) + E]}h(z;;,n)dZ;; dn 
-00 
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(1.2-35) 
where h(Z;;,n) is the spatially invariant psf. Integrating 
with respect to n gives 
00 
g(x) = I {a+b cos[2nw(x-z;;) +£]}l(Z;;)dZ;; (1.2-36) 
_00 
where 1(Z;;) is the line spread function. Using the expansion 
of cos (A-B) and normalizing the spread function such that 
its area is unity, equation (1.2 36) can be written as 
g(x) ::: a+b cos(2nwx+£) I 1(Z;;) cos 2nwz;; dZ;; 
where 
-00 
00 
+ b sin(2nwx + E) J 1(Z;;) sin 2nZ;; dZ;; 
_00 
a + b cos (2nwx + £) c (w) + b sin (2nwx + £) S (w) 
C(w) - jS(w) == T(w) = J 1(z;;)exp(-2n j wZ;;)dZ;; 
_00 
(1.2-37) 
(1.2-38) 
The function T(w) is called the optical transfer function 
(otf) and is the Fourier transform of the line spread 
function. The modulus M(w) and the phase, ¢(w), of the otf 
are defined 
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Nw) -1 (-S (w) ) tan C (w) (1.2-39) 
and therefore 
C (w) = M ( w ) co s 4l ( w) 
S (w) = - M{w) sin /P(w) (1.2-40) 
Equation (1. 37) can be written 
g(x) == a+M(w) bcos(2TIwx+£+¢(w» (1.2-41) 
Equation (1.2-41) shows that the output signal g(x) for a 
sinusoidal input is a sinusoid of the same frequency. The 
output modulation is defined 
M 
out = M(w) 
b 
a 
(1.2-42) 
Thus the ratio of output modulation to input modulation is 
equal to the modulus of the Fourier transform of the line 
spread function, M(w). 
In the more general.case for two dimensions, the MTF 
of the system can be shown to be the modulus of the Fourier 
transform of the point spread function. 
These attributes relate to the characterizing of 
image devices and are valid for the evaluation of any image 
sensor. Solid state imaging arrays, such as charge coupled 
devices, are being used in many new applications where 
images must be acquired, digitized and processed in real 
time. Chapter 3 considers the characteristics of one such 
device in terms of the attributes reviewed above. 
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1.2.4 Analog-to-digital Conversion 
The imaging detectors convert radiation received 
from the source into an analog signal. The information 
must now be quantized and converted to a digital 
representation. If film is the conversion medium, the 
film transparency is scanned with a digitizer which 
measures the density of the film. This device is called 
a densitometer. See Shore (1974), Marcil (1974), and 
Dainty and Shaw (1974) for a review of densitometer 
techniques and instruments. 
t 
Digital 
npu 
Signal 
-"c 
SIGNAL 
CONDITIONING 
SamplQ 
Start Convrzrt 
Figure 1. 9 
ANALOG SAMPLE 
AND TO 
HOLD DIGITAL 
t CONVERTER 
Analog-to-digital conversion. 
Data 
End of 
Convarsion 
The analog-to-digital conversion process used with photo-
electrical devices is shown in Figure 1.9. The input signal 
from the sensor is first processed by a conditioning element. 
This provides buffering and isolation, amplifies the signal, 
and converts the polarity to that required by the sample-
and-hold unit. The signal conditioning element also 
performs the important function of bandlimiting the input 
signal. If" the signal is not bandlimi ted to one-half the 
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sampling frequency, aliasing occurs in the output data 
(Shannon 1963). 
To specify an analog-to-digital converter for use in 
an imaging system, a number of operating parameters must be 
considered. Among these are: 
(a) Accuracy. Absolute accuracy of a converter 
should not be confused with the specification of linearity 
or resolution. Absolute accuracy is affected by three types 
of errors. These are the inherent ±! least signi cant bit 
(LSB) digital error, analog errors due to circuit tolerances, 
and aperture error. Aperture error results from uncertainty 
in the input voltage during the conversion time. (See 
aperture time.) Relative accuracy is synonomous with 
linearity, and specifies the deviation in the output codes 
from a straight line drawn through zero and full scale. 
Accuracy specifications are given in the number of bits 
deviation, usually least significant bit. 
(b) Aperture time. This is the interval between 
the initiation of the conversion process, or a sample in the 
case of a sample-and-hold, and the output of the digital 
code. The aperture time determines the maximum error when 
sampling the analog voltage. For a signal of frequency f M , 
with a maximum amplitude VM, and with an aperture time of 
tAP' the uncertainty in the input voltage ~V can be shown 
to be 
(1.2-41) 
By choosing a n bit converter and setting the ratio ~V/VM 
equal to 1/2n , the aperture time required to sample a signal 
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with a maximum frequency component of fM and with an error 
of 1 LSB is 
1 (1.2-42) = 
(c) Conversion time. This is the total time 
required to complete a conversion, and generally establishes 
the upper frequency limit of a signal which can be converted 
without aliasing. 
(d) Resolution. The smallest analog input voltage 
for which the converter will produce an output code is the 
resolution. For example, an eight bit converter has a 
resolution of 1 part in 256, or about 0.4% of the full scale 
value. Resolution and accuracy are often used interchange-
ably in data sheets, but in the strict sense, accuracy 
refers to the measured deviation from the straight line 
performance over the entire range of the operation of the 
converter and resolution refers to the smallest signal 
which can be digitized. 
(e) S 
--~~-----------
le-and-hold. Often, the aperture time 
required to reduce the uncertainty in the input voltage to 
less than one least significant bit is far less than the 
conversion time required to satisfy the sampling rate from 
Shannon's theorem. When this is true, a sample-and-hold is 
used to sample the analog data and to hold it at a constant 
value for the analog-to-digital converter during the 
conversion time. 
The required resolution and the upper frequency limit 
of the input signal are used to determine the specifications 
of the analog-to-digital converter. For example, a 
resolution of 1 part in 1000 requires a 10 bit converter 
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(n 10). If the upper frequency component in the input 
signal is 1 MHz, the conversion time, given by Shannon's 
theorem, must be at .1~'i()st 0.5 microseconds and the aperture 
time must be 0.16 nanoseconds. In this case, a sample-and-
hold with an aperture time of less than 0.16 ns and a 10 bit 
converter with a 2 MHz data rate would be specified. 
In practice, AID conversion systems have a number of 
other limitations. Departures from the ideal character-
istics are defined by a number of secondary parameters 
including code skipping, gain accuracy, monotonicity, and 
slew rate. Useful references are Hnatek (1976) and Zuch 
(1979) . 
1 .3 DIGITAL PROCESSING SYSTEM 
The previous section describes the analysis of the 
input conversion system and considers the image attributes, 
the sensor characteristics, and the conversion from analog 
to digital information. This section now considers the 
digital image processing but is restricted to reviewing the 
analysis of image processing procedures in general. The 
reason for this is twofold. First, many excellent reviews 
of image processing procedures have been published (Stockham 
1972; Andrews 1974; Huang 1975; McDonnell 1975; Andrews 
1977; Andrews and Hunt 1977; Castleman 1979). Secondly, 
a digital image processing procedure can be analyzed to 
determine whether or not it is suitable for use in an 
interactive image processing manner. As discussed in §1.3.3, 
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this suitability can be expressed in terms of the time which 
an operator can wait for results and still be effective in 
processing images or solving problems. Therefore, we need 
not consider the many image processing algorithms in detail 
other than to specify their operating characteristics. 
1.3.1 Image Processin9 Characterization 
The analysis of the processing step in interactive 
image processing systems considers the effect of the 
processing on the image. The processor box (10) of Figure 
1.2 indicates that the algorithm and the accuracy of the 
process must be considered. 
(a) Algorithm. An important prerequisite for the 
development of an effective algorithm is a complete 
understanding of the problem to be solved. This helps 
ensure that the algorithm will perform as required and not 
produce unwanted results. Program design techniques such as 
top down design and structured programming (Ledgard 1975; 
McGowan and Kelly 1975) emphasize problem analysis and 
design before writing programs. Producing efficient 
algorithms, as Bentley (1979) points out, requires an 
insight into the wayan algorithm works. Hopcroft (1974) 
and Weide (1977) survey methods of evaluating algorithms, 
and Knuth (1968, 1969, 1973) provides examples of many 
different algorithms. Unconventional approaches can produce 
highly efficient algorithm implementations. The 'brute 
force and ignorance' method can also be interminable. 
Bentley (1979) cites the example of a sorting problem 
requiring 138 hours of machine time for a naive comparison 
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algorithm and 4 seconds when a hashing technique 1S used. 
In image processing applications, the use of 
look-up tables can significantly reduce the execution time 
of programs. However, one must balance the time required 
to calculate the index into the table, against the time to 
calculate the value itself. In assembler language 
programming, the use of in-line code (macros) instead of 
subroutine calls can speed up the operation. This also 
increases the size of the program but as Brooks (1975) 
points out, there is a memory space-time trade-off which 
is valid over a remarkably wide range. In general, for a 
given function, the larger the program, the faster it 
executes. An analysis of the accuracy with which 
calculations are made can sometimes lead to a significant 
increase in the execution speed. Integer arithmetic is 
faster than floating point arithmetic when performed in 
software, and so changing from a floating point mathematics 
package to an integer package will allow the program to 
operate faster. 
(b) Accuracy. The computational accuracy affects 
not only the final representation of the image but the 
processing itse , because a requirement for high 
computational accuracy results in a requirement for a 
correspondingly large amount of storage for intermediate 
results. It also carries an attendant time penalty. As 
has been shown in §1.2.4, the dynamic range of the input 
signal determines the resolution of the analog-to-digital 
process and thus the minimum storage requirements for the 
image. The additional storage required by the processing 
steps can be analyzed by considering how the image is 
represented in memory and what processing accuracy must 
be maintained. In general, the image is represented by 
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a N1 x N2 array of numbers, where N1 and N2 are the 
dimensions in pixels of the image array_ Each number is 
represented by n bits in the computer. All numbers are 
positive integers (because there are no negative intensities) 
and the number of bits, n, is determined by the resolution 
required by the specific imaging situation. Therefore, a 
N1 x N2 array of n bit digital words is required to 
represent the image in the computer. 
Larger storage arrays are necessary when the digital 
representation must be kept as real or floating point 
numbers. Floating point numbers are generally required 
whenever processing involving the multiplication of numbers, 
such as in the Fourier transform or in correlation or 
convolution, is used. In this situation, each data point is 
represented by r + s + 2 bits, where rand s are the number 
of bits in the exponent and the mantissa respectively, and 
two extra bits are required for the sign of each. There are 
a number of floating point number schemes. One which we 
have found to be adequate in image processing uses six bits 
for the exponent and sixteen bits for the mantissa as shown 
in Figure 1.10. 
A table of the accuracy (precision) arid range of 
the fixed point (integer) and floating point (real) methods 
of representing numbers is given in Figure 1.11. 
i 
I 
EXPONENT MANTISSA 
L-.sIGN OF EXPONENT 
F SIGN 0 MANTISSA 
Figure 1.10 Floating point number representation. 
Number 
representation 
Fixed point 
positive integer 
Fixed point 
two's complement 
Floating point 
Figure 1.11 
Number 
of bits Accuracy Range 
n 1/2n 0 -- (2 n _ 1) 
_. 
8 1/256 0 -- 255 
-
.. -
n 1/2n (2 n- l ) -- (2 n - l 1) 
8 1/256 -128 -- +127 
1/2 s ± (0.5) 
_ (2r) 
exponent - r x 2 --
mantissa - s 
signs 2 2 (r-l) 
{l- (1/2 s » x 2 
1/65,536 ± -64 0.999848 x 263 r - 6 0.5 x 2 --
s - 16 
-20 
== ± 5.42 x 10 --
9.2234517 x 1018 
.. --.... 
--
Accuracy and range of fixed point and £loating point 
number representations. 
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1.3.2 What is the Processing Time Limit for Interactive 
Image Processing? 
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An interactive processing procedure must be completed 
within some maximum elapsed time to allow effective user 
interaction (Shneiderman 1979). Comparisons of problem 
solving performances show the superiority of interactive 
(time-shared) systems over batch operations, especially 
where heuristic approaches to problem solving are used 
(Sackman 1968; Hansen 1976). The effect of system response 
time on the performance of users has been investigated and 
an attempt has been made in some cases to quantify the 
user's reaction, or 'feeling', toward the operation of the 
system when system response time has been altered (Goodman 
and Spence 1978). The man-machine interface has been 
investigated with the idea of improving certain parameters 
in the interface to improve the performance of the user. 
Walther and O'Neill (1974) and Miller (1977) conclude that 
various factors such as the output data rate and the 
flexibility of the command processor affect the performance 
of the user, and further careful research is needed to 
adequately de ne the man-machine interface. 
The answer to the question posed above, however, 
requires an investigation of the psychology of problem 
solving. Miller (1968) summarizes these aspects of 
interactive computer problem solving, and a number of his 
findings which are relevant for interactive image processing 
are listed in Figure 1.12. Miller (1968) indicates that 
during a problem solving activity we become aware of 
response delays greater than 2 seconds and that delays 
Topic 
Human-human 
conununication 
Response to 
control activity 
Response to "System 
are you listening" 
Response to routine 
task request 
Loading programs 
and data 
Response to simple 
enquiry of listed 
information 
Response to "System 
do you understand me?" 
Response to complex 
inquiry in tabular 
form 
Response to program 
initiation 
Response to light pen 
entry of category for 
information 
Graphic response 
from light pen 
Figure 1.12 
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Response Conunent -
time Image Processing Context 
2 sec Silences greater than 4 seconds 
become embarrassing because a 
broken thread of conununication 
is implied. 
< 0.1 sec Feedback for key or switch 
movement. 
<3 sec Bootstrap load the system or 
sign-on in time-shared system. 
<2 sec A simple processing routine such 
as sensor defect corrections. 
15 sec - User spends time organizing 
1 minute notes. 
2 sec Displaying the processing menu. 
2-4 sec If the user errors on input, he 
should be allowed to complete 
the entry before error message. 
4 sec For complex tabular searches. 
15 sec Function of: 
- how long it took to write the 
program and to enter the data 
-
number of additional runs 
or changes before selecting 
parameters 
- how anxious the user is to 
back to other work. 
2 sec Menu selection with light pen. 
0.1 sec Drawing lines on the display. 
Typical response time in man-computer 
conversational transactions. 
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longer than this are inhibiting and become intolerable 
during creative activity. However, he also suggests that 
delays of up to 15 seconds are tolerable when the user 
recognizes that a complex activity is required of the 
computer. Furthermore, it seems likely that when dealing 
with complex problems such as image processing, an operator 
may need to think for periods greater than 2 seconds. Our 
own experience with image processing procedures described 
in §2.2 indicates that this is true. Therefore we propose 
that the result of an interactive image processing procedure 
should be available for viewing by the operator in less than 
fteen seconds. 
1.3.3 Analysis of Image Processing Time and storage 
The previous section has established that an image 
processing operator is capable of performing effective 
interactive processing tasks when the processing time is 
less than fifteen seconds. The processing time is defined 
as the elapsed time between initiating the process and 
viewing the final results, and includes the time required 
to load the program and data, execute the program, and 
transfer the data to the output display device. In this 
section the time required for loading picture data from bulk 
storage devices is analyzed. The processing times of 
several well known procedures are reviewed and storage times 
are given. The time to transfer a picture to a display 
device is considered. This typical sectionalization of a 
computer taS.k into input-processing-output is done here 
because it is convenient to analyze the time for each 
section independently. 
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(a) Data input. The pictorial data is usually 
held in some type of bulk storage. In most image processing 
systems, the bulk storage medium is a disk unit. The 
fastest type of disk unit for retrieval of data is the 
fixed head disk which is commonly found on medium-to-Iarge 
computer installations. By medium size, we mean those 
installations using at least a minicomputer. 
Another popular type of disk storage, especially in 
smaller microcomputer based installations, is the floppy 
disk. Magnetic tape is also used in many instances. The 
storage of pictures on paper tape is almost unheard of 
except for very small images. 
The storage requirement of the image may sometimes 
determine the type of bulk storage used. For example, with 
the large amount of data required for a single Landsat scene 
(30 megabytes), magnetic tape is invariably used. 
A combination of storage devices may be used. When 
enough storage space is available on a relatively fast 
access device, such as a fixed head disk, part or the whole 
of the image may be transferred to the faster device from 
a slower device. This is particularly useful when several 
passes must be made through the data. 
Figure 1.13 gives a comparative view of the storage 
capability and the speed of various types of storage devices. 
(b) Processing time. The processing time of a 
computer is generally specified by the time the central 
processor unit takes to perform some representative 
instruction. In some cases, particularly in the competitive 
microcomputer field, the absolute shortest instruction is 
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Storage Average Data 
capacity access time transfer rate 
Type of device (bytes) (ms) (Kbytes/s)* 
Burroughs B6718 20 x 106 23 345 fixed head disk 
Burroughs B6718 96 x 106 40 
moving head disk 
pack 
Digital Equipment 2.2 x 106 70 180 Corp. RK05 disk pack 
Digital Equipment 28 x 106 48 538 Corp. RK07 disk pack 
Winchester disk 11 x 10 6 50 drive 648 
IBM 3740 single 256,256 488 density floppy disk 31.25 
Double density 512,512 488 62.5 floppy disk 
SA 400 minifloppy 80,600 463 15.625 
Magnetic tape, 38.4 x 106 ** 72 
9 track, 1600 bpi per 1000' 
Magnetic tape, 11.5 X 106 
** 96 7 track, 800 bpi per 1200' 
MFE 450B digital 366,000 
** 2-4 
cassette tape per 300' 
Digital cartridge 2.5 x 106 ** 6 
tape 
Paper tape 12,000 ** 70-1000 bytes/s 
per 100' (reading) , 
70-150 bytes/s 
(punching) 
Cards 80 1400 cpm (reading) 
per card 15 cpm (punching) 
* 1 Kbytes = 1024 bytes. 
** access time depends on the searching speed. 
Figure 1.13 Storage capability and speed of storage devices. 
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specified. This tends to be misleading when attempting to 
evaluate image processing procedures. Most algorithms 
characteristically repeat some basic calculation or 
operation many times. For example, a Fast Fourier Transform 
(FFT) is characterized by the number of multiplications 
performed. Typically, these multiplications are performed 
using floating point arithmetic, and so an appropriate 
metric for the comparison of computers is the time taken 
to perform a floating point multiplication. Likewise, 
algorithms are measured by the number of real multiplications 
required. Figure 1.14, adapted from Hall (1972), Barnea and 
Silverman (1972), and Gaertner et al. (1976) shows a table of 
processing times for various image processing procedures. 
Processing time is in units of real multiplications, N is 
the image resolution, assuming an N x N image, and M x M is 
the size of filter used with the spatial filtering of Hall 
(1972) and Barnea and Silverman (1972). 
(c) Processing storage. The storage for a single 
picture element in the computer depends on the accuracy 
that is required (§1.3.1). The processing steps usually 
require the entire image to be held in the memory of the 
computer, and therefore a N x N array of picture element 
values each with an accuracy of 1 part in 2n requires n N2 
bits of storage. It is more common when specifying computer 
storage to give the storage in bytes, where a byte is 
equivalent to 8 bits. If b represents the number of bytes 
used to represent a single data point, then the storage 
required during execution of the various algorithms shown 
in Figure 1.14 can be given. The value of b is usually in 
a) Two-dimensional Fourier Transform 
t = 4 .N 2 1092 N 
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b) Table Look-up Filters, Low Pass, High Pass and Bandpass Filters. 
t N2 (4 + 8 1 N) 092 
c) Homomorphic Filters for Multiplicative Processes. 
t N2 (12 + 8 1092 N) 
d) Constrained Least-Squares Filter. 
~ Iterative determination ot f, the estimated image. 
t = N2 (16 1092 N + 8.5) + p (4 1092 N + 6) 
Iterative determination of y which gives the estimated image. 
t N2 (16 1092 N + 12.5) + p ( 4 ) 
e) Wiener's Minimum Mean Square Error Filters. 
t N2 (12 10g2 N + 6) 
f) Parametric Wiener Filters. 
t N2 [(12 1092 N + 7.5) + p (4 1092 N + 6)] 
g) Cole-Stockham's (Cole 1973) Homomorphic Filters. 
t N2 (12 1092 + 6) 
h) Aperiodic Convolution in the Spatial Domain. 
t N2 M2 
i) Recursive Filter in the Spatial Domain. 
t (K2 + L2) N2 
t Processing time expressed as the number of real multiplications 
to be performed. 
N Size of the image array (N x N) . 
P Number of iterations to be performed to obtain the final filter. 
Observed to be between 3 and 12 (Gaertner 1976) . 
M Size of convolution filter (M x M) . 
L Feedback taps for recursive filter. 
K Feedforward taps for recursive filter. 
Figure 1.14 Image processing times for representative procedures. 
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a) Two-dimensional Fourier Transforms. 
S = 2 b N2 bytes 
b) Table Look-up Filters. 
S 3 (2 b N2 ) 6 b N2 bytes 
c) Homomorphic Filters for Multiplicative Processes. 
S = 4 b N2 bytes 
d) Constrained Least Squares Filters. 
Iterative Determination of f. 
S 7.5 b N bytes 
A 
Iterative determination of y. 
S 6 b N2 bytes 
e) Wiener's Minimum Mean Square Error Filters. 
S 5 b N2 bytes 
f) Parametric Wiener Filters. 
S 7.5 b N2 
g) Cole-Stockham's Homomorphic Filters. 
S 4 b N2 
h) Aperiodic Convolution in the Spatial Domain 
S b N2 + b M2 + b (N + M)2 
i) Recursive Filter in the Spatial Domain 
S b N2 + b (K + L)2 + b (N + K + L)2 
S Storage area in bytes. 
b Number of bytes for each data point (1-4). 
N Size of image array (N x N) . 
M Size of convolution filter (M x M) . 
L Feedback taps for recursive filter. 
K Feedforward taps for recursive filter. 
Figure 1.15 Image processing working storage requirements. 
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the range of 1, for a single byte integer to represent the 
picture element, to 4, for a floating point number 
representation. 
Figure 1.15, again adapted from data given by 
Gaertner et ale (1976), shows the working storage require-
ments for various image processing algorithms. 
(d) Data output. After the processing is finished, 
the data output either to a display or back on to a bulk 
storage medium to await further processing. Output display 
devices are considered in §1.4, but the time requirements 
are considered here. The rate at which data may be 
transferred is the important parameter. In most systems 
this is limited by the speed at which the main storage 
memory can operate when transferring data to a television 
type video display. The basic unit in this operation is the 
memory cycle time which gives the time for a read or write 
cyc Memory cycle times can be as low as 10 to 20 ns 
for very high speed memory, but a more typical time for 
semiconductor random access memory would be in the range of 
100 to 250 ns. Call this time t 
cy The time to transfer 
data from the main processor memory to a display memory 
will be simply: 
Display transfer time = 
This is the fastest time that is possible and is achievable 
only when using special direct memory access (DMA) 
techniques. For example, with a 256 x256 display, and using 
memory with a cycle time of 250 ns, the display memory can 
be filled in 16 ms. 
When direct memory access techniques are not used, the 
processor must transfer data from the working memory to 
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the display memory. The time required to do this must 
include the processing time and may be 10 to 100 times the 
basic cycle time of the ~emory, depending on how many 
instructions have to be executed. In general, however, the 
total time required is much less than the 2 to 15 seconds 
limit determined in §1.3.2. 
The transfer of data to bulk storage is governed by 
the rate at which data may be accepted by the device. 
Figure 1.13 gives data transfer rates for different types 
of storage devices. Data storage times can be longer than 
data retrieval times if the operating system checks that a 
storage operation has been performed correctly by re-reading 
the data. See Figure 2.10. 
1.4 IMAGE DISPLAY 
The display (11)-(15) of Figure 1.3, forms the last 
link in the image chain. The image must now be of an 
analog nature, and the necessary digital-to-analog 
conversion process is considered below. Display devices 
can be classed into two general categories. These are 
devices in which the display is of a transient nature, 
such as a video display with a continual refresh, and 
display devices which store the image for an extended time, 
such as a storage cathode ray tube. Hardcopy of the image 
is usually produced by a photographic process, but other 
techniques such as the production of images on thermo-
sensitive or electrostatic paper are also used. However, 
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as Pucilowski and Schlam (1978) state, " ... the perfect 
display for all applications not only does not exist, but 
is not on the horizon." It is appropriate to evaluate the 
parameters by which display devices and hard copy techniques 
may be compared, and to describe briefly some of these 
devices and techniques. 
1.4.1 Digital-to-analog Conversion 
The digital-to-analog (D/A) process is the reciprocal 
of the analog-to-digital process described in §1.2.4, and 
many of the same parameters of operation can be ascribed to 
the D/A process. There are, however, some additional 
characteristics of the D/A conversion process which should 
be mentioned. 
(a) Accuracy. The absolute and relative accuracy 
and the linearity of digital-to-analog conversion is defined 
in the same way as for analog-to-digital conversion in 
§1.2.4. 
(b) Resolution. Resolution is defined as the 
smallest input digital code for which an output analog 
level is produced. 
(c) Settling time. The settling time is the time 
required for the converter output to settle within some 
specified error band. This error band may be defined as 
within LSB or to within a specified percentage value 
of the final value. The converter used in the imaging 
system described in Chapter 2 has a settling time of 85 ns 
to within ~ LSB. 
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(d) Glitches. A high speed D/A converter can have 
a very large spike at the output during the settling time. 
These 'glitches' are caused by asymmetrical switching times 
when the input bit patterns change state. For example, in 
logic circuits it is usual for switching times to be faster 
when switching from 1 to 0 than from 0 to 1. Therefore, 
when the input changes from 01111111 to 10000000 there is a 
momentary change to 00000000 between the starting and final 
values. This causes a glitch in the output which, even 
though of very short duration, can be visible on a display 
screen. Deglitching circuits (Hnatek 1976) can be used to 
reduce the effect of these asymmetrical switching transients. 
1.4.2 Display Characteristics 
The characteristics of the image have been described 
in §1.2.2 and the operating parameters of image detectors 
have been defined in §1.2.3. This section considers the 
parameters which describe the operation of display devices. 
In general, the display device should faithfully recreate 
the image, at least to the extent of recreating what the 
human viewer would perceive if the image processing chain 
were not present. The display exhibits characteristics 
such as dynamic range, contrast ratio, and luminance which 
relate to the image. In addition, a display has the 
operating characteristics of geometrical fidelity, flicker, 
resolution, and persistance which should be considered. 
(a) Luminance. Luminance is the intensity of a 
surface measured in lamberts (Sowan 1968) or in lumens per 
steradian (Spiro 1974). Luminance is the brightness 
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perceived by the viewer, and decreases as the cosine of the 
angle of view from a perpendicular to the screen. Adequate 
luminance for a screen in a normally illuminated room is 25 
to 50 millilamberts (Rouse 1975). 
(b) Contrast ratio. As defined in §1.2.2, contrast 
ratio (C
r
) expresses the relationship of the most, least, 
and average luminances in the scene. The contrast is an 
important parameter as it affects the ability of the human 
viewer to perceive spatial frequencies (Booth and Schroeder 
1 97 7, Go uld 1 96 8) • 
(c) Resolution. Resolution is a measure of the 
ability to recreate picture detail. Resolution may be 
stated in a number of ways, including the modulation 
transfer function, spot diameter, line width, or in spatial 
frequency lines per millimeter. 
(d) Geometric fidelity. The fidelity with which 
the image is recreated on the display is dependent on the 
geometric fidelity of the display device. Factors which 
affect fidelity are spot distortion and non-linear scanning 
signals in raster scanning devices. Another source of 
distortion can be seen in storage displays. In this case, 
if a charge has been stored in one part of the display, 
the beam can be deflected by this charge when writing to 
another part of the screen. 
(e) Flicker. Flicker is the sensation of image 
intermittence when the regeneration rate of the display is 
less than the critical fusion frequency. The critical 
fusion frequency is a function of the luminance, scanning 
patterns, persistence of the phosphor, and ambient 
illumination levels (Rouse 1975). 
(f) Persistence. When a cathode ray tube (CRT) 
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display is used, the phospher material continues to radiate 
after the excitation is removed. The time of persistence is 
defined as the time between the removal of excitation and 
the time that the luminance has dropped to some fraction of 
its initial value. 
1.4.3 Image Display Devices 
There are few display devices commercially available 
which are suitable for interactive image processing work. 
An effective device must allow the operator to view the 
results of the processing step within the time limitations 
established in §1.3.2. Therefore, photographic reproduction 
techniques are eliminated. The television type refreshed 
display is one of the most popular devices used today_ 
The ease with which full colour displays are generated 
contributes to this popularity, and many systems are 
offered with colour displays. New electronic devices, such 
as flat panel and electroluminescence displays, are being 
developed but do not generate gray scale images (Pucilowski 
and Schlam 1978). The direct view storage cathode ray tube 
(Priess 1978), commonly used in interactive graphics systems 
where a binary display is adequate, is sometimes used in 
imaging applications. A gray scale is generated using 
techniques similar to half-tone printing. 
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1.4.4 Hard Copy Techniques 
The presently available methods for the generation 
. of hard copy images are even less satisfactory than display 
methods. To date, most hard copy devices available are used 
in graphics systems where a binary (black and white) copy is 
produced. An inexpensive, fast, high resolution, hard copy 
device for gray scale images does not exist. 
T.he most common techniques for producing hard copy of 
images use photographic methods. These produce images with 
better resolution and dynamic range than other methods, 
such as line printer overprinting. There are two techniques 
which use film as the hard copy medium. In the first, a 
computer controlled light beam is swept over a film plate. 
The intensity of the light beam is modulated by the computer 
to correspond to the intensity of the image. Commercial 
instruments, such as the Optronics C-4300 Colorwrite machine 
(McDonnell and Fowler 1979), produce high quality 
photographic films of digitized images. Colour reproductions 
are produced by successively writing to the film with three 
different colour beams. Positive transparencies or negatives 
for colour prints can be produced easily. 
A similar film scanning method uses a CRT and 
photographic film. The film is placed in contact with the 
surface of the CRT, and a raster-scanned, z-modulated beam 
sweeps out the required image (Longshaw et al. 1976). This 
method is useful only for black and white images. 
An alternative photographic method is to simply 
photograph the display monitor. This procedure means the 
photograph is limited to the same resolution and dynamic 
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range as the display device. Nevertheless, useful 
photographs can be produced, as demonstrated in Appendix C. 
A method known as line printer overprinting can 
produce low resolution, low dynamic range images. A given 
intensity is produced at each pixel by successively over-
printing with a sequence of selected characters. The useful 
dynamic range is generally limited to about 16:1, and the 
resolution is limited to the character spacing of the line 
printer. In general, this is not a satisfactory method. 
1.5 CONCLUSION 
This chapter has reviewed in detail the chain of 
procedures by which images are produced. The various links 
in the image chain have been described. The main aim has 
been to introduce terms and to define a regime of image 
processing which can be carried out interactively using 
relatively unsophisticated computing equipment. The total 
time required by a processing step allows the general 
division of image processing routines into those which can 
be performed interactively and those which may be better 
performed in a batch (or at least a walk-away-from-the-
computer-and-do-something-else-for-awhile) mode. The next 
two chapters discuss in detail a complete microprocessor 
based interactive processing system, including its hardware 
and software. Some interactive image processing 
applications of the system are described. 
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CHAPTER 2 
A MICROPROCESSOR BASED INTERACTIVE IMAGE PROCESSING SYSTEM 
2.0 INTRODUCTION 
In 1975 a project was started at the University of 
Canterbury to investigate the use of charge coupled device 
(CCD) imaging arrays in image processing systems. Our first 
use of' the charge coupled device was in a system called 
the Fast Area Digitizing Scanner (FADS), reported by Ireland 
(1977). The FADS system incorporated an 'intelligent' block 
of memory using hardwired digital logic, and a charge 
coupled device installed in the focal plane of a 35 rom 
camera. A control system allowed an external computer, 
in this case the E.A.I. 590 Hybrid Computing System in the 
Electrical Engineering Department, University of Canterbury, 
to acquire,data from the CCD camera. We soon realized that 
a microcomputer controlling the FADS memory, or an equivalent 
memory, would be more effective than the E.A.I. machine 
because it would allow a user to operate the imaging system 
independently without conflicting with other users of the 
Departmental system. 
The microcomputer based system has become known as 
the University of Canterbury Image Processing System (UCIPS) 
and its first application was in the evaluation of the 
charge coupled device as an imaging array_ The hardware was 
constructed so that the system was reasonably portable in 
order to test the premise that a microcomputer controlled 
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Figure 2.1 University of Canterbury Processing System (UClPS). 
solid state imaging system could be operated for remote 
sensing applications in a light aircraft (Hodgson et aZ. 
1979). The system was successfully tested in flight 
trials in August 1979 (Hodgson et al. 1980). 
It soon became clear that the imaging system was 
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very useful in a stand-alone interactive mode of operation 
and as such had many potential applications. Several of 
these have been investigated (§2.3). This chapter describes 
the hardware and software which has proved to be so useful 
and versatile. It begins with a system overview and a 
description of the component parts. The flying system 
is described and examples of images obtained during the 
flight trials are given. The software developed for use in 
interactive image processing is described and a number of 
applications where the system has been used are given. 
2.1 UNIVERSITY OF CANTERBURY IMAGE PROCESSING SYSTEM 
(UCIPS) OVERVIEW 
Five major subsystems are identified in the system 
diagram (Figure 2.1). These are the CCD camera and its 
associated driving circuitry, direct memory access 
controller, and memory (i); the visual display store 
interrogator (VDSI) and CCIR standard television display 
(ii)i the Intel 8080 microcomputer system with CRT terminal, 
graphics input joystick and fast line printer (iii); a bulk 
storage system consisting of a dual drive floppy disk and a 
digital cassette recorder (iv); and, finally, the software 
(v) . 
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The architecture of the system is that of a standard 
computer with central address l data and control buses 
through which all devices communicate. In operation I a 
program which controls the capture and display of 
information from the CCD camera is loaded into memory from 
the floppy disk unit. The controlling program causes a 
signal to be sent to the direct memory access controller 
which in turn starts the capture of the next valid frame of 
data from the CCD camera. These data are placed in the CCD 
data memory from whence they are transferred to the visual 
display store interrogator (VDSI) refresh memory. The 
process is repeated at about six pictures second until 
a key is depress on the CRT console device. This freezes 
the last captured picture on the display, and the operator 
the system then has an option of storing and/or processing 
the captured picture. 
2.1.1 Charge Coupled Device Camera and Associated Circuitry 
(Figures 2.2, 2.3) 
(a) CCD Camera and temperature control The CCD 
camera, associated drive circuitry, and analog-to-digital 
converter were developed and described by Ireland (1977). 
Three versions the CCD camera have been made, two of 
which contain a Peltier effect cooling device. The CCD is 
mounted in the focal plane of the lens of each camera. The 
3mm x 4mm format of the active area of the CCD makes it most 
sui table for 8 mm optics, but one camera has a universal 
mount which allows standard 35 mm screw thread lenses to be 
used. It also can be attached to a telescope. The thermo-
electric cooling device allows the temperature of the CCD to 
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be controlled in the range of -12°C to +30 0 C (Hodgson 1979). 
The temperature controller is based on a design by Blackburn 
(1977) and adapted by Murphy (1979). One version of the 
CCD camera is shown in Figure 2.4. The CCD produces an 
output which is amplified by a wide bandwith amplifier 
before it is transmitted via coaxial cable to the analog-
to-digital board. 
(b) Clock generator and drivers. The clock 
generator circuitry is contained on two circuit boards 
which produce the required clocking signals for the CCD. 
These clocking signals are derived from digital logic 
circuits and are in the correct time sequence to clock 
the video out of the CCD. (See Appendix A for the CCD 202 
specifications.) The clock generator boards also provide 
a signal which indicates when valid data is at the output 
of the CCD. This signal is used on the analog-to-digital 
board to actuate the sample-and-hold and to start an 
analog-to-digital conversion. 
In addition to the requirement for the correct 
temporal relationship between the various CCD clocking 
signals, the level of each signal must be adjusted 
independently to obtain optimal operation of the CCD. 
A clock driver board allows each of the clocking signal's 
to be adjusted between +15V and -15V. 
(c) Analog-to-digital converter. The analog-
to-digital board provides the sample-and-hold function 
and converts the analog signal from each pixel of the COD 
into an eight bit digital data word. When conversion is 
completed, in one microsecond, the board generates a clock 
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signal for the direct memory access controller. This clock 
serves to indicate that the conversion of the data is 
complete and that the data may be transferred by the direct 
memory access controller into the memory. The analog-to 
digital converter is a ten bit converter, and in normal 
operation only the eight most significant digits are used. 
However, the eight least significant bits may be selected 
with a switch allowing the low level signal performance of 
the CCD to be evaluated. 
(d) Direct Memory Access (DMA) controller. The 
direct memory access controller allows the data to be 
transferred directly from the analog-to-digital converter 
board into the CCD data memory at the rate it is clocked 
out of the CCD. This is necessary because the 1 MHz data 
rate is too high for the microcomputer to take the data 
directly. The DMA controller is ini tialized with an address 
in CCD data memory where the first byte of data is to be 
placed. It then receives a command from the microcomputer 
CPU to initiate a data request from the CCD. The DMA 
controller does so, putting the CPU into a hold state while 
the data is written directly from the analog-to-digital 
converter latches into the CCD data memory. The DMA 
controller receives a clock signal from the analog-to-
digital converter board and uses this to generate the proper 
memory control signals and to advance a counter to the next 
memory location. An end-of-frame signal from the clock 
generator terminates the DMA operation and releases the CPU 
from its hold state. 
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Sensor: Fairchild CCD202B, 100 x 100 element charge coupled device. 
Dynamic range - 300:1 at room temperature. 
saturation exposure - 0.4 ~J/cm2. Responsivity - 4.0 V/~J crn- 2 . 
(See Appendix A) 
Thermoelectric Cooling Device: Cambion Model 3950-1. Heat pump capacity -
6.8 watts at a temperature differential of OoC. 
. . . ' 0 Maxlmurn temperature dlfferentlal 54 C. 
Temperature Transducer: Analog Devices AD590. 
to +150oC. 
o 
output - l~A/K over -55 C 
CCD Video Amplifier: National Semiconductor LH0032 FET operational 
amplifier. 
unity gain bandwidth - 70 mHz. Slew rate 500 V/~s. 
Analog-to-Digital Converter: Datel ADCHIOIB. Resolution - 10 bits. 
Conversion - Successive approximation, 100 ns. per bit. 
Sample-and-Hold: Datel SHM-UH. 
Aperture time - 200 ps. Acquisition time - 35 ns. 
Output slew rate - 500 V/~s. 
Figure 2.3 ceD Camera Technical Summary. 
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(e) CCD Data memory. This is simply a section of 
memory that has been allocated by the software for use by 
the direct memory access controller. This memory can be any 
random access memory in the system that is not being used 
for another purpose although it must not be dynamic memory 
which requires refresh cycles. The memory boards are 
commercially produced and contain 8196 (8K) bytes of static 
random access memory_ The microcomputer system memory is 
required to have an access time of at least 450 ns and is 
thus suitable for use as CCD data memory. 
2.1.2 Visual Display System (Figures 2.5,2.6) 
(a) Visual display store interrogator (VDSI). 
Duncan (1978) developed the VDSI. It provides two basic 
functions. The first of these is to sequentially read data 
from the VDSI refresh memory and to convert these data bytes 
to a television compatible video signal. It accomplishes 
this task by generating the addresses and control signals 
required to read the data from the memory and at the same 
time generating synchronization signals for the CCIR standard 
625 line video monitor. The digital data in the memory, 
eight bits per pixel, is converted to analog data by a 
digital-to-analog converter. This signal is then mixed with 
the synchronization signals to generate video for the 
television monitor. 
The display format is chosen to match the sensor 
that is being used, and can be switched to display a centred 
picture of 128x128 or 100x100 pixels. The video is blanked 
outside the chosen display area except in an area of 16x100 
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pixels reserved at the bottom of the display for a title 
(see Figure 2.7). When generating the display, each line 
of CCD information is repeated as four lines on the 
television monitor. This serves to enlarge the display and, 
when coupled to the display timing in the horizontal 
direction, preserves the original 4x3 aspect ratio of the 
CCO imaging array. 
The second basic function the VDSI controller 
performs is to control the access of the microcomputer to 
the memory dedicated to the display. In essence, two 
devices, the memory address generator for the refresh 
display and the microcomputer, must have access to the 
display memory. The microcomputer must have access to this 
memory to be able to change the picture that is being 
displayed. The controller has been organized so that the 
microcomputer has absolute priority of access over the 
display address generator. When this occurs, the display 
is automatically blanked. This necessary operational 
requirement gives rise to considerable degradation of the 
display when the microcomputer is changing information in 
the display area. No interference is seen under other 
normal microcomputer operations. 
Twenty-four K bytes of fast refresh memory have been 
allocated to the VOSI memory space. This allows the storage 
of two complete images in memory. A starting address is 
programmed under software control into the VOSI address 
generator which allows either of the two images to be 
displayed. 
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Memory Allocation: 24,576 (24K) bytes, 250 ns access time, static 
random access memory. 
Addressing Range: 65,536 (64K) bytes. 
Digital-to-Analog Converter: Datel DAC-08BC. Resolution - 8 bits. 
Settling time - 85 ns. 
video Mixer: National Semiconductor LH0032. See Pigure 2.3. 
Video Amplifier: National Semiconductor LM3l0 voltage follower. 
unity gain bandwidth - 20 MHz. Slew rate - 30 V/Ws. 
Video Monitor: Hitatchi g", 625 line CCIR standard monitor. 
Pigure 2.6 Visual display system technical summary. 
Figure 2.7 VDSI example output. 
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(b) VDSI refresh memory. The memory which is used 
for the VDSI refresh memory is identical to all other random 
access memory in the system except that it must have an 
access time of 250 nanoseconds. Identical circuit boards 
with faster memory chips are used. 
(c) Display hard copy. Hard copy of the display 
monitor is achieved by positioning a 35 mm camera in front 
of the screen. A special camera attachment has been 
constructed. Low quality hard copy can also be obtained by 
a line printer print-out. See Appendix C. 
2.1.3 Central Processor Unit System Architecture 
(Figures 2.8, 2.9) 
(a) Central processor unit. A commercially 
constructed single board computer (Intel SBC80/10A) was 
chosen as the central processor unit. It is a complete 
computer with random access memory, read only memory, and 
input/output ports. This processor board was designed and 
intended for use in dedicated applications, and some minor 
modifications were added to allow it to be used in a 
software development and general purpose imaging system 
application. These modifications include the selection of 
the communication rate of the CRT serial port and the 
facility to disable the on-board read only memory with a 
switch. 
(b) Single board computer interface. The random 
access memory board described in §2.1.1(e) above, uses a 
different bus configuration than the single board computer. 
The single board computer interface, physically located on 
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the same board as the direct memory access controller, 
inverts the logic and provides the required drive circuitry 
for the address and data buses. The interface also provides 
logic to enable or disable the on-board read only memory 
through the action of a switch on the front panel of the 
system chassis. 
(c) Cathode ray tube (CRT) console terminal. 
CommuniCations with the operator of the imaging system are 
via a CRT display unit operating at 9600 Baud. This unit 
has a set of user programmable function keys which have 
proved to be very useful in image processing. 
(d) Line printer interface. When a CRT is being 
used as the console device on an imaging system or software 
development system, provision must be made for the hard copy 
of programs and data. In the University of Canterbury 
system this requirement is met in a novel way. An interface 
has been constructed which connects the microcomputer to a 
remote line printer. The interface was developed by Camping 
(1979) and Savory (1979) and allows a number of microcomputer 
development systems to share a single line printer on a 
single coaxial line. 
(e) Joystick. One of the input/output ports on 
the single board computer is used to interface a joystick 
to the system (Leonard 1979). This joystick allows the 
operator to identify any pixels displayed on the television 
monitor. The joystick device itself is a pair of orthogonal 
potentiometers and a multiplexing analog-to-digital converter. 
The device is driven by a program running in the micro-
computer which determines the output of the A/D converter, 
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and flashes the appropriate pixel on the monitor. 
( f) System RAM and PROM. The system random 
access memory has been described in 2.1.1(e). The system 
programmable read only memory (PROM) is a similar commercial 
board with up to 16,636 (16K) bytes of programmable read 
only memory. 
( g) System input/output. An additional input/ 
output capability has been added to the system by a simple 
I/O board. This board contains an additional 48 parallel 
I/O lines and a serial port with an RS232-C interface. 
CPU Board: Intel SBC 80/l0A single board computer. RAM - lK bytes. 
PROM.- 4-8K bytes (enabled or disabled by a front panel 
switch) • 
I/O - 48 lines parallel bidirectional, RS232-C serial port. 
CRT Console Device: Teleray 4016 programmable keyboard CRT terminal. 
9600 Baud. 
Line Printer: 40 column PR-40 printer plus access through a special 
interface to an Intel printer at a remote location. 
System Memory: RAM - 57,344 (56K) bytes static with 24,576 (24K) 
bytes allocated to the refresh memory for the video display. 
PROM - 8196 (8K) bytes 2708 type. 
System I/O Board: Parallel - 48 lines. Serial - RS232-C. 
Power Supply: National Semiconductor BLC665. Supplies 5V @ 30 A., 
-5V @ 1.75 A., +12V @ 4.5 A., -12V @ 1.75 A. 
Figure 2.9 Central processor unit system technical summary 
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2.1.4 Bulk storage System (Figure 2.10) 
Any image processing system requires a storage 
device for images. The type of bulk storage chosen depends 
somewhat on the format of the input device being used. A 
very large input sensor, say 400x400 pixels will require 
much more storage than a smaller sensor such as the 100x100 
array. 
The University of Canterbury system uses two types 
of bulk storage. The most commonly used device is the 
dual floppy disk unit, but a digital cassette recorder is 
used with the Flying FADS described in §2.3.1 and is 
available for use as a general picture store. 
(a) Dual floppy di~k system. Figure 2.1 shows 
two single-density, single-sided disk drives. Each floppy 
diskette has 252,928 bytes available for storage and can 
store 21 pictures from the 100x100 CCD. In addition to 
serving as a bulk store for images, the floppy disk system 
allows the rapid development of software. An operating 
system with text editor and assembler allows the editing 
of text and the assembly of relocatable object files. A 
linker program links relocatable les together to produce 
an executable object file which the programmer can then run 
on the microcomputer. See §2.1.5. 
(b) Digital cassette. A digital cassette was 
chosen as a storage device for the Flying FADS system (see 
§2.3.1). An operating system which allows the user to 
operate and to interact with the cassette tape in much the 
same fashion as with the floppy disk has been written by 
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Pairman (1980). The cassette tape system operates so that 
files which are programs to be loaded into memory and run 
as part of the image processing system may be accessed by 
typing in the name the file. Files of images, on the 
other hand, are not named and the cassette drive must be 
positioned to the desired image before loading can occur. 
The cassette tape operating system has several commands to 
allow for rapid and easy positioning to any file on the tape. 
A digital cassette can store or retrieve a picture in six 
seconds and will store 30 pictures on a single side of a 
100 metre cassette tape. Pictures may be recorded on both 
sides of the tape. 
Dual Floppy Disk System: Icom FD400 Single density, single sided 
drives. 
storage capacity - 252,928 bytes per 8" IBM 3740 standard 
diskette. 
Data transfer rate (writing) - 25 seconds for one picture 
(11,600 bytes) • 
Data transfer rate (reading) 10 seconds for one picture. 
Digital Cassette: MFE Model 450B. Recording density - 1600 fci., 
20 inches/s., 2000 bytes/s., Storage capacity - 2.88 x 10 6 
bits per 300 feet of ANSI/ECMA standard cassette. 
Data transfer rate writing and reading - 6 seconds for 
one picture. 
Figure 2.10 Bulk storage system technical summary. 
2.1.5 Software 
The software on an image processing system falls into 
two categories. The first, operating system software, 
includes programs which are necessary to interact with the 
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floppy disk storage system. The operating system also 
includes the software development tools to develop and 
debug a user's software. The second category is the user's 
image processing software. This software is dedicated to 
the manipulation and processing of images and is particular 
to the image processing requirements. In image processing 
applications, a software package which allows a choice of 
image processing routines is generally developed. 
(a) Operating system software. There are three 
operating systems available for use on the University of 
Canterbury imaging system. The first is produced by the 
manufacturer of the floppy disk hardware, Icom FDOS III, 
the second is the CP/M operating system (Miller 1978, 
Stewart 1978), and the third is the University of California 
at San Diego (UCSD) PASCAL system (Bowles 1978). Each of 
these operating systems has an executive program which 
allows a user to access files stored on the floppy disk. 
These files may be programs, text files, or intermediate 
files which have been generated by editors or language 
translators and which will become executable files. There 
also may be data les which are accessed by other programs 
which the user may run. Images fall into this later 
category, and a suite of software routines is provided by 
the operating system to aid in their storage or retrieval. 
The first two systems mentioned above, FDOS and CP/M, 
primarily support assembler language programming. Each has 
an editor and an assembler. The assembler in the FDOS 
system is rather more powerful in that it produces 
relocatable code and thus allows software to be written in 
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modular form. The system also includes a linker which links 
together the modules required to produce a complete program. 
The debugging facilities in the CP/M operating system 
are more powerful than those offered under FDOS because a 
symbolic debugging package is included. Programs developed 
under FDOS rely on the debugging facilities in the system 
monitor. Both FDOS and CP/M operating systems provide BASIC 
as a high level language for program development. In each 
system, a BASIC interpreter is provided. 
The UCSD PASCAL operating system is dedicated to 
the PASCAL language described by Jensen and Wirth (1975). 
It is a high level language and the operating system 
supports program development in PASCAL with a screen 
oriented editor, a filer to control writing to and reading 
from the floppy disk, and a up-code' compiler and 
interpreter The 'p-code' compiler produces a pseudo-
machine language code which is then run by the interpreter 
resident in the microcomputer system. The execution of 
PASCAL language programs is similar to the operation of 
the BASIC interpreters available in FDOS and CP/M. 
An additional component of the system software is 
the system monitor. A monitor is a supervisory program 
which provides basic input/output routines and debugging 
facilities. The .monitor used on the University of 
Canterbury system is one adapted from the Intel 
Microcomputer Development System monitor. It has been 
extensively modified and includes additional debugging 
facilities in the form of trace and disassembly features 
(Wong 1979). 
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Appendix B gives a listing of the commands available 
in the University of Canterbury monitor. A number of other 
software packages, such as a floating point mathematics 
package, also are available for use in the system. 
(b) User's software. User generated software is 
the most important part of the software on the image 
processing system. Here, a picture processing operating 
system has been developed. Not only does it allow us to 
interactively operate on a picture stored in the memory of 
the microcomputer, it also allows us to easily store and 
retrieve pictures on the floppy disk. It also loads and 
executes programs which may not be part of the basic picture 
processing facility. The following section is devoted to 
describing this software in detail. 
2.2 INTERACTIVE IMAGE PROCESSING SOFTWARE 
The main image processing software is a picture 
processing operating system because, like the floppy disk 
operating system, this software allows the operator to 
interact with the floppy disk both for loading and executing 
programs and for storing and retrieving images. A program 
called PIKKY has been written to accomplish these tasks. 
PIKKY contains three basic modules. These are: 
(1) the command input and decoding section, (2) the floppy 
disk handling routines, and (3) the image processing 
routines inherent in the operating system. In addition, a 
suite of user generated processing routines has been 
developed. Many stUdents who have worked on the imaging 
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system have contributed to this suite of software (Cady 
et al. 1979, Appendix C) and the number of routines available 
for interactive image processing is growing steadily. A 
fixed suite of routines is not sufficiently flexible to 
allow us to investigate different aspects of image 
processing. Therefore a very useful feature of the picture 
processing system is its capability to allow a large number 
of image processing routines to be run under its control. 
The number of routines that can be accessed is limited only 
by the storage capabilities of the floppy disks, a total of 
about one-half megabyte on the dual drive system. The size 
of anyone processing routine is limited normally to about 
12K bytes, exclusive of storage space for the images. For 
special processing routines, where the routines in PIKKY are 
not required, 32K bytes of memory are available. The 
processing power of PIKKY is therefore only limited by the 
imagination of the user, the cleverness of the programmer, 
and the speed limitations of the Intel 8080 central 
processor uni to: 
2.2.1 PIKKY - Picture Processing Operating System 
PIKKY contains routines which input a command from 
the operator and decodes these commands to perform the 
required operation. When reading from or writing to the 
floppy disk is required, PIKKY contains a library of 
routines which can perform any interaction with the floppy 
disk storage. Finally, PIKKY contains a number of 
processing routines which can be used by the operator. 
(a) PIKKY command input and decoding. All commands 
are entered into the picture processing system through an 
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ASCII serial keyboard. An # is displayed on the console crt 
as a prompt character, and commands are written in the form 
of a command line. Editing of the command line through the 
use of the rub-out (RO) key is permitted and line echo 
facilities are provided (CTL-R). The command line is 
terminated by a carriage return (CR) and is held in a text 
buffer in a specified and dedicated location in system 
random access memory_ It is therefore available to other 
user generated software. Command decoding is achieved by 
matching the command string in the text buffer with a 
command table. The command table contains ASCII templates 
for each valid command with the starting address of the 
required routine following the template. Control is 
transferred to the required routine and returned to the 
command input processor when the routine is finished. If 
the command processor fails to find a match for the command 
line in the command table, it assumes that the command line 
specifies a processing routine found on the floppy disk unit. 
It then loads and executes the required routine. Parameters 
may be passed to any of the processing routines through the 
command line buffer. 
(b) PIKKY floppy disk handling routines. All 
operations to and from the floppy disk units are handled by 
a set of routines supplied by the vendor of the system. 
These routines use a special section of memory to store 
'system parameters' and thus communication between the 
picture processing operating system and the floppy disk 
interface software is easily accomplished. 
The disk handling routines provide error messages 
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when a specified file is not found on the specified disk, 
a duplicate name exists, a media error has occurred, or a 
specified drive is not ready. 
( c) Image processing routines in PIKKY. A number 
of image processing routines are available as standard 
options within the picture processing operating system. 
See Figure 2.11 and Appendix C. These routines form the 
basis for many image processing procedures, and may be 
accessed and executed in any order at the whim of the 
operator. 
All processing which is done within the PIKKY 
routines occurs on one specific picture buffer. As 
mentioned in §2.12, the VDSI can display one of two picture 
buffers within its memory space. The PIKKY routines always 
operate on the picture buffer designated #1. Through the 
use of the P command the VDSI can be directed to display 
either picture buffer #1 or #2. Thus the operator can save 
an original of the picture to be processed in buffer #2, 
and perform some image processing operation on buffer #1. 
The two results can be compared by using the P command. 
A third buffer area is als.o available but is in normal 
system memory and must be transferred into the VDSI memory 
using the T command to be displayed. 
2.2.2 External Image Processing Routines 
One of the most powerful features of the interactive 
picture processing system is its facility to access and run 
any program which is stored in the floppy disk system. This 
means that picture processing is not limited to the basic 
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Figure 2.11 Image processing routines within PIKKY. 
routines within PIKKY. other software routines can be 
developed and run without requiring a new PIKKY with a 
new set of commands each time a new processing algorithm 
is to be tested. 
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There are two ways to access and execute a routine 
that is not within the basic repertoire of PIKKY. As 
mentioned above, if the command decoding section within 
PIKKY does not find a match in the internal command table, 
the command name is assumed to be a program which exits on 
the floppy disk. The command decoding module, through the 
use of the system parameter area of memory and the disk 
handler routines, loads the program from the floppy disk 
unit and executes it. If the program had already been 
loaded and was still in the memory, the U or the GO command 
in PIKKY will branch to the user routine. 
The concept of external, or user generated, routines 
is very powerful. Many special purpose or trial routines 
can be developed and tried without interfering with the 
basic operation of the main picture processing system 
pro~ram. The only limitations on user generated routines 
are that they should start at a specific address, and at 
their termination should return to a specific address in 
PIKKY. Figure 2.12 gives a list, and Appendix C gives 
more formal details on a number of user generated routines 
which have been used. 
ROUTINE 
TITLE 
WIPE 
AVG2, AVG3 
EDGE 
SLICE 
DENSY 
SCALE 
XOR 
L640 
FILTR 
FIGS 
JOY 
FNUMS 
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DESCRIPTION 
Write a title into a text display area below the picture. 
Blank the text display area. 
Average out the defective pixels in each of two 
different CCD's. 
Set the three rows and columns around the periphery 
of the displayed picture to zero. 
Slice the picture into gray levels and show only 
those above or below a specified value. 
Plot the distribution of densities in the picture 
on the line printer or console. 
Fill the picture area with one of four different 
gray scales. 
Exclusive OR the two picture areas, 
Transfer data to or from another computer in the 
Department. 
Spatial two-dimensional filter. 
write text into the picture area starting at the 
location of the flashing pixel. 
Operate the joystick as an input device. 
Find the maximum in the picture and print its value 
and the values of its nearest eight neighbours on 
the console 
Figure 2.12 Some user generated processing routines. 
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2.2.3 Evaluation of Image Processing Software 
Interactive image processing has been defined in 
§1.1. Several metrics by which routines may be evaluated 
for their suitability in interactive image processing are 
defined in §1.3. The image processing routines within PIKKY 
and the user generated routines are interactive routines 
because that is the way we use them, and although we have 
not investigated thoroughly the limitations of using a 
microcomputer in image processing, we have performed 
complicated and useful processing in realistic interactive 
processing times. 
Figure 2.13 shows a table giving the execution times 
and size of a number of useful image processing routines. 
The size of the routines does not include the image storage 
when the image is stored in the VDSI memory. Some routines, 
however, require extra storage space for intermediate 
results. The storage space required by these routines is 
shown in the table of Figure 2.13. 
Most routines are executed in less than ~ne second, 
much less than the operator's response time. The slice 
program has an execution time of nearly one and one-half 
minutes. This is the time taken to show 256 different 
pictures, each of which displays only those pixels above a 
threshold value. Note that all routines listed in Figure 
2.13 have been written in assembler language which is faster 
and more compact than most high level languages. Also, note 
that Appendix C gives more detailed information on the 
operation of each routine. 
Routine Execution time 
( seconds) 
GPIK Capture image from CCD 
SAVE Save image on floppy disk 
LOAD Load image from floppy disk 
MASK 8 bit mask of each pixel 
INCREASE OR DECREASE 
Intensity 
HISTOGRAM EQUALIZATION 
Contrast expansion 
LINE PROFILE 
Draw profile of intensity 
across a line 
TRANSFER FROM PICTURE 1 TO 2 
TITLE Write a title on the display 
WIPE Clear the title area 
AVG3 Compensate for CCD defects 
0.16 
20 
6 
<1 
<1 
<3 
<1 
<1 
<1 
<1 
<1 
EDGE Compensate for CCD edge defects <1 
SLICE 
DENSY 
SCALE 
XOR 
FILTR 
Display all pixels above 
a threshold value 
Calculate and plot a 
histogram of pixel intensities 
Gray scale test pattern 
Exclusive-OR two pictures 
Two-dimensional spatial filter 
1 min 24. sec 
for 256 levels 
6 
<1 
<1 
12 
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Program size 
(bytes) 
10,071 
29 
48 
23 
26 
126 
448 
66 
760 
27 
67 
100 
10,300 
1100 
150 
23 
500 
Figure 2.13 Evaluation of assembler language image processing routines 
2.3 APPLICATIONS OF THE UNIVERSITY OF CANTERBURY 
IMAGE PROCESSING SYSTEM 
81 
The initial application of the UCIPS was in the 
evaluation of the charge coupled imaging device. This work 
was performed by Murphy (1979) and some of his results are 
given in Chapter 3. The UCIPS was designed to be portable 
so that flight trials could be undertaken to test that a 
system could be used in a light aircraft to provide 
calibration for Landsat data. During this development, the 
system was found to be very useful in its own right as an 
image processing machine and a number of application areas, 
in addition to the Flying FADS, can be mentioned. 
2.3.1 Flying FADS System 
The Flying FADS system is so named because the 
earliest system using the CCD camera was known as the 
Fast Area Digitizing Scanner--FADS--(Ireland 1977). The 
UCIPS was developed as part of a research program which has 
as its aim the eventual construction of a system to provide 
local calibration of Landsat satellite imagery (Hodgson et 
aZ. 1979). In this application, a multispectral CCD camera 
system (Multi-FADS) is to be flown over selected test areas 
simultaneously with the overflight of the Landsat satellite. 
Data collected by the aircraft system would be used to 
calibrate the data obtained from the satellite. Flying FADS, 
a single channel test system based on UCIPS, has been the 
outcome of this hardware development to date (Hodgson et aZ. 
1980; Pairman 1980). 
The hardware in Flying FADS is shown in gure 2.14 
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Figure 2.14 Flying FADS 
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and summarized in Figure 2.15. The hardware is essentially 
the same as that in Figure 2.1, except that equipment in 
the UCIPS not specifically needed in the flying version is 
deleted. Notice that the floppy disk storage unit (iv) has 
been replaced by a digital cassette recorder to reduce bulk 
and weight. Another major difference can be seen in the 
C.P.U. system (iii). The C.R.T. terminal and keyboard were 
considered too bulky and difficult to use in an aircraft, 
and Pairman (1980) designed a control head to provide 
operator input to control the system in flight. It controls 
all operations of the tape recorder, allows the selection of 
one of several modes of camera operation, and generates a 
run and survey code to identify each picture taken with the 
system. Figure 2.16 gives a summary of control head 
operations. 
The initial flight trials of the system were held in 
August 1979, when the equipment was installed in an 
Aerocommander operated by New Zealand Aerial Mapping 
Services Ltd, Hastings, New Zealand. The equipment 
performed faultlessly and a number of photographs were 
taken, examples of which are given in Figure 2.17. 
2.3.2 Evaluation of Image Processing Procedures 
A project to investigate the in vivo detection of 
multiple pregnancies in sheep is being sponsored by the 
Auckland Industrial Development Division of the D.S.I.R. 
They hope that early detection will reduce the lambing 
morality rate. We were able to show, using a sample 
x-radiograph film, that digital edge enhancement techniques 
could provide an image which was superior to the original 
Charge Coupled Device Camera: See Figure 2.3 
Spectral Band Responses: Band 4 - SOO-600 nm 
Band S - 600-700 nm 
Band 6 - 700-S00 nm 
Band 7 - SOO-llOO nm 
Instantaneous Angular Field of View (IFOV): 
0.3So (included angle) 
Angular Field Subtended by Image: 
3So (across track) 
Linearity: ± 1% of F.S.D. 
Dynamic Range: 1000:1 (100:1 acceptable) 
Variation of Responsivity over Image Area: 
2% 
Thermal Range of Operation: 
Output Format: S bit digital 
Power Supply: 24V aircraft supply 
Power Consumption: 300 W 
Weight: 2S kg 
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Display System: VDSI with 16K bytes random access memory 
See Figure 2.6. 
Central Processor System: 
Bulk Storage System: 
Operator Control: 
Figure 2.1S 
Same as given in Figure 2.S except for 
console device, line printer and joystick. 
MFE Model 4S0B digital cassette. 
See Figure 2.10. 
Control head operation. See Figure 2.16. 
Flying FADS technical summary. 
Cassette Recorder Function: 
CCD Camera Function: 
Display Mode: 
Picture Identification: 
Figure 2.16 
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Record. 
Playback. 
Fast Forward or Fast Reverse (80/120 ips). 
Intervalometer control. 
Internal timer control (6-30 s). 
Manual single shot. 
Continuous from CCD camera. 
Update only at time of storage. 
Operator selection of run and survey 
identification codes. 
Automatic channel number and sequence 
numbers generated. 
Control head operation summary. 
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(a) Picture taken with Hasselblad camera system 
(b) Matching picture taken with CCD camera system 
Figure 2.17 Images from flight trials of Flying FADS. 
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a. Original image. 
b. Edge e nhanced image. 
Figure 2.18 Edge enhancement for pregnant ewe evaluation. 
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and would allow an operator to determine the state of the 
ewe. Figure 2.18 shows an example of an image and its 
edge enhanced version. 
2.3.3 Astronomical Imaging 
Chapters 5 and 6 describe the use of the system in 
simulating attempts to image celestial bodies using large 
earthbound telescopes. The effect of a turbulent atmosphere 
(seeing) is described in Chapter 4, but in essence, seeing 
conditions can be shown to reduce the resolution of a large 
telescope (> 2 m or so) by a factor of 10 or more. This 
problem has been studied in the University of Canterbury 
Electrical Engineering Department Optical Laboratory. 
Before the development of the imaging system, simulated 
imaging and image processing had to be carried out optically 
using photographic techniques. This is a time consuming and 
laborious procedure. A major advantage of using the UCIPS 
in this application is that images are produced in real 
time. This allows rapid evaluation of image processing 
procedures and speeds up the development of different 
imaging algorithms. In addition, many of the digital 
processing techniques could not be performed optically. 
2.3.4 Microscope Imaging 
A microscope fitting allows the CCD camera to be 
attached to any standard microscope. Initial tests of this 
attachment with the system have shown that digital 
processing can be very effective in enhancing photo-
micrographs. This use of the system has not been pursued 
but possible applications include the determination of 
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growth ring spacing in tree core samples and the calculation 
of open-to-closed area in very fine mesh screen. Each of 
these applications makes ,use of the precise physical 
construction of the CCD in making accurate measurements. 
2.3.5 General Picture Digitization 
The system is capable of digitizing photographic 
images. We have not done many because an accurate, even 
field illumination light source and a means to control the 
magni cation and position of the photographic image are 
required. Nevertheless, the system could be easily set up 
to routinely do this if required. 
2.4 CONCLUSION 
The development of the University Canterbury 
Image Processing System is continuing. The CCD202 imaging 
device described here is now obsolete and will be replaced 
by a larger charge coupled device array, the CCD211. This 
is a'190x244 element array similar in construction to the 
CCD202. The system hardware is being redesigned to allow 
this sensor to be used. When finished, up to eight sensors 
can be run simultaneously (Pairman 1980, Cree 1979). This 
development, known as 'MultiFADS' will allow true multi-
spectral remote sensing imaging from a light aircraft. 
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CHAPTER 3 
THE CHARGE COUPLED DEVICE IMAGING ARRAY 
3.0 INTRODUCTION 
Chapter 1 reviews interactive image processing by 
analyzing the image chain. Evaluation characteristics or 
parameters are given for each link in the chain. Chapter 2 
describes an interactive image processing system which has 
proved useful. The charge coupled device (CCD) sensor used 
in the image processing system has a number of particular 
characteristics which have an impact on methods developed 
to evaluate the image processing procedures described in 
Chapter 5. A detailed understanding of the operating 
characteristics of the CCD is necessary to correctly 
interpret quantitative results. This chapter considers 
the operation of the Fairchild CCD202 imaging array. 
3.1 SOLID STATE SELF SCANNED SENSORS 
Semiconductor imaging devices are becoming widely 
available and are, in general, more suitable than photo-
cathode devices for many digital image processing 
applications (Amelio; Gross 1975). Solid state devices 
have lower power requirements and increased quantum 
efficiency. They can be made smaller and more robust 
because their operation does not require a vacuum or high 
accelerating voltages. On the other hand, commercially 
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available semiconductor imaging devices have a lower 
resolution than photoemissive devices such as the television 
vidicon imaging tube. There are high resolution semi-
conductor devices, such as a 400x400 and a 800x800 pixel 
CCD array, that have been developed for use in spacecraft 
planetary imaging probes (Root 1976; Smith 1976). As the 
manufacturing technology improves, it is expected that these 
high resolution devices will become more readily available. 
A solid state imaging sensor is an integrated 
structure containing: 
(i) an array of sensing elements in which a photoelectric 
effect converts incident light to an electronic 
charge packet, and 
(ii) a readout circuit which transfers the packet of 
charge from a collection site (a picture element 
pixel) to a measurement point. 
There are several types of solid state imaging sensors 
commercially available. These include photodiode arrays 
(Reticon 1977; Sato et aZ. 1979), charge injection device 
(CID) arrays (General Electric 1977; Michon and Burke 1975, 
Michon et al. 1975) and charge coupled device arrays (CCD ' s) . 
CCD arrays are more widely available with at least three 
manufacturers supplying devices (Fairchild, Texas Instrument 
and RCA). There have been a number of conferences and texts 
written on charge coupled device applications and theory 
[see CCD(1), CCD(2), CCD(3), CCD(4)]. 
Agajanian (1976) gives a comprehensive bibliography 
on charge coupled devices, and Murphy (1979) reviews the 
operation of the three basic type of imaging arrays. 
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The following discussion of charge generation and 
transfer is restricted to the CCD, because it is the device 
used in the UCIPS imaging system. It is also the most 
widely available solid state imaging device. 
3.1.1 Charge Packet Generation 
A cross-section of a typical cell of a CCD imaging 
array is shown during charge generation, or integration, in 
Pi gure 3. 1 a. 
A -INTEGRATION 
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Transparent v / Transfer 
Photogate ~ IT R ... egister .---'---+-~ 0zzblzZZTLZ2J 
\ 
I 
Figure 3.1 
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B-READOUT 
I 
--' 
The unit cell of a CCD imaging device. 
(From Hodgson 1979.) 
93 
The incident light, hv, creates a hole-electron pair in 
the semiconductor material. Depending on the type of 
material, there will be an excess of either holes or 
electrons which will be free to move about in the material 
under the influence of an electric field, or by diffusion 
to an area of the material where the concentration of 
carriers is less dense. In an imaging device, these 
photoelectrically generated carriers are collected in a 
spatially quantized area formed by a semiconductor junction 
between two dissimilar semiconductor types or between a 
semiconductor and a conductor where a thin insulation layer 
separates two (metal-insulator-semiconductor, MIS). The 
Fermi energy levels of the different materials and the bias 
potential create a potential energy well in which the 
photocarriers (generally electrons) are collected. The 
amount of charge collected in the potential well per unit 
time is proportional to the incident light flux. It is 
also a function of many other factors, such as the area, 
the depth of the potential well, and the doping levels in 
the semiconductor material (Barbe 1975). It should be clear 
from the discussion of §1.2.3 that other considerations such 
as noise mechanisms, saturation effects, spectral character-
istics and quantum efficiency are important in the operation 
and comparison of devices. These are considered in more 
detail in §3.2. 
3.1.2 Charge Transfer 
Charge transfer mechanisms in CCD arrays have been 
described in detail by Solomon, Barbe (1975), Sequin 
(1975) and Tanaka (1979). The process can be understood 
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from Figures 3.1 and 3.2. 
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Figure 3.2 CCD chip 'real estate' plan. 
(From Hodgson et at. 1980) 
The charge packet generated under the transparent 
photogate electrode (Figure 3.1a) during integration is 
transferred to an adjacent register by changing the bias 
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potentials of the electrodes. This 'tips' the charge from 
the photosite to the transfer, or transport, register. 
An area array, such as the CCD202, is shown in Figure 3.2. 
Each photosite, marked with *, in a column has an associated 
vertical analog transport register (ATR). The initial 
charge transfer, described above, is from the photosite into 
the adjacent vertical ATR. Bias potentials in alternate 
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storage locations in this ATR are then switched in turn, 
causing the charge to be shifted vertically to the output 
horizontal ATR. The output horizontal ATR shifts the charge 
packet to the gated charge integrator output stage. This 
type of device is known as an interline-transfer array_ 
Information from the entire array of photosites is 
transferred out in two separate fields. 
The clocking waveforms for the CCD202 are shown in 
Figure 3.3 and Appendix A. 
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Figure 3.3 CCD clocking waveforms. 
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An interval of time h, the clock period of the 
waveform driving the output horizontal ATR, defines the 
rate at which analog data from the array is delivered to 
the output stage. The signal ¢H is the horizontal clocking 
waveform. The vertical ATR is clocked by ¢v with a time 
period of H, somewhat greater than 102h for the 100x100 
element CCD202. More than 100 horizontal clock pulses are 
applied when each line is output to purge the horizontal ATR 
of excess charge left due to charge transfer inefficiencies. 
The photogate clock, ¢ , clocks the transfer of charge from p 
the photosites to the vertical ATRs. It can be seen that 
first the even, and then the odd numbered photosites are 
transferred out of the array. While one field is being 
transferred, photosites in the other field are integrating 
charge. Thus the two fields in a frame are skewed by the 
time it takes for half of the photosites to be transferred 
to the output. This also defines the minimum integration 
time of the device. 
3.2 CCD202 CHARACTERISTICS 
The Fairchild CCD202 was the only commercially 
available solid state two-dimensional imaging array when 
the UCIPS project was started, but the device has proved to 
be adequate in the applications we have investigated. 
Folllowing the analysis made in §1.2.3, the major 
characteristics of the device are reviewed here. 
3.2.1 sical Architecture 
Figure 3.2 gives a general view of the physical 
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Figure 3.4b Blemish specification. 
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organization of the CCD array. The active area of the 
array is 3mm x 4mm and has 100 vertical columns of sensors 
separated by vertical analog transport registers. Each 
column has 100 sensor sites. Figure 3.4a shows the 
dimensions of each photosite. From this we see that the 
columns are contiguously sensitive to incident light, and 
the rows have sensitive areas separated by opaque transport 
register. Thus only 45% of the active area is sensitive to 
incident light flux. A blemish specification is given for 
the device and is defined in Figure 3.4b. All devices that 
have been used in the UClPS have satisfied the B type 
specification. 
3.2.2 Electrical Characteristics 
A number of factors which characterize the operation 
of image sensors are defined in §1.2.3. These are now given 
for the CCD202 array. 
(a) Quantum efficiency. This has not been measured 
for the CCD202 in our laboratory, and a specification is not 
given by the Fairchild data sheets (Appendix A). However, 
Gross (1975) reports the spectral responsivity for the 
CCD201, which is the precursor of the CCD202 and has the 
same construction. Figure 3.5 indicates that the quantum 
efficiency approaches 50%. This agrees with data given by 
Barbe (1975) for a similar 500x1 element array. 
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cm with a saturation exposure 
of O.4jJJjcm2 and an integration time of 6.6 ms. Assuming 
an 8 bit analog~to-digital converter, input radiation of 
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750 nm wavelength, and a quantum efficiency of 50%, 
approximately 6 x 10 Q photons are required to produce a one 
quantization level signal (see Appendix A). This value is 
confirmed by data given by Dyck and Jack (1974) in their. 
analysis of the low light performance of the CCD201. 
( c) Spectral r~sponse. The measured spectral 
response of the CCD is shown in Figure 3.6. The ripple in 
the response is caused by the spectral transmittance of the 
layers on top of the substrate and by multiple reflections 
within the layers. The refractive indices of the layers 
are not matched, resulting in a type of interference filter. 
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(d) Dynamic range. Murphy (1979) and Hodgson etal. 
(1979) report the experimental determination of the dynamic 
° range at a temperature of 20 C ,and an integration time of 
8 ms. Measurements were made using the 10 bit capability 
of the analog-to-digital converter (§2.1.1). A mean dark 
signal of 12.72 quantization levels was measured resulting 
in a dynamic range of 80:1. This is a factor of 3-4 lower 
than the specification from Fairchild (1976) and 3-4 higher 
than the analysis of Dyck and Jack (1974). 
(e) Signal-to-noise ratio. Murphy's (1979) 
analysis of the signal-to-noise ratio is repeated here. 
The rms fluctuation in the output signal measured at 20°C 
and 8 ms integration time is given as a maximum of 1.1 
quantization level with a mean value of 0.464 quantization 
level. The ratio of full scale signal-to-noise (§1.2.3) is 
then between 880:1 and 2086:1. 
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(f) Detective quantum efficiency. The DQE for the 
CCD202 has not been determined. 
(g) Dark signal. The dark signal measured by 
Murphy (1979) was found to be 67.38 mV in a full scale value 
of 5V. This value halved with each temperature reduction of 
·0 7.05 C and was found to be stable over a time span of 36 
days. 
(h) Fixed pattern noise. The fixed pattern noise 
in the CCD imaging array is caused by a variation in 
sensitivity between pixels. This is manifested in the 
extrema by pixels which saturate very quickly (hot spots) 
and pixels which have no response at all (blemishes). The 
hot spots are easily determined by inspecting the CCD output 
when the light input is at a low level and the integration 
time is fairly long (>1s). 
The extra-sensitive pixels show as bright spots on 
an otherwise dark display. This information is routinely 
used to eliminate artificially bright pixels from pictures. 
Pixels with no output can be detected in a similar manner 
but none has been noticed in the CCD202's inspected to date. 
Murphy (1979) measured the variation in sensitivity between 
pixels by using a uniform field and finding the mean and 
standard deviation of the output. A scaling constant for 
each pixel in the array was calculated and when applied to 
subsequent pictures the standard deviation of pixel values 
was reduced by a factor of 3. 
(i) Readout noise. This is not a significant 
problem with the CCD202 because a compensation output which 
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contains the clocking signal is available to add in 
antiphase with the output video to remove clocking noise. 
(j) Gamma These quantities have not 
been measured for the CCD202 because a known light source 
has not been available to provide a calibrated input. 
Fairchild (1976) states that the gamIDa is approximately 
1.0, but does not provide any linearity specifications. 
Figure .3.7 shows li~earity measurements made by Dyck and 
Jack (1 9 7 4) • 
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(k) fer function. An alternative 
expression for the MTF is the contrast transfer function 
(CTF). This is shown in Figure 3.8. It is primarily caused 
by the sampling of the image with pixels of finite size and 
spacing. This is known as the integration transfer 
function. Other factors'which contribute to the CTF are 
the.transfer inefficiency and diffusion transfer function 
(Barbe 1975). Campana and Barbe (1974) analyze the effect 
of the MTF on images. 
2 
0 
I--
0 
z 
:::> 
LL 
rr 
,w 
LL 
1.0 
0.8 ~-.. ~. 
~ 0.6 -----1~ .. ~+ 
<! 
rr 
I--
I-- 0.41---··T---t---+----+-~-+---J..-\..·--+-\.--' 
(j) 
<! 
0:::: 
I--ts 0.2 
o 
o 
o 
MEASURED WITH A 100% 
CONTRAST TEST PATTERN 8 
28540~T1N IL_L~u_rli_dN_A_TI~IO_N_-~ ____ L_ __ ~ 
25 50 75 100 
RESOLUTION LINES/PICTURE 
Figure 3.8 Modulation transfer function. 
104 
(1) Blooming. An additional characteristic not 
considered in §1.2.3 is that of blooming. When a storage 
location becomes saturated the charge can spillover into 
adjacent photosites. This is particularly evident in the 
vertical direction where the sensor sites are contiguous 
and not separated by transport registers as they are in 
the horizontal direction. Figure 3.9 shows the blooming 
characteristics of the CCD202. This tends to be a problem, 
particularly when long time integrations are performed, 
because the hot spots quickly saturate and spill charge 
over into adjacent photosites. 
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3.3 CONCLUSION 
Specifications for the CCD202 have been given because 
they are relevant when evaluating the quantitative results 
presented in Chapter 5. Of especial importance is the 
physical construction of the device, which interposes opaque 
transport registers between vertical columns of sensors. 
This construction means that the geometry of the imaging 
system must be designed so that the image of an unresolvable 
object extends over more than one pixel if quantitative 
results are required. Even then, special techniques, such 
as moving the sensor between successive images and then 
forming an average, must be undertaken to reduce errors. 
Accurate geometrical measurements are also difficult to make 
unless the image is spread over several pixels. Gross 
(1975) gives an interpolation scheme which allows the 
measurement of image position on the array to an accuracy of 
1/10 of an element. These factors must be taken into 
account when designing a system which uses the CCD202 
or similar device. 
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CHAPTER 4 
OPTICAL ASTRONOMICAL IMAGING 
4.0 INTRODUCTION 
In 1970 Labeyrie (1970) reported the use of a 
technique for obtaining diffraction limited resolution 
in large telescopes. This technique has become known as 
Speckle Interferometry (SI). Before that, high resolution 
measurements were restricted to determining the angular 
extent of objects by the use of the interferometric 
techniques of Michelson (Michelson and Pease 1920) and 
Hanbury Brown and Twiss (1956). The resolution of true 
images was limited to the resolution defined by the seeing 
conditions. Index of refraction fluctuations in the turbulent 
atmosphere (poor seeing) caused phase distortions severe 
enough to make the effective resolution of a large telescope 
used in the conventional sense many times the diffraction 
limited spot (the Airy disk). At optical wavelengths, 
spreading caused by these distortions could be of the order 
of a few seconds of arc, perhaps 100 times the size of the 
Airy disk of a 5 metre diameter telescope operating at a 
wavelength of 500 nm. Therefore, under normal time 
exposures (greater than one-half second or so), telescopes 
greater than 2 metres in diameter could resolve objects with 
no greater precision than their smaller counterparts, 
providing instead a greater light gathering ability and 
allowing fainter objects to be observed. 
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Labeyrie (1970) pointed out that very short time 
exposures (less than 10 ms) of- celestial obj ects contain 
information on a scale near the di£fraction, or Rayleigh 
limit. These very short time exposures effectively 'freeze' 
the turbulent atmosphere and result in an image which has a 
speckled appearance (see Figure 5.2). The speckled 
appearance is caused by the atmosphere creating random 
phases ln the radiation from the star. Interference effects 
caused by the random phases generate the speckle, and Dainty 
(1975) shows that the statistics of astronomical speckle 
patterns are similar to those of laser speckle. The term 
(stellar) Speckle Interferometry (SI) is used here to 
describe the technique devised by Labeyrie to achieve 
diffraction limited information from speckled astronomical 
images. 
As shown in §4.2, Labeyrie's process yields not an 
image but the autocorrelation of the object. This chapter 
reviews the methods used by Labeyrie and his successors to 
obtain diffraction limited resolution in poor seeing. The 
principles of high resolution imaging are briefly reviewed 
in §4.1, and the remainder of the chapter considers SI and 
extensions to SI. 
4.1 HIGH RESOLUTION IN ASTRONOMY 
Milner (1980) has produced an excellent review of 
the principles of high resolution astronomical imaging. 
A brief presentation of his work is given here. 
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(a ) (b) (c) ( d ) (e) (1) 
( a) Object plane. 
(b) Turbulent media. 
(c) Front focal plane. 
( d) Lens (receptors) , 
(e) Rear focal plane. 
( f) Image plane. 
Figure 4.1 A simple astronomical imaging model. 
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4.1.1 Astronomical Imaging 
The image formation model presented in Figure 1.3 
is redrawn here (Figure 4.1) to show the components of the 
imaging system in the astronomical case. The model consists 
of the object plane, a randomly fluctuating medium, the lens 
or receptors, and the image plane. The radiation emitted 
or reflected by most celestial objects is spatially 
incoherent. The degree of spatial coherence is determined 
by considering the temporal correlation between radiating 
sources within the object having an angular separation of 8 
as seen by an observer in the image plane. If the 
correlation is zero for all finite 8, the object is 
spatially incoherent (Goodman, §6.1, 1968). When this 
condition applies, only the intensities of the radiating 
object are of a practical interest because the relative 
phase between any separated parts of the object is randomly 
changing (Born and Wolf, §7.1,1970). 
(a) The transmission function. The image produced 
by an imaging system is characterized at each wavelength by 
the transmission function. Let o(s,n) be the intensity of 
the radiating sources in the object plane. The average 
distribution of intensity in the image plane is 
t 
OJ OJ exp 
i(x,y,A,t) =~ J II J o(s,n) q(s,x,n,y,t,A)dA d s dn dt 
exp 0 OJ 0 
(4.1-1) 
where t is the time for a single exposure. 
exp 
(b) Quasimonochromatic radiation. In astronomical 
imaging the bandwidth ~A of the received radiation is often 
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limited such that 
-l::.A « A (4.1-2) 
where X is the mean wavelength of the radiation. Various 
prescriptions have been given (Dainty 1973; Labeyrie 1976; 
Schneiderman and Karo 1977; Karo and Schneiderman 1978) 
which indicate that the bandwidth must be limited so that 
the optical path difference is less than the coherence 
length (see § 5.2.2) . This gives a value for l::.A in the range X 
of 0.1 to 0.02. A simple calculation (Appendix F) based on 
the path differences in radiation measured at the centre and 
outside of a collector of diameter D f for a field of view 8, 
and with a mean wavelength X confirms that 
(4.1-3) 
When this condition has been met, the radiation is 
considered to be quasimonochromatic, and the transmission 
-function may be evaluated at the mean wavelength A. 
00 
t 
exp 
i(X,y,A,t) r o(l;;,n) 
o 
q (1;; , x In, y , t, A) dZ;; dn dt. 
(4.1-4) 
(c) Exposure time. The time for one exposure, 
denoted by t
exp ' is called th~ exposure time. If t exp 
is short enough, the fluctuating medium is effectively 
motionless. Then the explicit time dependence in the 
transmission function may be discarded: 
00 
i(x,y) = II o(z;;,n) q(z;;,X,n,y,A) dZ;; dn (4.1-5) 
-00 
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An implicit time dependence remains. Equation (4.1 5) is 
true only for exposures short enough that the atmosphere 
does not change. Over longer time periods the atmosphere 
does change and therefore successive short exposures 
separated by sufficient time will be different. In fact, 
all processing methods reviewed in this chapter require that 
each short time exposure be statistically independent of all 
others. 
(d) Isoplanacity. The quasimonochromatic 
transmission function is usually called the point spread 
function (psf) of the imaging system (§1.2.1). The psf may 
be regarded as the intensity of the radiation in the image 
plane when the object is a point source. If the psf is 
independent of the position of the point source in the 
object plane during a single exposure, the resultant image 
is termed to be point spread invariant (psi). The region 
over which the point source in the object plane may be 
moved without changing the point spread function is called 
the isoplanatic region, or isoplanatic patch. For all 
object and image distributions that are contained within 
the isoplanatic region, and for quasimonochromatic radiation, 
it follows by definition that 
q (I;; ,X,n,y ,t, A) = q(Z;;-x, n-y, t). (4.1-6) 
The distribution of radiation over the image plane due to a 
quasimonochromatic spatially incoherent distribution of 
radiating sources in the object plane, small enough to be 
within the isoplanatic region, is: 
i(x,y,t) = 1 
-t-
exp 
00 
ff 
_00 
t 
exp 
I o(r;,n) 
o 
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q (r;-x, n-y, t) dr; dn dt 
( 4 • 1 7) 
This is a convolution integral, integrated over the exposure 
time, and when the exposure time is short enough (as in 
4.1 5), (4.1-7) can be conveniently written in short hand 
form 
i(x,y) = o(x,y) 8 q(x,y) (4. 1 8) 
where 8 denotes convolution. 
4.1.2 Diffraction Limited 
The convolution expression in (4.1-8) gives the 
intensity distribution in the image plane when t is 
exp 
short enough for the atmosphere to be effectively motionless. 
Milner (1980) notes that it is convenient to partition the 
psf q(x,y) into three parts: 
q (x, y) :::: a( x , y ) 8 b ( x, y) 8 h ( x, y) (4.1-9) 
where a(x,y) is the psf due to the limited aperture of the 
receptor, b(x,y) is the psf due to any aberrations in the 
receptor, and h(x,y) is the psf due to the distorting media 
between the object and the receptor. 
A(u,v), the transfer function of the receptor, is 
the Fourier transform of a(x,y) and it can be shown (Goodman 
§6.3, 1968) that for a circular aperture of diameter D 
[ D, ) 2 for u 2 + v 2 < 1\ 
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and 
A(U,v) = 0 (4.1-10) 
If only the effect of the limited aperture on the 
received image is considered t the image distribution :may 
be defined as 
(4.1-11) 
The Fourier transform of (4.1-11) is 
E(utv) = O(u,v} A(u,v} (4.1-12) 
and when (4.1-10) is substituted into (4.1-12), we see that 
the image formed with a limited aperture receptor contains 
no spatial frequencies above D/A. It is convenient to 
;!,. 
introduce a quantity u to define the range (u 2 + v 2 ) 2 A < U 
of spatial frequencies where A(U,v) has signi cant value t 
that is 
D (4.1-13) 
This upper frequency limit is known as the diffraction 
limit. 
The effect of aberrations with psf b(xty) on the 
received image can be considered as above. The image 
intensity distribution is given by 
g(x,y) = o(xtY) e b(x,y) (4.1-14) 
and the Fourier transform of (4.1-14) is 
G(utv) = O(u,v} B(u,v) (4.1-15) 
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Goodman (§6.4, 1968) shows that the aberrations introduce 
a phase error into the wavefront passing through the 
receptor. The effect of this phase error is to lower the 
contrast of each spatial frequency component of image 
intensity. In general, although the absolute cut-o of 
B(u,V) remains constant, the reduction of the high spatial 
frequency content has a detrimental effect on image quality. 
optical instruments are carefully designed to reduce 
aberrations, thus it is usual to say that a receptor is 
diffraction limited if it has no measurable aberrations 
other than those caused by its limited diameter. 
4.1.3 Angular Resolution 
The diffraction pattern of a uniformly illuminated 
circular aperture (Figure 4.2a) consists of a bright central 
disk, known as the Airy disk, surrounded by a series of 
concentric dark and light rings. This is the diffraction 
pattern which results from a point source. If two point 
source objects are viewed, they are said to be just 
resolvable when the' centre of the bright central disk of 
, 
one falls on the first dark ring of the other (Figure 4.2b). 
This is the Rayleigh criterion (Jenkins and White 1976), 
and the minimum angle of resolution is given by 
-
o = 1. 22 A D (4.1-16) 
-
where e is the angular resolution in radians, A is the mid-
band wavelength of the received radiation, and D is the 
diameter of the receptor. Objects which are larger than a 
point source but smaller in angular extent than the angle 
given by (4.1-16) are considered to be unresolvable by the 
Figure 4.2a A diffraction pattern by a circular aperture. 
2 POINT SOURCES 
UNRESOLVED 
2 PO INT SOURCES 
JUST RESOLVED 
Figure 4.2b . Diffraction image of two point sources. 
(From Lehmann 1970) 
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instrument. 
4.1.4 The Effect of the Atmosphere 
The psf of the distorting media between the object 
and the receptor has been defined in (4.1-9). The 
fluctuations of index of refraction in the turbulent 
atmosphere account for the phase distortions in the plane 
wave from a celestial object. These produce speckle images 
in large telescopes when the conditions on exposure time 
and bandwidth are met. Strohbehn (1971) and Labeyrie (1976) 
have indicated that fluctuations in temperature cause most 
of the significant fluctuations in the index of refraction. 
The fluctuations of temperature are localized in what are 
known as turbules, and the sizes of these turbules that have 
most effect at optical wavelengths range between a 
millimetre to 100 metres at sea level. It is generally 
accepted for modelling purposes that the scale of the 
turbules in average seeing conditions is on the order of 
10 cm (Labeyrie 1976). When the turbules are the same size 
or larger than the telescope, speckles are not produced. 
This is the reason that seeing is not a problem other than 
to cause image wander and size fluctuations in small (2 to 
10 cm) telescopes. When the aperture of the telescope is 
very large, greater than about 1 metre, there may be several 
hundred to several thousand turbules, or seeing cells, across 
the aperture. Each of these turbules introduces a different 
random phase distortion and when a point source is viewed 
under these conditions, the Airy disk is destroyed. 
Elementary Fourier theory shows that the spread of the image 
is of the order of Air , where r is the average correlation 
o 0 
scale of the incident wave (Fried 1966). The average 
correlation scale can also be interpreted as the average 
size of the seeing cell. 
(a) Exposure time. The temporal parameter shown 
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in equation (4.1-7) must be considered when imaging through 
the turbulent media. A short exposure is defined as an 
interval T, short enough that the atmosphere is effectively 
motionless, or frozen. Under average seeing conditions T is 
of the order of 5-40 milliseconds (Karo and Schneiderman 
1978). It is this time limit that must be observed when 
forming a short exposure speckle image. 
The atmosphere fluctuations are random with another 
characteristic time T. This is the minimum time interval 
to ensure statistical independence between successive 
short exposures. T is also referred to as the redistribution 
time of the atmosphere and is considered to be about one 
half second under average seeing conditions (Fried 1966). 
A long exposure image is one in which the exposure time is 
longer than T but still short enough that the statistics of 
the atmosphere are assumed to be stationary. 
(b) Isoplanacity. Equation (4.1-7) is written 
for the case of quasimonochromatic spatially incoherent 
radiation, and for the condition of isoplanacity. 
Labeyrie (1976) indicates that the size of the isoplanatic 
patch is mainly dependent on the presence of turbulent 
layers at high altitude. The angular extent of the patch 
is generally considered to be of the order of 3 to 10 arc-
seconds. Korff et aL (1975) have cons idered the theoretical 
aspects of isoplanacity assuming an atmosphere model, and 
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Nisenson and Stachnik (1978) and Lohmann and Weigelt (1979) 
have made measurements which verify this general view. 
(c) Transmission function. To be able to write 
the transmission function in a more general form, it is 
convenient to define f(x,y) as the true image of the object 
resolved to the diffraction limit of the telescope including 
any system aberrations. Using (4.1-8) and (4.1-9), 
f(x,y) = o(x,y) 8 a(x,y) 8 b(x,y) (4.1-17) 
where a(x,y) is the psf due to the limited aperture of the 
receptor and b(x,y) is the psf due to any aberrations in 
the receptor. A long time exposure, given by (4.1-4), of 
an object viewed under the conditions of isoplanacity given 
by (4. 1-6) reduces to 
i(x,y,t) 
0;) t exp 
1 If I f{r;,n) h(r;-x,n-y,t) = -t-exp 
-00 0 
dr; dn dt . 
(4.1-18) 
where h(r;-x,n-y,t) is the psf due to the turbulent 
atmosphere. The long time exposure image can also be 
written as the ensemble average of many short exposures, 
00 
<i(x,y» = II f(r;,n) <h(r;-x,n-Y» dr; dn (4.1-19) 
-00 
where <.> denotes an ensemble average. 
(d) Modulation transfer function. The modulation 
transfer function (MTF) for long and short exposures 
(Labeyrie 1976) has been experimentally determined (Gezarie 
et at. 1972; Dainty and Scaddan 1975; Karo and Schneiderman 
1976) and theoretically studied (Hufnagel and Stanley 1964; 
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A(u,v) 
Figure 4.3a MTF of aperture of diameter D. 
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H(u,v) 
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Figure 4.3b Short exposure MTF. 
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Figure 4. 3c Long exposure MTF. 
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Figure 4.3d Mean square short exposure MTF. 
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Dainty 1973; Miller et at. 1973; Korff et at. 1975). The 
Fourier transform of (4.1-9) is the transfer function of 
the system psf 
Q(u,v) = A(u,v) B(u,v) H(u,v) (4.1-20) 
where A(u,v) and B(u,v) are the transfer functions of the 
limited aperture and the aberrations of the receptor, and 
H(u,v) is the transfer function of the atmosphere. Figure 
4.3a shows the MTF for an aperture of diameter D, with a 
-
cut-off frequency of G. = D/A • Figure 4.3b is the 
modulation transfer function H(u,v) for a short exposure. 
The short exposure MTF features a central spike with 
surrounding feet extending out to and beyond the diffraction 
limit. The MTF for the long exposure case (Figure 4.3c) 
v 
shows the frequency components above u are cancelled in the 
averaging process. The upper frequency cut-off in the long 
exposure case is the seeing "limited frequency and is given by 
u = r IA 
o 
(4.1 21) 
where r is the average characteristic size of the seeing 
o 
cells. 
4.2 SPECKLE INTERFEROMETRY (Labeyrie) 
A photographic exposure of an image of a point source 
formed by a large earthbound telescope is blurred unless the 
exposure is short enough to freeze the atmospherically 
induced phase distortions. If the bandwidth of the short 
exposure radiation satisfies the quasimonochromatic 
condition of (4.1-2), the resultant image is characterized 
by a speckled appearance. Speckle images have been 
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considered theoretically by Korff (1973), Dainty (1973, 
1975) and Miller et a"l. (1973). They have shown that when 
typical turbulence models are used (Strohbehn 1971; Young 
1974; Labeyrie 1976), the scale of the speckles is near 
the telescope resolution limit. 
Starting from equation (4.1-18), the observed 
short exposure, narrow band image intensity is 
00 
in(x,y) = If f(t:,n) hn(x-t:,y-n) dt: dn (4.2-1) 
_00 
where i (x,y) is the nth observed speckle image in a 
n 
series of observation from 1 to N, 
f(t:,n) is the true image of the object resolved 
to the diffraction limit of the telescope, 
and 
hn(x-t:,y-n) is the point spread function of the 
atmosphere at the time of the nth image. 
The bandwidth of the radiation is limited to 10-70 nm 
(Karo and Schneiderman 1978)* and the exposure time is short 
enough that the atmosphere is motionless. 
The convolution relationship (4.2 1) is conveniently 
written 
in(x,y) = f(x,y) 8 h (x,y). n (4.2-2) 
* Labeyrie (1970) reports that the "Temporal coherence 
requirements 'are fulfilled by using a 300 to 3000 1{ 
bandpass filter •.. " It is suspected that this is a 
misprint because subsequent accounts reporting the use 
of the method indicate that a much narrower bandwidth 
is used, e.g. 250 1{ by Gezari et al. (1972). 
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The Fourier transform of (4.2-2) yields 
I (u,v) = F(u,v) H (u,v) 
n n 
(4.2-3) 
where u,v are spatial frequencies in the x and y directions. 
The square of the magnitude of the Fourier transform is the 
power spectrum 
I In (u, v) I 2 = I F (u, v) I 2 I Hn (u, v) I 2 . (4.2-4) 
Labeyrie's method of processing requires that each speckle 
image be Fourier transformed, as in equation (4.2 3), and 
the power spectrum calculated. All phase information is 
lost in this process. A statistical average power spectrum 
is sought. As many individual power spectra as is 
convenient are combined to give the average power spectrum 
(4.2-5) 
where <.> denotes an ensemble average. 
<IH(U,v) 12> can be found by repeating the 
measurements when f(x,y) is a two dimensional delta 
function. This is achieved when the object is a single 
unresolvable star. This star, called the reference, is 
chosen to be as near the object star as possible. A series 
of reference observations are made shortly before or after 
the object measurements to ensure that the statistical 
properties of the atmosphere are nearly alike in each case. 
<IH(u,v) 12> can also be calculated from model equations 
developed by Korff (1973) and Dainty (1975). Dividing 
equation (4.2 5) by <IH(u,v)1 2> yields IF(u,v} 12. The 
inverse Fourier transform results in the autocorrelation, 
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ff(x,y), of the object: 
f(x,y) *- f(x,y) ff(x,y) = F- 1 IF(u,V) 12 
(X) 
= J f f (X ~ ,y ') f (X' + X, Y t + y) dx I dy I 
_(X) 
where X denotes the correlation operator and 1 the 
inverse Fourier transform. Therefore, Labeyrie's Speckle 
Interferometry technique gives the autocorrelation of the 
object which has proved useful for determining the diameters 
of resolvable stars and the separations of binary stars. 
This technique is now used routinely at a number of 
observatories (Gezari et at. 1972; Bonneau and Labeyrie 1973; 
Labeyrie 1974; Labeyrie et al. 1974; Beddoes et ala 1976; 
McAlister 1976, 1977a, 1977b, 1977c, 1978, 1979; 
Balega and Tikhonov 1977; Blazit et at. 1977; Hubard 
1978; Morgan et at. 1978; Nisenson and Stachnik 1978; Scaddan 
et ala 1978; Schneiderman and Karo 1978; Weigelt 1978ai 
McAlister and Degioia 1979). 
Figure 4.3d shows the transfer function for the 
Speckle Interferometry process. Squaring the amplitude 
spectra before averaging preserves the frequency information 
out to the diffraction limit. As has been noted, this 
operation destroys the phase and results in the auto-
correlation of the object field when the inverse Fourier 
transform is computed. 
The invention of Speckle Interferometry in 1970 
marks the start of modern high resolution imaging techniques 
in astronomy. The processing has been performed both 
optically and digitally, and the technique is being used in 
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the infrared wavelengths (Selby et al. 1979). Because 
the process creates only the autocorrelation of the object, 
the technique is useful for centro-symmetric objects and 
objects for which the ambiguity caused by the lack of phase 
is not a problem. It has been used extensively to determine 
the separation of binary stars. For other objects, such as 
extended sources and clusters, the need exists for a 
technique which gives an image. The following sections deal 
with attempts to reconstruct real images from speckle images. 
4.3 LARGE FIELD SPECKLE INTERFEROMETRY (Liu and Lohmann) 
Liu and Lohmann (1973) (see also Lohmann and Weigelt 
1975; Weigelt 1978) derive phase information from the long 
exposure image and use this information to help 'unravel' 
the autocorrelation produced by speckle interferometry_ 
Using a single dimension I the nth short exposure speckle 
image (equation 4.2-1) can be written 
i (x) 
n J F(u} H (u) exp (2n jux) du n (4.3-1 ) 
_00 
where F(u) and H (u) are the Fourier transforms of the true 
n 
diffraction limited image and the point spread function 
respectively, and the integral is the inverse Fourier 
transform. This image contains information out to the 
A frequency determined by the aperture of the telescope, u . 
A long time exposure image 
iL(x) = J F(U) <H(u» exp (2n jux) du ( 4 .3- 2) 
_00 
is deteriorated' by the average point spread function <H(u» 
but contains information up to the seeing limited frequency 
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v 
u as given by (4.1-20). It is the phase information 
associated with this image that Liu and Lohmann proposed 
to use to help resolve the autocorrelation generated 
ambiguity. 
This technique is applicable for fields that contain 
a dark background interrupted by relatively small islands. 
One of these islands must be a point source, called the 
reference star, and the extent of the object field , 
including all the islands, must lie within the isoplanatic 
patch. If there are M islands in the object, one of which 
is the reference, the autocorrelation produced by Speckle 
Interferometry contains M(M- 1) + 1 islands. The problem is 
to determine which of these are the correct M islands. A 
long exposure of the M islands, if the seeing disk is not 
too large, can often show the number of objects plus the 
location of the reference object. A hard limited photograph 
of this long exposure is produced which has a transmissivity 
of one at the locations of the objects and zero elsewhere. 
This image is placed over the autocorrelation 'image' (a 
multiplication process when done with film) and the product 
of the hard limited image and the autocorrelation results in 
the true image of the object. Liu and Lohmann (1973) show 
that the reference star is required to reduce the probability 
of false peaks in the image as a result of the multiplication. 
They also suggest performing the processing twice with 
different stars chosen as the reference star. Comparing 
results of these two procedures allows the false peaks in 
each to be determined. Weigelt (1975) gives a method which 
varies the brightness of the reference star to help resolve 
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false peaks and to identify the correct star pattern. 
Weigelt (1975) reports model experiments which suggest that 
the width of objects that can be imaged with this technique 
may be 10 arcseconds in extent. Also, the effect of non-
isoplanasy over this range is not great on the reconstructed 
object field. It seems clear from his results that it is 
necessary for the isolated islands of brightness to be far 
enough apart so that the seeing disk does not obscure more 
than one island. It is also necessary that the seeing be 
good enough to allow identification of the reference star. 
4.4 SPECKLE HOLOGRAPHY (Bates, Gough and Napier) 
Bates etal. (1973) note that the fringe visibility 
function obtained through Speckle Interferometry, given by 
IF(u,v)1 2 ::::; I I (u, v) I 2 
< I H (u, v) I 2 > (4.4 1) 
where F(u,v}, I(u,v) and H(u,v) are defined in §4.2, 
can, for certain classes of objects, be compared to a 
Fourier transform hologram. One can think of a Fraunhofer 
or Fourier hologram as the intensity of the combined complex 
visibility due to an object and a reference. When the 
separation between the object and the reference is greater 
than either of their extents, the object may be reconstructed 
if the hologram is illuminated by a beam similar to the 
original reference beam (Stroke 1969; Goodman 1968; Bates 
and Gough 1975). The correct relationship between the 
object and the reference permits the unique reconstruction 
of the object from the intensity of the complex visibility. 
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f(x, y) 
Figure 4.4a 
y 
An object consisting of an extended point and a 
point source. 
Figure 4.4b Speckle holography reconstruction. 
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To perform speckle holography, as shown by Gough and 
Bates (1974), the object, which may be an arbitrary extended 
object, and a point source reference must lie within the 
isoplanatic patch. The extended object is represented by 
f(x,y) and the reference by o (x-xR,y-YR) , as shown in 
Figure 4.4a. A is the extent of f(x,y) along the axis which 
bisects the two objects, and B is the mininum separation 
between them. The total object fT(x,y) can be written 
== (4.4-2) 
The power spectrum (fringe visibility function) produced by 
Speckle Interferometry (equation 4.4-1) is Fourier 
transformed to give the autocorrelation written as 
+ f ( - x + xR ' Y + Y R) (4.4-3) 
This is shown in Figure 4.4b where the central part contains 
the first two terms in (4.4-3), the third term is the true 
image, and the fourth term is the mirror of the true image. 
Provided that the separation between the object and the 
reference is greater than the extent of the Object, the true 
image and the central autocorrelation terms are separated. 
Gough and Bates (1974) have simulated the speckle 
holography process in an optical laboratory, and Weigelt 
(1978b) has reported results of speckle holography 
measurements of the stars Zeta Cancri and ADS 3358. These 
results confirm the validity of the optical simulations 
and the usefulness of the speckle holography technique in 
astronomical imaging. 
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Disadvantages of this method are that both the object 
of interest and the unresolvable point source reference must 
lie within the isoplanatic patch, and that the separation 
criterion established above must be met. This limits the 
number of astronomical objects for which the technique is 
useful. 
4.5 KNOX AND THOMPSON ALGORITHM 
Knox and Thompson (1974) propose that the phase 
required to reconstruct an image from speckle images can be 
obtained from the characteristics of the statistical auto-
correlation of the speckle image transform. In the transform 
plane, in one dimension, the mean square image transform 
from Labeyrie's Speckle Interferometry is 
< I I (u) I> 2 == IF (u) I 2 < I H (u) I 2 > (4.5-1) 
where I(u), F(u), and H(u) are the Fourier transforms of 
the nth speckle image, the true diffraction limited image, 
and the atmosphere point spread function at the time of the 
nth speckle image. The <.> denote an average over an 
ensemble of N speckle images, and the n subscripts have been 
dropped. The statistical autocorrelation of the image 
transform is written 
<I(u) I* (u+.6» = F(u) F* (u+~) <H(u) H* (u+.6» 
(4.5-2) 
where ~ is a fixed, small displacement. When the separation 
is zero (~ = 0) equations (4.5-1) and (4.5-2) are identical 
and the phase information is lost. For a finite ~ the phase 
information is still present. 
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Following the development of Milner (1980), a new 
function L(u) is defined 
L (u) = < I (u) I * (u + 11) > 
<H (u) H* (u + 11) > 
(4.5-3) 
The denominator in (4.5-3) must be greater than the random 
noise in the system for all spatial frequencies where the 
numerator is not zero. Knox and Thompson (1974) show that 
the denominator does have a significant value for all pairs 
of points u and u + 11 located anywhere along the u axis 
out to the diffraction limit of the telescope, providing 11 
is less than the Fourier transform of the seeing disk. 
It follows from (4.5-1) and (4.5-2) that 
L(u) = F(u) F* (u + 11) . (4.5-4) 
L(u) is complex, and if only the phase term of (4.5-4) is 
considered, 
phase L(u) = phase F(u) - phase F (u + 11) (4.5-5) 
The phase of the true diffraction limited image at zero 
frequency is zero because the image is real, i.e. 
phase F (0) ::: O. (4.5-6) 
So when u = a, 
phase F(I1) = -phase L(O) (4.5-7) 
and it follows that for any non-negative integer i 
phase F ( (i + 1) 11) phase F(il1) - phase L(il1) . (4.5-8) 
This shows that the phase difference between two nearby 
points of the object transform can be determined by 
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measuring the complex correlation between those two points 
in the transform of the image photographs. The phase of 
F(u) can therefore be calculated at intervals of 6, and 
the !F(u)! can be determined by Labeyrie's Speckle 
Interferometry. In principle, F(u) can then be determined 
from a set of speckle images. 
The Knox-Thompson method suffers from a sensitivity 
to noise (Ehn and Nisenson 1975). Any real imaging system 
will have noise in the signal which causes errors when 
calculating the phase differences (Miller 1977). If the 
phase difference calculations were independent, the errors 
caused by noise would tend to cancel. However, the phase 
difference between any two points is not independent of the 
other phase differences and so errors tend to accumulate 
rather than cancel. For this reason, the higher spatial 
frequencies, which are" important to the reconstruction of 
detail in the image, have errors in their phases. 
Procedures for reducing the cumulative effects of errors 
are being investigated (Knox 1976; Nisenson and Stachnik 
1979) but these have not been reported to be successful. 
Stachnik et al.. (1977) report the use of the method in the 
reconstruction of solar surface features but no other 
reports of its use with real astronomical data have been 
made. 
4.6 LYNDS, WORDEN AND HARVEY METHOD 
Lynds et al.. (1976) were the first to have 
reconstructed an image of an extended object from speckle 
images. They resolved an image of Alpha Orionis (Betelgeuse) 
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which shows surface structure in the form of limb darkening. 
It is convenient to think of a speckle image of an 
extended object as a collection of independent, distorted, 
diffraction limited images superimposed in image space. 
Providing the object is within the isoplanatic patch, each 
speckle is considered to be the true diffraction limited 
image convolved with the average speckle due to a point 
source with additive noise. Thus, a speckle image can be 
written 
i{x,y) = i1{X,y) 8 g{x,y) + N (4.6-1) 
where 6{x,y) is a sum of delta functions positioned at the 
centre of the speckles, g{x,y) represents the true 
diffraction limited image convolved with the average speckle 
due to an unresolvable object, and N is the background noise. 
6{x,y) can be defined: 
6(x,y) = 
K 
L: sk 8{x 
k=1 
(4.6-2) 
where sk and (xk'Yk) are the intensity and position in image 
space of the kth speckle. In practice the speckle image is 
not a collection of widely separated bright speckles. 
However, a few speckles are usually significantly brighter 
than the others and if these can be identified, the rest can 
be considered as background noise. Lynds et aZ. (1976) form 
an estimate of 6{x,y) by computing the Fourier transform of 
i{x,y), low pass filtering it, and computing the inverse 
transform. This discriminates against the background noise 
and the less bright speckles, producing a number of easily 
identifiable bright spots whose centres are the positions of 
133 
the delta functions in ~(x,y) I an estimate of ~(x,y). 
This estimate can be written 
L 
~(x,y) = E sl o(x-xl , Y-Yl) 1=1 
(4.6-3) 
where sl and (xl,Y l ) are the intensity and coordinates in 
image space of the Ith speckle, and L < K. The speckle 
image can then be written 
i(x,y) ~(x,y) G g(x,y) + N (4.6-4) 
where N consists of the less bright speckles plus the 
background noise from (4.6-1). 
The cross-correlation of ~(x,y) with i(x,y) produces 
a correZated image (Bates and Milner 1978, 1979). The 
correlated image g(x,y) is the average of the bright 
speckles identified in a single speckle image centered at 
the origin of correlation space. This term is surrounded 
by cross-correlation terms located away from the centre. 
The spacing of these cross-correlation terms depends on the 
spacing of the delta functions in ~(x,y). The average of 
the bright speckles, g(x,y), is an estimate of the true 
image, f(x,y), convolved with the average speckle due to 
a point source. Lynds et aZ. (1976) performed this process 
over many statistically independent short exposures, and 
averaged many correlated images to get a better estimate of 
the distorted image <g(x,y». When the process is repeated 
with an unresolvable object (as in 81), the average speckle 
due to a point source is found and an inverse filtering 
procedure, such as Wiener filtering, can be used to recover 
the diffraction limited image f(x,y). 
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McDonnell and Bates (1976) observe that since the 
speckles of an extended object like Betelgeuse are larger 
than the speckles of an unresolvable object, an uncertainty 
A 
exists in determining their centres when forming ~(x,y) • 
They define a function which represents the distribution of 
errors in the estimates of the centres of the speckles. 
This function is combined with the psf of an unresolvable 
object to form a composite psf. An estimate of this 
composite psf is derived from the average of a number of the 
LWH estimates of g(x,y). The average correlated image is 
then Weiner filtered by this composite psf. McDonnell and 
Bates (1976) claim that the image of Betelgeuse obtained in 
this way has less distortion and more surface structure 
than the result achieved by Lynds et ale (1976). 
The Lynds, Worden and Harvey method has been used by 
Wilkerson and Worden (1977) in further studies of Alpha 
Orionis to verify the results of the original paper. Their 
data, taken two years after that of Lynds et al. (1976), show 
no change in the radius and do not reveal any statistically 
significant surface structure. Worden (1975, 1976), and 
Welter and Worden (1979) use the method to determine the 
angular diameter of other supergiant stars. In each of 
these cases, the angular diameter of the stellar disk is 
only a few resolution elements. Worden et al. (1976) 
indicate that the method is useful only for objects up to 
about 3-5 Airy disks in diameter because for larger objects 
the speckles tend to overlap. Bright speckles then become 
difficult to identify in the speckle image. 
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4.7 SPECKLE MASKING (Weigelt) 
The speckle masking technique (Weigelt 1977) 
reconstructs real images from speckle images of double stars 
where one star is brighter than the other. Two part objects 
where one object is unresolvable can also be reconstructed 
by this technique. The method makes use of the 
instantaneous point spread function to reconstruct the 
phase of the object. As in speckle holography, a reference 
is used to reconstruct the phase, but the speckle masking 
method differs in that the reference is produced 
synthetically by the preprocessing method explained below. 
When double stars are to be imaged by Weigelt's 
method, two pieces of a priori information are needed. 
These are: (i) the separation and (ii) the relative 
brightness of the two stars. Speckle Interferometry (§4.2) 
gives this information. The first step in the speckle 
masking process is to non-linearly preprocess each speckle 
image to give two new images. One of these, depending on 
the relative brightness of the two stars, contains two 
spatially separated parts: (i) the speckle image of the 
double star, and (ii) a distribution which is the instant~ 
aneous point spread function. The preprocessing step which 
converts the speckle image into the two new images can be 
performed using several different methods described by 
Weigelt (1977). One is illustrated here. 
The object, resolved to the diffraction limit of the 
telescope, is a binary star given by 
f(x,y) = (4.7 1) 
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where A and B are the brightness of the two stars, and 
(xo'Yo) is the position of the second star in image space. 
The first is located at the origin. The nth speckle image 
is the true resolved image convolved with the psf of the 
atmosphere at the time of the nth image, 
in (x,y) = f(x,y) 8 hn(x,y) (4.7-2) 
Equation (4.7-2) can be written (in the single dimension) 
i (x) = A h (x) + B h (x x
o
) 
n n n 
(4.7-3) 
A new speckle image s-(x) is found by shifting i (x) an 
n n 
amount xR (where xR is large compared to xo ) and adding 
to it the difference between in (x) and in (x - x
o
) . 
s - (x) 
n 
[in(x-xR) + (i (x) -i (x-x »] n n 0 
o 
The second new speckle image is 
+ s (x) = 
n o 
for [ .•. ] > 0 
for [ ... ] < 0 
(4.7-4) 
for [ ... ] > 0 
for [ •.. ] < 0 
(4.7-5) 
+ Note that if the value in [ .] is negative, the s~ are 
set to zero. The in (x - xR) in equations (4.7-4, 4.7-5) 
are the unchanged object speckle image, and the rest are 
approximately the instantaneous point spread functions of 
the atmosphere at t , the time of the nth speckle image. 
n 
By substituting (4.7-3) into (4.7-4) and (4.7-5) 
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we obtain 
[i (x X R ) + (A h (x) + B h (x - x ) n n n 0 
s 
n (x) - A h (x Xo ) - B h (x-2x »)], if [ ... ] > 0 = n n 0 
0 if [ ... ] < 0 
(4.7-6) 
[in (x - xR) + (A h (x) + B hn (x - xo ) n 
+ 
-Ah(x+x) hn(x»)] s (x) = B if [ ... ] > 0 n n 0 
0 , if [ ... ] < 0 
(4.7.7) 
If A > B: 
If B > A: 
+ s (x) ~ i (x - xR) + B h (x - x ), n n n 0 
+ s useless 
n 
sn useless 
(4.7-8) 
(4.7-9) 
Equation (4.7-8) shows that when A> B, the term B h (x - x ) 
n 0 
in equation (4. 7-6) is destroyed by the term A h (x - x ). 
n 0 
The desired term A h (x) is reduced by the term B h (x - 2x ) 
n n :0 
and so the approximation for s-(x) holds. The function 
n 
+ s (x), equation (4.7-7), is useless because no cancelling 
n 
of terms occurs. A dual relationship holds for B > A between 
equation (4.7-7) and (4.7-6) to give (4.7-9). In any event, 
one of the processes will produce the desired two component 
speckle image, now called s (x). If there is no a priori 
n 
information about the brightness of the two stars, the image 
reconstruction procedure must be carried out twice, first 
with the functions s and then with s+. One class of 
n n 
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functions yields a good image of a double star, and the 
other a poor image with three stars. The process described 
above is repeated for a number of speckle images i (x) 
n 
and from the derived functions s (x) the image of the 
n 
double star can be reconstructed. 
The derived functions s (x) are Fourier transformed 
n 
and the average power spectra calculated 
< I F [s (x)] I 2 > ~ < I F [i (x - x R) + A h (x)] I 2 > n n n 
= 15 (x) 8 h (x)] I 2 > n 
= 
(4.7-10) 
where F denotes the Fourier transform and 8 convolution. 
The ensemble average MTF of the atmosphere, </F[h
n
{x)]12>, 
is found by conventional Speckle Interferometry (§4.2). 
Equation (4.7-10) is divided by this quantity and the 
inverse Fourier transform is calculated to find the 
au tocorrela tion. 
[ f (x - xR) + A 15 (x)] * [f (x - xR) + A 15 (x) ] 
f f (x) + A 2 15 (x) + A f (x - xR) + A f ( - x - xR) = (4.7-11) 
where * is the correlation operator. The first two terms 
in (4.7-11) are the autocorrelation of the object and a 
bright central spike. The next two terms are the object and 
its mirror image displaced the distance xR from the centre. 
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The translation xR must be sufficiently large to allow the 
image to be separated from the central terms. 
Weigelt (1977) obtains good results when simulating 
the speckle masking technique, however, no reports have been 
made of its practical use. 
4.8 AUTOCORRELATION, CROSS-CORRELATION SUBTRACTION (Worden) 
Worden et al. (1977) have proposed a method to 
determine the autocorrelation of an object which does not 
require an independent estimate of the mean square 
atmosphere or a reference star. The method produces an 
autocorrelation because no phase information is used in 
the reconstruction. Welter and Worden (1978) and Fante 
(1979) have shown that the method destroys frequency 
information below the seeing limited frequency. This limits 
the application of the method to objects smaller than the 
seeing disk. Angular diameter information can be 
reconstructed, however, on objects substantially larger 
than the diffraction limit. 
The simple viewpoint of Lynds et a"l. (1976) that the 
speckle image can be considered to be the convolution of the 
diffraction limited image and a field of delta functions 
is fo11owed. In the single dimension, the nth speckle image 
is written 
i (x) == f ( x) 8 ~ (x) 
n 
( 4.8-1 ) 
where f(x} is the diffraction limited image, and ~ (x) a 
field of delta functions at the centres of the speckles in 
i (x). ~ (x) is written 
n 
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b, (x) = (4.8-2) 
where sk is the intensity of the kth speckle, and xk is 
its position in image space. (Note that subscripts n on 
the k have been dropped.) The Fourier transform of (4.8 1) 
is 
In(U) = F(u) ( u) 
and the autocorrelation of the speckle image is 
= i i (x) 
n n F
- 1 
= . [In (u) In (-u) ] 
(4.8-3) 
(4.8-4) 
where ~ denotes the correlation operator, and F- 1 the 
inverse Fourier transform. Substituting (4.8-3) into 
(4.8-4) 
i i (x) 
n n 
F- 1 [F (u) X (u) F (-u) b, (-u)]. (4.8-5) 
Note that the function b, (x) has non-zero values 
only at x xk ' thus 
= (4.8-6) 
Therefore, 
(u) X (-u) = 
= 
(4.8-7) 
By the substitution of (4.8-7) into (4.8-5), 
ii (x) = 
= 
= 
F- 1 [F(U) F (-u) [~ 2 + E E Sk s s 
n mfn n m 
F- 1 [ 
E 
n 
E s 2 
k k 
exp [ - 21T j (x 
n 
x
m
) u] ] J 
E s 2 F (u) F (-U)] + F- 1 [ F (u) 
k k 
E s s exp [-21T j (x xm) u] J 
mfn n m n 
ff(x) + F- 1 (F(U) F(-u) E E 
n mfn 
s 
n 
exp [ - 21T j (x - x ) u] J 
n m 
F (-u) • 
s 
m 
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(4.8-8) 
The first term in (4.8-8) is the autocorrelation of the 
diffraction limited image multiplied by a constant. The 
second term can be shown to be closely approximated by the 
mean cross-correlation between two frames separated 
sufficiently in time so that the psf in each is uncorrelated. 
Consider the cross-correlation of two speckle images, 
exp (21Tj xk ' u) 
(4.8-9) 
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The similarity between (4.8-9) and the second term of 
(4.8-8) is obvious. Wordenet al. (1977) make the reasonable 
assumptions that: (i) on the average the locations of 
individual speckles in a single frame are uncorrelated, 
and (ii) the mean character of the atmosphere psf is well 
defined when averaged over a number of speckle images on 
a time frame of seconds. These are the same assumptions 
implicit in all speckle interferometric techniques. When 
this is true, (4.8-9) should give a value approximately 
equal to the second term in (4.8-8). Thus Worden et al. 
(1977) assert that the object correlation is 
f (x) *- f (x) ~ < i (x) *- i (x) > -
< i (x) *- i' (x) > (4.8-10) 
Welter and Worden (1978) have provided a more rigorous proof 
of this method using a more complete speckle model than the 
simplistic model of Lynds et al. (1976). They also have 
shown that it is necessary to carefully normalize and centre 
speckle frames before applying the autocorrelation, cross-
correlation subtraction method. 
Worden et al. (1977) and Worden and Stein (1979) have 
presented results of using the technique on the asteroids 
Vesta and Pallas. In these cases, the sizes of the objects 
are of the order of the seeing disk and the slightly larger 
than expected angular diameter measurements have been 
attributed to the fact that the method destroys information 
below the seeing limited frequency (Fante 1979). 
4.9 BATES AND MILNER SPECKLE MASK AND CORRELATION 
PROCESSING 
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Bates and Milner (1978, 1979) have developed two 
processing techniques which they called speakle mask proaessing 
(not to be confused with Weigelt's speckle masking §4.7) 
and aorrelation proaessing. The speckle mask processing is 
an extension of the idea of Lynds et al. (1976; §4.6), that 
the speckles in a speckle image are distorted versions of 
the true image resolved to the diffraction limit of the 
telescope. Speckle mask processing is extended by applying 
techniques developed by x-ray crystallographers for 
Patterson map analysis (Lipson and Cochran 1966). Baldwin 
and Warner (1976) recognized that if one star in a cluster 
is appreciably brighter than the others, the autocorrelation 
is dominated by cross-correlations of this star with the 
others The information derived from speckle mask processing 
is used with this idea to perform correlation processing. 
Bates and Milner (1979) reason that most celestial 
objects of interest are apt to be unresolvable rather than 
resolvable objects as treated by Lynds et al. (1976). 
Further, if the object of interest is a cluster of stars" 
where the extent of the cluster is resolvable but the 
individual stars within the cluster are unresolvable, the 
diffraction limited image is a collection of Airy disks. 
The essential information in any such image can be 
represented by an array of delta functions, the relative 
positions and intensities of which correspond to the 
relative positions and intensities of the Airy disks. 
Invoking the viewpoint of Lynds et ale (1976) that a speckle 
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is a distorted version of the diffraction limited image, 
it must be true that the speckle image of a star cluster 
contains speckles in the same relative positions and 
intensities as the diffraction limited object. Furthermore, 
if one of the stars in the cluster is appreciably brighter 
than the others, the brightest speckles are likely to 
correspond to the brightest star. 
A speckle mask is formed by finding the bright 
speckles in a speckle image. This produces an array of 
delta functions where the intensities and the positions 
correspond to the intensities and positions of the Bright 
A 
speckles. This is equivalent to ~(x,y) equation (4.6 3). 
This speckle mask is cross-correlated with the speckle 
image, either optically (Bates et at. 1978), or, more 
preferably, using digital techniques (Bates and Milner 1979). 
This cross-correlation generates a correlated image, as in 
Lynds et ale (1976) I which is a distorted version of the 
desired star cluster. In general, a few of the stars in 
the cluster are usually recognizable, and this is called 
the basic star pattern. The signal-to-noise ratio in the 
basic star pattern can be enhanced by averaging a number Qf 
correlated images formed from statistically independent 
speckle images. Bates and Milner (1978) report, however, 
that faint stars can seldom be recovered using this method. 
Correlation processing as described below is then used to 
recover the faint stars. 
The basic star pattern produced by the speckle 
masking method as described above is recognized to have 
distortion in the relative intensities and positions of the 
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recognized stars. However, the key point is that a 
(partial) true image has been reconstructed which shows 
some of the stars in the cluster. This information is then 
used with the autocorrelation produced by conventional 
Speckle Interferometry. The autocorrelation provides 
accurate relative positions and intensities. The basic 
star pattern is used to resolve the ambiguity in position 
due to the loss of phase in the SI technique, a process 
called correlation processing. 
Correlation processing is in essence a pattern 
recognition exercise. The basic star pattern generated by 
the speckle masking method is used to search the 
autocorrelation for matching patterns. When a matching 
pattern is found, the distortions in the positions and the 
intensities of the basic star pattern can be corrected. 
In addition, stars not recovered by the speckle masking 
method are recovered each time a matching pattern is found 
in the autocorrelation. The position of the new star in 
the cluster is given by the centre of correlation space, 
and the intensity is derived by computing the auto-
correlation value from the basic (corrected) star pattern~ 
Bates and Milner (1978, 1979) report several 
simulations of the speckle mask processing method and 
correlation processing. These methods have not yet been 
used with real astronomical data. 
4.10 FIENUP ALGORITHM 
Fienup (1978, 1979) describes an algorithm in which 
the image of a real, non-negative Object is reconstructed 
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With this approach, one iteratively transforms back and 
forth between object and Fourier domains, satisfying the 
constraints in each domain before returning to the other 
domain. In the Fourier domain, G'(u,v) is found by 
replacing the modulus of G{u,v) by the measured modulus 
IF(U,v) I obtained by SI. In the object domain, g(x,y) is 
formed by forcing g'(x,y) to be zero where it violates 
object domain restraints. 
The mean-squared error at each iteration can be 
defined in the Fourier domain by 
00 II [IG(u,v)I-IF(u,v)I]2 dudv 
00 
= 00 
f f IF (u, v) I 2 du dv 
-00 
and in the object domain by 
E 2 
o 
= 
II [gl(Xuy)]2 dx dy 
YE 
II [g'(X,y)]2 dx dy 
-co 
(4.10-2) 
(4.10-3) 
where YE includes all points at which g'(x,y) violates the 
constraints. Gerchberg and Saxton (1972) show that the 
mean-squared error can only decrease or at least not 
increase at each iteration. Fienup (1978, 1979) notes that 
while the mean-squared error decreases rapidly at first, it 
decreases extremely slowly for later iterations, and he 
proposes the input-output concept shown in Figure 4.Sb 
to speed up the convergence. 
148 
INPUT 9 J CJ{U I 
SATISFY ! 
FOURIE~ 
CONSTRAINTS 
OUTPUT 9 I 0~nl 
Figure 4.5b Block diagram for the input-output concept. 
(From Fienup 1979) 
In this case, instead of using the output of the previous 
iteration (limited by the object constraints) as the 
input for the next iteration, the operator manipulates the 
input in such a way to force the ouput to be non-negative. 
A useful method of choosing the next input is given by 
gk+1 (x,y) (4.10-4) 
where YE is defined as in (4.10-3) and W is a constant. 
It is noted that changing the method of choosing gk+1 (x,y) 
every few iterations works better than using only one 
stragegy. 
Fienup (1978, 1979) gives results using the method 
with and without noise in simulated speckle data and the 
results of a blind test where simulated Fourier modulus data 
was supplied by another research organization. His results, 
which contain remarkab similarities to the original object 
also contain significant differences. This is particularly 
evident where two reconstructions have been performed from 
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the same Fourier modulus data. 
The major objection to this type of reconstruction 
is that although the object found satisfies all constraints, 
there is no guarantee of its uniqueness. This is shown in 
the object reconstructed from noisy data. Fienup (1978, 
1979) does not claim that his solutions are unique for this 
case but does point out that the reconstructed images do 
share a number of common features and correlate well with 
the original object. To be able to adequately show that the 
algorithm does not suffer from the question of the uniqueness 
of the result, a large number of reconstructions of the same 
Fourier modulus data, perhaps by different people, should be 
averaged and then the mean-square error criteria evaluated. 
This has not yet been done. 
4.11 CLEAN (Hogbom) 
In this section a method developed for processing 
brightness distributions produced by synthetic aperture 
techniques in radio astronomy is described. Although this 
process, CLEAN (Hogbom 1974), has not been reported to have 
been used in the processing of optical astronomical data,: 
it is described here as a prelude to its use in the 
procedures .described in Chapter 6. Hogbom (1974) and 
Schwartz (1978) describe the use of CLEAN in removing the 
effect of sidelobes in the synthesized beam from the data. 
In the jargon of radio astronomy, CLEAN is used to 
subtractively de-convolve a 'dirty map' of the brightness 
distribution to produce a 'clean map'. The dirty map is 
the measured brightness distribution and is equal to the 
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true brightness distribution convolved with the 'dirty beam' 
containing sidelobes. This can be written 
DM = f{x,y} 8 DB {4.11-1} 
where DM is the dirty map, f(x,y} is the true brightness 
distribution, and DB is the dirty beam with sidelobes. 
The convolution operation is denoted by 8. 
When the similarity between equation {4.11-1} and 
(4.2-2) is noted, the description of CLEAN can be given in 
terms of its analogy in optical image processing. The 
measured image, i(x,y} is the convolution of the diffraction 
limited image f(x,y} with the point spread function of the 
atmosphere h(x,y}. Therefore, the analogy exists between 
the measured image and the dirty map, the true diffraction 
limited image and the true synthesized brightness 
distribution, and the point spread function of the 
atmosphere and the dirty synthetic beam. 
Hogbom (1974) shows that CLEAN does not work when 
the source is very complex. The expected distribution must 
be a relatively sparce array of bright points in a dark 
background. As noted in §4.9, when the object of interest 
is a collection of unresolvable point sources, the 
diffraction limited image is a collection of Airy disks. 
The essential information in any such image is an array of 
delta functions, with relative positions and intensities 
corresponding to the relative positions and intensities of 
the Airy disks. When this array is convolved with the psf 
of the atmosphere, the measured image is the result. 
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The CLEAN procedure can be described in a few simple 
steps. 
(i) Find the image i(x,y) and the point spread function 
h(x,y) . 
(ii) Subtract over the whole image a point spread function 
pattern which is centered at the point where i(x,y) 
has its maximum value 1
0
. The maximum in the point 
spread function is normalized to pl. The fraction p 
o 
is called the loop gain. This step is represented by 
i'(x,y) = i(x,y) - a h(x-x
o
' y-Yo) (4.11-2) 
where i'(x,y) is the image remaining, and a a scaling 
factor so that the intensity of the brightest point 
in h(x,y) = pl
o
. The (x ,y ) is the shift required 
o 0 
to move the brightest point in h(x,y) to the position 
of the brightest point i(x,y). 
(iii) Repeat step (ii), each time replacing i(x,y) with 
i' (x,y) generated in the previous iteration. Stop the 
iterations when the current value of I is no longer 
o 
significant with respect to the general noise level 
of the image. 
(iv) Add to the final remaining image all those components 
that were removed in step (ii), but do this in the 
form of the ideal image, generally as delta functions, 
at the appropriate positions and intensities. 
Each individual iteration will represent a correct 
interpretation if the value 10 did in fact contain a 
contribution with an amplitude of at least p 10 from some 
real object. The process can be visualized as one in which 
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a ceiling is lowered through the 10 while continuously 
shaving off all that protrudes above the ceiling along with 
any 'sidelobes' of the point spread function. The best 
choice for the loop gain p is one that is very small. 
However, HBgbom (1974) indicates that for typical sparse 
bright sources generally reconstructed by synthetic aperture 
radio telescopes, a value of p = ! is reasonable. A value 
of p = 1 can be used in the simplest cases. 
The procedure outlined above can be visualized in a 
single dimension as shown in Figure 4.6. Figure 4.6a shows 
the unresolvable real image f(x,y) consisting of two delta 
functions, and 4.6b the point spread function of the system 
h(x,y). The convolution of f(x,y) with h(x,y) is shown in 
4.6c. The dotted shape in 4.6c is the proportion of the 
point spread function which is subtracted from the image 
i(x,y). The result, i' (x,y), is shown in 4.6d with the 
second subtractive element shown dotted. Four iterations 
are performed and the result of adding the amounts 
subtracted, as delta functions, to the final remainder 
shown in Figure 4.6g. Note that CLEAN is a subtractive 
deconvolution procedure and therefore generally limited in 
application to objects which are isolated. This type of 
deconvolution is contrasted by the more conventional 
deconvolution procedures (e.g. Weiner filtering) which are 
mUltiplicative and do not have this object domain constraint. 
The CLEAN procedure has been discussed here as a 
technique to be used in processing images obtained in 
optical astronomy. An obvious di iculty exists which 
prevents its use in 'normal' speckle image processing. 
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Figure 4.6a Unresolvable image f(x,y). 
Figure 4.6b Point spread function h(x,y) . 
Figure 4.6c 
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Measured image i(x,y) . 
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Figure 4.6d Image after one CLEAN subtraction. 
Figure 4.6e Image after two CLEAN subtractions. 
Figure 4.6f Image after three CLEAN operations. 
Figure 4.6g Image after four CLEAN operations with the 
clean beams added to the residue. 
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As we have demonstrated in §4.1, speckle images are formed 
by the tubulent atmosphere, and the instantaneous point 
spread function is not known. If it were, normal 
deconvolution or inverse filtering could be carried out. 
In Chapter 5, however, we describe a method of speckle 
processing which allows the CLEAN procedure to be used 
to subtractively deconvolve an image using an average point 
spread function. Results obtained using CLEAN are presented 
in Chapter 6. 
4.12 A STOCHASTIC IMAGE RESTORATION PROCEDURE (Bates) 
Bates (1976) presents a method for restoring an 
image which has been distorted by a multiplicative process. 
This method is a precursor of the shift and add process 
described in Chapter 5. It artificially produces a series 
of 'speckle l images distorted by random phases. Bates 
(1976) suggests that when an image is distorted by some 
physical process, the effect of the distortion is least 
where the intensity of the image is greatest. Therefore, 
by keying on the brightest point in a number of images and 
performing a suitable averaging process, the effective 
distortion can perhaps be reduced. 
The stochastic restoration procedure can be 
described as follows. Consider an image i(x,y) which is 
multiplicatively distorted, 
i(x,y) = f(x,y) G h(x,y} (4.12-1) 
where f(x,y) is the true undistorted image and h(x,y) is 
the psf of the distortion process. The Fourier transfbrms 
of these quantities are I{u,v), F{u,v) and H{u,v) . 
Providing H(u,v) is a member of an ensemble of random 
processes and that the actual intensity and position in 
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image space of the ideal image is unimportant, a stochastic 
restoration procedure is suggested. To perform this 
procedure, I(u,v) is calculated, if it is not already given, 
and multiplied by Gm{u,v), a member of an ensemble of random 
processes which is thought to be of the same class as H(u,v) . 
The inverse FT is taken and the image is normalized so that 
the brightest point is unity, and then shifted to the centre 
of image space. This process is repeated, with other members 
of Gm{u,v), and an average of all the images so produced is 
computed. Image domain restraints are applied to set the 
real part of the image to zero wherever it is negative. 
This image is denoted I 1 (x,y). The process is repeated to 
produce an image I 2 {x,y) A final image is produced from 
the summation of I 1 (x,y) and I 2 (x,y) when I 1 {x,y) and 
I 2 {x,y) are sufficiently alike, to within some threshold, 
and to zero when the values are sufficiently different. 
Bates (1976) indicates that this non-linear method of 
processing has defeated attempts to establish a mathematical 
analysis but that a computer simulation of the technique has 
produced encouraging results. 
The analogy between this process and the production 
of normal speckle images is clear. Whereas Bates (1976) 
takes one distorted image and produces a number of distorted 
images by introducing a random phase artificially, speckle 
images are produced naturally by the turbulent atmosphere. 
If it is true that the brightest point in any image 
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corresponds to the brightest point in the object, and if 
the brightest point suffers least in the distorting process, 
a similar procedure should work in reconstructing real 
images from speckle images. This procedure is described 
in Chapter 5. 
4.13 OTHER PROCESSING METHODS 
Various methods for extracting diffraction limited 
information from a telescope operating under turbulent 
seeing conditions have been described in the previous 
sections. Some of these generate the autocorrelation of 
the object from which the diameter of a single object or 
the spacing of multiple objects can be measured. Others 
produce real images. Some other existing techniques which 
produce measurements of angular diameters are mentioned 
briefly here, along with methods which have been proposed 
to produce images. 
(a) Michelson Interferometry. Michelson made the 
first measurements of the angular diameter of a star in 1920 
when he reported that the angular diameter of Betelgeuse was 
-3 47 x 10 seconds of arc (Michelson and Pease 1921). An 
interesting historical review by DeVorkin (1975) and comments 
by Hanbury Brown (1974) relate the work that leads up to 
Michelson's first successful measurement. Much earlier work 
had been done. Galileo made the first attempt at measuring 
the angular diameter of a star by suspending a fine string 
and measuring the distance at which he had to stand so that 
the string occulted the image of the first magnitude star 
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Vega. He reached the conclusion that the angular diameter 
was about 5 seconds of arc, a value about 1500 times too 
large. Newton made a theoretical attempt to calculate the 
angular size of a first magnitude star. His calculations, 
based on the hypothesis that the sun is a body similar to 
the fixed stars and the assumption that if it were removed 
a suitable distance it would appear as a first magnitude 
-3 
star, gave an angular diameter of 2 x 10 seconds of arc, 
a value about two thirds of the currently accepted value 
for Vega. Michelson's interferometry work was preceded by 
Fizeau who, in 1868, proposed the interferometric method 
for circumventing the limitations of the atmosphere and 
the instrument. Stephan attempted to implement Fizeau's 
ideas in 1873-1874 but the measurements were unsuccessful. 
Michelson did some initial testing of his ideas in 1890 
but it was not until 1920 that a successful instrument was 
made. The original Michelson stellar interferometer, 
described in many standard texts, made measurements of the 
angular diameters of six giant stars but attempts to make a 
larger instrument failed, due to atmospheric scintillations 
and the difficulty in maintaining correct instrument 
alignment (Hanbury Brown 1974). 
(b) The Intensity Interferometer. A major 
difficulty in the construction of a Michelson interferometer 
is the requirement that the total differences in the two 
optical paths of the instrument must be less than the 
coherence length of the illuminating light. Mechanical 
tolerances therefore limit the size of the instrument. 
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Hanbury Brown (1974) describes the development of the 
intensity interferometer which he first proposed in 1954 
(Hanbury Brown and Twiss 1954). This device worked at radio 
wavelengths, and its success encouraged their proposal for 
an intensity interferometer to work in the optical wave-
lengths (Hanbury Brown and Twiss 1956). The intensity 
interferometer relaxes the requirement of the Michelson 
interferometer that the path differences be kept within 
strict tolerances by replacing the optical interference 
paths with electrical signals. Photoelectric detectors are 
placed at each of the two telescopes, and the signals from 
these are combined electrically to produce the correlation 
between them. Measurement of this correlation gives the 
angular diameter of the object. Hanbury Brown (1974) gives 
a complete analysis of the intensity interferometer as well 
as providing an interesting history of its development. 
(c) Phase Flipping. Lohmann and Weigelt (1978) 
proposed a method which they call phase ftipping. They state 
that for certain simple objects the loss of phase in Speckle 
Interferometry is not important because the phase can be 
guessed. The object is assumed to be centro-symmetric and 
this assumption, together with the reality of the object 
intensity, causes the Fourier transform of the object to be 
real. The centre value of the object Fourier transform, 
shown in Figure 4.7a, is always positive and the phase is 
zero. At higher frequencies the Fourier transform may be 
negative, indicating the phase is TIe The parts with phase TI 
are separated from the parts with phase zero by dark bands. 
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Therefore a strategy is adopted which flips the phase 
between zero and IT at each dark band. This approach is 
not reliable since a phase equal to zero everywhere cannot 
be excluded. This is unlikely because it would require a 
discontinuous gradient in the Fourier transform as shown by 
the dotted lines in 4.7b. 
(b) 
(e) 
Figure 4.7 
IF [rex) 11 I F [f{x)]1 
"phase flipping" 
- F [f{x») F[f{x)] 
~'"'f(X) \ )" __ L_l-- " 
Illustration of phase flipping. 
(From Lohman and Weigelt 1978) 
(d) Stellar Interferometry with a Prominent Variable. 
Bates and Milner (1979) point out that if Speckle Interfero-
metry is performed for a cluster of stars which contains a 
prominent variable, a direct analogy can be made between the 
crystallographic technique of isomorphic replacement and the 
comparison of the autocorrelations made when the variable is 
at its maximum and minimum intensities. Rogers (1979) 
analyzes the simplification of the autocorrelation which 
takes place in this circumstance. Each of the auto-
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correlations will contain cross-correlation terms which do 
not change plus a set which do change because of the 
variable. If the two autocorrelations are subtracted, 
a simplification of the autocorrelation results and the 
analysis is simpler. Rogers (1979) cautions against the 
danger of subtracting two signals to obtain a wanted 
pattern. Unless the signal-to-noise ratio in each signal 
is very high, the signal-to-noise ratio in the difference 
signal easily becomes unacceptable. 
4.14 DISCUSSION AND CONCLUSION 
High resolution imaging methods used in optical 
astronomy have been reviewed in this chapter. with the 
exception of Michelson interferometry, intensity 
interferometry, and CLEAN, all methods have been derived 
from Labeyrie's Speckle Interferometry. His remarkable 
observation that the mean square image transform of a short 
exposure speckle image contains information out beyond the 
seeing limited frequency has led to a number of methods 
which provide real images of celestial objects. Of the 
methods which produce images, only speckle holography 
(§4.4), the Knox-Thompson method (§4.5) and the Lynds, 
Worden and Harvey method (§4.6) have been reported to have 
been used in practice. There seem to be several reasons for 
this. Large field speckle interferometry (§4.3) and speckle 
masking (§4.7) require complicated optical processing, and a 
significant amount of a priori information about the object 
is needed. The Feinup algorithm (§4.10) suffers from 
disquiet about the uniqueness of the result. Speckle mask 
162 
and correlation processing (§4.9) has only recently been 
introduced. The method of Knox-Thompson has been used to 
reconstruct solar features, but, except in very special 
cases, it seems to be too sensitive to noise to be useful 
in practice. 
Chapter 5 introduces a new speckle image processing 
method called speckle shift and add. This is an extremely 
simple processing method which can be done in real time 
using simple computing equipment. The results obtained with 
it are distinctly promising for it appears that the method 
is applicable for processing speckle images of faint objects 
as well as extended objects. 
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CHAPTER 5 
A NEW METHOD TO RECONSTRUCT DIFFRACTION LIMITED IMAGES 
5.0 INTRODUCTION 
A new procedure for forming nearly diffraction 
limited images of objects viewed through a turbulent 
media has been developed using the image processing system 
described in Chapter 2 plus elements of the imaging methods 
presented in Chapter 4. Astronomical imaging simulations 
have been carried out on an optical bench using techniques 
similar to those described by Gough and Bates (1974) and 
Milner (1980). The results of these simulations are 
discussed in Chapter 6. 
The new method of processing, called speckle shift 
and add, is an adaptation of the stochastic image restoration 
procedure (Bates 1976) described in §4.12 and similar to the 
processing method of Lynds et ale (1976, § 4.6). For the 
purposes of the discussion below, let us define a speckle 
as a nearly diffraction limited, distorted version of the 
true diffraction limited image. A speckle of a single 
unresolvable object is a single spot in image space about 
the si ze of the diffraction limited spot. A speckle image 
is defined as a collection of independent, randomly 
distorted speckles superimposed in image space. A speckle 
image of a cluster of stars, one of which is brighter than 
all the others, is a collection of independent, distorted, 
nearly diffraction limited images superimposed in image 
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space. Providing the object is within the isoplanatic 
patch, distorted images of each star in the cluster will 
maintain their correct geometrical relationship with each 
other but their relative amplitudes will be distorted. 
When an average is taken, either over the ensemble of 
speckles in a single speckle image or over an ensemble of 
statistically independent speckle images, amplitude 
distortions are reduced. The speckle image of the star 
cluster with a bright star will contain bright spots, and 
if the difference in intensities between the two brightest 
stars is high enough, and the distortions in the amplitudes 
are not too severe, the brightest spot in a speckle image 
is likely to be produced by the brightest star in the 
cluster. The brightest spot will have associated with it, 
at the correct positions in image space, less bright spots 
corresponding to the dimmer stars. The simulations of 
speckle mask processing by Bates and Milner (1978, 1979, 
§4.9) and the imaging performed by Lynds et ale (1976, § 4.6) 
and Worden et ale (1977, §4.8) have shown this to be a valid 
representation. 
In this chapter the implementation of the speckle 
shift and add process is described and the methods used to 
test its application in astronomical imaging by simulation 
are given. Chapter 6 follows with the results of the 
simulations performed. Note that terms relating to 
'brightness' and to 'intensity' are used interchangeably 
even though brightness is a photometric concept, and 
intensity is found by a radiometric measurement. 
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5.1 SPECKLE SHIFT AND ADD PROCESSING 
In speckle shift and add processing, all of the 
speckle images in a series are recorded. The brightest 
point in each image is found and the whole image is shifted 
without rotation so that this brightest point is in the 
centre of image space. This shifted speckle image is then 
added to all previous shifted speckle images. The process 
is repeated for a large number (as many as is convenient) 
of statistically independent speckle images. A processed 
image is thereby formed which is the average of the 
shifted-and-added speckle images. This processed image 
is shown below to be the convolution of the true diffraction 
limi ted image and an average diffraction limited point 
spread function. 
I t is convenient to analyze the shift and add 
processing method in terms of one-dimensional images. All 
the results are immediately applicable in two dimensions. 
The nth speckle image is 
i (x) 
n 
00 
f f(l;;) h (x-I;;) dl;; n (5.1-1) 
where f(ex) is the true diffraction limited image and h (ex) 
n 
is the point spread function of the atmosphere at the time 
that the nth speckle image is recorded. The position of the 
brightest point in the speckle image is denoted by a , and 
n 
the speckle image is shifted so that the brightest point is 
in the centre of image space. This is written as 
00 
i (x-a) = 
n n f f (I;;) h (x - I;; - a ) dl;;. n n (5.1-2) 
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Figure 5.1 Point spread function of shift and add process. 
Figure 5.2 Simulated speckle image . 
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When N speckle images are shifted, added, and averaged, 
the processed image that results is 
00 
1 N 1 N 
J p (x) = E i (x-a) == E f(7;) h (x - l;; - a ) d7; N n=1 n n N n==1 n n 
-00 
00 [~ f N f ( 7;) E h (x-,-a J di;. n=1 n n 
-00 
(5.1-3) 
Equation (5.1-3) can be written 
00 
f A A p (x) = f(Z:;) h(x-7;) d7; f (x) 8 h (x) . (5.1-4) 
-00 
This shows that the processed image p(x) is the convolution 
of the true diffraction limited image f(x) with a point 
spread function h(x) . A The psf h(x) is the average of N 
shifted and added, diffraction limited point spread 
functions and is observed to be nearly diffraction limited 
(Figure 5.1). The intensities in a speckle image of a 
single unresolvable object are Rayleigh distributed, and 
speckles are formed which are the, size of the diffraction 
limited spot (Labeyrie 1976). The contrast of a speckle is 
high in those images where there is enough light (see 
Figure 5.2). This means that each bright speckle is 
isolated from its neighbour by an intervening dark area. 
Therefore, when the brightest speckle is shifted into the 
centre and added to previous bright speckles, the 
diffraction limited spot is reinforced and the less bright 
speckles, randomly positioned in each speckle image, are 
reduced to a general 'fog' in the background. This is 
clearly shown in Figure 5.1. 
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Speckle shift and add processing has several advantages 
over the speckle mask and correlation processing methods 
of Bates and Milner (1978, 1979, §4.9) and the processing 
method of Lynds et al. (1976, §4.6). In each of these latter 
methods, the speckle image must contain a number of 
identifiable bright speckles. Through the use of the 
correlation 'mask', all bright speckles in a single speckle 
image are superimposed, averaging the distortions in each. 
The correlated image from this process is an average over 
the ensemble of speckles in a single speckle image. An 
average of many correlated images formed from statistically 
independent speckle images can improve the signal-to-noise 
ratio of the process. The speckle shift and add process 
generates a processed image, which is an average of the 
brightest speckle over an ensemble of statistically 
independent speckle images. This image is similar to the 
'correlated' image of Lynds et al.(1976, §4.6). The 
processing is much the same as speckle mask processing 
but requires only one speckle from each speckle image. 
Therefore, the speckle shift and add method can be used in 
situations where the stars are very faint, and only a very 
few speckles are present in each recorded speckle image. 
Speckle shift and add processing can be performed 
with a wider bandwidth than normal speckle interferometry 
(Bates and Cady 1980). In conventional speckle 
interferometry the bandwidth must be narrow enough to 
maintain coherence over the entire seeing disk (Karo and 
Schneiderman 1978). This restriction is relaxed for shift 
and add processing because only the information around the 
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brightest spot is required to produce an image. Therefore 
the bandwidth must be only narrow enough to maintain 
coherency across the extent of the object itself. A wider 
bandwidth assists in the detection of faint objects by 
allowing more light to be transmitted to the detector. 
Another advantage of the shift and add method is 
that the processing algorithm is very simple. No pattern 
recognition procedures (as in correlation processing, §4.9) 
or Fourier transformations (as in the Lynds, Worden and 
Harvey method, §4.6) are required. Simple computing 
equipment such as the microprocessor based system described 
in Chapter 2 can be used to produce a diffraction limited 
image in nearly real time. High speed, special purpose 
hardware to perform the algorithm could be easily 
constructed. 
5.2 EXPERIMENTAL PROCEDURES 
The speckle shi and add processing algorithm 
described in the previous section has been implemented on 
the University of Canterbury Image Processing System. 
Speckle images were produced using an optical simulation 
technique. Speckle image simulations are described by 
several authors including Liu and Lohmann (1973), Gough 
and Bates (1974), Schneiderman et a~. (1977), Karo and 
Schneiderman (1979) and Milner (1980). The particular 
technique used here is a modification of that reported by 
Gough and Bates (1974) and Milner (1980). 
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(a) 3.5 mW, 632.8 rom, He-Ne Laser. (Spectra-Physics Model 135). 
(b) x20 Microscope Objective lens. 
(c) 25 vm pinhole. 
(d) Collimating lens (f 95 rom) • 
(e) Rotating mylar disk diffuser. 
(f) 11 rom diameter spatial filter. 
(g) Mirror used with wide band light source only. 
(h) Object mask. 
(i) 100 nm filter used with wide band light source only. 
(j) Model atmosphere. 
(k) 2.75 rom diameter telescope aperture. 
(1) Telescope objective lens (f ; 308 rom) . 
(m) Image plane. 
Figure 5.3 Optical instruments to simulate astronomical imaging. 
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5.2.1 The Optical Laboratory 
The simulation of astronomical imaging was performed 
in the Optical Laboratory of the Electrical Engineering 
Department. The surface of the optical table in the 
laboratory is a 4" thick slab of pqlished granite optically 
aligned to be flat and level. The concrete base for this 
table has been formed into the foundation of the building. 
On top of the concrete base is a 111 thick slab of rubber, 
several layers of concrete blocks, another 111 thick layer 
of rubber, and finally the granite slab. The combination 
of concrete and rubber gives a table which is stable and 
has a low natural frequency of vibration. A cast iron 
precision optics bench is placed on the table to hold 
optical instruments in alignment. The arrangement of the 
optical apparatus to simulate astronomical imaging is shown 
in Figure 5.3. 
A Helium-Neon laser (a) is used as the light source 
for narrow band simulations. The source used for wide band 
simulations is described in §6.4. The light from the laser 
is focused by the microscope objective (b) to a point at 
the 25 ~m pinhole (c). The pinhole lies in the front focal 
plane of the collimating lens (d) which produces a beam of 
parallel light. A crumpled 0.05 mrn thick mylar disk 
rotating at approximately 250 rpm is at (e), and produces 
spatially incoherent light. This beam, filtered by the 
circular aperture (f), then passes through the object mask 
(h). The object mask is cut from a 125 ~m thick brass sheet. 
For star clusters, a pattern of holes 0.3 mrn in diameter is 
drilled in the brass sheet. This acts as the object plane, 
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and~emits quasimonochromatic, spatially incoherent light 
to simulate an astronomical object. The radiation from 
the object passes through the model atmosphere (j), the 
telescope aperture (k) I the telescope objective lens (I) 
and is detected at the image plane (m) by the CCD camera. 
The model atmosphere (j) must produce random phase 
pertubations in the incoming wavefront. To simulate the 
turbulent atmosphere, it should have hundreds to thousands 
of seeing cells across the aperture of the telescope (see 
§ 4.1.4). Labeyrie (1976) points out that atmospheric 
seeing does not have to be exactly reproduced to achieve 
realistic speckle patterns. Results obtained with the many 
schemes that have been tried confirm that this is true. 
Gough and Bates (1974) and Weigelt (1975, 1977) used shower 
glass, Schneiderman et ala (1975) used lacquer sprayed grass 
plates, Raro and Schneiderman (1979) produced a random phase 
with glass film plates, and Parry et al. (1977) used a 2 kW 
bar heater to generate a real turbulent atmosphere. The 
atmosphere used here is a disk of perspex which has been 
lightly singed by a gas torch to cause buckling and small 
bubbles in the plastic. This forms seeing cells which are 
small enough to generate realistic speckles as shown in 
Figure 5.2. Continuously changing speckle images are 
produced for the shift and add processing by slowly rotating 
the perspex disk. The rotational speed is governed by two 
factors. It must rotate slowly enough so that the 
atmosphere is effectively stationary during the exposure 
time of the CCD camera (approximately 0.1 seconds for faint 
speckle images). It must also rotate fast enough so that by 
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the time processing is completed (approximately 4 seconds) 
the atmosphere is sufficiently different so that it can 
produce a statistically independent different speckle image. 
This allows the exposure time criteria established in §4.1.4 
to be satisfied. 
The image of an unresolvable stellar disk at the 
surface of the CCD detector should be spread over several 
pixels i·f quantitative measurements are to be made (§3.2.1). 
The angle subtended by a simulated star is determined by the 
physical layout of the simulation. The resolution of the 
system is determined by the telescope aperture. The 
distance from the object plane (h) to the telescope 
objective lens (1) is 2360 mm. Therefore, the angle 
subtended by a simulated star 0.3 rnm in diameter is 
26 arcseconds. The telescope aperture (k) is 2.75 rom in 
diameter, giving an angular resolution of 59 arcseconds. 
The optics of the simulation spreads the image of the 
stellar object over an area of approximately 9 pixels at 
the CCD (m). When the aperture of the telescope is enlarged 
to values greater than 7 rom, the 0.3 rnm stellar disk is 
resolvable by the system. In this case, the size of the 
image of the star is 40 ~m, which is approximately the size 
of one pixel in the CCD array. 
5.2.2 Spatial Incoherency 
The parallel beam of laser light produced by the 
optical apparatus (a) - (g) must be spatially incoherent 
to allow the simulation of two different stellar radiators. 
The light emitted by the laser has a high degree of temporal 
and spatial coherence. Consider a point source of light 
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emitting an infinitely long monochromatic wave train having 
spherical or plane wavefronts. Under ideal conditions, the 
phase difference between any two points along the ray does 
not change with time. Equivalent to this, the phase 
difference measured at any point in space at the beginning 
and end of a fixed interval ~t does not change with time. 
This is perfect temporal coherence. Spatial coherence is 
determined by measuring the phase difference between two 
points normal to the ray direction as a function of time. 
Complete time independence gives perfect spatial coherence. 
A real source of light is not perfectly monochromatic and 
does not have perfect spatial and temporal coherence. A 
real source has a finite bandwidth ~v, and a coherence time 
~t 1 ~v . (5.2-1) 
The distance light travels in this time is called the 
coherence length, given by 
= c~t 
Jenkins and White (1976) show that a more accurate equation 
for coherence length takes into account the doppler broading 
of the spectra and gives 
0.32 c for low pressure discharges (5.2-3) 
0.11 c 
= ~v for high pressure discharges (5.2-4) 
The bandwidth of the He-Ne laser used in the simulations is 
9 _10 2 x 10 Hz giving a coherence time of 5 x 10 and a 
coherence length of 4.8 cm by equation (5.2-3). 
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The rotating mylar disk at (e) reduces the spatial 
coherence of the laser beam during the integration time of 
the CCD detector. Spatial incoherence was verified by 
placing the CCD detector at position (j) in Figure 5.3 and 
using a binary star pattern at (h). Without the mylar disk, 
interference fringes could be seen on the television display. 
When the mylar disk was rotating at approximately 250 rpm, 
no fringes were seen at the minimum integration time of the 
CCD (approximately 0.01 seconds). 
5.2.3 Relative Intensities of the tars 
The relative'intensities of the stars in the object 
pattern were measured to evaluate the distortions produced 
by the shift and add processing. The simulated atmosphere 
was removed and a 1.5 rom diameter aperture was used at the 
telescope objective lens. This reduced the intensity of the 
image at the CCD, avoiding saturation of the sensor. It 
also spread the image over several pixels, allowing more 
accurate measurements to be made (§3.2.1). The shift and 
add process was performed without the atmosphere, and the 
CCD camera was moved slightly between each iteration of the 
process. This ensured that the images of the stars were 
averaged over a number of pixels and reduced the effects of 
any fixed pattern variations in sensitivity. The sum of the 
brightest pixel and its eight nearest neighbours in each of 
the resultant star images was calculated. The ratio of 
these sums was taken to be the relative intensity of the 
stars (see Figure 5.4a) • 
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(5.2-5) 
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where the a denotes the pixels in the brighter star~ and b the dimmer. 
n m 
Figure 5.4a Calculation of relative intensities of two stars. 
This procedure was verified by using a narrow beam 
photometer to measure the intensities of the stars at the 
object mask (h). The correlation of these results is shown 
in Figure 5. 4b .. 
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Figure 5. 4b Verification of relative intensities. 
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An additional calculation must be performed to nd 
the relative intensities of the stars after the shift and 
add processing. As shown in Figure 5.1, the image of a star 
rises above a general background intensity caused by 
averaging the randomly positioned less bright speckles. 
This background level must be subtracted from the absolute 
intensities before calculating the relative intensities as 
shown in equation (5.2-5). The method for finding the 
average background level is demonstrated by considering a 
5 x 5 pixel array around the brightest point in any star, 
as in Figure 5.5. The background is found by averaging the 
pixels labelled 1,5,6,10,16,20,21 and 25. It is felt that 
these corner pixels would be far enough away from the centre 
the stellar image (for the aperture generally used) so 
that the effect of the psf would be minimal. The results 
have been satisfactory. 
Figure 5.5 
1 2 3 4 5 
6 7 8 9 10 
11 12 13 14 15 
16 17 18 19 20 
21 22 23 24 25 
I 
5 x 5 pixel array around the brightest point 
in a star image. 
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5.2.4 Shift and Add Algorithm Implementation 
The shift and add algorithm has been implemented in 
assembly language code for the Intel 8080 microprocessor 
used in the UCIPS. A structure diagram and program 
operating instructions are given in Appendix D. 
The shift and add algorithm is very simple. However, 
the microprocessor system forces some limitations on its 
implementation. The major restriction is that there is 
limited storage area available for data arrays. The total 
memory available in the system for data and program storage 
is 57,344 (56K) bytes. In order to monitor the processing, 
both the processed image and the speckle image should be 
available for viewing. Three 10,000, byte buffers are 
required to capture and display these images. One of the 
buffers is used by the direct memory access controller to 
store the data from the CCD. These data are in two separate 
fields which are then interlaced and transferred to one of 
the refresh display buffers in the VDSI. The other display 
buffer contains the processed picture. The operator can 
select either of these pictures for display on the television 
monitor at anytime during the process. Roughly 26K bytes ,of 
memory remain for program storage and for an accumulating 
array for the processed picture. This limits the 
accumulating array to 16 bits per pixel, or 20,000 bytes in 
total. Therefore the number of iterations before overflow 
occurs in the 16 bits per pixel accumulating array is 
limited. In practice, with the light levels present in the 
simulation, and the number of iterations performed, this has 
not been a significant limitation. 
The processed image, given by equation (5.1-4) is 
the average of the shifted and summed speckle images. 
Since division is a time consuming operation when done 
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in software on a microprocessor, an equivalent operation 
which results in a pleasing display of the processed image 
with no loss of information has been used. The VDSI 
converts 8 bit data in the refresh memory to video for the 
television monitor. Larger numbers make brighter pixels on 
the display_ To have a bright display, the processed 
picture is mUltiplied by two (arithmetic left shifts) until 
the brightest pixel contains a 1 in the most significant 
bit position. The most gnificant ght bits from each 
shifted 16 bit accumulated pixel is then transferred to 
the processed image display buffer. 
The shift and add program allows the operator to 
select a range of speckle images to be included in the 
summation for the processed image. The average value of 
32 pixe in the centre of image space is calculated and 
compared with limits set by the operator at the beginning 
of the program. The lower limit eliminates speckle images 
which are judged to be too dim to contain useful speckles, 
and the upper limit eliminates those with bright spots which 
are formed when the perspex disk atmosphere is too 'thin' 
to generate good speckle images. Speckle images are 
automatically rejected if any pixel in the image has a value 
of 255 10 , indicating saturation of the sensor. 
The shift and add algorithm implemented on the 8080 
microprocessor operates very nearly in real time. The 
redistribution time of the earth's atmosphere, usually taken 
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to be about 1 second (§4.1.4), means that the process should 
take no longer than 1 second to be considered real time. 
The process as it has been implemented takes approximately 
4 seconds. 
5.3 CONCLUSION 
Speckle shift and add processing has been simple to 
implement on the microcomputer. Care was taken to develop 
techniques which allowed reasonably accurate quantitative 
results to be obtained from the simulations reported in 
Chapter 6. The technique is beautifully simple and an 
array sensor combined with any microcomputer will allow 
on-line, real time acquisition of nearly diffraction 
limited images. 
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CHAPTER 6 
EXPERIMENTAL RESULTS OF SHIFT AND ADD PROCESSING 
6.0 INTRODUCTION 
A wide range of stellar objects has been simulated 
using the experimental techniques outlined in Chapter 5. 
Both unresolvable and resolvable objects have been used. 
Single unresolvable stars have allowed the determination 
of the point spread function of the process. Binary stars 
and stellar clusters comprised of unresolvable stars have 
been used to test the effectiveness and accuracy of the 
processing. Extended objects, many resolution elements 
in extent, have been used to demonstrate that the method 
can reconstruct extended images. 
The stellar object mask has been illuminated with 
very narrow band laser light and with wide band light 
(Bates and Cady 1980). In each of these cases an almost 
dif~raction limited image was obtained. In addition, severe 
telescope aberrations have been simulated by defocus sing the 
instrument. Again, a nearly diffraction limited image was 
reconstructed. 
This chapter sents experimental results which show 
the effectiveness and accuracy of shift and add processing. 
Errors are analyzed and difficulties encountered in making 
the measurements are discussed. Chapter 7 follows with a 
gene discussion of further work, and recommendations for 
the effective use of the shift and add process in 
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Figure 6.1 star cluster imaging. 
astronomical imaging. Appendix E lists the experimental 
conditions present for each of the results reported in 
this chapter, and Appendix F gives sample calculations. 
6.1 IMAGING STAR CLUSTERS 
A star cluster is a group of unresolvable stars. 
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The extent of the stellar cluster, however, is resolvable 
by the instrument. In the images shown in Figure 6.1, a 
resolution element is approximately 3 mm. A five star 
cluster imaged when the seeing is perfect is shown in 
Figure 6.1a. The intensities of each star relative to the 
brightest (normalized to 1.0) are shown in Figure 6.1b. 
The processed image after 128 iterations of shift and add 
is shown in Figures 6.1c and 6.1d. The relative intensities 
for the stars under perfect seeing, and for the processed 
image, have been calculated as shown in §S.2.3 and Appendix 
F. The processed image correctly reconstructs the positions 
of the stars in the cluster, and the relative intensities 
show good agreement with the original. 
6.2 POINT SPREAD FUNCTION FOR SHIFT AND ADD 
The point spread function for the shift and add 
process is found by using a single unresolvable star. The 
psf for 128 iterations is shown in Figure 6.2a. Figure 6.2b 
demonstrates the shape of the psf showing the central 
diffraction limited spike rising out of the background fog. 
This psf is used with the CLEAN process described in §6.8. 
Notice that the psf is about three pixels wide, correspond-
ing well to the line profile of a single star imaged without 
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a. Point spread function 
of shift and add process. 
c. Original single star 
with perfect seeing. 
b. Intensity of horizontal line 
through the brightest point. 
d. Intensity of the horizontal 
line through the brightest 
star of Figure 6.lc. 
Figure 6.2 Point spread function of shift and add process. 
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the atmosphere (see Figure 6.2c). Figure 6.2d shows that 
the intensity along the horizontal line containing the 
brightest star in the star cluster of gure 6.1 has the 
same general shape as the psf. 
6.3 CALIBRATION OF SHIFT AND ADD PROCESSING 
The accuracy with which the processing reconstructs 
the positions of the stars is shown in Figure 6.1. The 
point spread function of the process is given in Figure 6.2. 
In addition to these important characteristics, the affect 
of the processing on the relative intensity ratios of pairs 
of stars has been determined. 
6.3.1 Relative Intensities 
A series of measurements was made to investigate the 
ability of the shift and add processing to correctly 
reconstruct the true relative intensities of the stars. 
The relative intensities of the stars imaged without the 
atmosphere were measured before and after 128 iterations 
of the processing were performed. A binary star and a 
triple star pattern were used in two tests. The results of 
the first, using a binary star pattern, are shown in Figure 
6.3a. The relative intensities of the two stars were found 
for a range of intensity ratios. The ideal relationship 
between relative intensities before and after processing is 
shown as a dotted line. There are several points of 
interest in this result. The first is the dynamic range of 
the process. After 128 iterations, two star images could be 
clearly seen for intensity ratios up to about 14~1. This 
corresponds to a stellar magnitude difference of nearly 3. 
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The effect of shift and add processing on the 
relative intensities of the stars. 
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There is, however, considerable spread about the ideal curve 
for relative intensities greater than about 8:1. The 
horizontal bars drawn for some points in Figure 6.3a 
indicate the extreme values of the relative intensity ratios 
for perfect seeing when measured immediately before and after 
the shift and add processing. The simulation of high 
relative intensity ratios, where one star is considerably 
brighter than the other, was very sensitive to physical 
changes in the experimental apparatus. Any dri in the 
equipment during the processing caused changes in the ratios. 
The general trend is evident and good agreement is found for 
ratios below about 8:1. The position of the stars is 
accurate to the resolution of the CCD. 
The second test was performed with a triple star 
pattern. The relative intensities between each of the three 
pairs of stars were calculated, both under perfect seeing 
and after the shift and add processing. The results are 
shown in Figure 6.3b. Good agreement is again demonstrated 
for relative intensity ratios less than about 8:1 for any of 
the star pairs. 
6.3.2 Ghost Stars. 
The behaviour of the process when the intensity 
ratios were less than about 2:1 was investigated. In this 
case, one expects that due to random distortion of the 
intensities, some of the time the less bright of the two 
stars produces the brightest spot in the speckle image. When 
shifted into the centre, the 'speckle' from the truly most 
intense star will contribute to the processed image in a 
position we call the ghost position. This is clearly evident 
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in Figure 6.4a, where the original intensity ratios under 
perfect seeing were 1.3:1. The vertical line in 6.4a 
indicates the ghost position. The statistics of the 
intensities in the speckle image around the brightest point 
have not been investigated, but it seems reasonable to 
expect that speckles will sometimes add up in a 'wrong' way 
and create the ghost image. This must depend to a large 
extent on the seeing conditions and on the complexity of 
the cluster. with more stars, a more complex speckle image 
is produced and speckles are more likely to overlap in the 
wrong place. Quantitative work has not been done, but in 
simulations of clusters such as that shown in Figure 6.1, 
the ratio between the brightest and the next brightest must 
be larger than in the case of simple binary stars to avoid 
the ghost image. Figure 6.4b shows the ratio of the 
intensity of the ghost star to the intensity of the true 
second brightest star as a function of the relative 
intensities of the two stars found under perfect seeing. 
This shows, at least for binary stars and for the 
atmospheric conditions of the simulation, that when the 
ratio is above about 2:1, no ghost star is discernible. 
6.4 THE SIMULATION OF WIDE BAND SPECKLE IMAGING 
Bates and Cady (1980) report the effect of bandwidth 
on the shift and add process. Normally, in Labeyrie's SI 
(§4.2), the bandwidth is limited to 10-70 nm. This 
satisfies the quasimonochromatic condition of equation 
(4.1-2) and allows the coherent formation of speckles across 
the extent of the seeing disk. A good signal-to-noise ratio 
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can then be achieved from a single speckle image. In 
contrast, the shift and add process requires only the 
information around the brightest point. The bandwidth may 
be broader because coherency is required only over the extent 
of the object, which is usually much smaller than the seeing 
disk. Consequently, fainter objects may be imaged with the 
shift and add process. A series of experiments were 
performed to establish that the process is effective with 
wide band radiation. 
Referring to Figure 5.3, a mirror was placed at (g) 
to allow a wide band light source to illuminate the star 
pattern (h). A 100 nm bandwidth Landsat filter (band 5, 
600-700 nm) was used at (i) to produce wide band filtered 
light. The wide band source was a quartz halogen spotlight, 
and the spectral emissivity of the spotlight and the filter 
combination are shown in Figure 6.5. The single element 
simulated telescope lens (1) was retained for this 
experiment, and dispersion effects of the atmosphere and 
the lens were not considered. A 9.5 rom diameter aperture 
(k) was used to provide enough light so that the CCD 
integration time could be reduced to a reasonable value. 
The 0.3 rom diameter star disk was just resolvable by the 
instrument and the Airy disk was approximately the size of 
one pixel. With this aperture, quantitat measurements 
of the relative intensities are likely to be in error, and 
so only the positional accuracy of the reconstruction is 
reported here. 
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Figure 6.5 Spectral emissivity 
of wide band source and 
Landsat filter. 
Figure 6.6b Speckle image 
from narrow band (laser) 
source. 
Figure 6.6a Diffraction limited 
star cluster with perfect 
seeing. 
Figure 6.6c Speckle image 
from wide band source. 
Figure 6.6d Processed image 
from narrow band source. 
Figure 6.6f Intensity of 
the line through the 
lower left star of 6 . 6d 
(lower) and 6 . 6e (upper). 
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Figure 6.6e Processed image 
from wide band source. 
Figure 6 . 6g Point spread 
functions fo r narr ow band 
(upper) and wi de band 
(lower) • 
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6.4.1 Wide Band Speckle Results 
The diffraction limited image of a three star cluster 
imaged under perfect seeing with the laser source is shown 
in Figure 6.6a. Typical speckle images generated by a fixed 
atmosphere with the narrow band (laser) and the wide band 
source are shown in Figures 6.6b and 6.6c. As expected, 
the wide band speckle image is blurred, compared with the 
narrow band image, except for a narrow region in the centre. 
This is enough for the shift and add processing when the 
sharp central region contains the brightest point. It is 
expected, however, that the blurred region may contain the 
brightest point some of the time. This tends to reduce the 
contrast of the. processed image. Figures 6. 6d and 6. 6e show 
the processed images for narrow band and wide band light. 
A recognizable version of the true image can be 
distinguished in each, although the photographic 
reproduction process does not contain the detail which 
can be seen on the television monitor. Figure 6.6f shows 
graphically the difference in contrast of the two images. 
The upper curve is a plot of the intensity across a 
horizontal line through the lower, left star in the wide 
band processed image of Figure 6.6e. The lower curve is the 
intensity of the corresponding line in the narrow band 
processed image of Figure 6.6d. As expected, the contrast 
in the wide band case is reduced but the star is clearly 
seen above the vertical bar. 
A slight spreading of the star in the wide band case 
is also present, indicating that the average size of the 
speckles for wide band is somewhat larger than for narrow 
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band radiation. This is aiso shown in Figure 6.6g 
which plots the point spread functions for the narrow 
band (lower curve) and the wide band cases. 
6.5 ---'SHIFT AND ADD PROCESSING IN THE P~ESENCE 
OF SEVERE ABERRATIONS 
The work reported in the previous sections has 
assumed that telescope aberrations are negligible. In 
§4.1.2 it is shown that aberrations normally reduce the 
contrast at high spatial frequencies and cause blurring 
of the image. However, an analysis ,by Kor et ale (1972) 
shows that poor instruments preserve spatial frequency 
information out to the diffraction limit when forming 
speckle images. Dainty (1973) proposes that a poor 
instrument can be made to resolve objects to the diffraction 
limit by ensuring that the seeing conditions are bad enough. 
He suggests the introduction of random phase perturbations 
when seeing conditions are too good! Dainty (1977) 
indicates that the distortion due to seeing must be worse 
than that due to the instrument. Karo and Schneiderman 
(1977) give measurements of the lens-atmosphere MTF which 
provide practical confirmation of Korff's and Dainty's 
conjectures. Roddier et ale (1978) confirm their results 
theoretically. In each of these analyses, speckle 
interferometry is implied and the question of resolving 
diffraction limited images with aberrated telescopes is 
left unanswered. 
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6.5.1 Results of Imaging with a Defocussed Instrument 
It has been experimentally confirmed that nearly 
diffraction limited images can be resolved when the seeing 
conditions are worse than the aberrations caused by the 
instrument. Using narrow band light and defocussing the 
simulated telescope, the following results were obtained. 
Figure 6.7a shows the simulated cluster of three stars 
under perfect seeing conditions and with a focussed 
telescope. The aperture was selected so that the stellar 
disk was the size of one pixel in the CCD. gure 6.7b 
shows the same cluster when the instrument has been 
defocussed by 4.7A. The amount of defocus is the path 
length difference between a ray from the edge and one 
through the centre of the aperture. A = 632.8 nm. 
Figure 6.7c, the processed image after 128 iterations, 
shows the cluster resolved to nearly the diffraction limit 
with the individual stars in their correct relative 
positions, taking into account the scale change produced 
by the movement of the CCD sensor away from the lens. 
Very severe defocus is required before the processed image 
shows spreading due to a loss of high spatial frequency 
information in the speckle image. gure 6.7d shows the 
result of experiments to determine the amount of defocus 
that can be tolerated under the seeing conditions pertaining 
in our simulations. (See Appendix F for sample 
calculations.) When 25A defocus is approached, the image 
becomes considerably blurred. Although not shown here, at 
this point the Airy disk of the defocussed image under 
perfect seeing was about the size of the seeing disk found 
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Figure 6.8 Imaging with wide band radiation 
and a defocussed telescope. 
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when the atmosphere was in place and the telescope was in 
focus. 
6.6 SHIFT AND ADD PROCESSING WITH WIDE BAND RADIATION 
AND SEVERE ABERRATIONS 
The limiting magnitude of a star which can be imaged 
by speckle interferometry is determined by the detector used 
in the system. For a given detector with a given noise 
performance during the integration time of the measurement, 
fainter objects can be detected by increasing either the 
bandwidth of the system or the size of the telescope. 
Shift and add processing has been shown to work with wide 
band radiation (§6.4). Large, high quality, low aberration 
telescopes are very expensive, but the previous section has 
shown that the shift and add process can produce images even 
in the presence of severe aberrations. The combination of 
these two results allows the use of wide band radiation with 
telescopes that have been manufactured with relaxed 
specifications and should therefore be less expensive. 
A simulation using the wide band source and a 
defocussed instrument has been performed. As expected, 
the contrast in the image is very low but the three star 
pattern can be seen for 9.4A defocus with wide band 
radiation. Figure 6.8 shows a plot of the intensity of the 
processed image along a line containing the brightest and 
second brightest star. Below it, the line containing the 
third brightest star is plotted. The contrast is very 
low, but even in this extreme case of wide band radiation 
and defocus an image can be reconstructed. 
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a. Extended object with 
perfect seeing. 
c. Line intensities through 
the central portion of 
a (lower) and b. 
Figure 6.9 
b. Processed image of 
extended object. 
d. Processed image of extended 
object with 9.4A defocus. 
Imaging an extended object. 
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6.7 IMAGING AN EXTENDED OBJECT 
Lynds et aZ. (1976) were the rst to form an image 
of an extended object and their method has been used 
subsequently to image other extended objects (§4.6). To 
perform their method, a number of bright speckles must be 
identifiable in a single speckle image. The cross-
correlation of the 'speckle mask' with the speckle image 
averages the distortions in each individual speckle. In 
each of the cases where the method has been used, the object 
was only a few resolution elements in extent. As Worden 
et aZ. (1976) points out, the individual speckles tend to 
become larger and overlap as the object becomes larger. 
Worden et aZ. (1976) claim that the object should be no more 
than 3 Airy disk diameters in extent for their method to 
be effective. 
This requirement limiting the extent of the object 
is relaxed for shift and add processing. Providing the 
object has a bright point which on the average produces the 
brightest point in a speckle image, a processed image of an 
extended object many resolution elements in extent may be 
formed. Figure 6.9a shows an extended object when the 
seeing is perfect in narrow band radiation. The aperture 
creates an Airy disk three pixels in extent. The central 
bright point is roughly twice the intensity of the next 
brightest point in the object. Figure 6.9b shows the 
processed image after 128 iterations of shift and add. 
The contrast of the processed image low but the line 
intensities plotted in Figure 6.9c for a horizontal line 
through the central portion of Figures 6.9a and 6.9b show 
that relative intensity information is present in the 
processed image. 
6.7.1 Imaging an Extended Object with a Defocussed 
Instrument 
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Confirmation of the results of §6.5 for an aberrated 
instrument with an extended object are presented in Figure 
6.9d. Again, the extended object is clearly shown in the 
processed image with an attendant scale change due to 
changing the position of the CCD detector. 
6.7.2 An Extended Object with Wide Band Light 
An attempt was made to perform the processing of 
an extended object with wide band light. A satisfactory 
result was not obtained. The light intensity was low, 
requiring a longer integration with an increase in the CCD 
dark signal. Speckles were not bright enough, relative to 
this dark signal, to be seen. It should also be noted that 
the imaging of the extended object was performed with a 
small aperture to spread the Airy disk over several pixels. 
This was done to avoid the problem of the open/closed ratio 
of the active area in the CCD chip mentioned in §3.2.1. 
When a larger aperture was used, the contrast in the 
processed image was reduced even further because at times 
the speckles in the speckle image would not be detected by 
the CCD. In the previous wide band and defocussed results, 
this reduction in the contrast and the apparent increased 
distortion in the relative intensities of the processed 
image were accepted in order to be able to accurately 
measure the size of the processed image. 
6.8 USE OF THE METHOD CLEAN 
A method for improving a degraded image by 
subtractively de convolving the point spread function 
of the system is presented in §4.11. This method, 
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called CLEAN, has been used in the processing of sparsely 
populated brightness distributions generated by synthetic 
aperture radio astronomy_ The procedure is used here to 
improve the images generated by shi and add processing. 
The CLEAN procedure is implemented as described 
in §4.11. The point spread function used to characterize 
the shift and add process is that shown in Figures 6.2a 
and 6.2b. This psf array is centered on the brightest 
point in the image to be CLEANed (the dirty array) and 
a fractional part of the psf is subtracted. A cZean array 
is ini tiali zed to zero I and a cZean beam is added at the 
same relative position as the centre of the bright spot 
in the dirty array. In the examples g~ven below, two 
forms of clean beam have been used. For objects which 
are isolated, unresolvable point sources, the clean beam 
is a single pixel wide. CLEAN is also applied to extended 
objects, and in this case the clean beam is a scaled array 
as shown in Figure 6.10. The extended beam is an 
approximation of the psf shown in Figure 6.2. 
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Figure 6.10 Extended clean beam. 
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Fi gure 6.11 CLEANing shift and add processed images . 
6.8.1 CLEAN with Star Clusters 
The use of CLEAN with the five star cluster of 
Figure 6.1 is shown in Figure 6.11. The shift and add 
processed image (Figure 6.1c) repeated here in 
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Figure 6.11a. The five star cluster image after the 
CLEAN operation is shown in 6.11b. Comparison of these. 
results shows that the CLEAN procedure has reduced the 
background level and increased the cohtrast of the image. 
Using equation (1.2-10) to define the contrast of the 
star, the affect of CLEAN on contrast is shown in Figure 
6.11c. (See Appendix F for sample calculations.) Figure 
6.11d shows that CLEAN does not have a significant effect 
on the relative intensities of the processed image. 
6.8.2 CLEAN with an Extended Ob ect 
CLEAN has proved to be useful in extracting 
information from extended objects imaged by shift and 
add. An extended clean beam, shown in Figure 6.10, 
is used to construct the clean array. This is done to 
restore diffraction limited information in the image. 
A single pixel clean beam, as used in the previous example, 
is truly valid only for infinite resolution or when the 
object is known to be an unresolvable point. 
CLEAN was applied to the processed image of the 
extended object shown in §6.7. Figures 6.12a and 6.12b 
show the image formed under perfect seeing and the 
resultant shift and add processed image. The image 
of the extended object after CLEANing is shown in 
Figure 6.12c. Structure which is visible in the 
original is also clearly seen in the CLEANed image. 
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a. Extended object with 
perfect seeing. 
c. Extended object 
after CLEAN. 
Figure 6.12 
b. Extended object processed 
image before CLEAN. 
d. Line intensities through 
a (top), b (bottom), 
and c (middle). 
CLEANing extended object images. 
a. Image formed under 
perfect seeing. 
c. Point spread function. 
b. Shift and add 
processed image. 
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d. Shift and add image 
after CLEAN. 
Figure 6.13 Imaging with a multiple aperture. 
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Plots of the intensities along a line through the central 
portion of 6.12a (top), 6.12b (bottom) and 6.12c (middle) 
are shown in Figure 6.12d. This further confirms the 
effect of CLEAN on image contrast. 
6.9 IMAGING WITH A MULTIPLE APERTURE 
The single aperture at (k) in Figure 5.3 was replaced 
by a 6.35 rom diameter main aperture and an additional 
multiple aperture mask. This consisted of a number of 
randomly positioned 1.4 rom diameter holes. The main 
aperture diameter was limited so that the ze of the Airy 
disk was approximately the size .of one CCD pixel. Labeyrie 
(1976) shows speckle images that are produced when mUltiple 
apertures (in this case with regular spacing) are used. 
Frequency components corresponding to the maximum spacing 
in the pupil plane generate nearly diffraction limited 
images. All frequencies are not present, and the image 
an unresolvable object under perfect seeing conditions 
contains sidelobes as shown in Figure 6.13a. The shift 
and add process reconstructs images with sidelobes as shown 
in Figure 6.13b. The point spread function, found by using 
a single star, is shown in 6.13c and also contains sidelobes. 
This situation has a direct analogy in synthetic aperture 
radioastronomy mentioned in §4.11 where CLEAN is used to 
eliminate thesidelobes of the 'dirty' beam. CLEAN 
processing is effective here also. Figure 6.13d shows the 
image after the CLEAN method has been used. The intensity 
of the sidelobes is reduced and contrast of the image is 
increased. 
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6.10 OTHER SHIFT AND ADD CHARACTERISTICS AND RESULTS 
The previous sections have reported the main 
results that have been achieved in simulations of 
astronomical imaging and shift and add processing. 
Other points regarding the processing which either have 
not been investigated thoroughly or for which the results 
agree well with work done by others are mentioned briefly 
here. 
6.10.1 Contrast Improvement by Increasing the Number of 
• 
Iterations of Shift and Add 
This characteristic has not been investigated 
quantitatively or thoroughly. At least one set of 
measurements were taken of a star pattern where the 
intensity ratios were constant over the period of 
measurement. Results were taken for 64, 128, 256, 512 
and 1024 iterations of the process. The contrast of 
the stars in the processed image, calculated by equation 
(1.2-10), did not improve over these measurements. This 
seems a reasonable result because the contrast of the 
processed image should be a stronger function of the 
contrast of the speckle image than of the number of 
iterations of the process. More experimentation is 
required to confirm this hypothes 
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6.10.2 Background Noise 
Fluctuations in the intensity of the background 'fog' 
are caused either by insufficient averaging or by images 
which are not statistically independent. The background 
fluctuations have been observed to diminish as the number 
of iterations have increased. This tends to verify that 
the images used in the process are statistically independent. 
6.10.3 other Extended ects 
The process has been applied to extended objects 
other than that shown in §6.7. Providing there is a bright 
spot, at least the outline of the object and usually detail 
such as other bright spots can be seen in the processed 
image. The limitations of the shift and add process in 
reconstructing extended objects have not been explored, 
but it seems that contrast is very much reduced when 
imaging these objects. 
6.11 DISCUSSION OF RESULTS 
Shift and add processing has been shown to be 
effective for imaging clusters of stars and extended 
objects. The process works with wide band radiation and 
with severe instrument aberrations. Simulating astronomical 
imaging and performing quantitative measurements was 
straightforward after a method was found to determine the 
relative intensities of the stars without the presence of 
the atmosphere. However, a major limitation on performing 
quantitative radiometric measurements is the structure of 
the CCD sensor. with only 45% of the image area capable of 
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detecting photons, much information falls into the 'cracks' 
and is not measured. Using a small aperture to spread the 
image of an unresolvable object over a number of pixels 
improved the measurement reliability. Another factor which 
contributed to uncertainty in the results was the physical 
instability of the optical apparatus. Any changes in the 
position of any item in the simulation, for example shifting 
the star pattern to set a new relative intensity ratio, 
could result in drift in the ratio over the period of 
measurement. This drift was random but it was felt that 
measurements made with perfect seeing before and after a 
shift and add processing run would indicate the extremes of 
the d ft. The extremes have been plotted as horizontal 
bars in Figures 6.3a and 6.3b. The quantitative results 
presented in §6.1 and §6.3 show good pos onal accuracy 
but considerable spread in the relative intensities. It 
would be difficult, given the simulation techniques used, 
to determine how much of this spread is caused by the 
shi and add process, how much by the sensor itself, 
and how much by dri in the apparatus during the period 
of measurement. 
A larger aperture (9.5 rom, see Appendix E) was used 
to achieve the wide band speckle imaging results reported 
in §6.4 The larger aperture was necessary because the 
intensity of the wide band source was lower than the laser 
source. The speckles produced in this case were roughly 
the size of the CCD pixel. Therefore, quantitative 
measurements of ative intensities were not taken. 
In addition, because the light intensity was lower, even 
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with the larger aperture, the CCO integration was increased 
with an attendant increase in CCO dark current. This 
reduced the contrast the speckles, resulting in a lower 
contrast in the processed image. A further degradation of 
the speckle image was caused by the single element lens and 
by not correcting for dispersion in the atmosphere. This 
would be done in any real system utilizing the method. 
Nevertheless, the results of §6.4 do show, at least 
qualitatively, that nearly diffraction limited images can 
be achieved in a system using a wider bandwidth than that 
used in normal speckle interferometry. 
The larger aperture (9.5 rom) was also used when 
performing the defocus tests given in §6.5. In this case, 
the laser source was used and so speckles were bright and 
had high contrast. The larger aperture was used so that 
the diffraction limited image was about one pixel in extent. 
Thus the effect of defocus on the size of the processed 
image could be measured easily. 
The reconstruction of the extended object was a 
pleasant surprise. Previous experimental results by Worden 
et ale (1976), seem to indicate that the maximum size of an 
object which could be reconstructed using the method of 
Lynds et ale (1976) was in the order of 5 Airy disks in 
diameter. This restriction does not apply in the shi and 
add processing. The object simulated, Figure 6.9a, has 
rather marked intensity variations over its extent. It also 
has a single bright point which is about 2 times brighter 
than any other point in the object. This may belong to a 
limited class of objects for which the method will work. 
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More experimentation must be done to determine the limits 
of the shift and add process when imaging extended objects. 
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CHAPTER 7 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
7.0 INTRODUCTION 
Shift and add is a processing method which can be 
applied in many imaging situations. In the astronomical 
application described in the previous chapters, the image 
is distorted by random phase perturbations in the 
atmosphere. The application of shi and add when the 
image is distorted by systematic phase distortion seems 
possible as shown by the results of §6.S. When aberrations 
are severe enough that diffraction limited resolution is 
unobtainable, it may be possible to introduce random phase 
distortion into the instrument (i.e. give it a seeing 
problem), and then use the shift and add process to 
reconstruct a di action limited image. This could be 
applicable in the construction of very large optical 
telescopes. 
7.1 FURTHER SHIFT AND ADD PROCESSING EXPERIMENTAL WORK 
The shift and add process is not fully understood 
and there are a number of interesting characteristics which 
deserve further investigation. These are discussed briefly 
here. 
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7.1.1 Extended Objects 
The limitations of the method in restoring the 
overall shape and intensity distribution of an extended 
object should be determined. Thus far, only very simple 
extended objects have been imaged. For shift and add to 
restore details within an extended object, the details must 
have high contrast. Low contrast information is obscured 
by the background fog in the processed image. It may be 
possible to form a series of processed images, each 
generated from a number of speckle images. Each of these 
could be inverse filtered with an average point spread 
function and then averaged to form a composite processed 
image which may preserve details within an extended object. 
This is similar to the method of Lynds et ala (1976, § 4.6) 
which averages many correlated images to form a better 
estimate of the distorted image. 
7.1.2 Aberrations 
The effect of aberrations in the system were 
simulated by defocussing the simulated telescope (§6.5). 
Other types of aberrations are now being investigated by 
a cOlleague. A sheet of glass has been introduced into the 
optical path between the lens (1) and the image plane (m) 
of Figure 5.3. with perfect seeing conditions, two images 
are formed of each point source in the object. Early 
results indicate that shift and add processing removes this 
type of aberration as well as defocus. 
7.1.3 Wide Band Simulations 
The wide band simulations described in §6.4 were not 
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entirely satisfactory because the intensity of the source 
was much less than that of the laser. A longer CCD 
integration time was necessary which increased the level 
of dark noise obscuring the signal. In addition, no 
correction was made for dispersion in either the perspex 
atmosphere or the single element lens. It would be 
instructive to apply dispersion correction techniques and 
to use a multi-element lens in the simulation. The upper 
limit on bandwidth could then be investigated. Preliminary 
tests made with white light indicated that good results may 
be obtainable even with very wide band radiation. 
7.1.4 Ghosts 
A ghost star in the processed image, shown in §6.3.2, 
occurs when the relative intensities of the two brightest 
stars in a cluster are very nearly alike. This raises 
questions about the statistics of the intensities around 
the brightest point in the speckle image. As pointed out 
in §6.3.2, random processes which create the speckle image 
can sometimes make the less bright of two stars apparently 
brighter. The ghost image is the result. It may be possible 
to correct the relative intensities of the processed image 
when this happens. To do this, one should know more about 
the distribution of intensities around the brightest point. 
It is suspected that this distribution is a function of the 
distance from the brightest point, the relative intensities 
of the two stars, and the seeing conditions. A series of 
careful tests must be performed to determine these 
relationships. Ghost stars may not be a frequent occurrence 
when the method is applied to the imaging of stellar 
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clusters, but it is important to understand the mechanism 
by which they are formed when attempting to interpret the 
results of imaging an extended object. 
7.1.5 Inverse Filtering 
The only filtering operation that has been 
performed on shift and add processed images is the 
subtractive deconvolution CLEAN technique described 
in §6.8. Multiplicative inverse filtering, such as Weiner 
filtering, requires that the image and an estimate of the 
point spread function be Fourier transformed. The fast 
Fourier transform (FFT) is generally used. The filtering 
process is carried out in the frequency domain, and the 
result is inverse transformed to give the filtered image. 
The FFT requires 4N 2 1092 N multiplications for a N x N 
image array and therefore takes considerable time on a 
microcomputer. (We have estimated 1~ hours to perform the 
FFT on a single image using the UeIPS.) However, we will 
soon be able to transfer shift and add processed images to 
a high speed computer so the FFT can be performed rapidly. 
When this is done, the effect of inverse filtering on the 
image could be evaluated. An investigation into the point 
spread function of the process could be made and the effect 
of CLEAN could be compared with inverse filtering. 
7.1.6 Solar Speckle Shift and Add 
Astronomers continue to investigate the surface 
structure of the sun (Harvey and Breckinridge 1973; Harvey 
and Schwartschild 1975; Aime and Roddier 1977; Aime and 
Ricort 1978; Ricort and Aime 1979; Stachnik et al. 1979). 
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Seeing conditions are worse during the daytime than at night. 
In solar observations, the points of interest are often dark 
in a field of light, just the reciprocal of the stellar 
imaging situation. It would seem possible that, providing 
the distribution of intensities in a speckle image is 
gaussian, as indicated by Dainty (1975) and Labeyrie (1976), 
dark speckles may correspond to the dark points in the 
solar surface. This has yet to be investigated but could 
be simulated in the optical laboratory described in §5.2.1. 
If such a simulation gave encouraging results, the first 
practical application of shift and add processing could be 
in this area. 
7.2 PRACTICAL APPLICATION OF THE SHIFT AND ADD METHOD 
It is with some trepidation that I recommend the 
application of shi and add in astronomical applications. 
As an Electrical Engineer and not an Astronomer, I can only 
infer from reading journals what operating procedures are 
used in high resolution optical astronomy. Nevertheless, 
local astronomers agree that the simulated speckle images 
(Figure 5.2) are realistic when compared with previously 
published speckle images. Methods developed using similar 
simulation techniques have been verified in practice. The 
speckle holography technique (Bates et at. 1973, §4.4) has 
been used by Weigelt (1978b) to form images of stars. 
Therefore, I am confident that the simulations reported here 
are realistic and that results should relate well to the 
real astronomical imaging situation. 
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7.2.1 Implementation 
It is hoped that the shift and add method will 
prove to be useful for routine observations. The processing 
is simple enough to be performed in real time as the 
observation program is proceeding. The ability to interact 
with the measurements and to see results while observations 
are being made are invaluable aids to a greater understand-
ing of the processes involved. In this application, an 
array sensor, digitizer, and on-line computing equipment 
such as the UCIPS described in Chapter 2 are required. 
However, for the first application of the method, pre-
recorded data will no doubt be used so the processing will 
be performed after the observations have been taken. This 
has the disadvantage that real time information feedback is 
not possible, but the advantage that the investigator can 
select the 'best' images and so achieve a better signal-to-
noise ratio than with the more automatic on-line process. 
In addition, having pre-recorded data means that other 
processing techniques may be tried in conjunction with shift 
and add. For example, Labeyrie's 8I produces an accurate 
amplitude of the Fourier transform of the object. When this 
is combined with the phase information retrieved by shift and 
add, an improved image may be obtained. 
We look now at the practical implementation of the 
shift and add technique which involves a choice of sensor, 
computational facilities, and data storage. 
(a) Choice of sensorw We have shown that a device 
like the CCD202 or the larger CCD211 with its opaque 
transport registers interposed between active photosites 
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has definite drawbacks. The overall quantum efficiency 
is lowered and, unless the image of an unresolvable source 
is spread over several pixels, accurate radiometric 
measurements can not be made. Other sensors which do not 
have this deficiency have been constructed. The 400 x400 
element array described by Smith (1976) is a backside 
illuminated CCD, and thus exhibits a better quantum 
efficiency because the entire area of the sensor is active. 
It is not known if these devices are commercially available. 
Fairchild has proposed a version of their 488 x 380 element 
sensor especially constructed for astronomical imaging. 
In this device the transport register strips are eliminated 
so that the active area of the device increases from 45% to 
100% (King 1979). At the very low light levels pertaining 
in most astronomical applications, the sensor must be cooled 
to a very low temperature to reduce noise in the device. 
Marcus et aZ. (1979) describe the application of a CCD211 
which is cooled to liquid nitrogen temperatures. Very low 
noise levels (20 electrons rms) are achieved. Campbell 
(1977) and Davis and Latham (1979) describe similar 
installations using photodiode arrays. 
(b) Computational facilities. It is hard to imagine 
the shift and add method being performed by any means other 
than digitally. Optical techniques are most surely ruled 
out by the difficulty in finding the brightest point in a 
speckle image and performing the shifting and adding 
accurately enough to reconstruct an image. When performed 
digitally, however, the process is very simple and 
straightforward. An on-line microcomputer based system 
has proved to be nearly fast enough to perform the 
calculations required within the redistribution time of 
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the atmosphere. The system described in Chapter 2, with 
its real time video monitor display, provides an effective, 
low cost, on-line system suitable for the shift and add 
process when the resolution of the imaging array is limited 
to 100 x 100 or at most 128 x 128 elements. In applications 
where larger arrays are used, consideration must be given 
to using a faster processor. The new 16 bit microprocessors, 
such as the Intel 8086, are capable of increasing the 
computational speed by a factor of 10 and should be suitable 
for most reasonable size applications, say up to 400 x 400 
elements. 
(c) Data storage. It would be useful to record 
the speckle images which are used to generate the shift and 
add processed image. Other processing methods, described in 
Chapter 4, could then use the data. Data storage 
requirements become difficult to meet when high resolution 
(>128 x128) real time image capture is required. However, 
even the prototype system for the Landsat calibration 
instrument described in §2.3.1 (Flying FADS) is capable of 
storing 100 x100 element pictures in roughly 6 seconds. 
The proposed design for the multi-channel device will have 
at least four times this data storage rate. It should be 
possible to store a speckle image, even with the higher 
resolution arrays, in about the same time as it takes to 
process it. If direct memory access techniques are used, 
the storage and the processing can take place simultaneously 
with only a small increase (probably less than 50%) over the 
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time taken to process the image alone. 
7.2.2 Optical Instruments 
The results shown in §6.4 for wide band speckle 
imaging and in §6.5 for imaging in the presence of severe 
aberrations are significant. They show that very high 
quality optical instruments and very narrow band radiation 
are not necessary when forming diffraction limited images 
of faint stellar objects. Large telescopes can be made 
more cheaply because the specifications can be relaxed. 
In addition, as shown by the results of the mUltiple 
aperture simulation of §6.9, arrays of telescopes can be 
used to record diffraction limited images. It also seems 
feasible to make use of synthetic aperture techniques to 
build and operate a long thin array of telescopes. 
Providing the aberrations in such a system do not cause 
image spreading greater than that caused by the seeing, 
the shift and add technique should be able to resolve nearly 
diffraction limited images. 
7.2.3 Shift and Add with Other Techniques 
Labeyrie's conventional Speckle Interferometry (SI) 
(§4.2) produces the modulus of the Fourier transform of the 
object intensity distribution IF(U,v) I but all phase 
information is lost. IF(U,v) I is accurately known and 
could be used with the phase information retrieved by the 
shift and add method. This may result in a diffraction 
limited image which is more accurate than the original shift 
and add processed image. The following processing procedure 
is suggested: 
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(i) Record a series of speckle images of a stellar object 
and a point source reference as would be done in 
normal SID 
(ii) Perform shift and add to form a processed image 
p(x,y) and SI to form IF(u,v) I of the object. 
Similar calculations using the speckle images 
produced by the reference star are performed to find 
• A 
the sh~ft and add psf h(x,y) and the modulus of the 
average system otf <IH(u,v) I>. 
(iii) Form an estimate of F(u,v) and of H(u,v) by using 
the accurate amplitude information from SI and the 
phase of the transforms of p(x,y) and h(x,y) . 
(iv) Perform an inverse filtering operation on the 
estima te of F (u, v) w.i th the estimate of H (u, v) 
and then inverse transform to find an estimate of 
f (x,y) . 
It is reasonable to expect this procedure to work when 
the stellar object is a star cluster. The relative 
intensities of the stars in the cluster should be more 
accurate than those found by the shift and add process 
alone. Optical simulations can be performed to determine 
the effect of this procedure for an extended object. 
When a stellar cluster is the object of interest, 
an alternative procedure is suggested. The correlation 
processing of Bates and Milner (1978, 1979, §4.9) makes 
use of the autocorrelation information from SI to correct 
the intensities and relative positions of stars found by 
speckle mask processing. Forming the autocorrelation of 
the processed image p(x,y) should allow matching patterns 
to be found easily, and allow corrections to be made to 
the relative intensities found by shift and add. 
The phase found in the processed shift and add 
image may be used with the modulus information from SI 
for the starting point in the Feinup algorithm (§4.10). 
By using an estimate of the actual phase of the object 
instead of any random phase, more credence may be given 
to the final result. This may be tested using data 
generated by optical simulations. 
7.3 CONCLUSION 
Speckle shi and add processing has been 
tested fairly comprehensively in the Optical Laboratory. 
Because the process is not completely understood, testing 
is continuing. However, it should be tried with real 
astronomical data. It is simple enough to be performed 
on-line while observations are being made, so that it is 
an easily acquired extension to an astronomer's armoury 
of data collection techniques. 
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GENERAL DESCRIPTION The CCD202 is a solid state area imClge sensor org;]nlzed 
in an .1rray of 100 horizontal lines bi' 100 vertical columns. The 10.000 image sensing 
elements arc 18 pm horizontal/i' and 30 Jim vertically and nre located on 401lln hori. 
zontal centers and 30 11m venical centers. The dimensions of the image sensing area are 
4 mm by 3 mm. 
The X-Y format of the array was selected 10 provide a 4.x 3 image aspect rallO. The high-
ly precise location of the photos lies allows pi ecise identification of each component of 
the image signal. This featur e allows the deVice to bl> used in applications requiring pre· 
cise dimensional mpasurernenl. The device is also intended to be used in video cameras 
that require low power. small size. high sensitivity and high reliability. 
The CC0202 is an improved \ler~;,:,n of the CC0201 100 x 100 Area Image Sensor. The 
device is manufactured using Fairchild buried channel charge coupled device tech-
nology and is packaged in a 24-pln hermetic DIP with an optical glass window. 
e 10.000 IMAGE SENSING ELEMENTS ON A SINGLE CHIP 
o NO LI\G. NO GEOMETnlC DISTORTION 
III GAMMA CHARACTERISTIC OF APpnOXIMATELY 1.0 
e ON·CHIP PREAMPLIFIEr! PROVIDING TYPICALLY 1.0 V OF VIDEO SIGNAL 
(II HIGH DYNAMIC RANGE: TYPICALLY 300:1 
lIE> WIDE RANGE OF VIDEO DI\TA RATE UP TO 500 FRAMES/s 
@ LOW POWER DlSSIPA TlON: TYPICALl Y 75 mW 
l!l HIGH RELIABILITY 
Ii'> 24·PIN HERMETIC PACKAGE WITH AN OPTICAL GLASS WINDOW 
BLOCK DIAGRAM 
E)'O"~'+---------T------r------------' 
e ";':"''-1---,--1-- .----l----,----.-+---, 
8'" 0) ;;.-
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FAIRCHILD CHAnGE COUPLED DEVICE" CCD202 
AE3S0LUTE MAXIMUM flATlNGS 
Oper;lIing Temper<lture 
Storage Temperature 
Pins 1.2,5,16,24 
Pins 4.8.10.11.15.17,19,20.21,22 
Pins 7.13,14.18.23 
Caution: The device h<ls limited btlilt-in gate protection. SIaliC chargt:! bLlild-up should be minimized. 
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-25 C C to of 55"C 
-?5"C to '1-1 OO~C 
-0.6 V to + 1') V 
-10 V to + 15 V 
VSS = 0 V 
FUNCTIONAL DESCRIPTION The CC0202 consists of the following subsections <lS illustrnted in the Block Oingrnm. 
1. 10,000 image sensing elements in a 100 x 100 mray. 
2. 100 columns of 50 element 2-ph<lse vertical anillog transport registers. 
3. A 102 element 2-phase horizontal annlog output shift register chnrge coupled to the output of each of the 100 column 
shift registers. 
4. A two·stnge gated chilrge integrator which detects and converts the ch;::rges delivered from the horizont<ll analog trans-
port register to the output terminill VIOEOOUT (pin 1~. 
Light energy incident on the image sensor elements generales a packet of elecHons at each sensing element. Electrical 
clocking of the photogene. the vertical an<llog transport registers. <lnd the horizontal analog output register sequentially 
deliver the charge packets to the pre<lmpli!ler. Detailed descnptions of tt1e functional subsections follows. 
Image Sensing Elements - Image photons pass thr9ugh a tronsparent polycrystalline silicon gate slructure and are ab-
sorbed in the single r..yswl silicon producing hole-electron pairs. The resulting pilotoelectrons are coll"clerJ in the photo-
sites durmg the HIGH stale of the photogate. The ilmount of chilrge <1ccumulated IS a Imear function of the incident illumi-. 
n<1tion lntensity nnd of the ir.tegration period. The output signol volt<1ge ranges from a thermally generated b<lcgruund 
level in the absence ()f illuminatIOn to a maximum m s<lturation. 
Vertical Analog Transport Registers At the end of an inlegration period. the charge packets are transferred out of the 
array in two sequential fields of 50 lines each. When Ihe photogate volwge is lowered. alternate lines of ch<lrge packets 
are transferred to their corresponulflg sites in the vertical registers (i.e .. the odd numbered photoelemenlS in the block dia-
gram). Clocking oJ the vertical reglst!'r al ¢lV1 and tJiV2 delIvers the charge packets from the 100 vertical registers to the 
horizontal analog transport regisler through a vertical transfer slage. A minImum of 51 vertical transfers (51 clock cycles 
on ¢Vl and ¢\l2) are required 10 transport each field 01 chilrge packets out of the vertIcal registers Subsequent to the re-
moval of one field a second field cycle is initiated to receive the tn/ormation from photoslles corresponding to the other 
fleld.ji.e .. the even numbered photoelement rows). Clocking of the register transports these charge packets in a similar 
fashion to the output. 
Horizontal Allalog Output Transport Registor The horizontiil output register is a 102 element 2~phase register that re-
ceives the charge packets trom the vertical transport registers line by tine. As each rowof information is received from the 
vertical registers it is serlilily moved to the output amplifier by the horizontal clocks ¢H1 and ¢H2' A minimum of 102 hori-
zonWI clock pulses <lre reqUIred 10 complete transfer of one row of information to Ihe on chip amplifier, 
A Two·Stago Gated Charge Integrator - Charge packets are transported to a pre-charged diode whose potential changes 
linenrly in response to the Quantily of the signal charge delivered. Th,s potential is applied to the gate of Ihe first stag" of a 
two·stfl\le n·chilnn,:1 MOS amplifier producrng <l sional output at VIDEO OUT (pin 1). A resel \r<lnslslor. driven by a reset 
clock (<!JRI. recharges the c!1<lrge-detector dIode cap<lcitance before the arrival oJ each new signal charge packet lrom the 
transport registers. 1 he output of the CC0202 IS <l series of video levels corresponding 10 the oplicol inform<lrion. The 
VIDEOOUT plO prov"l<~s il typical saturatIon voltage of 1.0 V. Present in the output waveform arc reset clock coupling 
pulses f,ol11 tile clock <I'n Also provlued "t the output is a Signal (COMPOUT. plO 5) which can be used to c<lncel anY¢R clock 
cOlJjJling in VIOEOOUT by dlfJerenliDI amplification. (Se.~ timing diagram), 
rYf'ICAl 
PIlOrO!;ll( 
PHOTOSITE DIM[NSIONS 
--'".:...",---.", I 
4" 
--.----.... I 
novr IH.AP 
HIUlON 
v-n'" ~rl{' 
.slf[ 
'" • 
A(u"-IINUM 
TEST LOAD CONFIGURATION 
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FAIRCHILD CHARGE COUPLED DEVICE" CCD202 
DC CHAHACTERISTlCS: TA 25°C 
--~-,~. 
RANGE 
SYMIJOL PARAMETER ---~ UNITS CONDITIONS MIN TVP MAX 
... -
~HD Reset Drain Voltage 5_0 10 15.5 V 
VDD Output Drain D.C. Supply 14.5 15 15_5 V 
VOG Output Galll Votlage 1.0 0 +1.0 V NolC 1 
VSS Substrate Ground 0 V Clock Return line 
~ ... ------
VGG Signal Ground 0 V Sl{Jnal Return line 
TPI Tesl Point 1 10 15 15.5 V Can be Tied to VDD 
~-.. 
TP2 Test Point 2 0 V Ground to VSS 
_ .. 
..... _-_ ... 
TP3 Test Point 3 Connect 10 ¢H2 
TP4 Test Point 4 Connccl 10 <PH 1 
... _------
C",p Pholog;Jtc ClOCK Capacitance 1500 pF W,th respect to VSS' All Olher Terminals Gnd. 
C<;l"._I,C<lN2 Venical Clocks Capacitance 1000 pF ! W,th respect to ISS' All Olher Terminals Gnd. 
C<t'Hl·C.~H2 HorizonHlI Clocks Ca"acilance 35 I pF W,lh respect 10 'SS. All Olller Terminals Gnd. 
'pR Reset Clock I.apacitance 5.0 pF Wllh (eSpeCI 10 VSS' All Olher Termlnnls Gnd. 
ROUT Output Resistance 700 n 
CLOCK CHARACTERISTICS' 25°C 
"A 
RANGE 
SYM80L PARAMETER UNITS CONDITIONS 
MIN TVP MAX 
---- 4.0E V¢PL Photog"te Clock LOW V --V<pPH Photogate ClOCK HIGH 12 V Note 2 
Vq•RL Reset Clock lOW 0.0 V 
'¢RH Reset Clock HIGH 4.0 10 12 V Note 2 
V¢H1L·Vq'>H2L Horizontal Analog Transport Register Clock lOW 0 V 
V¢H1H,V¢H2H Horizontal Analog Transport Register Clock HIGH 4.0 9.0 12 V Nole 2 
VoV1L·Vq,V2L Vertical Analog Transport Register Clock LOW 0 V 
H·V¢V2H Vertical Analog Transport Register Clock HIGH 4.0 6.0 12 V Note 2 
iq'>Hl"IfJH2 I Horizontal Analog Transport RegislDr Clock frequency 0.1 2.0 6.0 MHz 
---,-------- I ~ 
''''Nl.f¢V2 i Verllcal Analog Transport Register Clock Frequency 0.001 0.02· 0.06 MHz 
f<1>R Reset Clock Frequency (Video Dala Rate) 0.1 2.0 6.0 MHz! 
AC CHARACTERISTICS: TA ~ 25°C, fq•H1 ';pH2 2 MHz. tiNT 6_6 ms (see Note 8); light source is 285~oK Tungsten 
illulTllnatlon w'th a CornIng 1·75 I R. cutoff f,lter 
I --_ .... RANGE 
SYMBOL PARAMETER ~IN UNITS CO/WITIONS TYP MAX 
DR Dynil""c Range I 200 300 Note 3 
-- ... -
SE S~1IU(atlOn t:xposure 0.3 \,,1." JiJ/Clll' Note 4 
----------~--
'sal S;Huration Output Vollage 0.8 1.6 V Now 5 
.~---. 
R Rcspons."ity 4.0 V/JiJ cm-' 
----
S ;hnding :'.2_0 ±10 % of VSilt Note (; 
-. 
\; l) ~ragc Pt·,,!-- Dark Voltage 0.08 V Note 7 
251 
FAIRCHILD CHAI1GE COUPLED DEVICt: ., CCD202 
--~~------~~------, 
NOTES' 
1. AtfjusllnCnt in .ho ronne 0' -1.0 V 10 + 1 ,0 V is. required '01 ClphflHll'l\ poMl(""on ... flCP I 
2 AtfJuSIfT'lCIH in II1£.! (,anUe 01 4.0 V 1012 V IS reqUired ror OPtImum ~tp'!ofrl1 .. n •• ~... • 
3 M"'a~tH~'(1 by '.HJll1stHl{J meldenl i/lurnlnoJt,on 10 the sIgna' Sdlwill'(Hl ,,,,'Hli IIt_'n dlCNW:'lllng rhe Incrdl'n! IIGhl Wllh 8: neutral denS!1y fillet of density I 
NO. 23 twilich COlic!.ponds to a reduction In Inrrdenl II!}hl uf.'lOU ,,,,tl:a .• )ill" ,,,~ullanl elf chljJ vIdeo s'9na. should be ~ 4 mVp _p ' 
4. I pJjCm' 0.02 fcs "I 2054°K 
1 fe. 50 pJ/cm' 01 2854°K 
5. SnlUrolton output vOIHlgc (Vsatl IS measured by leadmg Iho OUIIIU1 "onJ! voll:t,Jr IVIO£OOUTt obtamed when the iIIumlnallon level rS adjusted JUSt 
Ot'low the pomt where Ihe Oill{JU! slgnaf SWrJ5 to flallen. The Si'lIUf811lln Ir'\.IIUU'!' ,r'U;lul!(Js 11,6 SIgn." plus dntk. peol!!:l.tal bUI nOI ,he clOCK tranSients which 
are ptc!>cnt In the unJ}roct'sSi'd vIdeo. (Sec l,mmg DIagram) 
G Shadllitjls measured a1 501}0 0' saturallOIl Wllh uniform IllulTllOotlon t')' N'If"lIImn IhE' VMI,won~ In nholocf,.'men,s amplitude acros~ a pafl,cuI3' tine las 
s.hov:n In thc Ttmiog Diagram} Or held lhe fllsl and l.:lst 1hrec bllS ur.& Ill'f! ""d IlI!'1 nnd ''' .. 1 Hut:'C' lOWS ot a flPld are excluded from ihe measurement. 
7. AV'J.!lagc dark 'S1!Jnal is the \/ldeo output obli11!1ed from the dr.vlce ,,, thl" thJi. In 111,"'''\1 thf' mCM:.wcmcnl care rnusl be taken to dlslmgu!5h bclVYcen ''1e 
d;:r~ sign:.l and the normoUy prescnt dock lran~tems. The value stOll'UI. tllf' o1Vf'ragc 01 ,he PI!,), v,)lucs from all photos-lieS. 
e The mInimUm fn1egrauon lime (t~NT' is equililo '.NT = 2 )f. 52002 'h • '} liS) 
~ (I.C'GOB. 10'j'Q'H • 0 20B) ms 
Ex~mp'.: II '<PH ~ 2 Mfll; Ihcn tiNT = l.OGOa. 10'/2 x 10'. 0.208 - & ~~.q m. nncf '4>FRAME 180liL 
TYPICAL ElECTRICAL CHARACTERISTICS 
SPECTRAL RESPONSE 
AVERAGE PEAK DARK 
VOLTAGE VERSUS 
TEMPERATURE 
>.ooo'--'--'r-~-~-~---. 
• 
CONTRAST 
TflANSFEn FUNCTION 
TIMING DIAGRAM DRIVE SIGNALS 
# •• -----'-_______ -1------------------------------
'N' 
'u, 
.. ~--------~ 
"uno 0'" 
CD~" 
cur 
A.H LL!>(l "od f.1H IIrne lor aU c!vcs. s ~hould be Vrc;,h', tll.1n 
1!'> n; t't1HC.1I1y tor I1llf'lrnWOI clock coupling 
BLOOMING 
CHARACTERISTICS 
ttiUiJH""A1IO" uvu AHAnyc lOll-
fH! lIG>tl uvu IHOUI'\lO '0 
f'ilOCuCl A IAh)RAtlvU 
CI"tA.AC;(UV(\ 
1''''J'II/I;'''',,"(:.IMIA,\.)fl;IO 
.... '1 .. U"UOriW It~U"U"'4UOI\I 
.lL1.O.V .... " 
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FAmCIIILD CHARGE COUPLED DEVICE" CCD202 
CCD202 onrVF CIllCUITRY 
The drive electronics described here can be used over a fairly wide frequency r iJnge (0.1 MHz - C.O MHz video d<ltil rate). 
Figure 1 shows the neccss<lry logic for generflting Ihe waveforms requireu by tho CC0202. Figure 2. shows a discrete driver 
slage and FIgure 3 shows a lypical sweep Circuil. 
The master clock in f'lgure 1 operalCs <JI four limes Ihe horizonlal frequency rille. II covers Ihe frequency range from 0.4 
MHz 1024 MHz for a fq•H range of 0.1 MHz 10 6.0 MHz. The oUlput of Ihe m<lsler clock goes 10 a frequency divider via a buf-
fer slage, T40. The divider provides outputs at f<t>H and 2 f<PH rales. 
The f¢H waveforms are shilled by the master clock pulse within the phase shifflJr section. This shift places the 2 'ifJH wave-
form inside the leadHlg and falling edges of Ihe f ¢Hwaveforms. The outputs of the phase shifter are complement<lry square 
waves. 
Thephase control logic establishes the necessury control over the oUlput waveforms at the ends 01 lines and fields. Here the 
f<PH ilnd 2 f(HI waveforms are gated by control signals VOFF and HINHIEltT, two waveforms derived Irori, the low frequency 
logic section. The HtNHllllT logIC holds the high lrequency output wav,"foflns In il fixed staW wtJile the next row of data 
from the vertical registers is being transJerrud to the horizontal register of Ihe CC0202. HINHfI3lT goes LOW at the begin-
ning 01 the vertical shifl time and remains LOW lor 16 f¢H dock periods. It then returns HIGH lor 112 f<PH periods. 
The VOFF wavelorm overrides the HINHIBIT control to give the special shape shown associated with the f<PHI inhibit 
interval. VOFF goes LOW at the end of the vertical transfer time for eight horlZOnwl clock periods. It IS a 50% duty cycle 
waveform except during the field transfer lime where it is g<lled off for one complete horizontLlI line time, 
One outpul taken Irom the phase shilter section is fed through a buffer <lmplifier to the low frequency logic. This, in eJfect, 
becomes lhe clock lor the low frequency section. 
The low Irequency logic c:mtains a frequency dividing network which divides down the clock input to produce the vertical 
and photogate pulses for the CC0202. AdditlOnal outputs available from thIS circuitry are the timing pulses necessary for 
gederaling an interlaced display and those reqUJred for blanking. 
The line counter seclion estilblishes the duration 01 a honzonlalline. In thiS design. 128 h counts are permitted. When the 
terminal count is reached by T12, the line start flip-flop T7B is toggled. ThIS enables gate Tl4A, which allows the nexl 
clock pulse 10 sel horizontal inhibit flip-Ilop T9B and vertical control (lIp-flop T9A. 
The field coun/N divides the terminal count of lhe line counter down further to generate the pulse rates required at field 
and Imme rates. ThiS circuit produces a pulse for every 52 input pulses. Thus, there ale 52 f¢V pulses for every field for this 
design. 
The vertical logic section produces the J<pVl and f<pV2 waveforms. The vertical controiflip-llop T9A is set at lhe end of each 
line and at the end 01 even finlds, but not at the end of odd lields. This condllion is created by gating out the line start pulse 
by T14C WIth the mixed lield and Irame control signal from Tl O. T9A is reset alter eight counts 01 Tll by conllol gate 
T140. Al the end 01 a field the count will be 128 plus eight. lor a tolal of 136 before T9A is reset. 
The pho/agate logic produces the f4>p waveform. The field controlllJp-flop TlOA is sel by Ihe terminal count from the field 
counter and resel by the terminal count of the line counter. Thus the f<t>p pulse duration will be one line time. 
The frame control logic conlains a lIip·llop TlOB which toggles wilh eJch terminal COUn! pulse from Ihe field counter. fts 
output is a 50% duty cycle pulse al the frame fequency. One output can be used as input to an interlace circuit. 
All drive pulses required by lhe CC0202 are coupled lrom the logic circuits via driver circuits. The driver outputs are volt-
age variable over the range of -10 VIa +10 V. Rise and lal/limes 0120 ns are achievable with these circuits. A typical driv· 
er configuration is shown in Figure 2. 
The sweep circuil illuslraled in FIgure 3 will provide two I,neilr ramps corresponding in lime 10 the line and field scanning 
rates of the CC0202. The vertical Jnd hOflZontal sweep bll1nk1l1g pulses. in combination with the interlace signal, control 
lhe sweep durillion, blanking and base line offset required for IIllellace field scanning. 
For both sweups, linear ramp generiltion is accomplished by llsing a Fairchild /JA740 FET input operational amplifIer with 
a capacitor in its feedback loop. With the /JA740 supplyiO;l constnnl current to Ihe capacitor, the only non-linearity will be 
due 10 leakage palhs across the amplifier. Two possible leak:lge paths exist:those due to the capacitor and lhose due to the 
clamp transistor; both should be selected lor low IcaKilye. 
Horizontal sweep bl<lnkmg is ilccomplrshed USlng both vertical and horizontal blanking pulses which control Ihe output of 
T30A Each tm)e tile outpul 01 T30A goes HIGH, cl;:Jmp transistor T31 turns on providing a discharge p;Jth across CI ,]()d 
amplifJCr T28, returning the outpul level to zero. Upon comph~llon of Ihe blilnking period, T31 lurns off and CJpaCltor C 1 
starts to rechmge at a liOear rille. flJte 01 charge across CI IS controlled by horizontal width control Rl 
Verticill s'/Veep generation is accomplisi1pd by ilmplifier T32 ilnd controlled by clamp transistor T33 in the same nlJnner;]$ 
for th~ horizontill ~wc:(!p. Verticill s\V('(:p ch;]rge r:lle l~ cnnlrollt:d by height adjustment R2. The positive gomg li.war saw· 
loath from the output of T32 is J11IXt'd ill the Sl!mnllnn IlHlctlon 01 umplrllCr T35 wllh the dc voltage from R3, the vert,cill 
bilse line adjustment. and iJ 50r " dUlY cycle Sf]lIilfU WOlve fllllll A4, Ihe interlace LldJuslment control. 
R3 is ildjusted to calise illl1pliJlCr T25 to produce;] lincilr nt'y;1I 1ve going Silwtoolh WIth base line ill a posilive 1.01 Vwilcn 
int~'rid{;e si!1nal Irol11 [1,1 is LOW Icven [ipld) \':l1en tl1<: ml"rI,It:" SIgnal is HIGH, R4 is adJusted so th:)! Ihe base Ime of tile 
" \,tooth is 1.0 V Po;,lllve (odd fIeld) The verllCill hClglll .lllI'J~tIlHmt R2 is then adjusted to give a 1,0 V amplItude negJt,\'e 
going sawtoolh sw('ep volti1ge wllh propt~rly Interlaced SWUI'P, 
............ _-_ ... _-------------
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FAIRCHILD CHARGE COUPLED DEVICE II> CCD202 
ORDER INFORMATION - The CCD202 I1S described in tlli" data sheet can be ordercd 111 its v<Jriolis cl<Js5es as J slilndMd 
duvice. The CC0202 h<Js on chip a charge injection POrI where nnalog information c<Jn be fed to.Jn illput /)cJflZ(Jnl,ll an;:,log 
transport register in series form, This rcgislCr is "imilDr 10 the output regislCr and is situate'J at tile IJoliom of the Llock di<J-
gram on pilge 1. This information is then clocked in pi'Hallcl tl1l0ugh the vertical column rcglsters 10 tile output horizontal 
analo[1 transport reglslCr which is then clocked in scrws and prOVides at the output 11 line by line reprvduction of the elec· 
trical influt informalion. The device is thus organized in a serlcs·parallel-series (SPS) conflgurilliofl. It can be used in con· 
june lion with an imnging urray for fmme to frame compi'lrison type of applications, For further inform;lIion concerning 
S,P,S. operation refer to the CCD351 data sheet. 
Standard CCD202 devices are not tested to huve their input registers operational. To order a CCD202 in Its various forms 
order the corresponding device types outlined in the table below. 
DESCRIPTION I DFVICE TYPE 
Standard CCD202, Class A Blemish Cla!;sificntion CD202ADC 
Standard CCD202, Class B Blemish ClaSsif;~ationl CD202BDC 
Also available are printed circuit boards that contain all the necessary clock. logic, drivers. amplifiers and swee~1 circuits to 
operate the CCD202. For further information regarding these PC boards, contact your neilrest Fnirchild sales office. 
CLASSIFICATIONS CCD202's arc classified in terms of maximum number (If imi'lge blemishes allowed and their posi-
tion on the image formal. The array IS divided Into three zonos (see Flgurol, since blemishes nem the neriphery of tile array 
afe usually less objection3ble than rhose near the center. The area of the array has a 4 x 3 aspect ratio. Zone 1 encompass· 
es 16% of the photoelements, Zone 2,33% und Zone 3, 51%. 
An imilge element is blemished if it shows a spurious output;;:;;: 10% of saturation, The output waveform of the array is ana· 
Iyzed ullder two conditions, (1) in the durk and (2) at 50% of the saturation level. 
20f<l~ 3 
BLEMISH SPECIFICATION ZONE 2 
CLASSES I 
A TYPE 
B TYPE I 
ZONE 1 
0 
ZONE 2 
2 
3 
6n"U.1J' 
• 01' r.)4J~1 -->T, 
ijrrfifrrrrn 
! '<1(1 
OU!CUit 
'" 
TOTAL 
r-
ZONE 3 
4 6 
5 9 
EJ 
All dmlenSlons In Elements 
40 
11' 
~--~~~----~;-~--"'-"'-'--~-1-5-~~1-6~1----
1-'-------100 ~ 
PJlCI<AGE OUTLINE 
24·Pin Dual In·tinc Hermetic Package 
NOTES 
All dlmenslons U1 IflchcS Ibnlr1J and '1'lntnH'I"I~ (p.:l/enthescs! 
Header 15 br~ck CCr;lrlllC ~i\I.703t 
Transparenl cOVP' IS gJass 
PhOlOclemC'nl No 1 IS clflS,"~1 10 rio 12 ('If) ((0202 dIe 
Pl10locfcnH'nl No 100 IS close:)! 10 J.,lrn 1 01) CC0202 d,e 
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APPENDIX A2 
Calculation of CCD202 performance 
1. Number of photons required for 1/256 (one quantization 
level) of saturation, assume A = 750 nm and quantum 
efficiency is 50% 
A 
n = = 
p (256) h v QE (256) h c QE 
where saturation exposure = 0.4 x 10- 6 J 
-6 2 A = area of one pixel = 5.4 x 10 cm 
h == P lank I s constant 6.6 x 10-34 J s photon 
c == veloci of light;;:::: 3 x10 8 m 
s 
QE = quantum efficiency == 0.5 
A - wavelength 750 nm 
np 6.4 x 10 4 photons. 
APPENDIX B 
UNIVERSITY OF CANTERBURY MONITOR COMMANDS 
The following brief descriptions are intended as a quick reference to the 
function and syntax of the University of Canterbury Monitor commands. 
A ASSIGN I/O DEVICE 
A<logical dev>=<physical dev> 
Valid values for <logical dev> and <physical dev> are: 
<logical dev> 
C 
L 
P 
R 
B BYTE SEARCH 
<physical dev> 
B or BATCH 
T or TTY 
1 (user-defined 
L or LPT 
'1: or TTY 
1 (user-defined 
p or PTP 
T or TTY 
1 ( user-defined 
2 (user-defined 
P or PTR 
T or TTY 
device) 
device) 
device) 
device) 
1 (user-defined device) 
2 (user-defined device) 
B<low address>,<high address>,<value>,<mask> 
search the memory area between low address and high address for 
values such that the contents of memory AND mask equal value. 
When found, the address and contents of memory are displayed on 
the console. The memory contents may be changed by entering a 
new value followed by one of the parameters listed below. If 
value is not to be changed, enter a parameter only. 
Parameter 
ESCAPE 
CARRIAGE RETURN 
I I or 
'_ I 
, I 
, 
C BOOTSTRAP LOAD CP/M 
D DISPLAY CONTENTS OF MEMORY 
D<low address>,<high address> 
Continue the search 
Display the address and the 
contents of the next memory 
location 
Display the contents of the next 
memory location 
Display the address and the 
contents of the previous memory 
. location 
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E PUNCH HEXADECIMAL END-OF'-FILE 
E<start address> 
F FILL RAM WITH CONSTAtIT 
F<low address>,<high address>,<constant> 
G EXECUTE PROGRAM (GO) 
G<start address>,<breakpoint l>,<breakpoint 2> 
where <breakpoint 1> and <breakpoint 2> are always optional. If 
<start address> is absent, execution resumes at stored value of 
user's Program Counter. 
H HEXADECIMAL ARITHMETIC 
H<number l>,<number 2> 
The two results printed are «<number l>+<number 2» MOD 2**16) 
and ({<number l>-<number 2» MOD 2**16) I respectively. 
I INPUT FROM A PORT 
I<port number>space 
The value present at the specified port number will be displayed 
on the console. A space must be entered after the port number. 
M MOVE MEMORY 
M<low address>,<high address>,<destination address> 
N PUNCH NULL CHARACTERS 
N 
Each N will punch 60 NULL characters. 
o OUTPUT TO A PORT 
O<port number>, value 
Value will be output to the port specified. 
P BOOTSTRAP LOAD TAPE OPERATING SYSTEM 
Q I/O STATUS QUERY 
Q 
For meaning of values displayed, see the A command. 
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R READ HEXADECIMAL FILE 
R<bias> 
<bias> will be added (MOD 2**16) to indicated load addresses. 
S SUBSTITUTE MEMORY 
S<address> 
The contents of the address specified may be entered followed 
by one of the parameters listed belov,. If the memory contents 
are not to be changed, enter a parameter only. 
ESCAPE 
CARRIAGE RETURN 
• • or 
I _ I 
• • , 
T TRAJ1SFER TO FDOS 
Terminate the routine and return 
to monitor 
Display the address and the contents 
of the next memory location 
Display the contents of the next 
memory location 
Display the address and the contents 
of the previous memory location 
U TRANSFER TO USER WRITTEN COMMAND 
A call is made to a memory location above RST 3 RAM area (DD18H). 
V INVOKE TRACE & DISASSEMBLE ROUTINES 
VT<start address>,<number> 
VN<start address>,<number> 
Trace <number> of instructions from 
<start address>. 
Trace without tracing through calls to 
subroutines. 
<start address>is optional and a default value is taken frorr. the 
current value of the user program counter. 
<number>is optional and when not used the trace continues until a 
<CTL S>or a<CTL E>is typed. 
VL<start address>,<number> Disassemble number of instructions from 
<start address>. 
<start address>is optional and a default value is taken from the last 
program location that was disassembled. 
<number>is optional and defaults to 16. 
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The trace and disassembler output may be halted at anytime by typing a 
<CTL S>. Any character then typed allows the function to be continued 
from the point at which it was halted. <CTL E>will cause the output 
to be halted and a return made to the system monitor. 
W WRITE HEXADECIMAL FILE 
W<low address>,<high address> 
X EXAMINE AND MODIFY CPU REGISTERS 
X<register identifier> 
where<register identifier>has the following meanings: 
A,B,C,D,E,H,L Corresponding 8~8~ CPU register. 
M 
P 
S 
F 
Bit 
7 
6 
S 
4 
3 
2 
I 
~ 
Contents of the memory location addressed by HL. 
Program Counter. 
Stack Pointer. 
8~8~ CPU flags, packed as follows: 
Flag 
Sign 
Zero 
Always $0 
Auxiliary Carry 
Always ~ 
Parity 
Always I 
Carry 
If register identifier is absent, e~e Monitor will display each 
register in alphabetical order. Type a I • or I I to continue 
command, or a carriage return to terminate. 
A branch table has been set up to access the more commonly used 
monitor routines. They are located at F800H. 
Memory Location 
F800 
F803 
F806 
F809 
F80C 
F80F 
F812 
F8lS 
F818 
F8lB 
F8lE 
F821 
F824 
F827 
F82A 
F82D 
F830 
F833 
F836 
Function 
Jump to message sign on (SGNON) 
Console input (CI) 
Reader input (RI) 
Console output (CO) 
Punch output (PO) 
List output (La) 
Console status input (CSTS) 
I/O system status (IOCHK) 
Set I/O configuration (IOSET) 
Compute size of memory (HEMCK) 
Define user I/O entry points (IODEF) 
4 bit hex to ASCII conversion (CONV) 
Evalucte ~xpressions (EXPR) 
Compare DE, HL (HILa) 
HL output to console (LADR) 
A output to console (LBYTE) 
ASCII to hex conversion (NIBBLE) 
Delay I msec (DELAY) 
JumP. to -hardware reset (HlvRST) 
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APPENDIX C 
Interactive Image Processing Software 
C1. I Process Routines Available in PIKKY 
Many students have helped with the software 
development described below. These include: A.J. Ireland 
(AJI), C.B. Lake (CBL), J.K. Leonard (JKL), J.K.N. Murphy 
(JKNM), D. Pairman (DP), M.A. Rodgers (MAR) and 
G.J. Atkinson (GJA). 
Notes: 
(1) Size includes a 10,000 word intermediate buf 
store. 
(2) One stays in this routine until the terminating 
character is typed. 
(3) The time depends on the total time for all 
commands to be executed. 
(4) 1 minute, 24 seconds are required to slice through 
and display all 256 levels. 
(5) The time is given for a 180 cps line printer. 
(6) Size includes a 20,000 word intermediate 
buffer store. 
(7) The time depends on the baud rate of the console. 
Routine 
G 
SAVE,<file> 
LOAD, <file> 
R 
I,X 
D,X 
M,X 
L,X,I,P,S,M 
Size 
Process bytes 
Continuously execute the program 10,071 
which captures data from the CCD. 
The process is stopped by a 
character typed on the keyboard. 
Save the picture in buffer #1 
on the floppy disk with the 
name <file>. <file> must be 
5 characters or less. 
Load the image <file> from the 
floppy disk into buffer #1. 
Restore the last picture that 
was loaded from the floppy disk. 
Increase the intensity of the 
picture buffer #1 by a shift 
left of X bits. 
Decrease the intensity of the 
picture buffer #1 by a shift 
right of X bits. 
Mask the picture bitwise by 
AND-ing each pixel with X, 
where X is a byte specified 
in hexadecimal. 
Plot the intensities along any 
selected line X. The parameters 
I,P,S,M are optional and may be 
given in any order: 
I superimpose the plot 
on the picture. 
P leave the plot as points, 
i.e. do not connect points 
with lines. 
29 
48 
21 
26 
31 
23 
448 
Execution 
time -
0.16 
20 
6 
6 
<1 
<1 
<1 
<1 
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Author 
AJI 
AJI 
AJI 
MAR 
DP 
DP 
DP 
DP 
Routine Process 
S superimpose a scale on the 
vertical axis of the plot. 
M put a marker on the line 
that is plotted. 
P<CR> PI P2",<CR> Change the VDSI to display 
either of two pictures. <CR> 
signifies carriage return, and 
T, 
PI' P2 the figures 1 or 2. The 
display may be switched between 
buffers by alternating between 
1 and 2. On the second carriage 
return, control is passed back to 
the command input module within 
PIKKY. 
Transfer the picture from buffer 
PI to P2' where PI and P2 may be 
I, 2 or 3. 
EXCH Exchange buffer #1 and 
U or U,plist Transfer to a previously loaded 
user module. The plist may be 
EXPND 
H 
E 
a parameter list required by the 
user module. 
Linear contrast expansion. Set 
the maximum in the picture to 
OFFH, the minimum to 0, and 
linearily scale all values in 
between. 
Perform a histogram equalized 
contrast expansion (Pairman 1978; 
Castleman 1979) 
Exit to the system monitor. 
Size 
bytes 
42 
66 
23 
3 
166 
126 
3 
Execution 
time - s. 
(2) 
<1 
<1 
<1 
<1 
3 
<1 
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Author 
DP 
DP 
FMC 
MAR 
FMC 
DP 
FMC 
Routine 
F 
ON 
OFF 
<ESC> 
SET,XX 
GO, XX XX 
Bootstrap load the floppy 
disk operating system. 
TUrn on the flashing pixel mode. 
The flashing pixel is controlled 
by the ON, OFF and <ESC> commands. 
Turn the flashing pixel mode off. 
The value of the pixel in the 
picture is restored to its 
original value. 
<ESC> is the escape key and 
activates the flashing pixel 
function keys. When activated, 
a prompt 'A' is written on the 
console. Then, either the 
programmable function keys 1, 2, 
3, 4 or the keyboard keys L,R,U,D 
may be used to move the flashing 
pixel left, right, up, or down 
respective An exit is made 
from this mode when either <ESC> or 
<CR> is next pressed. The value of 
the flashing pixel in hexadecimal 
and decimal, and the location as a 
row and column in the picture, are 
output on the console. 
The value 0 f the flashing pixel 
is set to the value XXH. The 
flashing mode must be on for this 
to be performed correctly. 
Exit from PIKKY and jump to 
address XXXXH. 
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Size Execution Author 
- s. 
3 7 DP 
18 FMC 
13 <1 FMC 
358 (2) FMC 
38 <1 FMC 
7 <1 DP 
Routine 
BD<CR>C <CR> •.. C <CR><ETX> Define the 
1 n h . batc operatlons string. 
Valid commands, Cl - C 
are 
n 
input and separated by carriage 
returns <CR>. An <ETX> key 
<control-C> terminates the BD 
operation. The string may be 
up to 10010 characters long. 
B Execute the batch operation 
Size 
bytes 
82 
55 
string defined in the BD command. 
Execution 
time - s. 
(2) 
(3) 
C2. User Generated Image Processing Routines 
Size 
bytes 
TITLE ,Pl.' 'text' Write 'text' into the 760 
FIGS, I text I 
WIPE 
AVG3 
text buffer display area under 
the picture. There are four 
lines of text which are signified 
by PI = 1 - 4. Two lines of 16 
characters are allowed under each 
of the two VDSI picture buffers. 
Write 'text' into the picture 
area beginning at the location 
of the flashing pixel. 
Erase the text display area 
under both picture buffers. 
Average out the defective 
pixels in the CCD. A pre-
determined map of the defective 
locations is used to replace 
the defective pixel by the average 
of pixels on each side. 
700 
27 
67 
Loading/ 
Execution 
time - s. 
3/<1 
2/<1 
2/<1 
2/<1 
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Author 
FMC 
FMC 
Author 
FMC 
FMC 
FMC 
FMC 
Routine 
EDGE 
DENSY,P l 
XOR 
SCALE,Pl 
SLICE'P I 
Process 
set the three rows and columns 
around the periphery to zero. 
This is done to eliminate extra-
sensitive pixels at the outside 
of the array_ 
A plot of the distribution of 
intensities is output on the 
console if PI is C, or on the 
line printer if PI is L. 
Exclusive-OR each pixel in 
picture #1 with the correspond-
ing pixel in picture #2. 
Generate a gray scale for 
screen testing. 
p = 1 1 
2 
3 
0-99 in steps of 1. 
100-199 in steps of 1. 
0-99 in steps of 1, 
top to bottom of 
display. 
4 5-255-5 in steps of 5. 
Display only those pixels above 
or below a threshold value. 
The display is above if PI is D 
(slice down through the picture) 
or below if PI is U. The 
threshold value is set to the 
maximum/minimum (for D/U) value 
in the picture and decremented/ 
incremented for each new display. 
The normal background of the 
display is black/white but may 
be toggled to white/black at any 
time by depressing the T key. 
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Loading/ 
Size Execution Author 
bytes - s. 
100 2/<1 FMC 
1,100 2/6(5) FMC 
23 2/<1 FMC 
150 2/<1 FMC 
10,300 (1) 3/84(4) FMC 
Routine 
FILTR 
L640A 
NUMS 
Process 
The operator may stop the process 
to view the sliced picture at any 
time by depressing any key. The 
level of the present threshold is 
displayed on the console. An exit 
from the routine is made whenever 
the operator types an E, or when 
all values in the picture have 
been displayed. 
Perform a two-dimensional 
spatial filter on the picture. 
This filter replaces each pixel 
with the weighted summation of 
itself and its eight nearest 
neighbours. The nine pixel array 
is numbered 1-9 starting at the 
top left. The weights are input 
by the operator in two's 
complement hexadecimal format at 
the beginning of the program. 
This is not required each time 
the program is run, providing the 
old weights are still in memory. 
In this case, <ESC> is typed and 
the program uses the old values. 
Transfer the contents of 
picture buffer to the EAI 640 
Hybrid Computer. 
Print in decimal and hexadecimal 
the values in the 5 x 5 matrix of 
pixels around the present location 
of the flashing pixel. 
Size 
bytes 
Loading/ 
Execution 
time - s. 
20,500(b) 2/12 
102 1. 5/30 
260 2/ (7) 
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Author 
FMC 
FMC 
FMC 
Routine 
FNUMS 
LNUMS 
LPICI 
LJUST 
LTMTR 
FCNTR 
BCNTR 
GSUB3 ,PI 
Process 
Find the maximum value in the 
picture, cause it to start flash-
ing, and print in decimal and 
hexadecimal the values of the 
pixels in a 5 x 5 matrix around 
this point. 
Same as NUMS except the values 
are listed ort the line printer. 
List all the pixels in the 
picture on the line printer. 
Left justify all data in the 
picture. 
Print on the console the average 
of the 4 x 8 array of pixels in 
the centre of the picture. 
Shift the picture so that the 
current location of the 
flashing pixel is moved into 
the centre of the screen. 
Find the brightest point in the 
picture and move the picture so 
that this point is in the centre. 
Same as G except automatically 
average the defective pixels 
and subtract a dark picture 
stored in buffer #3. 
D take a dark picture 
and store in buffer #3. 
L take normal pictures 
and subtract the dark 
picture when a character 
is typed on the console. 
Size 
bytes 
300 
400 
140 
67 
52 
1,500 
525 
300 
Loading/ 
Execution 
time - s. 
2/ (7) 
2/8 (5) 
2/7.6 min. 
(5) 
2/<1 
2/<1 
2/3 
2/3 
2/<1(1) 
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Author 
FMC 
FMC 
FMC 
FMC 
FMC 
FMC 
FMC 
FMC 
Routine 
JOY 
LIST,u,Pl 
VIEW,<file> 
Process 
Provides a flashing pixel in 
the displayed picture under 
control of a joystick connected 
to port Jl. When operating, 
typing a space causes the output 
of the current pixel value in 
hexadecimal and the row and 
column in decimal. Typing P 
returns control to PIKKY. 
List the directory of disk in 
drive u on the line printer if 
PI is L, otherwise on the console. 
This operates the same as the 
FDOS command LIST. 
List the contents of the disk 
file <file> on the console. 
This operates the same as the 
FDOS command VIEW. 
RENAM,<oldfi1e>,<newfi1e> Rename the 
ADD 
SUB 
SUBO 
SUBS 
<oldfile> with the name 
<newfile>. This operates the 
same as the FDOS command RENAM. 
Add picture #2 to picture #1. 
Overflow occurs. 
Subtract picture #2 from 
picture #1. Overflow occurs. 
Subtract picture #2 from picture 
#1. Overflow is set to o. 
Subtract picture #2 from picture 
#1. Offset the result to SOH. 
Size 
400 
866 
945 
476 
21 
23 
27 
32 
Loading/ 
Execution 
- s. 
2/ (2) 
2/ (7) 
2/ (7) 
1/<1 
2/<1 
2/<1 
2/<1 
2/<1 
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Author 
JKL 
MAR 
MAR 
MAR 
FMC 
FMC 
FMC 
FMC 
Routine 
UP 
RCM, 
ROT 
STORE,Pl 
FOTO 
CALC 
Process Size 
bytes 
Shift the columns 2-99 in 
the rows 3-99 up one row. 
Replace the values in row 99 
with O. 
Calculate the mean pixel value 
of a row or column. 
Rx where x row 1 to 100. 
Cx where x = column 1 to 100. 
Rotate the picture 90 degrees 
anti-clockwise. 
Store the pictures on to the 
disk. Two modes are available. 
Single shot file:drive 
Successive pictures 
initially PI NNNXX:drive 
where NNN = filename, 
XX filenumber. 
For succeeding pictures type U<CR>, 
the filenumber will be automatically 
incremented, the new NNNXX displayed 
and the picture stored on to disk. 
Print picture #1 (using double 
overprinting). The columns are 
averaged in pairs. 
32 
400 
53 
200 
350 
Two element stack reverse 1,700 
polish notation calculator 
which will perform the following 
operations using floating point 
arithmetic: 
<cr> enter key 
*,-,*,/ arithmetic operations 
N Negate the X register. 
C Clear the X register. 
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Loading/ 
Execution Author 
time - s. 
2/<1 FMC 
1/<1 GJA 
1/<1 GJA 
2/24 GJA 
2/l20(5} GJA 
3.5/(2} FMC 
Routine 
E 
0 
Hhhhh 
Ddddd 
P 
F 
M 
Process Size 
Exchange the X and Y registers. 
Output the X and Y registers. 
Hexadecimal to F.P. 
conversion. 
Decimal input to 
hexadecimal conversion. 
Exit to PIKKY (4003H) . 
Exit to FDOS (4000H) . 
Exit to monitor. 
Loading! 
Execution 
time -
269 
Author 
APPENDIX C3 269a 
Image Processing Examples 
Figure C3- l Histogram equalization . 
Figure C3-2 Edge enhancement . 
C3. Line printer l?icture output. 
~ j 
i 
.. u 
~' :: :: :; :: ~: :: :,.- ~ ~ .J'> ~ :::, ~:~::: fA it, "" ~': r .. iEa!~~~~~:~~~~~0~~~n~f ~~ •• -~.-j~~~j~00~M.~~ ~: E ~ g .~ ~ :; ~ ~ ~ 9. t~ ~ ~ ~ ~i ~~ {'1 ~ ~ ~, iT; If·~lr~3~~~~i~~~~~fi~~ =.I~~~~~w~_~wU~W<~_:2_ 
~--m·-I ~~.~-~~~~I~~-f~rlllil i~~bffi~~~~]1~! 
11111111 111111111111' 
~: ;~. ~: ~', '~' :~';; .~', :-:. ~ ;:: ~~ ,~~, ~r' :: ~: ~ •• ~. :~, ,~'. ~~: ~~ ~~ 2' t~ ~ ~- t 
oj., ; .~ •• ::. ,: " "-
r' ~: t:· ;:~;. :. 
. :-::~: . ~ ~~ . :'~ 
£1~. ~- r ;;;;~ 
. (~d~ 
.. 
~ ~ ~ ,.~.' .~, ~,'~ .. ~. i.; ~ .~. 
. . • f .... ,,: '1'., 1 :, :, ~ :[ t :, 
......... , .... mmmm 
-~Nf:i ~!';_M 
~ ~-~~:N 
::::.:::~: ~-~: 
~: " .=; -':: : 
H~H~~ 
!ii C k: .~! ~~ t: U, 
mnu 
~n~~illJ 
f~rl§ Hrf~: 
,~: ::: :; ~r ~~ 
_.', ", ,:,::~ ',': i,i,. . • ~ H H I .~::-: - , " 1~_., -f i,:,: ' :,~,' H~[::.., ;-
Figure C3-3 Line printer picture ou~p~c. 
x 
.) 
~' 
270 
I 
Initialize 
arrays and 
counters 
I 
Get a 
satisfactory 
picture 
1---
Find shift 
required 
(CSHIFT) 
SHIFT 
and 
ADD 
Shi ft and add 
into double 
array 
(DBSUM) 
If 
overflow 
I 
I 
DONE: Output 
summation 
counter 
left 
justified 
version 
(DBSFL) 
Increment 
counters 
1 
Branch 
to 
monitor 
ICBREK: Checkl 
console 
a 
-' 
(J) 
rt-
Ii 
C 
(1 
rt-
C 
Ii 
('I) 
p., 
I-h 
0 
Ii 
I-n 
rt-
ill 
:::s p., 
ill p., 
p., 
;J:;! 
f;j 
f;j 
Qj 
Z 
a 
H 
X 
a 
tv 
-..J 
-' 
Set stack Set Set double start to pointer below byte lower lower picture 0 picture array 
Initialize 
Get Set 
min and max 
summation light meter 
counter 0 
value 
Get 
number 
of 
iterations 
tv 
-J 
tv 
I 
START: Get 
the picture 
(GPIC) 
I 
the 
hot spots 
I 
Find average 
of 4xB array 
in centre 
(LITEM) 
Get a 
satisfactory 
picture 
Test 
meter 
value 
Output light 
meter value 
on console 
I 
Set 
edges to 00 
(EDGE) 
If 
value <min 
or >max 
y 
CBREK ~ Check 
console 
Find location 
and value of 
brightest 
If 
brightest 
OFFH 
y 
START: 
t 
l 
Convert 
location of 
brightest 
to row, col 
tv 
-....) 
w 
If console 
status = 
no character 
(CSTAT) 
y 
Input 
character 
(CI) 
CBREK: 
Check 
console 
output 
cr, lf 
(CRLF) 
Echo the 
character 
(CO) 
Set display 
start to 
lower pictur 
If 
character 
= 1 
Set VDSI 
start to 
HPIC 
If 
character 
2 
N 
....J 
J:: 
Increment 
summation 
counter 
Increment 
counters 
Decrement 
iteration 
counter 
If 00 
® 
tv 
-..J 
IJ1 
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D2. Operating Shift and Add software 
Program Execution 
The program loads and executes starting at 100H. 
An automatic start address has been included allowing the 
program to be started ther from PIKKY or FDOS by typing 
in the name. 
Initialization I 
Valid speckle pictures are determined by calculating 
the average value in a 4x8 pixel array in the centre of the 
picture. This array is called the light meter. Speckle 
pictures are accepted only when this value is between a low 
and high limit input from the console at the start of the 
program 
In response to the message 
SET LIGHT METER VALUES LOW, HIGH (HEX) 
type in the low and high values required, in hexadecimal, 
separated by a space or comma and terminated by carriage 
return. The number of iterations to be performed is input, 
in hexadecimal, terminated by carriage return, in response 
to the message 
SET ITERATION COUNTER (HEX). 
If a non-hex character is typed, the program exits to the 
error routine in the monitor. To recover in this situation, 
type 
G100 
When the program is running, the light meter value the 
current speckle picture is displayed in hexadecimal on the 
277 
console. 
Picture Display 
The current speckle picture is in buffer #1 and the 
shift and add in #2. Either display may be selected by 
typing 1 or 2 on the console at any time during processing. 
The display is switched at the end of the current iteration. 
Program Termination 
The program automatically terminates after the number 
of iterations specified at the beginning. It can be 
terminated at any time before this by typing any character 
other than 1 or 2. Whenever the program is terminated, the 
number of iterations completed is printed on the console in 
decimal. 
Program Restart 
After termination, the program can be restarted 
either at the beginning by typing 
G100 
or to continue in the loop from where it was interrupted 
by simply typing 
G 
PIKKY or FDOS must be re-booted by typing 
T 
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D3. Operating instructions for CLEAN and ECLEN 
CLEAN or ECLEN 
CLEAN uses a single pixel as the clean beam which 
is added into the clean array. ECLEN uses a 3x3 pixel psf 
scaled 
0.25 
0.50 
0.25 
as the clean beam. 
Program Execution 
0.75 
1.00 
0.75 
0.25 
0.50 
0.25 
Both programs are PIKKY modules and are loaded and 
executed by typing the name. The three picture buffer 
storage areas must be initialized before entering the 
program. 
Buf r Initialization 
Buffer #1 must contain the dirty array to be cleaned. 
Buffer #2 contains the clean array and should be initialized 
to O. Buf r #3 contains the psf to be subtracted from the 
dirty array_ 
Flas Pixel Initialization 
The flashing pixel must be positioned to the centre 
of the desired point to be cleaned in the dirty array. It 
may be left in the flashing mode when CLEAN is entered. 
Program Operation 
On execution, the message 
FRACTION + OR 
is typed on the console. The desired fraction must be 
preceded by either a + or - and 
return, i.e. 
.3 
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lowed by a carriage 
The decimal value may contain up to 3 digits to the right 
the decimal point. The psf in buf #3 is sca by 
the fraction and subtracted from (or added to if +) 
dirty ar The sca value in the centre is added to 
(or subtracted from) the clean array in the form of the 
clean beam. When this is complete, the flashing pixel is 
moved to the maximum value in the dirty array and set 
flashing. A return is then made to PIKKY. 
D4. Operating Instructions for RATIO program 
This program determines the 
two stars 1 2/1 1 , 
Execution 
of intensities of 
RATIO is aPIKKY module and is loaded and executed 
by typing the name. 
Initialization 
The centres of the two stars are selected by the 
flashing pixel movement keys. In response to the message 
POSITION TO FIRST PIXEL 
move the flashing pixel to the centre of the star intensity 
11 and type <ESC> (escape) . Position to the star intensity 
12 and type <ESC> after the message 
NOW THE SECOND 
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The centre of the star does not have to be accurately 
located because the ratio calculation will automatically 
centre on the maximum value within a 5x5 pixel array 
centred on the location specified by the action given 
above. 
Ratio Calculation 
The two star intensities are output in hexadecimal 
on the console. Two ratios are also calculated and output. 
The first is the ratio of the two maxima 1 25 /1 15 and the 
second is the ratio 
9 
~ 1 2n 
n=1 
R1 = 
~ 1 1m 
m=1 
The format of the output is 
Program Termination 
The program returns to P1KKY when through. 
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APPENDIX E 
Experimental Conditions for Results Given in Chapter 6 
Telescope Shift and 
Light aperture add light Number of 
Disk file source* (mm) iterations 
6.1a O19M3 L 2.75 
6.1c S19Ml L 2.75 16 - 160 128 
6.2a .P28Fl L 2.75 26 - 160 128 
6.2c 019M3 L 2.75 
6.4a S07M5 L 2.75 32 - 160 128 
6.6a 007Dl L 17.5 
6.6b L04Dl L 17.5 
6.6c W0401 W 17 .5 
6.6d S0701 L 17 .5 26 - 80 442 
6.6e SlODl W 17.5 21 - 53 1054 
i P29Nl L 17 .5 32 - 255 212 6.6g P0601 W 17.5 26 80 919 
6.7a 021Fl L 9.5 
6.7b 021F3 L 9.5 
6.7c S21F4 L 9.5 26 - 144 128 
6.8 S27F4 W 9.5 37 - 208 128 
6.9a E16Ml L 2.75 
6.9b S16Ml L 2.75 16 - 160 128 
6.9d S16M2 L 2.75 16 - 160 128 
6.11a S19Ml L 2.75 16 160 128 
6.12a E16Ml L 2.75 
6.12b S16Ml L 2.75 16 - 160 128 
6.13a 005Al L multiple 
6.13b S05Al L multiple 16 - 160 128 
6.13c P05Al L multiple 16 160 128 
* L Laser source 
W Wide band source. 
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APPENDIX F 
Experimental Calculations 
F1. 
as in 
Consider the field of view e at the rture of 
diameter D. 
Figure Fl.I Field of view at of diameter D. 
difference ln th length for the two rays at (a) and 
(b) is 
6L = D sin e 2 2 
De 
:::: 
"4 
To maintain coherence, 6L must be much less than the 
coherence length L of the radiation, given by 
c 
(F 1-1) 
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llL « (F 1- 2) 
-
where :A. is the midband wavelength and ll:A. is the bandwidth. 
Therefore 
and 
« 
4:A. 
D8 
For a field of view equal to a seeing 
(F 1 3) 
(F1-4) 
sk of 8 = 1 arc-
second, with an aperture diameter of D = 5m, and a midband 
-
wavelength A 500 nm, 
« 
-2 8.25 x 10 
This value is nearly an order of magnitude smaller than that 
normally used in Speckle Interferometry (§4.1.1b). It 
indicates that even though coherence is probably not 
maintained across the ent s ng disk, useful results 
can be obtained from Speckle Interferometry. The reason 
for this is that the angular dimensions of objects for which 
speckle interferometry has been used are generally an 
additional order of magnitude smaller. 
F2. Calculation of the relative intensi s of two stars """""~-......:--.....;;;;....;....=.-----~---:...=....;....=.~ 
under perfect seeing conditions 
The stars are imaged through a 1.75 mm diameter 
aperture without the simulated atmosphere, and thirty-two 
iterations of the shi and add process are performed. 
284 
The CCD camera is moved slightly between each iteration to 
reduce the effects of fixed pattern noise in the CCD. A 
typical print-out of t~e intensi es the brightest and 
next brightest star are shown in Figure F2.1. The relative 
intensity ratio is found by calculating the ratio of the 
sums of the nine pixels around and including the brightest 
in each star (equation 5.2-5). The pixels that are used in 
this example are shown the boxes in Figure F2.1 
= 
F2.1 
C~i50 
077 12R 1~0 1~R 076 
- - -~-
140 163: 
166 195 
E9 
167 
Of!5 
il~2 
1~:1 :i5~: 1s'i 080 079 
-. .. iil 101 1:11 066 
CCi41 
G18 029 03::; 02::: [il9 
lGt! 
€144 O~:7 025 
026 042 Ci4:3 041 fi-:'O _1'::"'_1 
025 (1.:1[1 046 029 ('26 
~}19 021 02:6 ll.9J [\21 
= 
Intensities of two stars 
perfect seeing conditions. 
1385 
-375 = 
under 
3.69 
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F3. Calculation of the relative intensities of two stars 
after shift and add processing 
The relative intensities are calculated as shown 
in Appendix F2 and equation (5.2-5) except that the average 
background level is first subtracted from each of the nine 
pixel values in the summation. The average background level 
Lb is found as shown in §5.2.3. Figure F3.1 shows typical 
intensity values for two stars after the shift and add 
process. The average of eight corner values shown enclosed 
in dotted lines are used to calculate Lb" 
50 + 53 + 49 + 47 
= 50.88 8 
= 
45 + 53 + 49 + 49 49.5 8 
These values are subtracted from each of the nlne pixel 
values that are used to calculate the relative intensity. 
89 - 50.88 + 119 - 50.88 + ... 
57 - 49.5 + 63 - 49.5 + 
499.1 
117 " 5 = 4 .. 24 
Figure F3.1 Intensities of two stars after shift and add 
processing" 
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F4.Calculation of contrast 
The contrast for a star pattern is found by equation 
(1.2-10) which gives 
C 
m 
(F4-1) 
where Lb is found as shown in Appendix F3 and §5.2.3, and 
Lt is simply the maximum value in the star pattern. For 
example, the contrast for star number 1 in Appendix F3 is 
155 - 50.88 
155 + 50.88 = 0.51 
F5. Calculation of the defocus width of the stars for 
Figure 6.7 
To determine the relat spreading of the shi and 
add image when the telescope was defocussed, the background 
value Lb , as calculated in Appendix F3, was subtracted from 
each pixel in a column through the centre of the star image. 
These pixels are shown in the boxes in Figure F5.1. The 
pixel intensities were normalised to the maximum value 
in each star and plotted as a function of row number as 
shown in gure F5.2 for the cases of an focus telescope 
and for one suffering from 19A defocus. The ratio of widths 
B/A for the arbitrarily chosen 40% level was taken as the 
measure of relative spreading caused by defocus 
aberration. 
1.0 
0.9 
0.3 
0.3 
0.2 
0.1 
47 
F:f149 (:050 
1]62 [16(i 
(160 Of.S 
062 (;64 
060 (17.:~ 177 (if'::? fj9~1 
056 06:1. 076 059 
059 [i5E~ fi5? 064 
065 [16£1 064 06i 0SE; 
F.~(14;:: (:(150 
86i 0~i 057 Gf.0 861 
~360 06i ~.:J:·b \:itA [it3 
077 e69 Obi 
1(16 073 662 
142 073 06~: 
:1.i32 f~154 662 
13?2 1362 062: 
063: ~36ti Ct.€:. 
Figure FS.l In-focus shift and 
add (upper) and 19A 
defocussed image. 
ceD RQ\-l NUMBER 
Figure FS.2 Relative intensities 
in a column through the centre 
of the star 
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APPENDIX G 
Student P ects 
A number of student projects have contributed greatly to the 
development of the University of Canterbury 
Their efforts are acknowledged. 
Processing System. 
1977 
A.J. Ireland 
P.A. Blackburn 
M.A. Voss 
N. Wensley 
1978 
G.A. Duncan 
D. Pairman 
A Solid State Fast Area Digitizing Scanner 
Cooling 
Peltier 
Device by a 
Image Processing Componentry 
Control Terminal for an Imaging System 
Sensor Evaluation and the Design of a Display 
for an System 
Hardware and Software Development for an 
Image System 
M.A. Aitchison A Visual Di 
for an 
Terminal and Serial Data Interface 
Processing Microcomputer 
1979 
J.K.N. Murphy Solid State Arrays for Remote Sensing 
S.J. Camping and MUltiplexing a Line Printer to 
M.A. Savory Several Micro-Development Systems 
R.A. Cree A Dual Port Memory System 
J. Leonard 
S.J. Wilson 
G. Wong 
1980 
D. Pairman 
A Input Device for an Image 
Reticon Linear Diode Array 
TRACE, A software Debugging 
Hardware and Software Developments for an 
Airborne Multispectral Scanning 
System 
