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a b s t r a c t
In this paper,wepropose the definition ofD-eigenvalue for an arbitrary order tensor related
with a second-order tensorD, and introduce the gradient skewness tensorwhich involves a
three-order tensor derived from the skewness statistic of gradient images. Aswe happen to
find out that the skewness of oriented gradients can measure the directional characteristic
of illumination in an image, the local illumination detection problem for an image can be
abstracted as solving the largestD-eigenvalue of gradient skewness tensors.We discuss the
properties of D-eigenvalues, and especially for gradient skewness tensors we provide the
calculation method of its D-eigenvalues and D-characteristic polynomial. Some numerical
experiments show its effective application in illumination detection. Our method also
presents excellent results in a class of image authenticity verification problems, which is
to distinguish artificial ‘‘flat’’ objects in a photograph.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Tensor analysis and application have been studied by many mathematicians such as Ricci and Levi-Civita [1] from the
late 19th century. In recent years, Qi et al. introducedH−/Z−/D-eigenvalues for higher-order tensors [2,3] and developed
their theory and properties in many areas [4,5]. In 2009, Chang et al. unified the definitions of these eigenvalues, and then
proved that an even order weakly symmetric n-dimensional tensor has at least n real eigenvalues [6].
In particular, the D-eigenvalues introduced and studied in [3] have important applications in diffusion kurtosis imaging
(DKI), which is a magnetic resonance imaging (MRI) model in medical engineering [7]. In this model, a fourth-order three-
dimensional fully symmetric tensor W called a diffusion kurtosis tensor and a second-order three-dimensional positive
definite symmetric tensor D called a diffusion tensor can be obtained by the MRI technique. As a result, the D-eigenvalues
ofW related with D can reflect the structural information of biological tissues.
In this paper, we find out that the skewness of oriented gradients can measure the directional characteristic of
illumination in an image, so we introduce the gradient skewness tensor (GST) to describe the third-order statistics of
gradients. Different fromdiffusion kurtosis tensors inDKI, our GST is a three-order tensor relatedwith a second-order tensor.
Previous studies havemostly focused on even-order tensors, usually because odd-order tensors are not positive definite. The
generalized eigenvalue problem discussed in [6] also pointed out that for odd-order tensors the real eigenvalues may not
exist (counter-examples are given in [6] Section 4). However, practical applications require further research on eigenvalues
of odd-order tensors, so referring to the definition in [6] we define theD-eigenvalues for arbitrary order tensors. Meanwhile,
our definition is not covered by the general definition in [6], hence it is a new type of eigenvalue. After we extend the
definition of D-eigenvalue, the process of estimating local illumination can be abstracted as solving the largest D-eigenvalue
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of the corresponding GST. We present numerical results to show its effective application in illumination detection, and also
successfully apply the method to a class of image authenticity verification problems.
The remainder of this paper is organized as follows. In Section 2, we propose the definition of D-eigenvalues and discuss
their properties. We introduce the gradient skewness tensors derived from an image in Section 3. In Section 4, we compute
D-eigenvalues and D-characteristic polynomial for a GST. Some numerical examples and applications are given in Section 5.
Future discussions and conclusion are in Section 6.
2. Definition and properties of D-eigenvalues
We consider tensors as multidimensional arrays, and then a realmth-order n-dimensional tensor A consists of nm entries
in R:
A = (Ai1,...,im), Ai1,...,im ∈ R,
where ij = 1, . . . , n for j = 1, . . . ,m.
For a vector x = (x1, . . . , xn)T ∈ Rn, we define Axm as a homogeneous polynomial of degreem in n variables:
Axm ,
n
i1,...,im=1
Ai1,...,imxi1 · · · xim ,
and define Axm−1 as a vector in Rn:
Axm−1 ,

n
i2,...,im=1
Ai,i2,...,imxi2 · · · xim

,
where i = 1, . . . , n.
For instance, a first-order tensor is a vector, and a second-order tensor is a matrix. In linear algebra the eigenvalues are
significant for matrices, hence we also want to study the eigenvalues of higher-order tensors. Summarizing the existing
definitions of eigenvalues, we find that these definitions often involve two tensors—a main tensor and an auxiliary tensor,
and the selection of the auxiliary tensor is relevant to the purpose of application. Here we first define the D-eigenvalues for
the general case using a second-order tensor D as the auxiliary tensor, and in the next section we describe the application
of this definition.
Definition 2.1. Let A is anmth-order n-dimensional tensor onR, andD is a second-order n-dimensional tensor, i.e. a matrix.
If (λ, x) ∈ C× (Cn \ {0}) satisfies the following system of equations:
Axm−1 = λDx,
Dx2 = 1, (2.1)
we call λ and x, respectively, a D-eigenvalue and a D-eigenvector of A related with D.
The letter ‘‘D’’ means diffusion in the original definition in [3], and we use it to represent the tensor D associated with
the tensor A. It is worth noting that the general definition in [6] does not cover the case that A is an odd-order tensor.
Remark 2.2. Whenm = 4 and n = 3, the real D-eigenvalues of A become the original definition in [3].
Remark 2.3. When D = In, the identical matrix, the D-eigenvalue is the E-eigenvalue, and the real D-eigenvalue is the
Z-eigenvalue defined by Qi [2].
The tensor A is called supersymmetric if its entries are invariant under any permutation of their indices [2,8], and is called
weakly symmetric by Chang et al. in [6] if
∇(Axm) = mAxm−1. (2.2)
The following theorem explains the significance of D-eigenvalues in a way.
Theorem 2.4. Suppose A is a real mth-order n-dimensional weakly symmetric tensor, and D is a real second-order n-dimensional
weakly symmetric tensor, all the extrema of multivariate function
f (x) = Axm (2.3)
in Rn subject to the constraint
Dx2 = 1 (2.4)
are the D-eigenvalues of A.
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Proof. By the method of Lagrange multipliers, the extreme points must be the critical points of Lagrange function
L(x, µ) = Axm − µ(Dx2 − 1), (2.5)
thus the conditional extremum problem satisfies the following equations:∇(Axm) = µ∇(Dx2),
Dx2 = 1, (2.6)
as A and D are weakly symmetric, this is equivalent to
mAxm−1 = 2µDx,
Dx2 = 1. (2.7)
Therefore, x is the D-eigenvector of Awith D-eigenvalue λ = 2µ/m, if (x, µ) is the solution of the extreme problem (2.3)
under (2.4). Because of (2.7) this solution also satisfies the following equation:
f (x) = Axm = xT (Axm−1) = xTλDx = λDx2 = λ. (2.8)
Hence, the extremum of (2.3) under (2.4) must be a D-eigenvalue λ of A. 
From the proof, we can see that some of D-eigenvalues are not extrema of (2.3) under (2.4), but they are all critical points
of (2.5).
A real tensor A is called positive definite [2,6], if Axm > 0 for all x ∈ Rn. Clearly, if A is positive definite, mmust be even.
The following corollary proves that the real D-eigenvalue of A always exists when D is positive definite.
Corollary 2.5. Suppose A and D are the same as those in Theorem 2.4, and D is positive definite, a real D-eigenvalue of A must
exist. The maximum and minimum values of (2.3) under (2.4) are the largest and smallest real D-eigenvalues of A respectively.
Proof. As D is positive definite, the feasible region determined by (2.4) is compact in Rn, and the objective function (2.3) is
continuous. Therefore, the constrained extreme value problem (2.3) under (2.4) has at least a global maximum and a global
minimum. According to Theorem 2.4, the real D-eigenvalue of A must exist. Meantime, from the proof of Theorem 2.4,
because all real D-eigenvalues of A satisfy (2.7), the largest and smallest real D-eigenvalues of A are also the maximum and
minimum values of (2.5). 
Corollary 2.6. Suppose A and D are the same as those in Theorem 2.4, and D is positive definite, the maximum of function
g(x) = Ax
m
(Dx2)m/2
(2.9)
is the largest D-eigenvalue of A.
Proof. Let r > 0, then rx = (rx1, . . . , rxn)T . It is easy to see
g(rx) = g(x). (2.10)
Because D is positive definite, for any x ∈ Rn \ {0}, there must exist rx > 0 so that
D(rxx)2 = 1. (2.11)
Therefore, the maximum of (2.9) is smaller or equal to the maximum of (2.3) under (2.4). Besides, the maximum of (2.3)
under (2.4) is clearly not greater than the maximum of (2.9). From Corollary 2.5, the maximum of (2.9) is the largest
D-eigenvalue of A. 
In linear algebra, the characteristic polynomial of amatrix includes important properties of thematrix, such as eigenvalue
and trace. Qi in [2] defined the characteristic polynomial of a tensor by the resultant theory. For a system of homogeneous
polynomials
(F1, F2, . . . , Fn), Fi ∈ C[x], i = 1, 2, . . . , n, (2.12)
according to the resultant theory [9], the resultant Res(F1, F2, . . . , Fn) has the following property: the system (F1, F2, . . . , Fn)
has a nontrivial solution x ∈ Cn \ {0}, if and only if Res(F1, F2, . . . , Fn) = 0. Therefore, we also give the definition of the
D-characteristic polynomial of A by the resultant theory. In order to include odd-order tensors, we need to introduce an
intermediate variable x0, inspired by the E-characteristic polynomial defined by Qi [10].
Definition 2.7. Suppose A and D are the same as those in Theorem 2.4, let
F(x0, x) =

Axm−1 − λxm−20 Dx,
x20 − Dx2, (2.13)
the resultant of F(x0, x) is a polynomial ϕ of λ. We call ϕ(λ) the D-characteristic polynomial of A.
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Fig. 1. Gradient histogram. (a) Original boat; (b) Gray histogramof boat; (c) Gradient histogramof boat, and the skewness is−0.0203; (d) Original peppers;
(e) Gray histogram of peppers; (f) Gradient histogram of peppers, and the skewness is 3.0272.
Applying the resultant theory, λ is a root of ϕ if λ is a D-eigenvalue of A. The D-characteristic polynomial of A usually has
a very complicated expression. In Section 4 we calculate the D-characteristic polynomial whenm = 3.
3. Gradient skewness tensor
In this section, we provide the detailed definition of GST, which involves a third-order tensor and a second-order tensor
from image gradients. Our purpose is to obtain the information of illumination distribution from an image, but unfortunately
the direction about light sources is usuallymixedwithmaterial and texture of the object.Wenotice that different froma gray
histogram, the image gradients are small in most textureless regions, and there is a single large peak at 0 in the gradient
histogram of the image (see Fig. 1). Moreover, the skewness of gradients is significantly correlated with the direction of
illumination. For instance, in Fig. 1(a) and (c) the light is mainly a diffused reflection and there is no obvious direction, hence
the skewness is almost 0; but in Fig. 1(d) and (f) the reverse happens, so the skewness is about 3. Therefore, our approach is
an attempt to reveal the statistical significance of these sparse gradient values.
In our previous work [11], we first established the relationship between image gradient statistics and illumination
distribution. Here we further improve this conclusion and introduce the definition of GST.
By simply filtering with two 1-D filters in both directions such as [−1, 0, 1] and [−1, 0, 1]T , we can get the horizontal
and vertical gradient matrices of an image I denoted as Gx and Gy respectively. The oriented gradient matrix Gθ for a fixed
angle θ ∈ [0, 2π) is given by
Gθ = Gx · cos θ + Gy · sin θ. (3.1)
For a given statistical region Lwhich identifies the region in image I (for example, Lmarks a rectangle in the image), denote
Gθ,L = (g1, g2, . . . , gn) as all gradient values of Gθ within the region Lwritten in vector form, and Gx,L = (x1, x2, . . . , xn) and
Gy,L = (y1, y2, . . . , yn) similarly for horizontal and vertical gradients Gx and Gy respectively.
Let g¯ be the mean of Gθ,L, the skewness of Gθ,L is defined by
s(θ) =
1
n
n
i=1
(gi − g¯)3
1
n
n
i=1
(gi − g¯)2
3/2 , (3.2)
and it is a function of θ . Because of
gi = xi cos θ + yi sin θ, (3.3)
for a fixed θ ,
g¯ = x¯ cos θ + y¯ sin θ, (3.4)
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where x¯ and y¯ is the mean of Gx,L and Gy,L. Therefore, the skewness function can be written as
s(θ) =
1
n
n
i=1
((xi cos θ + yi sin θ)− (x¯ cos θ + y¯ sin θ))3
1
n
n
i=1
((xi cos θ + yi sin θ)− (x¯ cos θ + y¯ sin θ))2
3/2
=
1
n
n
i=1
((xi − x¯) cos θ + (yi − y¯) sin θ)3
1
n
n
i=1
((xi − x¯) cos θ + (yi − y¯) sin θ)2
3/2 . (3.5)
Furthermore, we define a series of discrete moments µp,q for p, q = 0, 1, 2, 3,
µp,q =
n
i=1
(xi − x¯)p(yi − y¯)q
n
, (3.6)
we can get another form of (3.5),
s(θ) = µ3,0 cos
3 θ + 3µ2,1 cos2 θ sin θ + 3µ1,2 cos θ sin2 θ + µ0,3 sin3 θ
(µ2,0 cos2 θ + 2µ1,1 cos θ sin θ + µ0,2 sin2 θ)3/2 . (3.7)
Consequently, we get the skewness function s(θ) which represents the skewness value of image gradients for angle θ in
the region L. Moreover, integral image algorithm introduced by Crow [12] can be used to speed up the calculation, if L is a
rectangular region.
We use x = (x1, x2)T to denote the direction vector, as the homogeneity of (3.7),
s(x) = µ3,0x
3
1 + 3µ2,1x21x2 + 3µ1,2x1x22 + µ0,3x32
(µ2,0x21 + 2µ1,1x1x2 + µ0,2x22)3/2
. (3.8)
We define the gradient skewness tensor, which is a third-order two-dimensional tensorM related with a second-order
tensor D, as follows:
M111 = µ3,0,
M112 = M121 = M211 = µ2,1,
M122 = M212 = M221 = µ1,2,
M222 = µ0,3,
(3.9)
and
D11 = µ2,0,
D12 = D21 = µ1,1,
D22 = µ0,2.
(3.10)
HereMijk andDij represent the entries ofM andD respectively. From (3.2), obviouslyD is positive definite when all gradients
within the region are not the same everywhere, and this situation is easily satisfied in natural images. As a result, the
skewness function s(x) can be written as
s(x) = Mx
3
(Dx2)3/2
. (3.11)
We can calculate theD-eigenvalues andD-eigenvector ofM . In Section 5we use the largestD-eigenvalue for illumination
detection, and from Corollary 2.6 the optimization problem
max s(x) = Mx
3
(Dx2)3/2
(3.12)
is just equivalent to solving the largest D-eigenvalue ofM .
4. D-eigenvalues of gradient skewness tensor
A GST consists of a third-order two-dimensional weakly symmetric tensorM and a two-dimensional symmetric matrix
D. By Definition 2.1, the D-eigenvalues ofM is the solution of the system of equations:
Mx2 = λDx,
Dx2 = 1, (4.1)
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from (3.9) and (3.10), that is
µ3,0x21 + 2µ2,1x1x2 + µ1,2x22 = λ(µ2,0x1 + µ1,1x2),
µ2,1x21 + 2µ1,2x1x2 + µ0,3x22 = λ(µ1,1x1 + µ0,2x2),
µ2,0x21 + 2µ1,1x1x2 + µ0,2x22 = 1.
(4.2)
It is difficult to calculate theD-characteristic polynomial for high order tensors, because the resultant ofmultipolynomials
has a complicated expression. However, for a GST, as the order of M is 3, we can calculate the D-eigenvalue λ from its
D-characteristic polynomial, which is the resultant of
G(x0, x) =

Mx2 − λx0Dx,
x20 − Dx2. (4.3)
This resultant can be obtained from a sixth-order determinant by the following theorem from [9, Chapter 3].
Theorem 4.1 (Cox et al. in [9, Chapter 3]). Consider the system of equations in three variables x, y, z:
F0 = c01x2 + c02y2 + c03z2 + c04xy+ c05xz + c06yz = 0,
F1 = c11x2 + c12y2 + c13z2 + c14xy+ c15xz + c16yz = 0,
F2 = c21x2 + c22y2 + c23z2 + c24xy+ c25xz + c26yz = 0.
(4.4)
Let J denote the Jacobian determinant of (F0, F1, F2):
J = det

∂F0
∂x
∂F0
∂y
∂F0
∂z
∂F1
∂x
∂F1
∂y
∂F1
∂z
∂F2
∂x
∂F2
∂y
∂F2
∂z
 , (4.5)
which is a cubic homogeneous polynomial in x, y, z. This means that the partial derivatives of J are quadratic and hence can be
written in the following form:
∂ J
∂x
= b01x2 + b02y2 + b03z2 + b04xy+ b05xz + b06yz = 0,
∂ J
∂y
= b11x2 + b12y2 + b13z2 + b14xy+ b15xz + b16yz = 0,
∂ J
∂z
= b21x2 + b22y2 + b23z2 + b24xy+ b25xz + b26yz = 0.
(4.6)
The resultant Res2,2,2(F0, F1, F2) is given by the 6× 6 determinant
Res2,2,2(F0, F1, F2) = −1512 det

c01 c02 c03 c04 c05 c06
c11 c12 c13 c14 c15 c16
c21 c22 c23 c24 c25 c26
b01 b02 b03 b04 b05 b06
b11 b12 b13 b14 b15 b16
b21 b22 b23 b24 b25 b26
 . (4.7)
The proof of this theorem can be obtained from [9, Chapter 3]. Now, we denote the D-characteristic polynomial ofM as
ϕ(λ). Directly applying Theorem 4.1 for (4.3), we can get
F0 = µ3,0x21 + 2µ2,1x1x2 + µ1,2x22 − λ(µ2,0x1 + µ1,1x2)x0,
F1 = µ2,1x21 + 2µ1,2x1x2 + µ0,3x22 − λ(µ1,1x1 + µ0,2x2)x0,
F2 = x20 − µ2,0x21 − 2µ1,1x1x2 − µ0,2x22,
(4.8)
and then its Jacobian matrix is2µ3,0x1 + 2µ2,1x2 − λµ2,0x0 2µ2,1x1 + 2µ1,2x2 − λµ1,1x0 −λ(µ2,0x1 + µ1,1x2)
2µ2,1x1 + 2µ1,2x2 − λµ1,1x0 2µ1,2x1 + 2µ0,3x2 − λµ0,2x0 −λ(µ1,1x1 + µ0,2x2)
−2µ2,0x1 − 2µ1,1x2 −2µ1,1x1 − 2µ0,2x2 2x0

. (4.9)
Because M and D are known tensors, µp,q are specific values. By Theorem 4.1 we can easily calculate the D-characteristic
polynomial ofM . The following examples will give specific expressions.
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Fig. 2. Skewness of the direction. (a) Rectangular region; (b) The graph of function s(θ) reaches its maximum at θ = 5.4925; (c) Illumination distribution.
In addition, by symbolic computation we can get some properties of the D-characteristic polynomial ofM . The degree of
ϕ(λ) is at most 6, and ϕ(λ) is an even polynomial function. Hence, ϕ is a cubic polynomial of λ2. The D-eigenvalues of a GST
can be solved by the Cubic Formula.
Example 4.2. Let µ3,0 = µ0,3 = µ2,0 = µ0,2 = 1, and µ2,1 = µ1,2 = µ1,1 = 0, (4.2) is
x21 = λx1,
x22 = λx2,
x21 + x22 = 1.
(4.10)
We find that λ1 = −1 with x(1) = (−1, 0)T , λ2 = −1 with x(2) = (0,−1)T , λ3 = 1 with x(3) = (0, 1)T , λ4 = 1 with
x(4) = (1, 0)T , λ5 = −
√
2
2 with x
(5) = (−
√
2
2 ,−
√
2
2 )
T , λ6 =
√
2
2 with x
(6) = (
√
2
2 ,
√
2
2 )
T . The D-characteristic polynomial of
M is
ϕ(λ) = −2λ6 + 5λ4 − 4λ2 + 1 = −(λ− 1)2(λ+ 1)2(2λ2 − 1). (4.11)
An example given by Chang in [6] Section 4 shows that the eigenvalues they defined may not exist when the order ofM
is 3. However, because we choose a matrix D to associate with the definition of eigenvalues, our D-eigenvalues always exist
from Corollary 2.5.
5. Numerical examples and experiments
In this section, we present some numerical examples and experimental results. We will show the relationship between
D-eigenvalues of GSTs and local illumination in an image.
Wewant to calculate the direction of illumination within the selected region of picture ‘‘egg’’ (see Fig. 2(a)). We choose a
region of the picture and get that the gradient skewness tensorM with D is given by µ2,0 = 5.4293, µ1,1 = −1.0735, µ0,2
= 4.5642, µ3,0 = 18.4811, µ2,1 = −19.0427, µ1,2 = 13.3917, µ0,3 = −15.2338. From Theorem 4.1, we can get the
D-characteristic polynomial ofM:
ϕ(λ) = −1010(0.1652λ6 − 1.7208λ4 + 1.3299λ2 − 0.2674),
with the roots:
λ = −3.0973, 3.0973,−0.6414, 0.6414,−0.6403, 0.6403.
Here the largest D-eigenvalue is λ = 3.0973 with D-eigenvector
x = (x1, x2)T = (0.2856,−0.2886)T ,
hence from (3.7) and (3.12) the skewness function (3.7) reaches its maximum at
θ = arctan x2
x1
+ 2π = 5.4925,
that is, 315° (see Fig. 2(b)). The result is consistent with the practical situation, because from picture ‘‘egg’’ we can see that
the light source is just located in the top left of the egg. Denote
θL = argmax
θ
s(θ), for all θ ∈ [0, 2π),
based on the above observation, we can deduce that θL represents the direction of illumination in region L. By adjusting the
position of region L, we can get the illumination distribution of the entire image.We take Fig. 2(c) for example: the direction
670 F. Zhang et al. / Journal of Computational and Applied Mathematics 237 (2013) 663–671
50 100 150 200 250 300 350 400 450
50
a
c d
b
100
150
200
250
60 80 100 120 140 160 180 200 220 240 260
40
60
80
100
120
140
160
180
50 100 150 200 250
50
100
150
200
250
50 100 150 200 250
50
100
150
200
250
Fig. 3. Image authenticity verification. (a) Marked with the light direction; (b) Face details; (c) The tiger taken by Zhou; (d) A real tiger.
of arrow indicates the illumination direction; the length of arrow indicates the absolute value of skewness. A long arrow
shows that this region has a clear illumination direction; a short arrow means that there may be a diffusion in this region
so that there is no clear direction.
As GSTs can effectively detect illumination direction, we apply our method to a class of image authenticity verification
problems, which is to distinguish artificial ‘‘flat’’ objects in a photograph. Fig. 3(a) shows a photo of a person together with
‘‘W. Buffett’’ (Buffett is on the left, and it is a cardboard cutout). After illumination detection, the direction of arrows on
‘‘Buffett’’ (left) are almost the same because it is a cardboard cutout, but the arrows on the real person (right) do not have
the property (see Fig. 3(b)). As a result, we can distinguish real and flat objects.
In 2007, a hunter named Zhou published his photographs about a South China tiger (Panthera tigris amoyensis), and
claimed to have discovered a rare species [13]. His photographs have been studied from multiple perspectives, and some
analysis results inferred that the tiger is a ‘‘paper tiger’’ [14,15]. It is a typical image authenticity verification problem in the
real world.
We analyze the tiger photo by our method (see Fig. 3(c)). It can be observed that the tiger taken by Zhou has the plane
property, as the directions of illumination are all nearly the same, but the real tiger (Fig. 3(d)) shows rich illumination
changes. Compared to previous methods [14], our approach provides a more intuitive and reliable result.
6. Conclusion and further discussion
In this paper, we defined D-eigenvalue for an arbitrary order tensor related with a second-order tensor D. It comes from
a practical problemwhich is local illumination detection for a single image. We also introduce the gradient skewness tensor
which involves a three-order tensor derived from the skewness statistic of gradient images. Through studying the properties
of D-eigenvalue, the local illumination detection problem for an image can be abstracted as solving the largest D-eigenvalue
of gradient skewness tensors. Especially for gradient skewness tensors, numerical results show its application in illumination
detection, and the experiments show that this method is very effective in image authenticity verification.
In future works, we plan to define D-eigenvalues for tensors which are not weakly symmetrical, and use multiple
D-eigenvalues and D-eigenvectors to further characterize the information contained in the image. We also want to find
more applications of D-eigenvalues.
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