For an i.i.d. sample of observations, we study a modified score statistic that tests the goodness-of-fit of a given exponential power distribution against a family of alternatives, called the asymmetric power distribution. The family of alternatives was introduced in Komunjer (2007) and is a reparametrization of the skewed exponential power distribution from Fernández et al. (1995) and Kotz et al. (2001) . The score is modified in the sense that the location and scale parameters (assumed to be unknown) are replaced by their maximum likelihood estimators. We find the asymptotic law of the modified score statistic under the null hypothesis (H 0 ) and under local alternatives, using the notion of contiguity. Our work generalizes and extends the findings of Desgagné & Lafaye de , where the data points were normally distributed under H 0 . The special case where each data point has a Laplace distribution under H 0 is the hardest to treat and requires a recent result from Lafaye de Micheaux & Ouimet (2018) on a uniform law of large numbers for summands that blow up.
Introduction
To do.
The asymmetric power distribution (APD)
The asymmetric power distribution (APD), proposed by Komunjer (2007) , can be viewed as a generalization of the exponential power distribution (EPD) -also known as the generalized error distribution or the generalized normal distribution (Nadarajah (2005)) -to a broader family that includes asymmetric densities. The APD family combines the large range of exponential tail behaviors provided by the EPD family with various levels of asymmetry. The probability density function f (u) of the standard APD is defined in Section 2 of Komunjer (2007) . In order to relate it more easily to the skewed exponential power distribution of Fernández et al. (1995) and Kotz et al. (2001) (see Remark 2.1 below), we modify its scaling with the change of variable u = 2 −1/θ2 y and we obtain f (y | θ) ⊜ δ 1/θ2 θ 2 1/θ2 Γ(1 + 1/θ 2 ) exp − 1 2 δ θ A θ (y) |y| θ2 , y ∈ R, (2.1)
where θ ⊜ (θ 1 , θ 2 ) ⊤ , θ 1 ∈ (0, 1), θ 2 ∈ (0, ∞), More generally, we can add location and scale parameters (µ, σ) ∈ R × (0, ∞). We define When X has density (2.3), we denote X ∼ APD(θ, κ).
Remark 2.1. In Equation (8) of Fernández et al. (1995) and page 271 of Kotz et al. (2001) , the skewed exponential power distribution (where the location and scale parameters m and s are added as µ and σ were added in (2.3)) is defined by the density function where γ, q ∈ (0, ∞) and c −1
γ,q ⊜ 2 1/q Γ(1+1/q)(γ+1/γ). The reader can verify that (2.3) is a reparametrization of (2.5) where θ 1 ⊜ 1/(1 + γ 2 ), θ 2 ⊜ q, µ ⊜ m and σ ⊜ δ 1/θ2 θ (γ + 1/γ)s. (2.6) Remark 2.2. One interesting property of the parametrization (2.3) is that θ 1 represents the proportion of the density that is left of the mode µ. It can be useful for modelling purposes.
Preliminaries
Throughout this paper, we assume that κ = (µ, σ) ⊤ is unknown. Additionally, fix a constant λ ≥ 1 and let θ 0 ⊜ (1/2, λ) ⊤ . For an i.i.d. sample X 1 , X 2 , . . . , X n , we want to test the hypotheses H 0 : X i ∼ APD(θ 0 , κ); H 1 : X i ∼ APD(θ, κ), θ = θ 0 .
(3.1)
If κ were known, this could be achieved with the score statistic
Indeed, we can show (see Proposition 4.1 below) that, under
, where J θθ denotes the asymptotic covariance matrix of r n (κ). Since we assumed that κ is unknown, we propose to test (3.1) by replacing κ in (3.2) by its maximum likelihood estimator
We are thus interested in determining the asymptotic law of the modified score statistic
Remark 3.1. Our first main result (Theorem 4.4) gives the asymptotic law of r n (κ n ) under H 0 , and our second main result (Theorem 4.8) gives it under local alternatives (which are defined in (4.13)). Falk et al. (2008) did a similar study in the context of Pareto distributions.
Remark 3.2. Two special cases are of particular interest in (3.1). When λ = 1, the X i 's have a Laplace distribution under H 0 , and when λ = 2, the X i 's are normally distributed under H 0 . The case λ = 2 was previously treated in Desgagné & Lafaye de Micheaux (2018) , but not under local alternatives. In this paper, we treat all the cases λ ≥ 1 under H 0 and under local alternatives. The case λ = 1 is the hardest to handle and will require a recent result from Lafaye de Micheaux & Ouimet (2018) on a uniform law of large numbers for summands that blow up (see the proof of Proposition 4.2).
Below, we introduce some notations (see also the Notation section at the end of the paper). Define
We can easily verify (using Wolfram Mathematica) that
where
is the digamma function and Γ(z) ⊜ ∞ 0 t z−1 e −t dt is the gamma function. Using the notation in (3.5), we can write the score statistic (3.2) as
Under the null hypothesis, 9) or equivalently, by finding the values who jointly satisfy the equations
We obtain the estimatorŝ
Remark 3.3. When λ ∈ {1, 2},μ n doesn't have an explicit expression.
Remark 3.4. The median is not well-defined when n is even. If the values in the sample are all different, then any real number inside the interval (X (n/2) , X (n/2+1) ), where X (k) denotes the k-th smallest value of the sample, satisfies the definition of a median with respect to the empirical distribution. To avoid ambiguity, assume for the remainder of this article that the median is uniquely defined by
Below, we state a small adaptation of a well-known uniform law of large numbers due to Lucien Le Cam. We will use it several times in this article. The proof, which is deferred to Section 6.1, follows the strategy described in Section 16 of Ferguson (1996) . A small adaptation is needed to treat the case where the parameter space is not compact.
Lemma 3.5. Let X 1 , X 2 , X 3 , . . . be a sequence of i.i.d. random variables, and letξ n ⊜ξ n (X 1 , X 2 , . . . , X n ) be an estimator such thatξ n a.s.
is a measurable function and there exists δ > 0 such that
By combining Lemma 3.5 and a result of from Rubin & Rukhin (1983) on the convergence rates of Mestimators, we can show (see Section 6.1) that the maximum likelihood estimators in (3.11) are strongly consistent.
Lemma 3.6. Under H 0 and under H 1 ,
4. Asymptotic law of the modified score statistic
Using the notation in (3.5), we can write the modified score statistic (3.4) as
Below, we establish the asymptotic law of r n (κ n ) under the null hypothesis (Section 4.1) and under local alternatives (Section 4.2). The proofs are deferred to Section 6.2 and Section 6.3, respectively.
Under the null hypothesis (H 0 )
The strategy consists first in determining the asymptotic law of the vector
under H 0 . The second step consists in writing n 1/2 r n (κ n ) as a linear combination of the components of this vector plus a negligible term (via a first-order Taylor expansion). We will then be able to deduce the
The following proposition is a direct application of the central limit theorem. The computations for the entries of the asymptotic covariance matrix J are given in Section 6.2.
Proposition 4.1. We have
where d θ and d κ are given in (3.7), and
where φ ⊜ 1 + log 2 + ψ(β), β ⊜ 1 + 1/λ and ψ denotes the digamma function.
In the next proposition, we use a first-order Taylor expansion with the aim of writing n 1/2 r n (κ n ) as a linear combination of the components of the vector on the left-hand side of (4.4), plus a negligible term.
Proposition 4.2. We have
Now, we study the term r ′ n (κ) n 1/2 (κ n − κ) and rewrite (4.6).
Proposition 4.3. Recall J θκ and J κκ from Proposition 4.1. Then,
where I 2 is the identity matrix of size 2. Furthermore,
By combining Proposition 4.1 and Proposition 4.3, we obtain the asymptotic distribution of n 1/2 r n (κ n ) under the null hypothesis H 0 .
Theorem 4.4 (First main result). We have
In particular,
Under local alternatives (H 1,n )
The local alternatives are defined by
13) where δ ∈ R 2 \{0} is fixed. The vector δ indicates the direction of the alternative. The following proposition will be a crucial tool to prove the weak convergence of our modified score statistic under local alternatives. It is a consequence of the concept of contiguity, see e.g. Section 6.2 in van der Vaart (1998).
14)
as n → ∞.
As an immediate consequence, we obtain the same decomposition under H 1,n that we found for the modified score statistic under H 0 in Proposition 4.3.
Corollary 4.6. Let δ ∈ R 2 \{0}. Then, as n → ∞,
We now use Le Cam's third lemma to prove the analogue of Proposition 4.1 under H 1,n . Our aim is to obtain the asymptotic distribution of the right-hand side of (4.15).
where J is given in (4.5).
Finally, by combining Corollary 4.6 and Proposition 4.7, we obtain the asymptotic distribution of n 1/2 r n (κ n ) under the local alternatives H 1,n .
Theorem 4.8 (Second main result). Let δ ∈ R 2 \{0}. Then,
where Σ is given in (4.11). In particular,
where δ ⊤ Σδ represents the noncentrality parameter of the χ 2 2 distribution.
Simulations
Proofs

Proof of the results stated in Section 3
Proof of Lemma 3.5. Fix δ > 0 to a value for which (A.1) and (A.2) hold. By the triangle inequality, and since ρ n a.s.
−→ 0 by hypothesis, we have
By applying a uniform law of large numbers on the compact set B δ [ξ] (Theorem 16 (a) in Ferguson (1996) with our assumptions (A.1) and (A.2)), the first probability on the right-hand side of (6.1) is zero. By (A.1), (A.2) and the dominated convergence theorem, we know that
Since ρ n a.s.
−→ 0 by hypothesis, the second probability on the right-hand side of (6.1) is also zero.
Proof of Lemma 3.6. By (3.10), the estimatorμ n is determined by the equation
For any x ∈ R, w(x, ·) is non-increasing when λ ≥ 1. From Theorem 2 and Remark 1 in Rubin & Rukhin (1983) (the proof is a simple application of Chernoff's theorem), we get that, for any ε > 0, the probabilities P(|μ n − µ| > ε) decay exponentially fast in n (using the fact that E[w(X 1 , µ+ ε)] < 0 and E[w(X 1 , µ− ε)] > 0 both hold under H 0 and under H 1 ). In particular, for any ε > 0, the probabilities are summable in n. Hence, by the Borel-Cantelli lemma, we haveμ n → µ a.s. Also, from (3.11), we have 2 λσ
If we denote U (x, t) ⊜ |x − t| λ and U (t) ⊜ E U (X 1 , t) , then it is easily verified that U (µ) = (2/λ)σ λ . From Lemma 3.5, we deduce
This impliesσ n → σ a.s.
Proof of the results stated in Section 4.1
Proof of Proposition 4.1. The proposition is a direct application of the central limit theorem. Let X ∼ APD(θ 0 , κ) and Y ⊜ σ −1 (X − µ). Below, we show the computations for the covariances between
Before that, we gather some facts. The density of Y is
Recall the definition of the gamma and digamma functions (where x > 0): 6) and some well-known properties they satisfy (see, e.g., (Abramowitz & Stegun, 1964 , Chapter 6)):
The computations below are valid for all λ > 0, except for J µµ , which only exists when λ > 1/2. Since we assume λ ≥ 1 in this article, there are no limitations.
By the symmetry of the density f and the anti-symmetry of the integrands, we have
Here are the other cases:
= 4(λ + 1) , (6.13)
Denote ν ⊜ log 2 + ψ(1 + 1/λ). We have
by (6.6), (6.10) and (6.11),
16)
(log 2)Γ(1 + 1/λ) + Γ(1 + 1/λ)ψ(1 + 1/λ) by (6.6) and (6.10), (6.18) This ends the proof.
Proof of Proposition 4.2. Assume H 0 throughout this proof. Use the fundamental theorem of calculus to expand r n (κ n ) around κ: 6.19) where κ ⋆ n,v ⊜ κ + v(κ n − κ). From (3.8) and (3.7), we know that for all t ∈ R × (0, ∞),
where y ⊜ (x − t 1 )/t 2 and
By the triangle inequality and Lemma 3.5, we can verify that for all (k, λ) ∈ {1, 2, 3, 4} × [1, ∞)\{(3, 1)},
Since we already know from Proposition 4.3 that
we deduce from (6.19), (6.20), (6.21) and (6.22) that, for all (k, λ) ∈ {1, 2, 3, 4} × [1, ∞)\{(3, 1)}, (6.23) which is the statement we wanted to prove. When (k, λ) = (3, 1), we have to be a bit more careful. Indeed, Lemma 3.5 cannot be applied to U 3 in this case because the log term implies that, for any δ > 0, sup t∈B δ [κ] |U 3 (x, t)| = ∞ for all x ∈ B δ [µ], and thus (A.2) cannot be satisfied. Instead, we use the result from Appendix A, which is a consequence of a uniform law of large numbers developed in Lafaye de Micheaux & Ouimet (2018) for summands that blow up. By using successively Jensen's inequality, Fubini's theorem, the triangle inequality and Lemma Appendix A.1, we have
(6.24) By Markov's inequality, this yields, for λ = 1,
Combining (6.22) and (6.25) into (6.19) proves the statement of the proposition when (k, λ) = (3, 1).
Proof of Proposition 4.3. Let X ∼ APD(θ 0 , κ) and Y ⊜ (X − µ)/σ. By the weak law of large numbers, the chain rule and integration by parts,
This proves (4.7). Now, we show the asymptotics of n 1/2 (κ n − κ). From (3.6), note that
A direct application of Theorem 5.23 in van der Vaart (1998) with
, recall (3.9)), combined with the almost-sure convergencê κ n → κ from Lemma 3.6, yields
(6.28)
This proves (4.8). Finally, since
by Proposition 4.1, Equation (4.9) follows directly from Proposition 4.2, (4.7) and (4.8).
Proof of Theorem 4.4. The asymptotic normality of n 1/2 r n (κ n ) follows directly from Proposition 4.3 and Proposition 4.1. The asymptotic covariance matrix Σ is given by (note that J θκ and J κκ are diagonal):
This ends the proof.
Proof of the results stated in Section 4.2
In order to establish our results under the local alternatives H 1,n , we use Le Cam's first and third lemma (see Lemma 6.4 and Example 6.7 in van der Vaart (1998) ). The proof structure in this section is inspired by the one presented in Falk et al. (2008) .
Lemma 6.1 (Le Cam's first lemma). Let (P n , n ∈ N) and (Q n , n ∈ N) be sequences of probability measures on the measurable spaces (Ω n , A n ). Then, the following statements are equivalent:
is contiguous with respect to (P n , n ∈ N).
(ii) If dPn dQn
Qn U along a subsequence, then P(U > 0) = 1.
Lemma 6.2 (Le Cam's third lemma). Let (P n , n ∈ N) and (Q n , n ∈ N) be sequences of probability measures on the measurable spaces (Ω n , A n ), and let W n : Ω n → R k be a sequence of random vectors. Suppose that Q n ⊳ P n and W n log dQn dPn
Proof of Proposition 4.5. To prove this result, we use Le Cam's first lemma. Assume that our vector of observations is the identity function
where L(R n ) denotes the completion of the Borel σ-algebra B(R n ), and where λ denotes the Lebesgue measure. On (Ω n , A n ), define the probability measures (6.33) where θ n ⊜ θ 0 + (1 + o(1))n −1/2 δ. By construction, the law of X under P H0,n corresponds to the null hypothesis H 0 and the law X under P H1,n corresponds the alternative hypothesis H 1,n . Since g is positive on R, the measures P H0,n , P H1,n and λ are equivalent on (Ω n , A n ). From (6.33), we deduce that dP H1,n dP H0,n = dP H1,n /dλ
Using a second-order Taylor expansion around θ 0 , we have, under H 0 : (6.35) where t n,u,v ⊜ θ 0 + uv(θ n − θ 0 ). From the convergence of the first two components in (4.4), we know that, as n → ∞,
For the second term on the right-hand side of (6.35), we want to apply a standard uniform law of large numbers (Lemma 3.5). From the expression of f (y | t) in (2.1), we see that for each (j, k) ∈ {1, 2} 2 , the
Take N ∈ N large enough that θ n ∈ C for all n ≥ N . By Jensen's inequality and Lemma 3.5 (under H 0 ), we deduce that
By definition of the matrix J in (4.4), note that U j,k (θ 0 ) = −J θjθ k (this can be seen by integrating by parts). Hence, (6.37) shows that the second term on the right-hand side of (6.35) is equal to
Define a random variable V > 0 such that log(V )
The continuous mapping theorem implies that dP H1,n dP H0,n PH 0,n V.
By the definition of V , we have E H0,n [V ] = 1. This shows (iii) in Lemma 6.1 with P n = P H0,n and Q n = P H1,n , which implies P H1,n ⊳ P H0,n by (i). Define U ⊜ V and note that P H0,n (U > 0) = 1 by definition of V . This shows (ii) in Lemma 6.1 where the roles of P n and Q n have been interchanged, which implies P H0,n ⊳ P H1,n by (i). We conclude that the sequences (P H0,n , n ∈ N) and (P H1,n , n ∈ N) are mutually contiguous, which we denote by P H0,n ⊳ ⊲ P H1,n . The conclusion follows from (iv).
Proof of Proposition 4.7. From the expressions that we found for the two terms on the right-hand side of (6.35) in the proof of Proposition 4.5, we have  is monotone and equal to 0 at v = 1 (by definition ofμ n , recall (3.10)). Therefore, for each ω ∈ Ω, the supremum of the square in (d.2) is always attained at v = 0. We deduce that (A.8) by law of large numbers in L 2 (E[1 {X1 =0} sign(X 1 )] = 0 and the sequence of averages is uniformly bounded). Now we show that (d.1) is bounded. By successively using the inequality (α − β) 2 ≤ 2α 2 + 2β 2 , the fact that z → (log z)
2 always maximizes at one of the two end points on any closed sub-interval of (0, ∞), and the inequality max{a, b} ≤ a + b for a, b ≥ 0, we have It remains to show that E[(logσ n ) 2 ] < ∞. Sinceσ n is a mean of integrable terms (see (A.3)), we expect, at least heuristically (because of large deviations), that, as n → ∞, its density concentrates more and more around σ and decays exponentially faster and faster in the right tail. The specific form of the density ofσ n is given in Equation (32) of Karst & Polowy (1963) and confirms the intuition. For N ∈ N large enough (depending on σ), there exists λ σ > 0 small enough that, for all n ≥ N , E (logσ n ) 2 = (0,σ/2)∪(σ/2,(3σ/2)∨1)∪((3σ/2)∨1,∞) (log s) 2 · fσ n (s)ds Chi-square distribution with 2 degrees of freedom χ 2 2 (γ) χ 2 2 distribution with noncentrality parameter γ ∈ R
