Abstract.
The subspace tff (/) C Wkp is defined by Wkp(I) = {« G Wkp(I): Dju(0) = Dju(\) = 0,1 <y < Ä: -1}.
In Wj^CO the norm (0.1) is equivalent to (0.2) \u\lp = ||2>*«||L,(/).
It is well known that every continuous linear functional L on Wkp(I), 1 < p < oo, has a representation of the form (0.3) Lu = f gDkudm,
where g is a function in Lp (I) (\/p + \/p' = 1) and m denotes Lebesgue measure. This representation is also valid in the case p = oo if L is (bm)kcontinuous, where (bm)k denotes the topology of bounded k-convergence on W£°°(/) which is defined as follows. A sequence [un) is (¿>m)¿-convergent provided that it is bounded in W™ norm and that [DJun] converges in measure, for 0 < j < k. A set is closed in (bm)k topology provided that it is sequentially closed with respect to (¿m)¿-convergence. The topology of bounded convergence in measure on L°°(/) = W™(I) will be denoted by (bm).
The aim of this paper is to provide nonlinear extensions of the representation theorem described in (0.3). To describe these results it is necessary to introduce some notations and terminology. Let H be a real function onl X R. If / is a real function on I then H/ denotes the function given by H/(/) = H(t,f(t)), t G /. A function H as above is said to be normalized if H(-,0) = 0. Note that if H is normalized and/, g are real functions on I then (0.4) H(/ + g) = H/ + Hg provided / • g = 0.
A
function H: IX R -» R is called a Carathéodory function if H(-,a) is measurable for every a in R and H(t, •) is continuous for almost every t in /.
Every Carathéodory function has the property that H/is measurable whenever / is measurable. For 1 < p < oo we denote by Car'' the family of functions [H] satisfying:
C H is Carathéodory function on I x R, \ufELx(I) whenever/ G Lp(I).
Now suppose that H is a normalized function in Carp and define the functional M on Wkp(I) by
It then follows from known results concerning Carathéodory functions (see [7, Chapter 1, §2] ) that M is continuous on Wkp(I) (and (èm^-continuous, if p = oo) . In addition, it follows from (0.4) that if u, v E Wkp(I) then (0. 7) M(u + v) = M(u) + M(v) whenever Dku • Dkv = 0.
This property of the functional will be called Dk-disjoint additivity; in the case Ac = 0 it will be called simply disjoint additivity.
Our first main result states that, conversely: Every functional on Wkp(I) which is continuous ((bm)k-continuous, if p -oo) and D -disjointly additive has a representation of the form (0.6), where H is a normalized function in Car' '. A parallel result holds for operators: If%: Wk(l) -» LX(I) is an operator which is continuous ((bm)k-continuous, if p = oo) and D -disjointly additive and if, in addition, %is "local" in the sense that %(u) vanishes wherever Dku vanishes, then there exists a normalized function H in Car'' such that (0.8) %(u) = U(Dku) for all u E WP(I).
Disjointly additive functionals and operators, defined on various Banach spaces of measurable functions forming a complete lattice, have previously been characterized by several authors. This family of Banach function spaces includes the L? spaces as well as Orlicz spaces. However, it does not include such Banach spaces as Sobolev spaces, and the methods utilized have always depended crucially on the completeness of the lattice structure (see, e.g., [10] , [11] , [5] ). (For the case of transformations on the Bochner spaces of vectorvalued functions LP(I;B) see [12] .) Similar results have been obtained for functionals and operators on spaces of continuous functions which satisfy a notion of additivity somewhat stronger than that of disjoint additivity (see, for example, [4] , [2] , [1] ).
The results which we have stated can be reformulated as representation theorems for disjointly additive functionals (and operators) whose domain is a certain closed subspace of LP(I). In fact this reformulation is essential in our treatment of the representation problem. Thus a natural way of developing the desired representation theorem for functionals would be the following: First extend the given functional to the entire space IF, preserving its properties of continuity and disjoint additivity. Then utilize the representation theory for additive functionals on LP(I) which was mentioned above, in order to deduce the representation (0.6). However, in general a disjointly additive, continuous functional on a closed subspace of L?(I) need not have an extension to all of If (I) which preserves these properties. For instance, one can construct continuous functionals on the subspace consisting of first order polynomials (where every functional is, vacuously, disjointly additive) which do not have a continuous, disjointly additive extension to all of If (I). This suggests that the existence of an extension depends on the specific properties of the closed subspace and of the functional defined on it. Thus, our proof of the existence of an extension is, to a large extent, a by-product of the construction of a kernel representation, rather than an aid in its proof.
A crucial step in proving the existence of a kernel H satisfying (0.6) involves a Radon-Nikodym type theorem for functions whose domain is a subset of t X t where t denotes the a-algebra of Lebesgue sets in /.
The plan of the paper is as follows. In § 1 we show that the main results can be reformulated in terms of disjointly additive functionals (resp. operators) on a closed subspace of LP(I), namely, on 9tpk = {/ G LP(I): S¡fdpk = 0}, where dpk = (dm, t dm, ...,t ~ dm). In §2 we discuss algebraic properties of disjointly additive functionals. Some properties of the vector-valued measure pk are derived in §3. The proof of the main result for disjointly additive functionals is then developed in § §4-9. This proof depends on two main auxiliary results. The first is the Radon-Nikodym type theorem mentioned earlier which is proved in § §5 and 6. The second is a representation theorem for pk-invariant, disjointly additive functionals, which is given in §7. The proof of the main result for disjointly additive operators is developed in §10.
1. Statement of main results. We start with some definitions and notations. Let H, H' be two real functions on IX R. We shall say that H and H' are equivalent if, for every real a, H(t,a) = H'(t,a) a.e. in I. If H and H' are Carathéodory functions, then they are equivalent if and only if there exists a set T in t, with m(T) = 1, such that H(t,a) = H'(t,a), V(r,a) E TxR.
If/is a real function on I we denote by H¡ the function with domain IX R given by (1.1) Hj(t,a) = af(t), V(t,a) E I X R.
Our main results are formulated in the next two theorems. Theorem 1.1. Let M be a functional on Wkp(I), (1 < p < oo,A: a positive integer) possessing the following properties:
(ii) M is continuous with respect to the Wkp norm, if I < p < oo, and with respect to the (bm)k topology, if p = oo.
Then there exists a normalized function H: Ix R -* R which belongs to Car'' such that (1.2) M(u) = f U(Dku)dm, Vu G Wkp(I).
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If H is a normalized Carathéodory function satisfying (1.2) and if q is a polynomial of order less than k, then H + H is also a normalized Carathéodory function and satisfies (1.2) . Conversely, if H and H' are two normalized Carathéodory functions satisfying (1.2) then there exists a polynomial q of order less than k such that H' -H is equivalent to H.
Finally, if M is a functional on Wkp (I) defined by (1.2) , where H isa normalized function in Caxp, then M satisfies conditions (i) and (ii). Theorem 1.2. Let §: \frp(I) -* LX(I), (1 < p < oo, k a positive integer) be an operator satisfying the following conditions:
(ii) If 1 < p < oo, 8 is continuous with respect to the norm topologies; if p -oo, S is continous with respect to the (bm)k topology of Wkp(I) and the norm topology of LX(I).
(iii) § is Dk-local, i.e. for every u in \Vkp(I), @(u) vanishes whenever Dku vanishes.
Then there exists a normalized function G: IX R -» R, belonging to Car'' such
The function G is unique up to equivalence.
If §: \Vkp(I) -+ LX(I) is defined by (1.3) , where G is a normalized function in Càrp, then § satisfies condition (i)-(iii).
As we shall show below, these results can be reformulated as representation theorems for functionals and operators defined on a closed subspace of LP(I). It is, actually, in this form that they will be proved here.
Consider the following subspace of LP(I), (1 < p < oo), (1.4) 9IL{ = {/ e L"(I): ¡i tJf(t)dm(t) = 0,j = 0,... ,k -lj.
Clearly 91t£ is a closed subspace of LP(I) with respect to the norm topology. Also 91t£ is closed with respect to the (bm) topology. It is not difficult to verify that <DH£ is linearly isomorphic with Wkp(I), the isomorphism being given by (1.5) 1^(7) 3 u ~ Dku E <mfk.
In view of the equivalence of the norms (0.1) and (0.2) the isomorphism is bicontinuous with respect to the norm topologies. If p = oo, the isomorphism is also bicontinuous with respect to the (bm)k and (bm) topologies. Indeed a sequence [un) (i) N is disjointly additive, i.e., iff, g E 9It£ then N(f+g) = N(f) + N(g) whenever fg = 0.
(ii) N is continuous with respect to the Lp norm, if 1 < p < oo, and with respect to the (bm) topology, if p = oo.
Then there exists a normalized function H in Car^ such that
If H is a normalized Carathéodory function satisfying (1.6) and q is a polynomial of order less than k, then H + H is a normalized Carathéodory function and satisfies (1.6). Conversely, if H, H' are two normalized Carathéodory functions satisfying (1.6), then there exists a polynomial q of order less than k, such that H' -H is equivalent to H .
Finally, if N is a functional on 91t£ defined by (1.6) , where H is a normalized function in Car'', then N satisfies conditions (i) and (ii).
A normalized function in Carp satisfying (1.6) will be called a Carathéodory kernel for N. Theorem 1.4. Let % be an operator, %: 91t£ -» LX(I) satisfying the following conditions:
(i) % is disjointly additive.
(ii) %is continuous with respect to the Lp norm, if I < p < oo, and with respect to the (bm) topology, if p = oo.
(iii) %is local, i.e. for every f E ^Mfk, %(f) vanishes wherever f vanishes. Then there exists a normalized function H: IX R -» R belonging to Car'' such
The function H is unique up to equivalence. If%: $j?(I) -* L (I) is an operator defined by (1.7) , where H is a normalized function in Car'', then % satisfies conditions (i)-(iii).
The necessity of condition (i) in Theorem 1.3 and of conditions (i) and (iii) in Theorem 1.4 is an immediate consequence of the normalization of H. The necessity of the continuity assumption in these two theorems follows from the following known result. Proposition 1.5. Let H be a Carathéodory function on I X R and let p E [1, oo] . Then the following statements are equivalent:
(I) H E Car' . For the proof of this proposition we refer the reader to [7] when 1 < p < oo and to [8] for 1 < p < oo. The last statement in (III) does not appear in these references. However, a proof of this statement may be found in [11] . In fact one can easily derive this property from (II) as follows.
Let {/,} be a (¿wj)-convergent sequence in L°°(/). Then every subsequence {f") contains a further subsequence {/,.} which converges to/a.e. Let c be a bound for {/,} and let hc be as in (II) (for/) = oo). Then {H(f"-)} converges a.e. to H(/) and is dominated by hc. Hence, by the dominated convergence theorem, H(/",) -> H(/) in LX(I). It follows that H(/") -* H(/) in LX(I).
We finish this section with a remark concerning the normalization of the kernel. If Tí is a function in Carp, not necessarily normalized, and N is a functional on 91t£ defined by (1.6) Furthermore, if h0 is any function in Lx (I) such that f¡ h0dm = c then, setting H(t,a) = H*(t,a) + h0(t) for every (t,a) E IX R, we have
2. Some algebraic properties of disjointly additive functionals. All the functions considered below are assumed to be real Lebesgue measurable functions on / and all sets are assumed to belong to t.
We denote by pk (k = 1,2,... ) the vector-valued measure on (I, t) given by (2.1) pk(E) = (fEdm, f£ tdm, ...,J£ tk~xdm), V£ G t.
Given an integrable function / we set (2.2) pk(f) = lfdpk.
Since pk is a nonatomic finite dimensional vector measure, Liapunov's theorem [9] gives the following result. For every set E in t, there exists a partition [EX,E2) of E such that
The following two spaces related to pk will occur frequently:
/is a simple function on I and pk(f) = 0}.
Given a function/we shall denote byAT(/)the set{r:/(f) #0}.#(/) will be called the strict support of/. Two functions are said to be disjoint if their strict supports are disjoint. The characteristic function of a set E will be denoted by Xe- In the following lemmas we derive certain properties of disjointly additive functionals on Sk, without any continuity assumptions. (ii) /// G %k andf = 2JLj <*¡Xe with (Ei) disjoint, then
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By the disjoint additivity of N and (2.6) we obtain,
In view of the fact that N is even, (2.7) yields (2.5).
Given a set V and a real number a, let (2.8) Ta(V) = tf(«(xK -Xy2)l where {If, !£} is a partition of F into sets of equal /¿¿-measure. By (2.5), y, is well defined. Clearly -^ is a finitely additive set function on t and it satisfies condition (i). Let/be as in (ii) and let {£,.,, Ei2) be a partition of £,-into sets of equal ¡ik-
This completes the proof of the lemma LEMMA 2.2. Let N be a disjointly additive, odd functional on %k. Iff, g, h are disjoint simple functions such that f -g andf -h belong to %k then (2.9) N(f -g) = NU -h)-Nig -h).
Proof. As in the proof of the previous lemma, we assoicate with the given function / a pair of disjoint functions /,, f2 such that/ -fx +f2 and pk(fx) -pk(f2). Similarly we associate with g and h pairs of functions gx, g2 and hx, h2 respectively. Then
The term in the brackets vanishes because N is odd. Thus
The following is an immediate consequence of the previous two lemmas. Lemma 2.3 . Let N be a disjointly additive functional on %k. Iff, g, h are disjoint simple functions such that f -g andf -h belong to Sk then (2.10 )
is independent of h.
Proof. Denote by N0 the odd part of TV and by Ne the even part of N. Obviously N0 and 7Ve are disjointly additive on Sk. Applying Lemma 2.1(h) to Ne and Lemma 2.2 to 7Y0 we obtain (2.10). Lemma 2.4 . Let U, V be sets in r, not necessarily disjoint, with pk(U) = pk(V), and let {Uv)\, [Vv)\ be partitions of U, V such that (2.11) pk(Up) -pk(lÇ), v=l,2,...,s. 
Combining the last two equations we obtain (2.12).
Corollary 2.5. Under the assumptions of the lemma we have
Proof. This is an immediate consequence of (2.12).
Remark. Suppose that in addition to the assumption of Lemma 2.4 , N is countably disjointly additive. Then Lemma 2.4 holds if finite partitions are replaced by countable partitions. The proof is the same as before.
3. Some properties of fik. For later developments we need more detailed information concerning the measure ¡ik. This additional information will be derived in the present section.
Given a set E in t we shall say that 2£ is a Blackwell a-algebra for E with respect to nk if, (i) 2£ is a a-algebra for E and 2£ Q t.
(ii) F G 2£ => fik(F) is parallel to ft^(F).
(iii) ¡ik is a nonatomic measure on ~S,E. (Since the range of ¡ik on 1E is onedimensional, nonatomicity can be understood just as in the case of scalar measures.)
It is well known that every set E possesses such a a-algebra. In fact this is a consequence of Liapunov's theorem on vector measures [9] (see also [3] which first discussed such algebras). Moreover by Liapunov's theorem, the range of pk on 2£ is the segment [a¡ik(E): 0 < a < 1}. Definition 3.1. Given a family of disjoint sets & = {Ax,... ,Ak), we shall say that it is ^-independent if {fik(A:)}• =1 is a linearly independent set of vectors.
Let & be a ^-independent family of sets. We denote by /£ : Rk -» Rk the linear mapping given by k (3.1) P&(x) = (o-,,... ,ak) where x = 2 OjV-Mj)-
The norm of ^ with respect to the max norm in Rk will be denoted by l/p(eB).
If Tis a set, then P&(pk(T)) will be abbreviated to P&(T). Proof. Denote by p(txx, • ••»**-!,*) the determinant of the kxk matrix whose y'th column is given by (Ui ,-, t2j,..., tkZ\j). Let p0(tx ,...,tk)be the Van der Monde determinant whosey'th column is given by (1,U, tj,...,tk~x).
If ß > 0, and tj+x -tj> ß îotj = 1, ..., k -1 then 
Let A = A(£E) be the determinant whose columns are given by ¡ik(Ax), ..., /xA(.¿¿). Then by (iii) and (3.3) we have,
Thus & is ^-independent. If x E Rk and x = 2i "jf-k^j)tnen
where ck is a constant depending only on k (we may take ck = /:' +I" ) and |-|' denotes the max norm in Rk. Setting p = v'(a,k)/ck we get, from (3.4) and (3.5) , |/g(*)|' < p-1 |jc|'. This completes the proof of the lemma. Remark. Using the notation of Definition 3.1 we have
On the other hand, it is easily verified that w<(|m(^))i4wr.
Hence, p(&) < 2i fn(Aj). In particular, pk(a) < a. ( * -xu -Xy, u n V \x = £*(*) = ^(i/) -If ris in T then a 2-representative of ft* (7") will &x-so be referred to as a 2-representative of T.
Let/be a simple function:/ = 2"=i «,-X£.> with {£,} disjoint. We shall say that/is a 2-representative of/if/ = 2" a¡h¡ where A; is a 2-representative of E¡ and ä"(/j,), ..., K(hn) are disjoint. Lemma 3.2 . Let S, and 2 be as in the above definition. If x = (xx,.. ,,xk) E Rk and \x\' = max^ <jt \x\ < p(@) then there exists a "^.-representative of x, say h, such that (3.8) m
we have \o\ < 1, (j = 1,...,k), and
Let W: be a set in 2 such that m(W) = |a |m(/4 ). Then the function h given by (3.10) h = 2 Signio)Xrç satisfies conditions (3.7) . Indeed, h may be written in the form Xu ~ Xv Wlln U and V disjoint sets in 2, and 
If f is a simple function such that m(K(f)) ^ p($)> then there exists a 2-representative off.
Proof. This is an immediate consequence of the lemma and the construction described in its proof. Lemma 3.4 . Let A and 2 be as in Definition 3.2. Let f be a simple function and suppose that there exists a ^.-representative of f which we denote by f Set J = 2i gj where g is a simple function on 2-, (/ = l,...,k).
Iff G §Ä then g: E %k for allj. If for a given number a, (3.12) H(r\a)) = H(rx(-á)) then (3.13) Pk(gJ-\a)) = pk(g~x(-a)), (j = 1,...,*).
Proof. If / G &k then/ G Sk. Thus 2i £*(#,) = ^-However, {¡.k(gj) is parallel to iLk(Aj),j = I, ..., k, and {¡ik(Aj)}x is linearly independent. Hence ¡Lk(gj) = 0 for all/.
As a consequence of Definition 3.2
Since g,, ..., gk are disjoint, (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) 
If a is a number such that (3.12) holds, (3.14) and (3.15) imply that
In view of the linear independence of {/x¿(A¡)}x, (3.16) implies (3.13).
We conclude this section with some more definitions and notations. Given a set F and a positive integer r, there exist partitions of F consisting of r sets of equal ¡ik measure. Such a partition may be constructed from subsets of any Blackwell a-algebra for F. Hence, given a simple function / there exist simple functions fx, ...,fr such that
A collection of functions {/,,...,/} satisfying (3.17) will be called a ^-uniform decomposition off.
Let £ be in t with m(E ) > 0 and let 2£ be a Blackwell o-algebra for E with respect to nk. We denote by 9lt£(2£) and S¿(2£) the subsets of 91t£ and S¿ respectively, consisting of those functions which are measurable with respect to2£. 4 . Statement and discussion of intermediate results. The proof of Theorem 1.3 is divided into two main parts. In the first part we establish the existence of a kernel H (not necessarily Carathéodory) such that the representation formula (1.6) holds with respect to functions in Sk. In the second part we derive certain continuity properties of the kernel mentioned above and use this information to obtain a continuous, disjointly additive extension of the functional N to the entire space LP(I). As we remarked in the introduction, once the existence of such an extension is established, the full representation theorem follows from known results such as those developed in [5] . (3.17) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Thus the first part of our program consists in proving the following result. 
If q is a polynomial of order less than k, then H + H also satisfies (4.1) and (4.2). Conversely, if H, H' are two real functions on I X R satisfying (4.1) and (4.2) then there exists a polynomial q of order less than k such that H' -H is equivalent to H.
A function H satisfying (4.1) and (4.2) will be called a kernel for TV.
In order to prove this theorem, it is convenient to consider odd and even functionals separately. When TV is even the existence of a kernel is easily established. We deal with this case in the next lemma. However when TV is odd the proof of the theorem is considerably more involved. This part of the proof will be developed in the next three sections. Proof. Let {%) be as in Lemma 2.1. Then conditions (i) and (ii) imply that, for every a in R, y, is countably additive on t and ya is absolutely continuous with respect to Lebesgue measure. Hence, by the Radon-Nikodym theorem, there exists a function H: IX R -* R satisfying (4.1) such that (4.3) i(V)=fyH(t,a)dm, VF G t.
(Since % = y_a we have also, H(-,a) = H(-,-a), for all a in R)
Now formula (4.2) follows immediately from (4.1), (4.3) and Lemma 2.1(h).
The next lemma shows (for general N) that, in order to obtain the representation formula (4.2) for every / in Sk, it is sufficient to establish this formula for a more restricted set of functions.
At this point it is convenient to define two subsets of S¿, namely {&k = {/ G Sk: range(/) C [0,a,b] for some a,b in R), S° = {/ G S,:range(/)ç {0,1,-1}}. Lemma 4.3 . Let N be a disjointly additive functional on %k. Suppose that there exists a function H: IX R -* R, satisfying (4.1), such that (4.5) N(f) = fH(f)dm, for every fin &k. Then (4.5) holds for every fin Sk.
Proof. First suppose that k -1. In this case it can be verified that every function/in Sj can be written as a sum of disfoint functions in &x. Therefore the required result follows immediately by disjoint additivity. Now consider the case k > 1. In order to prove the lemma it is sufficient to show that (4.5) holds for every / in Sk such that
with pk(a) as in Lemma 3.1. Indeed, by means of /^-uniform decompositions, every function in S¿ can be written as a disjoint sum of functions in Sk which satisfiy (4.6).
Let / be a function in Sk satisfying (4.6) and set D = I\K(f). Since pk(a) < a we have m(D) > j. Let & be a family of ^-independent subsets of D such that p(&) > pk(\). The existence of such a family is guaranteed by Lemma 3.1. Let 2,-(j = l,...,k) and 2 be as in Definition 3.2. Finally, let/ be a 2-representative of -/. Then / + / is a linear combination of disjoint functions in $k, so that by (4.5) and disjoint additivity, (4.7) N(f) + N(f) = N(f + f) = /y H(f + f)dm.
Let / = 2i gp where gj is a simple function over 2-. By Lemma 3.4 , gj G S¿(2p. Since 2-is a Blackwell a-algebra, it can be verified (exactly as in the case k = 1) that every function in §¿ (2 ) can be written as a sum of disjoint functions in S¿(2y). Therefore / can be written as a sum of disjoint functions in &k and we conclude that
Finally (4.7) and (4.8) imply (4.5).
The proof of Theorem 4.1 in the case that N is odd is divided into two parts. In the first part we obtain a representation formula for N on the family of functions [af:fE S°,a G R). Employing this result we reduce the representation problem to the case of a functional Ñ which possesses the additional property of ^-invariance. We say that a functional Ñ on Sk is ^-invariant if for every pair of functions/, g in %>k such that \s.k(f~X(a)) = [>-k(g~X(a)), Va G R we have Ñ(f) = Ñ(g). The second part of the proof consists of the derivation of a kernel representation for /¿¿-invariant functionals.
The representation formula to be obtained in the first part is a consequence of the following result.
Theorem 4.4. Let A be a functional on &k satisfying the following conditions:
(i) A is disjointly additive.
(ii) A is odd.
(iii) A is continuous on &k with respect to convergence in measure. Then, there exists a unique G in L (I) such that pk(G) = 0 and, (4.9) A(f)=fIGfdm, V/GS*.
Theorem 4.4 will be proved in §5 (for k = 1) and in §6 (for k > 1). The representation formula for /¿¿-invariant functionals will be derived in §7.
Finally, the proof of Theorem 4.1 will be completed in §8. Step 1. Let U be a set in t such that m(U) = \/n, where n is an integer larger than 1. Let [Ux,..., Un_x} be a partition of I\U into sets of measure \/n and set A0(í/) = ¿21A(xí;-x(/i).
The definition of A0(U) does not depend on the partition. Indeed, if {£/'j,..., U'n_x) is another partition of I\U into sets of measure \/n we have Combining the two equalities and using (5.1) we get
Similarly we get
In view of the disjoint additivity of A and part (a) of the lemma, (5.7) and (5.8) imply (5.4).
We conclude the first step of the construction by defining Step 2. Let Ube a set in t such that m(U) is rational. Let m(U) = l/n (l,n positive integers) and let {Ux,..., U) be a partition of U into sets of measure l/n. Set where U* C I\U for all i. Clearly (5.14) implies (5.13). Lemma 5.4 . Let U be a set in t such that m(U) is rational and let {i/"}J° be a partition of U consisting of sets of rational measure. Then (5.15) A0(U) = 2 A0(t/").
Proof. Let Us = U',= l Up. Then, by Lemma 5.2,
A0(US) = 2 A0(i/"), AQ(U) = AQ(U\US) + AQ(US).
By Lemma 5.3 , lim^^ A0(U\US) = 0. Hence the required result.
Step 3. Let U be a set in t and let (i/"}^° be a partition of U consisting of sets of rational measure. Set We must show that this definition of A0(t/) does not depend on the partition. But first we note that when m(U) is rational, (5.16) agrees with the definition of A0(C/) given in the previous step. This is clear in view of Lemma 
5.4.
The following terminology will be useful. Given a set U in t, a partition of U consisting of sets of rational measure will be called rational partition of U.
A set E will be called an r-set if it is a finite union of intervals with rational end points. We now prove statement (a) in the case of an open set 0 such that m(0) is irrational. Given a rational partition {0"}J° of 0 it can be seen that there exists a partition {0¿}J° of 0 consisting of /--sets, such that w(0¿) = m(6"), v ■» 1, 2, _Therefore, in view of (5.20) , it is sufficient to prove the following. Let {B'v}, {0""} be two partitions of 0 consisting of r-sets. Then (d) The measure A0 is finite (i.e., AQ(U) is finite for every U in t). Therefore A0 is bounded. By definition (see (5.9)) A0(U) = 0 whenever m(U) -0. Thus A0 is ffi-absolutely continuous. The inequality (5.18) was proved in the case where m(U) is rational (Lemma 5.3) . However, every set U in t is the limit of an increasing sequence of sets of rational measure. Therefore (5.18) holds for arbitrary sets in t.
The existence of a function G with the properties stated in Theorem 4.4 follows (in the case k = 1) from Lemma 5.5 and the Radon-Nikodym theorem. If Gx, G2 are two such functions, then (setting G* = Gx -G2) we have, (5.23) f]G*fdm = 0, V/Gg°. But (5.23) implies that G* is a constant. Therefore the function G in Theorem 4.4 (with k = 1) is uniquely determined by (4.9) and the condition px(G) = 0. This completes the proof of Theorem 4.4 in the case k = \.
6. Proof of Theorem 4.4 for k > 1. As in the case k = 1, the theorem is proved by constructing an appropriate signed measure A0.
Let £ be a set in t with m(E ) > 0 and let 2£ be a Blackwell o-algebra for E with respect to pk. Note that pk(U) = m(U)[pk(E)/m(E)], Vf/ G 2£.
The measure space (E,1E,m) is separable, nonatomic and nonnegative. Therefore the measure algebra associated with this measure space is isomorphic with the measure algebra associated with the Lebesgue measure space of the interval [0,m(E)}, (see, e.g., [6, p. 173] ). In view of this isomorphism the results proved in the previous section imply the following.
Given A as in Theorem 4.4 and given a set E and a o-algebra 2£ as above, there exists a signed measure As on (E, 2F) such that:
whenever U, V E 2£and pk(U) = pk(V). 
Thus if U E 2 and U -Uf U¡ with LJ G 2;, then
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Our objective is to extend A0 to all of t. The extension will be constructed in four steps.
Step 1. Let F be a set in t such that V n A0 = 0 (where A0 = Uf^).
Assume that (6.5) m(V) < PkC2) < p(&). 
) A0(V) = A(xy -h) + k0(h) = A(xv -h) + A0(S) -A0(T).
Since S, T E 2, A0(S) and A0(T) are defined by (6.4) .
We shall show that the value of A0(V) as given by (6.6) [V, V") be a partition of V into sets of equal ju^-measure. In view of the fact that h', g" and h", g' are disjoint pairs of functions we have A(xv. -h') + k0(h') = A(Xr -g") + k0(g"),
A(xk» -h") + k0(h") = A(xr -g') + k0(g').
Summing up the two equalities we get A(xy -h) + k0(h) = A(xv -g) + k0(g).
Thus A0(V) is well defined by (6.6). Here we used the countable disjoint additivity of A (properties (i) and (iii)) and the fact that A0 is a measure on 2.
Step 2. Let F be a measurable set contained in the complement of A0. Let r be a positive integer such that \/r < pk(\). Let \VX,..., Vr) be a partition of K into sets of equal /¿¿-measure. Then each of the sets Vt satisfies (6.5) so that A0(*/) (' = 1> • • • ,r) is defined by (6.6) . Set (6.9) A0(V) = 2 A0(V¡).
For a given r, the value of A0(K) as given by (6.9) does not depend on the partition. This follows from Lemma 2.4 and Lemma 6.1(a) . Further, using Lemma 6.1(b) it is easy to verify that the above definition of A0(V) does not depend on r. Finally, if V satisfies (6.5) then A0(V) as given by (6.9) coincides with A0(V) as defined in the previous step. This is clear in view of Lemma 6.1(b). Lemma 6.2 . The statements of Lemma 6.1 are valid even if U, V do not satisfy condition (6.5) .
Proof. This is an immediate consequence of (6.9), Lemmas 6.1 and 2.4.
Step 3. Let F be a set in t such that (6.10) m(V) < p¿(l/4). The value of A0(V) given by (6.12) does not depend on the choice of h. This is proved by the same argument that was used in Step 1 to show that A0 (V) is well defined. Step 4. Let F be a set in t. Let 5 be a positive integer such that 1/j < pÄ(l/8) and let {If,..., Vs) be a partition of V into sets of equal ¡ik-measure. Set (6.16) A0(F) = 2 AoW, where A0(I^) is defined as in Step 3. For a given s, the value of A0(F) does not depend on the partition. This follows from Lemma 2.4 and Lemma 6.3(a) . Further, the value of A0(V) does not depend on 2. This is easily verified, using Lemma 6.3(b) . Finally, if V satisfies condition (6.10) then A0(V) as given by (6.16 ) coincides with the value of A0(V) as defined in Step 3. This is clear in view of Lemma 6.3(b) . Lemma 6.4. (a) If U, V are sets in t of equal ¡ik-measure then (6.14) holds.
(b) If V is a set in t and {K}i° a partition of V then (6.15) holds.
Proof. This is an immediate consequence of (6.16), Lemmas 6.3 and 2.4. We can now complete the proof of Theorem 4.4. In view of (6.3) and the construction of A0 we have (6.17) A0(i/) = 0 whenever U is an m-null set.
This together with Lemma 6.4 implies that A0 is an m-absolutely continuous signed measure on (I, t). Therefore, by the Radon-Nikodym theorem there exists a function G in LX(I) such that (6.18) A0(U) -f Gdm, Vt/ G r. Lemma 6.4(a) and (6.18) imply that C7 satisfies (4.9) . Clearly if q is a polynomial of order less than k then (6.19 ) ¡¡qfdm = 0, V/GS°.
Let q be the (unique) polynomial of order less than k such that /¿¿(G) = pk(q). Then the function G* = G -q satisfies (4.9) and the condition pk(G*) = 0. Finally, the uniqueness of G* is an immediate consequence of the following Lemma 6.5 . Let g be in L(I) and suppose that (6.20) 
Then g is a polynomial of order less than k.
A proof of this lemma will be given in the Appendix. Such a partition will be called an (a, b) partition. By property (c), Ñ(axs ~ bxs ) is independent of the particular choice of the (a, b) partition. In fact this expression depends only on ¡ik(S). Let (7.4) V,tb(S) = (a + b)Ñ(aXSl -bXSl).
Then -^b is a set function on t. Properties (a) and (b') imply that -^b is countably additive and absolutely continuous with respect to Lebesgue measure. Therefore, by the Radon-Nikodym theorem, there exists an element FaJ)of LX(I) such that %j,(S)=fsFaJldm, VS-Gt. Since (7.6) %j,{U) = ^(V) whenever U, V E r and ¡ik(U) -H(V), it follows that f]FaJ,hdm = 0, VAeSjJ.
Thus, by Lemma 6.5 , Fab is a polynomial of order less than k. Set
In order to obtain from (7.7) a kernel satisfying (7.1) we have to show, in effect, that the coefficients £• can be expressed in terms of functions tj of one variable. We shall consider separately the case where Ñ is even and the case where Ñ is odd. It is clear that the validity of the theorem in these two particular cases implies its validity in the general case.
First, assume that Ñ is even. Note that the set function \a/2a (a > 0) defined above then coincides with the set function \ defined in Lemma 2.1 (see (2.8) ). Therefore, if/ = 2"=]a,Xf e §*> Lemma 2.1 and (7.5) imply that ÑU) = 2 yM(E) -2 2¡^|/£/ FMMdm. we get (7.2) . Furthermore, by (7.7) the function H defined above satisfies condition (7.1).
Next suppose that A? is odd. We claim that, in this case, the equality (7.8 ) al ( However by (7.5) and (7.7) Vb(U) = £(a,b)-pk(U), Ví/Gt.
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(a + c)b (b + c)a ß = 7-¡a and ß = 7-rr-
Since Ñ is odd, it follows from Lemma 2.2 that the right-hand side of (7.9) is zero. Note also that (7.9) holds for every x in the range of pk, which is a kdimensional subset of Rk. These facts imply (7.8) . Let c0 be a fixed positive number and set (7.10) rj(a) = -rj(-a) = yl(a,cQ), Va > 0, and t)(0) = 0.
The fact that Ñ is odd implies that yab = -yba, and hence i(a,b) = -¿,(b,a), (a,b > 0) . Therefore, setting c = c0 in (7.8) and solving for f(a,6), we obtain
Let H be the function given by k 2 i (7.12) H(t,a) = 2 %(a)tj~X, Va E R,Vt E I, where l\(a) = (-qx(a),... ,-qk(a)). Then, by (7.4), (7.5), (7.7) and (7.11), we deduce that (? 13) Ñ(aXu -bXy) = ¿ULvWm -ÏTÏ*<*« ' *& U K>
whenever a, b are positive and U, V are disjoint sets such that aXi/ -bxy E S*. Now (7.10), (7.12 ) and (7.13) imply that (7.14) Ñ(f) = fû(f)dm, V/GS,.
Finally, since H satisfies (7.1) and (7.14), Lemma 4.3 implies that H satisfies (7.2) . This completes the proof of the theorem.
8. Proof of Theorem 4.1. Let A7 be a functional satisfying the assumptions of the theorem. Let Ne and N0 be the even and odd components of N, respectively, i.e.
( 8 1) f Ne(f) = Wf) + N(-f))/2,
It is clear that both Ne and NQ satisfy assumptions (i) and (ii). By Lemma 4.2 there exists a kernel for Ne. We proceed to prove the existence of a kernel for 7V0. Obviously, the sum of the two kernels will be a kernel for TV. Given a real number a we define a functional Aa on &k by 
We claim that Ñ is odd and that it satisfies conditions (a), (b '), (c) of Theorem 7.1 and the remark following it. The fact that A? is odd and disjointly additive is clear from its definition, together with (8.1) and (8.4) . The continuity of N and the fact that G(-,a) G LX(I) for every real a, imply that Ñ satisfies (b')-We proceed to show that Ñ satisfies condition (c).
First we note that, by (8.2)-(8.5) , Ñ(f) = 0 for every function/which is a linear combination of disjoint functions in S¿. Now suppose that/and g are two functions in S¿ such that (8.6) M/~'(fl))-M*"'*«)). Summing up these two equalities and using disjoint additivity we obtain Ñ(f) = Ñ(g).
Thus Ñ satisfies condition (c). By Theorem 7.1 and the remark following it, there exists a kernel H for Ñ.
By (8.5) , the function H0 = H + G is a kernel for A^. This completes the proof of the existence of a kernel for N. If a is a polynomial of order less than k and H is defined as in (1.1) then, clearly, (8.8) fHo(f)dm = 0, V/GSA.
We shall show that, conversely, if H is a real function on / x R satisfying (4.1) and (8.9) f}U(f)dm = 0, V/GS* then H is equivalent to H for some polynomial q of order less than k. In order to prove this statement we consider separately the odd and even parts of H, defined as follows, (8 10) f Thus, for every real a, (8.11) He(t,a) = 0 for a.e. t in 7.
By (8.9 ) and (8.10), J7 H0(-,a)fdm = /7 H0(a/)o7H = 0, V/ G S¿°, Va G /?.
Hence, by Lemma 6.5, a) is equivalent to a polynomial of order less than k, for every real a. Let This, together with the fact that c is odd, implies that (8.13) c(a) = aC, for some fixed vector C = (cx,.. .,ck). Let q(t) = 2, c¡tj~ , t E I. Then (8.12) and (8.13) imply that H0 and H are equivalent. Therefore, in view of (8.11) , H and H are equivalent. This completes the proof of the theorem.
9. Continuity properties of the kernel; completion of proof of Theorem 1.3. In the previous sections we established the existence of a kernel (in the sense of Theorem 4.1) for continuous, disjointly additive functionals on §¿. In this section we obtain certain continuity properties of the kernel or, more precisely, of an operator defined by it. Then, using these properties, we show that, under the assumptions of Theorem 1.3, this kernel is equivalent to a Carathéodory kernel. Lemma 9.1 . Let N be a functional on %k satisfying the assumptions of Theorem 4.1 and let H be a kernel for N. We proceed to prove that {H(f*)} is a Cauchy sequence in LX(I). Clearly, this will imply that {H(/,)j is a Cauchy sequence in LX(I). Denote fo(gij) = A*(F/j). MM = M\A (9.7) This is a consequence of Lemmas 3.1 and 3.2. By (9.7), lim;7_xg/y = lim,-j^ggJtjj = 0, with respect to convergence in measure and hence with respect to Lq norm for every a G [1, oo) . Also, in case (a), {g/y -ft .}/,/>Wo an(l (A, ■ -H¡j}¡ ¡>n are bounded families of functions. Hence, by (9.5), (9.7) and the continuity property of N, we obtain (9.8) . lim N(g¡ . -g, ) = lim /VÍA, , -Â, ) = N(f* ).
Note that, by (9.2), (9.4) and (9.7)
Hence, by (9.3) and (4.2) ( 9 9 In view of the fact that H(-,\) and H(-,-\) belong to Ü (I ), (9.7) implies that lfanw^w/j, = 0. Hence, by (9.8) and (9.9) , lim, ^^Z, = 0. This completes the proof of the lemma.
We are ready now to complete the proof of Theorem 1.3.
Proof of Theorem 1.3. Let H be a kernel for N in the sense of Theorem 4.1. We define an operator %: Lp(0,1) -> /J(0,1) as follows.
Given / in Z/(0,1), select a sequence of simple functions {/,} which converges to/with respect to the Lp norm. Set (9.10) %(f) = Ü -lim H(/").
By Lemma 9.1 the limit exists and is independent of the choice of the approximating sequence {/,}. Moreover By (9.11) and (9.12) , H(/) = H*(/) whenever / is a simple measurable function. Therefore H* is also a kernel for N (in the sense of Theorem 4.1). Thus we have (9.13 
Now let / G L?H£. By Lemma A.2 (see Appendix) there exists a sequence {/"} in ?4 which converges to/in //(/). By (ß)%(fn) -» 3C(/) in L'(/). By property (ii) of TV, A(/") -* A/(/). Hence (9.12) and (9.13) imply that (9.14) NU) = ¡l n*(f)dm, V/ G *lp.
This completes the proof of the existence of a Carathéodory kernel for A'. The characterization of the set of all Carathéodory kernels for N, as stated in the theorem, is an immediate consequence of the parallel characterization in Theorem 4.1. Finally, the fact that conditions (i) and (ii) are necessary for the existence of a Carathéodory kernel, has already been proved in §1.
This completes the proof of the theorem. We consider also an arbitrary ju^-uniform decomposition of h, say [h',h") and denote U' = K(h'), U" = K(h"). Then, by (10.6) and the result proved in the first part of the proof, we have n/i -h')Xu> = 9CC/3 -h')XU', %U'\ -h")xu» = 9CC/J -h")Xu" ■ In view of (10.1), these inequalities remain valid if we replace Xu' and Xu" by Xu' (^ = K(h))-Hence, summing up the two equalities, we get (10.3). Proof. The operator % may be written as the sum of an odd operator and an even operator, each satisfying the assumptions of the lemma. Therefore it is sufficient to prove this lemma in the case where % is odd and in the case where % is even.
Suppose that % is odd. Let a E R and let U be a set in t with m(U) < 1.
Then there exists a simple function g such that (10.9) K(g) n{/ = 0 and ¡ik(g) = aH(U).
This is a consequence of Lemmas 3.1 and 3.2. By Lemma 10.1 the element of L (I) given by %(axy -g)xu 1S uniquely determined by U (provided that g satisfies (10.9)). Thus for any a and U as above we set Now consider the case where 3C is even. If U G t and {Ux, tV2} is a partition of U into sets of equal /¿¿ measure, then 'X(a(xt -X// ))Aa G R), is independent of the particular choice of the partition. This is proved in the same way as formula (2.5) (see proof of Lemma 2.1). Set Indeed, by (10.1) and (10.14), K(HL(-,a)) Q U. Also if U G t and K = / \U, then (by (10.14) and disjoint additivity), HL(-,a) + Hx(-,a) = H(-,a). These two facts imply (10.15). Clearly, the function H: I x R -* R defined above satisfies condition (10.7).
(Note that (10.1) implies that 3C(0) = 0, so that /7(-,0) = 0.) We proceed to show that it also satisfies condition (10.8). Let / G F¿, / = 2("=, a, xs, -where {S,}" is a partition of /. Let {S'¡, S "} be a partition of S¡ into sets of equal /¿¿ measure and set In particular we deduce that, H(-,a) = H*(-,a) for every real a, the equality being understood as Lebesgue equivalence. By (10.8) and (10.23) (10.24) X*(f) = %(f), V/GS¿.
Since S¿ is dense in 91t£ with respect to the If norm (1 < p < oo) (see Appendix), (10.24) and the continuity properties of % and %* imply that 3C*(/) = 9C(/)> V/ G 91t¿\ Finally, by (10.22),
3C(/) = H*(/), V/G91L¿\
Thus H* is a normalized function in Car'' satisfying (1.7). It is easily seen that these properties determine H* uniquely up to equivalence. The fact that the assumptions (i)-(iii) are necessary was shown in §1. This completes the proof of the theorem.
Appendix. The object of this appendix is to provide proofs of two auxiliary results that were used in previous sections. First we shall show that sp S¿ is IA*(/«)I7p(<J) < rn < 2|£¿(/")|'/p(cf).
Setyn) = r~xpk(fn). Then l^'l' < p(cf) and, by Lemma 3.2 
