Abstract-This correspondence describes a method by which range data from a sonar rangefinder can be used to determine the two-dimensional position and orientation of a mobile robot inside a room. The plan of the room is modeled as a list of segments indicating the positions of walls. The algorithm works by correlating straight segments in the range data against the room model, then eliminating implausible configurations using the sonar barrier test, which exploits physical constraints on sonar data. The approach is extremely tolerant of noise and clutter. Transient objects such as furniture and people need not be included in the room model, and very noisy, low-resolution sensors can be used. The algorithm's performance is demonstrated using a Polaroid Ultrasonic Rangefinder.
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I. PROBLEM DEFINITION
This correspondence considers the problem of enabling a mobile robot to determine its position and orientation (its configuration) inside a building in a way that is independent of assumptions about previous movements. This ability will be called absolute localization, or simply localization. Localization is the direct measurement of vehicle position, in contrast to dead reckoning, or trajectory integration, which deduces the vehicle's position from its velocity history. Velocity is measured relative to nearby stationary objects such as the ground.
Since the errors encountered in dead-reckoning are cumulative, a robot that navigates by dead reckoning alone will eventually lose track of its position. Ultimately, this can be prevented only by periodically re-establishing the absolute position of the robot. Therefore, a means of localization is necessary for safe, reliable robot navigation.
Some solutions to this problem have been proposed that require modifications to the environment, such as triangulation from infrared beacons [4] . It would be desirable to solve the problem without modifying the environment. Most of the mobile robot navigation schemes developed so far, such as [111, are essentially dead reckoning methods, which lack any provision for periodically localizing the robot. Such schemes could benefit from localization.
In the approach to localization described in this correspondence, the robot's environment is a room or area inside a building. The environment might include the whole building. The robot's user must provide a model of the room consisting of a list of segments Manuscript received April 14, 1985 ; revised May 6, 1986 . Recommended for acceptance by R. Bajcsy. This work was supported in part by a grant from the System Development Foundation, and in part by the Ad- indicating the locations of walls. Such a model is easily constructed from an architect's drawing. The rangefinding device used in this paper is a Polaroid Ultrasonic Rangefinder, but any rangefinder may be used (see, for example, [7] , [8] , [9] , and [14] ). We will call ultrasonic rangefinding sonar for short.
The closed contour obtained by a 360-degree sweep with a sonar beacon will be called a sonar contour. The lines drawn from the robot position to the individual data points in the sonar contour represent individual range readings, and are called sonar rays. Fig.  1 shows a typical room outline, a typical sonar contour obtained from inside the room, and the corresponding localization as determined by the algorithm.
II. APPROACH
The recent papers [3] , [5] , and [6] have introduced a new approach to object recognition and localization based on the exploitation of simple geometric constraints between sensed data and a model. Section II-D is based largely on the algorithm by Grimson and Lozano-Perez, described in [6] . The main difference between Section II-D and these papers is the use of sonar segments, which are straight segments extracted from a sonar contour, instead of position/normal-vector pairs, as the primary inputs to the algorithm.
This correspondence introduces a new idea called the sonar barrier test in Section II-E. The sonar barrier test checks for physical consistency by determining whether the shape of a sonar contour for a proposed localization is consistent with the fact that sonar beams do not penetrate solid objects. If an inconsistency is found, the proposed localization is discarded. The sonar barrier test makes the algorithm's overall performance superior to what was obtainable using only the Grimson and Lozano-Perez algorithm.
Miller [10] also describes an approach to robot localization using sonar, following the methods of Gaston, Grimson, and LozanoPerez. The method described in [10] uses single sonar rays instead of larger data features as the primary inputs to the algorithm, and it uses a different set of local geometric constraints. Nothing analogous to the sonar barrier test is presented.
Our approach is to consider the localization process to be a twodimensional matching (including rotation) between the sonar contour and the room outline. We wish to determine the geometrical relationship between the robot and the room. The configuration of the robot relative to the sonar contour is always known, so if we determine a possible configuration for the sonar contour relative to 0162-8828/87/0300-0325$01.00 © 1987 IEEE the room outline, then we will have found a possible configuration for the robot inside the room.
The goal of the localization process, therefore, is to find possible matches of the sonar contour to the room outline. We proceed in four steps:
1) Extract straight line segments from the sonar data: Straight segments extracted from a sonar trace are called sonar segments. An example of some sonar segments is shown in Fig. 2 . The matching process is initially driven entirely from the sonar segments, which are usually the sonar images of walls.
2) Perform two-dimensional matching: We use a slightly modified version of the algorithm in [6] For simplicity, we will henceforth lump radial and angular errors together, modeling their combination as unpredictable but bounded by a constant E; thus we assume that the location of the endpoint of any sonar ray may be in error by as much as E. The value of E is determined experimentally; this is discussed in the Results section.
2) False Reflections: Based upon the preceding discussion, one might think it possible to extract a useful approximation of the room outline from the sonar contour. This may be done using sonar scans obtained from multiple locations throughout the room, as in [12] . However, such a method runs counter to our purpose, which is to localize the robot using sonar data obtained from a single location in the room, rather than to construct a map using data from several locations.
It is virtually impossible to obtain a useful approximation of a room outline from a single position for these reasons:
* usually only a small portion of a room is visible from a single position (this applies to any rangefinder), * sonar rangefinder readings often contain extremely large errors due tofalse reflections.
False reflections occur when the sonar beam retums to the rangefinder after bouncing off some object other than the nearest object in the beam's path. This effect is observed very frequently, and has the following explanation. The pulse emitted from the Polaroid device has a frequency of about 55 kHz and a wavelength of about a quarter of an inch. Unless the sensed surface has irregularities whose sizes are of the same order as this wavelength, the beam may be reflected instead of scattered. In this case there may either be no echo or an echo produced after reflection off some object other than tho target. These false reflections occur whenever the incidence angle of the beam is greater than a critical angie 'y, which defines the cone of reflection (CR) for the surface (see Fig.   4 ). A sonar beam striking a wall from inside the CR will reflect directly back to the sensor. A beam striking the wall from outside the CR will be reflected away from the sensor, causing the beam to apparently penetrate the wall. An example of this effect may be seen as the sharp "hom" jutting out of the sonar contour in Fig.  1 . Every surface material has its own CR half-angle, which may range from 7 or 8 degrees (for glass) to nearly 90 degrees for rough surfaces. Fig. 1 shows how a typical sonar contour can bear little resem-blance, in a global sense, to the room. This fact makes it unlikely that a convolution-type localization method such as in [12] , would meet with much success using data obtained from a single position in the room.
B. Clutter Another source of error that the localization method must overcome is clutter, which refers to any object that is not included in the room model. Clutter such as furniture or people can introduce "false walls" that hinder attempts to match straight segments in the sonar contour with walls in the room model. We will show that the approach described here is very effective at ignoring clutter.
C. Extracting Straight Line Segments
A sonar contour consists of 100 range readings, taken from a single position in the room, at 3.6-degree angular intervals. The sensor is mounted at an altitude of 5.5 feet on a stepper-motor driven "head," which can position the sensor under computer control.
The straight-line finder used for extracting straight segments from a contour is the iterative endpoint fit [1] . This algorithm extracts nonoverlapping contiguous subcontours that approximate straight segments. (A contiguous subcontour is a group of sonar ray endpoints that occur consecutively in the sonar contour.) The algorithm has two operating parameters, N and 6; it finds the set of longest subcontours containing at least N points and having no point farther than 6 from a line through the endpoints of the subcontour.
D. Two-Dimensional Correlation Using Local Constraints
The object recognition algorithm by Grimson and Lozano-Perez A naive expansion of the IT would generate nk leaves, where n is the number of walls and k is the number of sonar segments. In principle, we could generate all nk leaves and test each one for geometrical consistency. This would be prohibitively expensive, and very wasteful in view of the fact that only a small fraction of the leaves will be even remotely feasible. The method described in [6] prunes large subtrees from the search using simple local geometric constraints. For example, in Fig. 5 , once we have assigned SI to W2, we can assign S2 to another wall Wi only if the relative distances and orientations of W2 and Wi are similar to those of SI and S2.
One of the key aspects of the interpretation tree method is the addition of a null branch at each level in the IT. The choice of the null branch (or the null wall) at the mth level in the IT represents the possibility that the mth sonar segent is bad data (clutter, noise, or chance alignment of sonar ray endpoints), and should, therefore, not be paired with any wall.
One could assume, a priori, that any subset of the sonar segments are bad data. This would again lead to an unmanageable number of leaves in the IT, because many interpretations that could otherwise be discarded would be saved by assigning their inconsistent segments to the null wall. Therefore, the Grimson and Lozano-Perez algorithm applies the heuristic of assuming as few bad data points as possible. Under this "least bad data" constraint only those paths that promise the greatest number of non-null assignments are explored. In particular, the IT is searched depth-first, and a path is abandoned if it cannot lead to a leaf containing fewer null pairings than the best leaf already found.
We exploit the following local constraints in pruning the interpretation tree: * Distance Constraint: The range of possible distances between a pair of sonar segments, taking sensor error into account, must overlap the range of distances between the pair of walls to which they are assigned in an interpretation.
* of sonar segments, taking sensor error into account, must include the known angle between the pair of walls to which they are assigned in an interpretation. (We assume that the error in a sonar segment's orientation q is bounded by a constant EO.) * Normal-Direction Constraint: This is s.,milar to the distance constraint, except that distances between segments are measured only along the segments' normal vectors.
The local constraints described above are described in greater detail in [2] , [3] , [5] , and [6] .
After pruning the IT using simple local constraints, we can apply a more expensive test for global geometrical consistency. We determine (for each surviving interpretation) a translation and a rotation of the sonar contour that will superpose each sonar segment onto the wall with which it is paired [3] . Once we have determined this configuration, we check to see whether the endpoints of each sonar segment lie within E of its assigned wall, and whether the robot has been localized to lie inside the room. (Such global conditions are not always satisfied by the local pruning constraints.)
E. 7he Sonar Barrier Test
There is one final test that each surviving interpretation must pass: an interpretation must not imply that the sonar beam penetrates any walls from inside their cone of reflection. Fig. 6 illustrates this point. After we have pruned the interpretation tree we are left with a set, which may be empty, of possible robot configurations. For example, in Fig. 6 * If any such ray exists, discard the interpretation and the localization, since they imply a physically impossible situation.
Note that the amount by which a sonar ray must lie outside the wall is not necessarily E. We can afford to use a smaller error bound, called En (for "normal error"), since we are checking the error of sonar rays that we know to be almost normal to a wall (recall Section II-A-1).
The program would be very inefficient if it carried out the search for "penetrating rays" in exactly the manner just described. Instead, the program first finds all walls containing at least one point such that a ray drawn from the robot location to the point lies within the CR for the wall. Then it checks only the sonar rays that fall inside the CR's of those walls. In the localization shown in Fig. 7 , for example, only the walls marked in heavy black would be used in the sonar barrier test.
The sonar barrier test can be very effective at eliminating incorrect localizations that survive the pruning of the interpretation tree. Consider, for example, a case in which the robot is located near a corner in the building. In this case the sonar segments often form a small L-shaped pattern. This arrangement of sonar segments does not help to select a particular corner in the building, since all corners are locally identical. However, the rest of the sonar contour might still contain a great deal of less explicit information about the shape of the room. The sonar barrier test is designed to use this information to determine which corner the robot occupies.
1) Maximum-Contact Heuristic: In the rare event that all of the above procedures fail to produce a unique interpretation, then the interpretation that maximizes the sum of the lengths of sonar segments in non-null pairings is chosen as the final answer. This action, which we call the maximum-contact heuristic, expresses our preference for interpretations based on long sonar segments, which are less likely to be bad data. Note that the occurrence of multiple interpretations is still possible.
III. RESULTS
The algorithm described in this paper has been run on real sonar data. The following section describes some of the results from these experiments.
A. The Experimental Setting
Sonar data were obtained from three different rooms in the Artificial Intelligence Laboratory at MIT. The room outlines are shown in Figs. 8, 9 , and 10. Next to each room outline is a photograph taken from inside the room. The photographs are intended to give the reader a rough idea of how cluttered and "real" these rooms are.
The robot's actual position was measured by hand with a tape measure and a protractor; it is accurate to within an inch or two and about 5 degrees. In the figures that follow, the surviving interpretations and their corresponding configurations are printed di- rectly below each drawing. The actual configuration is also printed. The robot's actual configuration is represented graphically by the outline of a triangle with a small circle inside it. The robot's sonardetermined configuration is represented by a solid white triangle with a cross in the center. The accuracy of a localization may be judged quantitatively be reading the printed numerical results or qualitatively by inspecting the alignment of the graphical symbols.
The figures include information indicating how many interpretations were eliminated by the sonar barrier test and the maximumcontact heuristic. The sum of these two numbers plus one is the total number of interpretations found using only the N = 7 (minimum number of points in a sonar segment), 6 = 0.5 ft (maximum perpendicular deviation for points in a sonar segment), y = 7 degrees (half-angle of the cone of reflection), En = 0.7 ft (maximum error for a sonar ray known to be nearly perpendicular to a wall). This set of parameter values was used for every result shown in this correspondence. This set may not be optimal, since it was chosen based upon a small amount of experimentation. Since the behavior of a sonar rangefinder is very difficult to predict analytically, the author believes that the most effective way to determine a good set of program parameters is by testing the program extensively in the environment where it is to be used. possibly be encountered, namely, a glass window (for which 7y < 10 degrees). The figures in this paper are taken from a session of 24 program runs. Seventeen of these tests yielded a localization that was correct to within one foot in any direction and about five degrees in orientation. Two localizations were dead wrong, i.e., they were in error by more than one foot. The five sonar contours that yielded no localization failed for one of these reasons:
* the sonar contour contained less than two sonar segments, * the sonar segments were paired with mutually parallel walls. We have seen in our experiments with the algorithm that it is unlikely that a localization based on a correct interpretation will be in error by a large amount. This means that dead wrong localizations are usually based upon inicorrect interpretations. Since in- like data features with walls in the room model, pruning inconsistent pairings using local geometric constraints. The key to rejecting incorrect configurations that persist is to exploit global geometric constraints, derived from simple physical laws, on the shape of a sonar range contour. Sonar range data often contain extreme errors due to the nature of sound propagation. Because of this, the use of a sonar rangefinder represents, in some sense, a worst case scenario for localization with range data. Although the algorithm described here is effective at ignoring such errors, the author believes that better performance might be obtained through the use of high-resolution rangefinders, such as the laser devices described in [7] and [8] .
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The author wishes to thank T. Lozano-Perez for his insightful guidance during the author's preliminary work on this subject Also, thanks to P. Gaston, E. Grimson, and T. Lozano-Perez for developing the ideas upon which much of this paper is based. tention upon disparity range rather than resolution. As [17] , which employs the coarse-to-fine strategy to control the camera motion and the matching. A camera is slid along a straight line to take several images of the static scene at predetermined positions, which form a set of stereo pairs of different disparity ranges. The images are convolved with a small-sized Laplacian-Gaussian operator, and the zero-crossings in the filtered images are extracted. The matching process proceeds in a coarseto-fine iterative manner. The pair taken at the shortest baseline is first matched, producing a coarse model of the scene; the matching is easy, at the expense of reduced disparity range. The model, a disparity map of a narrow range, is then used to reduce search range for matching the pair of next longer baseline, again making the process easier. The model is updated and this process is iterated until a sufficient disparity range is reached. One important feature of this method is that occlusions are predicted from the scene model to avoid mismatches.
II. COARSE-TO-FINE CONTROL STRATEGY
The idea of coarse-to-fine strategy was initially applied to stereo matching by Moravec [12] . In his search correlator, the stereo images are consolidated separately into smaller ones which, together with the original two, form two pyramids. The matching, which is done through computing the correlation coefficients, proceeds from top to bottom between the two pyramids, using the result obtained in an upper layer to guide the searching in the lower layer. The use of multiple-scale images greatly reduces the computation cost of the matching by correlation measure.
Since then, the strategy has also been used by Marr and Poggio [9] , Grimson [3] , [4] , [5] and Nishihara [15] in their stereo matchers. While the strategy appears in different forms, they have a common feature that resolution is controlled from coarse to fine. The matching in our method, however, employs the strategy in a different and new way in the sense that disparity range rather than resolution is controlled. Fig. 1 is illustrated to compare it with the Marr-Poggio-Grimson algorithm. Although the two algorithms 0162-8828/87/0300-0332$01.00 (C 1987 IEEE 
