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Neuronal Assemblies
In the last few decades, the discovery of neuronal mechanisms has been greatly aided by the development of imaging techniques; in particular, voltage-sensitive dye imaging (VSDI), pioneered by Amiram Grinvald, has proven to be especially powerful. 1 The very high spatiotemporal resolution of VSDI enables the study of brain activity in real-time across a range of micro-and macroscopic processes ranging from intracellular impulse propagation within neurons, to dynamics of synaptic interactions, and on to neuronal population behavior in a wide range of brain states. [2] [3] [4] [5] In particular, the technology has offered valuable insights into the combined yet transient population activity emerging from the interplay of millions of neurons, 6 "neuronal assemblies." For the purposes of this review, neuronal assemblies will be defined as large-scale coalitions of neurons (tens of millions) activated for less than a second and neither confined to nor defined by specific anatomical brain regions or systems.
A central problem in neuroscience is identifying the appropriate means for understanding brain function that caters for microscale interactions while at the same time accommodating a macroscale perspective allowing insight into the complex mental phenomena that are ultimately the principal objective. Assemblies operate at a "mesoscale" level of brain organization that has the potential for providing a valuable functional link between microlevel "bottom up" cellular mechanisms and macroscale "top down" cognitive ones. As such, the goal here is not to give an exhaustive review of all the existing literature on this increasingly investigated phenomenon; rather, we aim to draw on previous work from our own group on the in vitro and in vivo rat brain, to explore how assemblies could indeed provide the erstwhile missing link between the "bottom-up" level of individual synapses and circuits with the "top-down" perspective of macroscale brain regions and emergent cerebral functions.
Basic Features of Assemblies in the Rat Brain In Vitro
During the development of early dyes, there were concerns about possible drawbacks of applying an exogenous agent to the central nervous system: (i) direct pharmacological side effects that may change the neurophysiological characteristics of the system; (ii) indirect cumulative effects on the physiology of the preparation such as phototoxicity due to free-radical formation caused by the exposure of the dye molecules to highenergy light; (iii) restrictions placed on overall imaging time if the agent becomes washed out of the tissue and/or the dye is "bleached." Fortunately, over time, these issues for many dyes have slowly been overcome and signal-to-noise ratios gradually improved. [7] [8] [9] [10] [11] Nevertheless, it remains essential to correctly test new dyes to ensure they are free of such problems. 12 Further limitations of VSDI should be recognized when using brain slice preparations which, out of necessity, can sever connections to the brain regions of interest. These limitations can be minimized by careful slicing techniques that retain key pathways, such as with thalamocortical slice preparations, data from which 
; image shows peak response of evoked neuronal assembly. The amplitude of the optical signal is represented in pseudocolors with warmer colors illustrating a greater degree of membrane depolarization. Still-frame sequential activation of an assembly shows the very fast rise (0 to 6 ms, i), followed by the peak fluorescence emission (6 to 8 ms, ii) and a portion of the slow decay back to baseline (8 to 200+ ms, iii) . (b) Image from the slice in the recording bath, as seen through (i) the VSDI optics, (ii) raw data average of fluorescence between 0 and 5 ms after stimulation, (iii) selection of the RoI and its segmentation for analysis (yellow area represents the RoI selected); and (iv) binning of data and representation into color-coded arrays or "space-time" maps. Space-time maps: segments 1 to 15 in (iii) are graphed on the y -axis, against time [milliseconds, x -axis, (iv)]. Single experiment datasets [as in (iv)] can then be combined to produce overall experiment averaged space-time maps (v , n ¼ 7). we present below. Using VSDI, assemblies can now be visualized routinely both in cortical and subcortical regions of rat brain. 13, 14 Using needle-based optical systems, it is now even possible to visualize subcortical regions in vivo. 15 The process manifests as a circular propagating wave of activity that spreads outward from the locus of stimulation, as seen in Fig. 1 in coronal prefrontal cortex brain slices. 16 Figure 1(a) shows the relationship between two-dimensional assembly activity patterns and their resulting time-series over time frames of 1 ms, whereas in Fig. 1(b) , the data from Fig. 1(a) have been analyzed using a toolbox designed specifically for VSDI data. 17 As an aside, it is worth noting that all investigations using VSDI could be made more relevant by standardization of the data processing and subsequent analysis technique (or at the very least of the data processing), as one of the main setbacks of current studies is that it is difficult to directly compare results across research groups.
Taking into account the slice morphology and location of the evoked assembly, a region of interest (RoI) is selected in order to take into account the entirety of the response. Once selected, segmentation of the RoI yields, in this case, 15 separate segments [120 μm at midlength width; Fig. 1(b) iii], presenting the averaged activity within each segment as pixels on the y-axis in the space-time map (biv), over time (x-axis). Using the methodology of the VSDI toolbox, multiple space-time maps can be stacked and averaged together, showing a high consistency in the profile of evoked assemblies [ Fig. 1(b 
However, assemblies can also be evoked not only by direct local stimulation but also indirectly with remote activation of a connected but distinct brain structure. Figure 2 shows the activation of somatosensory barrel field cortex in brain slices that preserve the thalamocortical projection, triggered using an electric pulse applied to the ventroposteromedial (VPM) nucleus of the thalamus. As can be seen from Fig. 2 , stimulated thalamocortical cells within the VPM depolarize the layer IV granule cells of the primary somatosensory barrel field cortex (S1BF) within 5 ms. This signal is then relayed to neighboring cells within each active barrel (both to other granule cells and pyramidal cells) driving a highly efficient recruitment process, which nonetheless takes almost 20 ms to reach peak activity throughout the S1BF: nearly four times as long as it took for the impulse to travel some 1.5 mm from the VPM to S1BF layer IV. Although a contribution from unmyelinated fibers within the cortex may contribute to the slow spread of the assembly, the spatial profile, with intense activity in the centre rather than at the leading edge, combined with the fact that VSDI yields preferential read-out of neuropil rather than axon activity, is all suggestive of signaling mechanisms other than classic synaptic transmission, which are already well known to be operative in the brain. 16 In any event, both direct and remotely evoked assemblies show a wide spread (>500 μm) lasting up to 100 ms and could well be the most significant functional units of brain processing compared to their individual constituting neurons, 18 i.e., reveal a much more multifaceted profile of the brain at work. At the other end of the micro-macro scale of organization, assemblies will give far more information than conventional EEG recordings, which will nonetheless reflect, with less detail, some of the dynamic activity of functionally relevant neuronal assemblies: impairments in the activation, maintenance, and decay of assemblies resulting from neuropathological conditions are also apparent on EEG records. [19] [20] [21] EEG will reflect synchronous activation (an assembly) of 10,000 to 50,000 neurons or more; 22 meanwhile, one study has estimated the number of neurons present per millimeter cubed (mm 3 ) of cortical tissue in the visual cortex of macaque monkeys in the region of 120,000 neurons. 23 However, it should be noted that assemblies often spread wider than a millimeter in diameter, both laterally along layers and radially across the thickness of the cortex both in vitro [24] [25] [26] [27] and in vivo.
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What role(s) might assemblies be playing? Recent studies indicate such a wide range of possible scenarios that they only go to demonstrate how fundamental these transient neuronal coalitions must be to the workings of the brain in diverse states. One over-riding common theme, however, appears to be that assemblies could provide an unprecedented means for differentiating features of brain processing, which were previously unapparent. Aside from the ease of accessibility, experiments on the cortexin vitro but particularly in vivo-have proved popular because cortical evoked activity is much more extensive, with slower dynamics, than normally seen in subcortical structures. 32 One exception to this is the hippocampus, classified nonetheless as "allocortex" which, like the neocortex, is laminated in structure with discrete processing and integration abilities, thus conferring neocortical-like population dynamics. 33, 34 However, we have now compared two different cortical regions with an unequivocally subcortical site: the prefrontal association cortex, AId 2 , 24 primary somatosensory cortex, S1BF, 35 and the basal forebrain. This latter site was chosen due to its significance as a primary site of cell loss in diseases, 36, 37 such as Alzheimer's disease. 38, 39 Assemblies generated in the basal forebrain featured much lower amplitudes and much faster paced dynamics, 25 reminiscent of "lurching" waves, 32 as previously described in other subcortical structures, such as the thalamus, albeit using electrophysiology. In any event, the profiles of assemblies in the basal forebrain were conspicuously different from those recorded in the two regions of cortex, indicating different population dynamics, possibly reflecting major differences in cytoarchitecture between subcortical and cortical brain regions. 25 Hence, it could be argued that if different cytoarchitectonics alone predict a different response profile, VSDI is providing no further insight than could be seen using traditional electrophysiology. However, an additional new and unexpected difference between brain regions turned out only to be possible to detect with VSDI that showed differences in assembly dynamics in different stages of brain development.
In rats from postnatal day (p) 7 (infants) to p60 (young adults)-as classified by Ref. 40 -evoked assemblies visualized using VSDI decrease in size with increasing age. This effect can be seen in Fig. 3 , which compares the evoked activity profiles of p14 (juvenile) and p35-40 (young adolescent) rats. Since we observed an increase in opacity of slice tissue between these two age groups, 25 probably due to an increase in myelination, 41 it might simply be the case that the apparent decreases in assembly size merely corresponded to a reduced optical signal due to the decrease in exposed excitable membrane space. However, this potential artifact is unlikely for various reasons. First, aside from myelination, many other developmental processes take place in the maturation of rat brain between p14 and p35-40, Responses show a significant age-dependent decrease in recorded signal in all brain areas studied, with a larger decrease seen in cortex than in basal forebrain. **P < 0.01; ***P < 0.001; n:s: ¼ nonsignificant. From Ref. 25 . Fig. 2 Activation of thalamocortical pathway. Still-frame panels showing the sequential activation of barrel field cortex in response to a single stimulation pulse (30 V, 0.1-ms pulse width) to the VPM nucleus of the thalamus. Individual barrels can be seen to activate, with a higher signal intensity (black), within the cortical mantle, in particular within the still-frames 20 and 25 ms after stimulus delivery (time labels are displayed in italics in the top-right corner of each image). Here, it can be seen that the stimulus delivered to the thalamus at 0 ms takes less than 5 ms to reach and start activating layer IV barrels within the cortex; however, it then takes another 20 ms to fully activate the cortex. The amplitude of the optical signal is represented in pseudocolors with warmer colors illustrating a greater degree of membrane depolarization. H = hippocampus; T = thalamus; S1BF = primary somatosensory barrel field. Adapted from Ref. 16 .
which together could lead to a net reduction in recorded VSDI signal. Second, and more conclusively, the VSDI signal generated by Di-4-ANEPPS (the dye used here) reflects activity originating most significantly from the neuropil, 42 which remains unmyelinated throughout. Since the basal forebrain is part of a region known as the isodendritic core, 43 characterized by a conspicuous and exaggerated dendritic arbor, the contribution to the signal from these nonmyelinated parts of the neuron would be substantial. Hence, the optic properties of the tissue can probably be discounted as a significant factor; meanwhile, the dominance of the neuropil contribution to the VSDI signal would account for the sensitivity of assemblies in revealing developmental differences to which standard electrophysiological recordings would be insensitive, preferentially reflecting as they do axonal conduction and somatic activity.
Functional Role of Assemblies: Differentiating Processing of Different Senses
Not only do assembly dynamics differ according to brain region and age, but to function as well, such as the processing of visual and auditory information. The visual and auditory cortices have very similar cytoarchitecture, namely the characteristic laminar structure representing the topography of the sensory surface. 44 The cortices of nearly all mammals display a common modular organization, involving a series of relays from the sensory receptor surface through the brainstem, midbrain, and thalamic regions to the respective cortical target areas. For vision and hearing, the underlying electrophysiological processing, as for any other sensory neocortical region, has a common theme: signals propagate as volleys of action potentials transduced from light or sound in the retina or cochlea. It is baffling therefore where and how, in the brain, there is a comparable and sufficiently unambiguous differential that could account for such very different subjective experiences as seeing and hearing. When we conducted VSDI studies in different sensory cortices in vitro, we found no significant discrepancies between the visual and auditory cortices for any of the following: fluorescence activity following first stimulation; area of assembly following first stimulation; fluorescence activity following second stimulation; area of assembly following second stimulation; time of decay in fluorescent/assembly activity. 45 But then, surprisingly, we observed a clear distinction in the spatial spread of neuronal assembly activity, but only from around 300 ms following stimulation (Fig. 4) .
The neural assemblies spread widely across layers in the two cortices following paired-pulse stimulation of putative layer 4. However, the respective patterns of activity started to differentiate only within a specific time frame (250 to 300 ms). The signal was predominant near the point of stimulation in the visual cortex, whereas in the auditory cortex, the signal was stronger in the superficial layers (Fig. 5) .
Although the precise underlying mechanisms for differences in visual and auditory cortical processing observed in our data are hard to identify conclusively, the following factors might be pertinent: (i) a difference in subthreshold electrical activity, (ii) a priming mechanism that may shape the response to subsequent stimuli, and (iii) a difference in the firing threshold of cortical neurons. Moreover, while there are many parallels in the anatomical organization between visual and auditory cortices suggestive of common principles involved in their structure and connectivity, 46 there are also potentially important differences:
the auditory cortex usually receives binaural input from subcortical nuclei unlike visual cortex, which is the earliest relay station to receive inputs from the two visual hemifields. Furthermore, the main thalamic inputs to visual cortex terminate primarily in layer IV, 47 whereas in the auditory cortex, some thalamic (lemniscal) inputs are distributed widely, extending well into layer III, 48 while others (nonlemniscal) terminate in layer I: 49 it could well be that the differences observed in our imaging data reflect this unique extended distribution patterns of the auditory cortex that would not be revealed with conventional recordings. In any event, standard electrophysiological techniques, such as single/multiunit recordings or local field potential measures, could only reflect "mean" neuronal population activity and hence, once again, would be inadequate for studying detecting these kind of shifting spatial patterns over subsecond time scales. This kind of investigation using VSDI to visualize assemblies in different sensory systems could also be valuable as it may throw new light on previous findings involving long-term plasticity within contrasting modalities. Recent studies have shown that the "visual" cortical areas in the naturally blind mole rat (Spalax ehrenbergi) can be activated by auditory stimulation [50] [51] [52] and, similarly, the "auditory" cortex of congenitally deaf mice can respond to visual or somatosensory stimulation, 53 suggesting that the modular cortical visual or auditory pattern is present even in the absence of its apparent use. Likewise, Sur et al. 54, 55 have reported that inputs from one sensory modality, when rerouted to another during the neonatal period, can activate the newly wired neocortical region and even affect behavior. These long-term, chronic experiments suggest that the cognitive and perceptual ability attributed to the sensory neocortical areas is plastic and not merely dependent on differences in anatomical connectivity, and such plasticity may be mediated by different assembly dynamics. More fascinating still, such additional information, not available with traditional electrophysiology, could give insights into a truly fundamental question: how do the distinctive "subjective" experiences characteristic of each sensory modality actually relate to differences in the spatiotemporal properties of neuronal assemblies in the visual and auditory cortices as reported here? Conscious perception only occurs several hundred milliseconds after a sensory input, as well established from the pioneering work or Libet et al. 56, 57 Hence, as discussed previously in greater length, 45 the discrepancies seen here with VSDI in the auditory versus visual cortices, within a similar time window needed for the generation of consciousness, might provide further insights in to understanding the neuronal mechanisms underlying conscious experience. In order to investigate this relationship more precisely, we would need a common yardstick for comparing the distinctive perceptual experiences of seeing and hearing. So far, the only quantifiable but also phenomenological scenario that could be related to the differential processing revealed here is with the effects of anesthesia: auditory processing is the final modality to become nonfunctional under general anesthesia and the first to recover its function during reversal of anesthesia. 58, 59 An interesting question could now be how do such differences in persistence relate to the differences in assembly dynamics; as such, the study of assemblies could open up a new approach by exploring how the dynamics of these transient and large scale neuronal coalitions might link differential subjective states to a differential underlying physiological processing in the brain. 60, 61 One possible scenario, as set out in "A Day in the Life of the Brain," 62 is that multiple and overlapping assemblies, continuously generated, would correspond to degrees of consciousness from one moment to the next. While such investigations into consciousness (see Ref. 62) are well outside the scope of this review, the more immediate goal is certainly feasible of exploring assembly dynamics in relation to "loss" of consciousness, i.e., the effects of anesthesia.
Functional Role of Assemblies:
Differentiating Anesthetic Versus Analgesic Action
Analgesics and anesthetics have diverse synaptic actions that nonetheless have a common net inhibitory action on neuronal discharge, as revealed with electrophysiology. Yet it turns out that optical imaging reveals an interesting difference. Most consistently, VSDI detected an enhanced period of activation following anesthetic, but not analgesic application (Fig. 6 ) that was not readily seen with concomitant electrophysiological recordings. 63 These findings suggest that irrespective of the diverse and inconsistent effects of the various drugs at a synaptic level, the dynamics of neuronal assemblies are modified selectively by anesthetics but not analgesics.
This effect cannot be explained by the possibility of the respective drug washing out more slowly than others as, in each case, the test compound was added to a closed circulating perfusion system and was, therefore, constantly present. Moreover, increases in synaptic action can also be discounted as the critical factor as morphine showed an increase in excitatory action but did not cause a persistent increase in synaptic activity following the stimulating pulses. Conversely, inhibitory synaptic action cannot be considered relevant as gabapentin shares a depressant synaptic action with the anesthetic compounds 64 but does not cause the prolonged activation response shown here by the anesthetics. Propofol and thiopental, which are chemically distinct and possess different synaptic actions, are nonetheless comparable functionally: they are both anesthetics. Hence, beyond microscale "bottom-up" isolated and individual chemical action and synaptic activity, it is the mesoscale level of neuronal assembly dynamics that appears to most clearly determine the macroscale loss of consciousness. This, in turn, will be dependent on a variety of inputs from different key areas, such as the thalamus 65 and cortex 66 and, indeed, the hippocampus, the area studied here. Irrespective of whatever complex underlying transmitter interactions might be in play, this study revealed a surprising new property of anesthetics at a level of brain organization previously underappreciated. It would appear that the generation of highly transient (forming and disbanding within 60 ms) large-scale neuronal assemblies in areas such as the hippocampus might well be a necessary condition for sustaining consciousness. The possible link (albeit one that is necessary but not sufficient) between assemblies in the hippocampus, consciousness, and anesthesia, can actually be investigated without giving any drug at all. The physiological consequences of breathing compressed air and various gas mixtures have been documented since the advent of deep diving and observing the effects on workmen exposed to subsurface conditions in mines and excavation sites. 67 Under hyperbaric conditions, chemically inert gases, such as xenon and nitrogen narcosis, have an unexpected and unexplained anesthetic action: [67] [68] [69] more intriguing still is the observation that the action of various narcotic and anesthetic species can be reversed by application of high pressure conditions. 70, 71 In collaboration with Professor Paul F. McMillan (University College London), a chemist and physical scientist with an expertise in high-pressure research, we were able to investigate hyperbaric effects, including N 2 narcosis, rare-gas (Xe) anesthesia, and pressure-reversal of anesthesia and narcosis, on the generation of assemblies in rat brain slices, specifically the hippocampus. We developed an experimental hyperbaric chamber designed to operate at pressures up to ∼200 to 300 atmospheres, beyond which convulsions and cell death ensue. Pressure reversal effects are typically observed to occur in the P ¼ 50 to 150 atm range, whereas N 2 narcosis effects and Xe anesthesia are usually described within the lower pressure range, for example, between P ¼ 1 to 10 atm. The system was capable of controlling and maintaining a stable hyperbaric environment within these two quite different pressure regimes. 72 To the best of our knowledge, these were the first in situ high pressure observations of the behavior of neuronal network communication within rat hippocampal brain slices. At ambient pressure, the highest amplitude of the optically recorded voltage signal is observed only as a single pixel near the tip of the excitation electrode. Also, spreading of the signal does not extend very far along the CA3 to CA1 Schaffer collateral. Under hyperbaric conditions of P ¼ 32 atm, the neuronal voltage response is much stronger. The signal propagation along the CA3 to CA1 Schaffer collateral is now considerably extended, and there is a large region of maximum depolarization (represented in red in Fig. 7 ) that indicates semicoherent firing of a large population of neurons.
Following the recognition of hyperbaric effects on anesthesia and narcosis and of neurological syndromes related to human exposure to the high pressure environment, various theories have been proposed according to the assumed site and mode of their action within the neuronal cells. The lipid theory based on the Meyer-Overton correlations suggests that the neuronal lipid bilayer is the primary target site of anesthetic action. 73, 74 However, the anesthetic concentrations needed to produce relevant changes in membrane lipid properties would be highly toxic to the organism. It is now thought that ion channels and neurotransmitter receptor sites formed from protein complexes embedded within the neuronal cell membranes constitute the primary sites of anesthetic action. 75, 76 Discovery of the stereospecificity of certain anesthetics and their optical isomers, which are equally soluble in lipids, supports a protein-based theory of anesthetic action. The structures of CNS receptors are still not completely resolved, including their precise location in the neuronal membrane. Recent studies have revealed that Xe, like other noble gases with anesthetic potencies under elevated pressure, can occupy hydrophobic pockets buried within protein molecules. Once again, studies using VSDI might provide insights into the dynamic formation of neuronal complexes that may permit a link between bottom-up molecular-scale and top-down animal studies, where functional loss of consciousness with deepening anesthesia can be investigated directly.
Functional Role of Assemblies: Differentiating Light and Deep Levels of Anesthesia
General anesthesia is clearly a useful tool to investigate the characteristics of neuronal assemblies since their action can be appreciated at both the "bottom up" level of functioning and There are two schools of thought pertinent to a study of assembly dynamics regarding the manner by which anesthetic agents can abolish consciousness and disrupt sensory inputs: neuronal-specificity and process-coherence theories. This distinction has been summarized in the debate on conscious states between Koch, arguing for neuronal-specificity, and Greenfield putting the case for process-coherence. 77 Neuronal specificity theories state that the activity of structurally localizable groups of specific neurons is responsible for abolishing consciousness, whereas process-coherence theories posit that it is the pattern of activity within nonspecified neurons that is of crucial importance. 78 A number of groups are investigating the former (e.g., see Ref. 79) and have found that different anesthetic agents have a common suppressive locus of action in thalamic and midbrain regions, indicating a disruption of ascending-activating and thalamocortical communication being necessary for anesthesia. Other groups dispute this "suppressive theory of action" due to the existence of anesthetics and unconscious states in which neural discharge rates are actually increased (e.g., chloralose and Viadril anesthesia and unconsciousness associated with epileptic seizures 78, 80 ). Unfortunately, there are few studies of process-coherence theories of anesthetics, 81 largely due to our previous inability to study them. The application of VSDI is perfect for this purpose, not least since we have already observed the in vitro effects of anesthetics in prolonging neuronal assembly, independent of the anesthetic molecular structure.
We have used anesthetics as a tool to further characterize the formation of neuronal assemblies, and ultimately their link to different functional states. Accordingly, we investigated the effects of increasing levels of anesthesia on the formation of neuronal assemblies in the rat somatosensory cortex in vivo. Both the anatomy and function of rat somatosensory cortex has been extensively studied; an added attribute of the whisker system is the discrete aggregations of cells (known as barrels) in the primary sensory cortex that correspond topographically to the pattern of whiskers on the rat's snout (see Fig. 2 for the activation of barrels in vitro). This enables the evoked activity from a single whisker to be precisely localized to a specific area of cortex, allowing the spread of activity to be correlated to the anatomically defined barrel. We recorded somatosensoryevoked potentials (SEPs) simultaneously with VSDI (Fig. 8) .
To combine the temporal response components above with the spatial response (Fig. 9 ) during light anesthesia, an initially localized area of activity gives way to more widespread activity that fills the whole image region within a relatively short period of time (∼12 ms). This is followed by an extensive hyperpolarization that occurs later in the activated barrel then elsewhere (see activity at 60 ms) and, in some regions, lasts up to 200 ms after stimulation onset. Spatial activity in deep anesthesia follows the same overall pattern of focal depolarization, propagation over the entire region and subsequent hyperpolarization, but differs in several ways to the response under light anesthesia: first, the initial depolarization is of a smaller amplitude [as noted during examination of the VSDI time course data from an area within the centre of the activation; Fig. 9(b) ], which is consistent with other groups' findings recorded with electrophysiology. [82] [83] [84] [85] [86] Second, responses do not extend as widely; third, VSDI responses (but not SEP responses) exhibit significant prolonged activation resulting in a delayed return to baseline. More recent work has contradicted this and found that evoked responses in awake animals are far more extensive than those recorded during anesthesia, 87, 88 but these findings may be due to the dye-evoked artificial enhancement of evoked signals that we have previously reported, 12 as acknowledged by Mohajerani et al., 89 which can enhance evoked responses but not spontaneous oscillations. And fourth, subsequent hyperpolarization is of a smaller amplitude than in light anesthesia and lasts for a shorter duration. Thus, the extensive hyperpolarization during light anesthesia-believed to return the system to a state of sensory readiness-is largely absent at deep levels of anesthesia. Indeed, when repeated sensory stimuli are presented, such as might occur when a rat is examining an object with its whiskers, there is greater fidelity of the pattern of inputs during light anesthesia. 28 Accordingly, depths of anesthesia determine the capacity of the system to process and extract meaning from incoming information: in the lightest anesthesia, the response is sharpened in both time and space, conferring the most accurate characteristics of the physical stimulus.
The effect of anesthesia to prolong response duration (reported above) has also been recorded in the isolated in vitro hippocampus; 63 we thus speculate that response prolongation may be a more common effect of anesthesia and, in doing so, may sustain the brain in a state in which it remains unresponsive or interferes with incoming sensory information. We were also able to show that the reduction in amplitude of the assembly, during this period, did not change its relative intrinsic pattern of activity: the reduction in response amplitude during deep anesthesia relative to light anesthesia was constant across the area of activation, resulting in a global downscaling of the population response. Though the data presented here provide mere clues as to the action of anesthetics on the brain, given the importance of network states in a variety of neural functions, especially those that involve states of arousal, 78,90,91 our incomplete understanding of the mechanisms underlying general anesthesia will no doubt be further improved with the application of imaging techniques, such as VSDI and the thorough examination of spatiotemporal components of brain activity. However, it is important to remember that VSDI is a technique, not a theory. In and of itself, it cannot generate falsifiable hypotheses, 92 but it can reveal previously undiscovered possibilities in brain functioning, including the fullest possible profile of actions of erstwhile unfamiliar bioactive agents.
8 Applications for the Future: Extrapolating the "Bottom-Up" Action of New Bioactive Agents to "Top Down" Action
In 2002, we identified a bioactive agent, cleaved from a very familiar enzyme, but exerting independent modulatory effects of possible relevance to the process of neurodegeneration.
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Acetylcholinesterase (AChE) is now acknowledged to have a secondary, nonenzymatic function independent of cholinergic transmission. In the last decade, the salient part of the molecule has been identified, i.e., a 14 amino acid peptide fragment (T14), deriving from the C-terminus of AChE: this peptide is bioactive in a range of preparations and acts at an allosteric site on the α7 nicotinic acetylcholine receptor (α7-nAChR). 93 To conduct such experiments using this peptide, a synthetic version of the peptide was made either as the salient 14 amino acid fragment (referred to as "T14"), 24, 94 or as a longer and more stable peptide which contained the T14 (termed "T30"). 25, 95 Additionally, some studies were conducted with both the T14 and T30, which all showed both synthetic peptides induced similar effects albeit more potently induced by T30 compared to those of T14. 93, 96 Badin et al. 24 have used VSDI to provide further understanding into the spatial dynamics of the effects of the peptide (Fig. 10) : T14 application had a facilitatory effect, i.e., increased the time-course of activation at submicromolar concentrations only (700 nM) without significantly affecting the spread of evoked assemblies. Moreover, coapplying T14 with the α7-nAChR competitive antagonist methyllycaconitine produced inhibition in activation synchrony not seen with either agent on their own, suggesting an additive inhibitory effect. In conclusion, the T14 peptide derived from AChE could be seen to produce a dose-dependent biphasic modulation of cortical networks activity dependent on the α7-nAChR: these findings should thus provide a more comprehensive insight into the immediate actions of a novel bioactive agent of high potential relevance to neurodegenerative disorders, such as Alzheimer's disease.
Given that the proposed mechanism of peptide-induced excitotoxicity would be of great relevance to Alzheimer's disease, we subsequently tested its effects in brain slices containing basal forebrain, a major area from which cells are lost in Alzheimer's disease: 97 we observed a net reduction in the size of assemblies (Fig. 11) . In young animals, such as those used here, where levels of endogenous AChE-peptide were found to be already high, 25 the additive effect of exogenous peptide will inhibit calcium influx 98, 99 due to phosphorylation of the channels 100 accounting for the apparently depressant effect observed.
In an attempt to progress the development of effective drugs for halting the neurodegenerative process, we also tested whether a molecular variant would act as an antagonist, i.e., a cyclized variant of the active motif of AChE-peptide: "NBP14." The practice of cyclization of compounds to improve their stability is not new 101 and has been exploited previously as a therapeutic strategy. 102, 103 However, to the best of our knowledge, cyclization of a peptide to act as a blocker of its endogenous, linear counterpart in relation to neurodegenerative disorders, is unprecedented. In studies on cell cultures, NBP14 proved a potent blocker of the effects of its linear counterpart, but such studies could be considered insufficiently physiological. Hence, we investigated the effects of NBP14 on the peptide-induced reduction in assembly size, and indeed observed a reversal of the effect (Fig. 11) .
As well as proving a powerful tool for screening drugs in real-time and revealing the action of signaling agents, VSDI of neuronal assemblies might provide a wider perspective still.
9 Applications for the Future: Linking "Bottom-Up" Mechanisms of Neuronal Signalling with "Top-Down" Consciousness
Neuronal assemblies represent the manifestation of transient activation of multiple neuronal networks: each includes hundreds of thousands of cells which activate together, 6 and so it could be the case that, in addition to classic synaptic transmission, they need to engage a range of signaling mechanisms operating over the widest possible range of spatiotemporal scales. We have recently identified three possible signaling processes that could contribute to assembly dynamics ( Fig. 12) : synaptic transmission, volume transmission, and electrotonic spread via gap junctions.
These three separate principles could each be at work determining the formation, duration, and decay of an assembly and have each been described with a specific physical model. 16 However, it is hard to envisage how these three distinct mechanisms could in reality operate independently: rather, they are most likely to combine to different extents on different occasions to give rise to the general phenomenon we recognize as an assembly. In the future, by combining the three mechanisms above, predictions could eventually be made for the collective output from multiple individual assemblies across the holistic brain. This collective output could correspond to one-off, unique brain states, specifically a moment of consciousness, for the following reasons. First, neural activity only appears to contribute to a state of consciousness when it is sustained: 104 this time-window is commensurate with the decay of an assembly, when the electrical potentials recorded in the brain are the same for reportedly "seen" versus "unseen" stimuli up until the crucial threshold of 270 ms. 105, 106 Second, anesthetics, which by definition abolish consciousness, significantly lengthen the duration of an individual assembly both in vivo 29 and in vitro. 63 Third, a time window of approximately this length demarcates the earliest spatial differentiation of different patterns in assemblies for subjective differentiation of sensory modalities. 45 Fourth, the resultant intrinsic energy will need to be conserved in some chemical, electrical, or thermal form. In the case of heat, pressure will increase, and vice versa: perhaps, this could explain why increased pressure and hence an increase in thermal energy will lead to both the onset of consciousness in anesthetized animals 107 as well as a massive increase in assembly size. 72 These disparate empirical findings, each in themselves circumstantial, nonetheless in combination start to constitute a persuasive picture: as such, they could most readily be accommodated theoretically in the integration of multiple assemblies at the end of an epoch of some 250 to 300 ms into a "space-time manifold," never previously applied to neuroscience, yet which in turn would offer a neuronal correlate for a moment of consciousness. 62 Eventually therefore, this approach based on VSDI of assemblies could have the potential for quantification of a holistic brain state with a temporal and spatial resolution commensurate with neurophysiological and neurochemical events.
Technical Developments
In the last 20 years, investigators have turned to the use of genetically encoded voltage/calcium indicators, i.e., GEVIs and GECIs, respectively. [108] [109] [110] This approach, of creating genetically encoded reporters of neuronal activity, provides a number of advantages including the ability of specifying the cell type(s) in which these indicators are expressed, the nontoxic nature of such dyes meaning they can indeed be used for experiments with protracted time courses (necessary for relating behavior to dynamic activity), in addition to the less invasive nature of experiments using such indicators (as there is no need for removal of the dura mater). GEVIs provide a useful tool in imaging the synaptic input entering a neuronal circuit, whereas can release bioactive agents, which diffuse nonspecifically, independent of action potential generation, over larger distances (μm to mm); "volume transmission." (ii) Synaptic transmission (top right) is the process by which a neuron immediately generates an action potential as soon as the electrochemical gradient between the inside and outside cell compartments changes past a specific threshold, usually due to external input from other neurons, or in some cases generated internally (spontaneous action potential firing). At the synapse, the action potential triggers the release of neurotransmitters, which diffuse across the synaptic cleft and bind to specific receptors on the postsynaptic cell, in turn gating/opening the respective target ion channels in the postsynaptic density; this mode of communication is fast, and target-specific. (iii) Gap junctions comprise a direct electrical link between two cells and allow current to flow freely from cell to cell, providing very fast transmission, yet with very steep decay dynamics. Together with the time variability of the stimulus, electrotonic spread favors the onset of self-sustained electromagnetic waves (EM transmission), which excite neighboring neurons faster and more widely than synaptic transmission alone. Taken together, and in the context of functional neuronal networks in vivo, the three modes of neuronal communication described above combine to generate mesoscopic neuronal activity patterns, which can vary according to differential weighting of the three components, in turn seen, with VSDI, as highly variable neuronal assemblies. From Ref. data acquired using GECIs have been shown to report the resulting spiking output of neuronal networks. 111 In turn, the input to a neuronal network (i.e., using GEVIs) provides an indication of its signal integration and processing dynamics, 112 while monitoring network output using GECIs provides more focused indications as to the outcome of those computations. 111 
Conclusions
The journey we have just made has been based on a narrow range of findings exclusively on the rat brain from a discrete set of brain regions and even then, primarily from our own lab: however, it is clear that only VSDI rather than conventional electrophysiology has the potential to differentiate diverse levels and stages of brain processes and thus reveal insights that conventional techniques could not. Assemblies, as visualized with optical imaging, clearly play an important role in a range of different functions from development to sensory processing to drug action, anesthesia, and hence eventually even consciousness. As such, we hypothesize that they provide a missing link in understanding top-down macroscale activity of specific brain regions and bottom-up neuronal networking that could revolutionize our perspectives within neuroscience: all this is only now possible due to voltage-sensitive dyes and hence in turn to the ground-breaking and ingenious work of Amiram Grinvald. We are indeed in his debt.
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