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Abstract 
Our goal is to develop a support-sentence retrieval system that retrieves sentences relevant to a given theme and then, 
classifies them into relevant types, such as agreement, contradiction, refinement, and supplement. This paper focuses on the 
first step, a sentence retrieval module. Lexical and typed dependency matching are used to compute the similarity between 
two sentences. A new query term weighting scheme based on the specificity of the terms is proposed and combined with 
ordinary IDF weighting for a better performance. Experimental results indicate that our method achieves 34% higher 
precision than the traditional TF-ISF method.. 
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1. Introduction 
Identifying sentences that are relevant to an input query is an important task in many information retrieval 
systems. For example, a question answering system tend to extract relevant sentences containing answers to a 
user’s query [1-2]. For query-based text summarization, important sentences that have some relationship to the 
query need to be extracted from the target document [3-4]. In novelty detection [5], relevant sentences cannot 
be redundant. Sentence retrieval is also important in information extraction and machine translation [6].  
Nevertheless, an effective method to solve the sentence retrieval problem is still to be found [7]. 
The relevance of sentences may range from expressing the same idea as a query to expanding that idea with 
additional information. Different problems require different relevance criteria. In this study, we are interested in 
how to use the retrieved sentences to support a human writing an article on one theme. Given a set of reference 
documents, people usually find support ideas for a topic by reading all available documents, which is a time-
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consuming process. It would be better if a system helped us quickly identify which ideas are important and how 
relevant they are to the topic. The problem is different in a question answering problem because we expect to 
retrieve broader information rather than an exact answer to the query. This information is classified into groups 
that help the user quickly navigate and capture the main ideas to write an article. Hence, our final goal does not 
stop at retrieving sentences relevant to a user query; it goes further to analyze how relevant they are. In this 
research, this problem is referred to as support-sentence retrieval.  
In this paper, we focus on the system’s sentence retrieval module. Basically, given a set of documents and a 
query sentence, the sentence retrieval module retrieves the sentences relevant to the query from those 
documents. For example, given the topic sentence “Bloods transfusion gives many dangerous viruses,” the 
system should be able to extract relevant sentences that are both similar and provide additional useful 
information for users, as the examples 1-3 in Table 1 illustrate. 
Our research focuses on exploring the effective features of a full-sentence query in a sentence retrieval 
system. In traditional sentence retrieval systems, a query is usually a collection of words that may not 
effectively express what a user is looking for. However, humans normally describe ideas in full sentences that 
contain not only the keywords but also the semantic relations (dependencies) between keywords. For example, 
if only the keywords “blood,” “transfusion,” “gives,” “dangerous,” and “viruses” are given as a query, some 
irrelevant sentences that only include some of keywords may be retrieved, such as the example 4 in Table 1. 
Our system not only matches keywords but also considers their grammatical and semantic relations.  
Recently, Murakami et al. tried to use a sentence as a query for their Statement Map visualization [12]. 
However, their work seems only related to the problem of recognizing textual entailment, in which they mainly 
focus on classifying the relevant types between two sentences, but the sentence retrieval task has not been 
considered. In this study, a full-sentence query is used in a sentence retrieval system for support users writing 
topic-based articles. Specifically, lexical information and syntactic relations between the query sentence and 
candidate sentences are used to calculate their similarity. In addition, the use of a specificity weighting 
technique based on WordNet's hierarchy to enhance the precision of the sentence retrieval system is proposed. 
This weighting scheme reflects a semantic specificity rather than a statistic one. Hence, our approach is 
unsupervised and requires no initial rank of relevant sentences, such as relevant feedback techniques.  
Table 1. Examples of retrieved sentences for the query “Bloods transfusion gives many dangerous viruses” 
(1) Blood transfusion gives man hepatitis E. 
(2) The measures include 2 billion yen to store donated blood for six months within the organization so shipped blood can be 
quickly recalled if samples are found to have slipped through safety checks, and 4.5 billion yen to remove white blood cells to 
prevent side effects as well as infectious diseases through blood transfusion. 
(3) An advisory panel for the ministry pointed out at the end of 1997 the necessity of conducting follow-up surveys on blood that 
may be tainted with hepatitis and other viruses as it was found very difficult to eliminate the danger of infectious diseases 
completely from blood used for transfusions. 
(4) As viruses have become more dangerous, so integrated security software that enables computer owners to set up firewalls has 
become mainstream. 
2. Related Work 
The simplest way to deal with the sentence retrieval problem is to consider it as a type of document retrieval.  
However, as Murdock indicated in her research [2], sentence retrieval differs from document retrieval in many 
ways. Because a sentence contains a short piece of information compared to a whole document, the problem of 
vocabulary mismatch is much more serious in sentence retrieval. Therefore, simply applying document 
retrieval techniques to sentence retrieval is ineffective.  
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The general principle of sentence retrieval is to extract useful information from a query and search for this 
information in the given documents. A query expansion technique is usually applied to enrich the query due to 
its shortage of information. Expansion based on pseudo-relevant feedback [8] is a very common method. 
However, it inappropriately works when the query contains ambiguous terms. Other researches use lexical 
resources (e.g., WordNet) to find the expanded terms [9-10]. Nevertheless, the results are not as good as 
expected, mostly because of the difficulty of word sense disambiguation in short queries.   
In our study, a query is a full sentence which is able to carry richer information than a set of keywords. 
Moreover, the context of a sentence usually helps to specify the meanings of the ambiguous words without 
disambiguation. To this end, our idea of finding support sentences is related to finding similar questions in 
community-based question answering (cQA) services [13-15], except that question-to-question matching in 
cQA is much stricter than query-to-support-sentence matching in our system. Traditional question retrieval 
approaches use the Vector Space Model [16-17]. However, Wang et al. [14] indicated that exploiting the 
syntactic structure is more effective in capturing the similarities between questions. However, applying only 
syntactic matching may not be effective for our system, as Cui et al. [18] proved that using a strict match of 
syntactic structure is problematic due to the sparse data. Therefore, in this study, we take both the query’s 
syntactic and lexical information into account. In addition, query terms are enriched using a lexical resource 
[19]. In this way, we are able to obtain additional information in retrieved sentences rather than only 
information that has been stated in the query. 
The advantage of using syntactic features in previous work was to consider term dependencies in a query for 
sentence retrieval. However, previous studies tend not to consider term weighting in syntactic relations [18,20-
21]. Wang et al. [14] gave higher priority to verbs and nouns in a query by boosting their weight. In our study, 
we extend this idea by giving not only the verbs and nouns but also all content words in the query appropriate 
weights based on their importance.  Recently, Losada et al. proposed a term weighting approach that utilizes 
statistical information of query term in the collection [11]. In this approach, a high term frequency (HTF) score 
is given to each significant word in a sentence. The similarity score between a sentence and a given query is the 
sum of the common term frequency-inverse sentence frequency (TF-ISF) and HTF scores. The authors 
indicated that sentences with poor overlap can be retrieved if they contain highly frequent terms. However, if 
the highly frequent terms are common words (but still are content words), this approach might not be 
appropriate because general words may not provide specific information that satisfies the user's need. Such 
words are usually specialized terms that appear a lot in a certain domain. For example, in ecology documents 
about animal habitats, the word “animal” may appear a lot. When a user wants to find sentences related to the 
habitat of a bat, the sentences containing the word “animal” will have a high score but may not contain the 
requested information. Hence, the correctness of this method depends on the specificity of the high frequency 
word. In our work, we propose a weighting scheme that generalizes Losada's idea. In our approach, each term 
in the query is given a score with regards to its specificity level from very specific to very general. Our 
hypothesis is that the more specific the word, the more details it provides (so it is important). Therefore, 
sentences that contain such kinds of words may better satisfy user’s need. 
3. Support Sentence Retrieval 
3.1. System Framework 
In our proposed framework, the system receives a query sentence from the user, and then returns support 
sentences that are classified in terms of their relationship to the query. Note that the user query is a sentence 
that expresses a topic. Fig. 1 shows our support-sentence retrieval workflow. First, in the document retrieval 
module, relevant documents are retrieved by the vector space model with TF-IDF. Currently, only the top 100 
documents are retrieved, but the number of retrieved documents can be changed arbitrarily. In the second 
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Fig. 1. System framework 
sentence retrieval module, relevant sentences are extracted from candidate sentences in the set of retrieved 
documents. Finally, a semantic label for each relevant sentence is determined in the sentence classification 
module. We consider five classes of relationships: agreement, contradiction, refinement, subsumption, and 
cross-reference, which are inspired by the work of Radev et al. [4]. Because our research is ongoing, this paper 
focuses on the sentence retrieval module and presents our method for picking up the relevant sentences from 
candidates. 
3.2. Sentence Retrieval 
3.2.1. Typed Dependencies 
In our system, a query is a full sentence. Therefore, we can take advantage of the relationships between 
content words in the query at the sentence level. By using the dependency structure of a sentence, we are able 
to exploit the grammatical relationships and consider the order of words in the query. In this study, we use 
Stanford Parser [22] to obtain the typed dependencies of a query sentence. Each dependency provides a simple 
description of the grammatical relationship between two words in the sentence. For example, nsubj(like, 
visitors) means “visitors” is the subject of “like”. For each pair of sentences (the query sentence Q and the 
candidate sentence S from a relevant document), we try to align their dependencies and compute a similarity 
score as follows: 
   ¦¦ 
i j
ij depdepDSSQ ,,SynScore   (1) 
where DS is a matching score between each dependency in Q (e.g., depi) and each dependencies in S (e.g., 
depj). DS is calculated as follows: 
              otherwise   ,,
 if                                 0
,,,
2211
2121
¯
®
­

z
 
qsSSqsSS
relrel
qqrelssrelDS jiij  (2) 
In Eq. (2), SS is a binary function indicating whether the word s belongs to the set of synonyms of the word 
q in WordNet [19]. That is, for each typed dependency reli(q1,q2) in the query, we try to expand q1 and q2 with 
their synonyms in WordNet. In this way, we loose the strict matching criteria that was used in previous works. 
Let Syn(q) be the set of synsets of the word q, SS(s,q) is computed as in Eq. (3). 
   
¯
®
­       otherwise  1
 if  0, qSynsqsSS   (3) 
3.2.2. Lexical Alignments 
Although our dependency matching method is not as strict as previous methods that also attempted to match 
136   Hai-Minh Nguyen and Kiyoaki Shirai /  Procedia Computer Science  22 ( 2013 )  132 – 141 
dependency relations to candidate sentences, in practice, the sentence structure can be changed without 
changing the meaning (for example, by changing the active-passive structure). This may limit the effectiveness 
of the syntactic matching method. Therefore, in this paper, we are interested in a hybrid method that takes into 
account the lexical alignments as well. For those sentences that do not hold the same syntactic structure as the 
user query, they should have some identical or similar vocabulary to be considered relevant. Therefore, we 
conduct lexical alignment for the content words. When the content words in the query and candidate sentences 
are identical or semantically similar, they are aligned and taken into account for scoring. We use WordNet to 
check for hypernyms and synonyms between words. Lexical alignment score is calculated as in Eq. (4), where 
Nalignment(Q,S) is the number of word alignments between Q and S. 
   SQalignmentNSQ ,,LexScore    (4) 
3.2.3. Hybrid Approach to Support Sentence Retrieval 
Our algorithm, SSR, is as follows: 
1. The query sentence and all sentences from relevant documents are parsed using the Stanford 
Dependencies Parser. 
2. Compute the similarity score for each pair of sentences (the query sentence and the sentence from 
relevant documents) as in Eq. (5), in which SynScore(Q,S) and LexScore(Q,S) are normalized to [0,1] 
and ȕ is an adjustment parameter. ȕ is set to 0.5 in the experiment in Section 5. 
       SQSQSQ ,LexScore1,SynScore,SimScore  EE  (5) 
3. Sort all sentences by similarity score and remove sentences with scores under a threshold ș (irrelevant 
sentences). 
4. Query Weighting 
In order to recognize the important terms and their dependencies, we also employ query weighting in the 
system. In this section, we describe four weighting schemes that we apply in our study: equal weighting, IDF 
weighting, specificity weighting and combining weighting. Let qi be the word at position i in the query 
sentence Q. Our system gives each qi a weight wqi as in Eq. (6), where f(qi) is a weighting function altered by 
different weighting schemes described in the following subsections. wqi is added into the SSR system by 
modified DS as in Eq. (7) and LexScore as in Eq. (8) for each aligned term qi.  
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where AQ is a set of aligned terms in the query 
4.1. EQUAL weighting 
In the simplest case,     1EQUAL   ii qqf , which means all terms have equal weights. As we explained in 
Section 2, this equal weighting cannot help indicating important words in the query. 
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4.2. IDF weighting 
An IDF weight implies whether a term is common or rare across all documents. The more common a term, 
the lower its IDF value. Thus, IDF weighting enables us to alleviate the dominant words that are popular but 
still content words. These words are usually general terms that appear a lot in a document set but do not 
provide detail information. The weighting function for IDF weighting is defined as follows: 
   
1
logIDF

  
t
ii df
D
qqf   (9) 
where D is the total number of documents in a corpus and dft is the number of documents containing the term t.  
4.3. Specificity weighting 
Intuitively, it can be observed that the more specific a word in the query, the more important (detail) it plays 
in a user's need of information. In the query sentence “Visitors like to visit Japan in cherry blossom season,” 
the most important hints in the user’s query are “cherry” and “blossom.” These words are more specific than 
the other words. These implicit hints can be found easily by looking in the hierarchical representation of words 
in WordNet, in which “cherry” and “blossom” are located at deeper positions than other words such as 
“season.” That is, the WordNet hierarchy can be used to infer the specificity of a word. We will give more 
weight to specific words such as “cherry” and “blossom” than other words. 
To infer the specificity of a word, we suppose the following hypotheses: 
- Hypothesis 1: Let l be the deepest leaf node of the hyponym tree of the word q and h(q,l) be the height 
from q to l. The smaller h(q,l) is, the more specific q is. 
- Hypothesis 2: Let e be the highest node (root node) of the hypernym tree of the word q and h(e,q) be 
the height from e to q. The larger h(e,q) is, the more specific q is. 
In this research, we take the average of all the heights from all the senses when q has more than one sense. 
The weighting function for specificity weighting of a query term qi, SPEC(qi),  is computed as follows: 
         1,,SPEC   iiiiii lqhqehqqf D   (10) 
where Į is the maximum height of h(ei,qi) and h(qi,li) and is set to 15 in this study†. Fig. 2a shows the hyponym 
tree of the word “cherry.” The deepest leaf node of this tree is the node “blackheart, blackheart cherry;” hence, 
h(q,l) = 3. Fig. 2b shows the hypernym tree of “cherry.” The height from the “cherry” node to the “entity” node 
is 11; hence, h(e,q) = 11. Therefore, SPEC(q) = 8. 
4.4. Combining weighting 
Although specificity weighting is good for elevating the importance of specific terms in a query, it is only 
appropriate for nouns and verbs because WordNet only provides hypernyms and hyponyms for these two parts 
of speech. Therefore, IDF weighting may be useful as a backup when the specificity score cannot be computed 
using WordNet. In order to combine the advantages of these two weighting schemes, we use a function as in Eq. 
(11) (Note that these two weighting values are scaled to [0,1].) 
 
 
†Į is set to 15 according to the maximum height of words in WordNet 
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5. Experiments 
5.1. Database 
In this study, we use the Daily Yomiuri corpus, which contains 10 collections of English news articles from 
Daily Yomiuri newspapers from 1992 to 2003. All sentences in this corpus have been segmented. Table 2 
shows the statistics from the Daily Yomiuri corpus. Five queries were manually constructed for each year 
though 10 queries were made for 2003. For each query, relevant sentences were retrieved from a document 
collection of one year. Thus, we have 55 queries for evaluation. Queries are sentences related to the topics of 
each year. As described above, we use a simple TF-IDF document retrieval method to retrieve relevant 
documents for each query. For each query, the top 100 relevant documents are considered for sentence retrieval. 
5.2. Experiments Configuration 
5.2.1. Baseline 
For the baseline method, we apply the simple vector space model with a TF-ISF score for each sentence as 
defined in [23]. In this model, both the query and candidate sentences are represented as weighted vectors and 
the candidate sentence is scored based on its similarity to the query vector. This sentence weighting function is 
a variant of TF-IDF in document retrieval. Note that stop words and functional words are not considered in 
vector building. In this manner, the query is just a collection of terms with no grammatical relations. The 
relevance score of sentence S given queryQ is computed as in Eq. (12), where tft,Q and tft,S  are the occurrences 
of term t in query Q and sentence S, respectively; sft is the number of sentences that contain term t; and n is the 
number of sentences in the corpus‡. 
 
 
 
‡ In our implementation, to reduce the computational costs, the sentences are retrieved in two steps: document retrieval by TF-IDF and 
sentence retrieval by TF-ISF. It would be a good approximation of the baseline system that retrieves sentences directly by TF-ISF. 
 
 
 
 
 
 
 
 
 
 
 
 (a) (b)  
Fig. 2. (a) Hyponym tree of cherry.noun, (b) Hypernym tree of cherry.noun 
cherry, cherry tree 
 => fruit tree 
  => angiospermous tree, flowering tree 
   => tree 
    => woody plant, ligneous plant 
     => vascular plant, tracheophyte 
      => plant, flora, plant life 
       => organism, being 
        => living thing, animate thing 
         => object, physical object 
          => physical entity 
=> entity
cherry 
 => sweet cherry, black cherry 
  => bing cherry 
  => heart cherry, oxheart, oxheart cherry 
   => blackheart, blackheart cherry 
 => capulin, Mexican black cherry 
 => sour cherry 
  => amarelle 
  => morello 
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Table 2. Statistics from the Daily Yomiuri corpus 
Collection 1990 1992 1993 1994 1998 1999 2000 2001 2002 2003 Total 
#Articles 70,514 111,583 169,329 168,702 146,244 146,100 144,628 141,058 152,260 148,435 1,398,853 
#Sentences 109,677 176,600 258,009 262,211 228,096 234,576 232,997 229,579 231,249 224,235 2,187,229 
     ¦

¸¸¹
·
¨¨©
§

 
Qt t
StQt sf
ntftfQSR
5.0
1log1log1log| ,,  (12) 
5.2.2. Support Sentence Retrieval with different weighting schemes 
We evaluate the effectiveness of the support-sentence retrieval system that exploits the SSR algorithm 
together with different query terms' weighting schemes. We study four different weighting schemes as 
described in Section 4: EQUAL, IDF, SPEC, and COM. 
5.2.3. Evaluation Criteria 
We use precision at k (Eq. (13)) with k = 10 to evaluate our sentence retrieval system. Because our system's 
final goal is to provide users with various kinds of sentences relevant to the query, we deploy two evaluation 
criteria: equivalence criterion and relevance criterion. The former is a strict one, in which only sentences that 
are similar to the query are regarded as relevant. On the other hand, the latter is a loose one, in which the 
relevant sentences can also contain other related or unrelated information to the query. 
k
Nr P@k  (13) 
where Nr is the number of relevant sentences in the top k retrieved sentences. 
6. Results and Discussion 
6.1. Results 
Table 3 shows the average precision at 10 (P@10) for 55 queries on equivalence and relevance criteria. Bold 
numbers indicate the best performance of each collection. Our proposed method (SSR) gives better results than 
the baseline in all queries for both criteria. On average, our system's P@10 is 22% higher than the TF-ISF 
baseline against equivalence criterion. For the relevance criterion, our best system improves precision by 34%. 
On the other hand, the results of applying different weighting schemes in the SSR system show that the 
combination of IDF and SPEC is the strongest weighting scheme. On average, the COM weight improves the 
SSR system with trivial EQUAL weight by 8% for equivalence criterion. In several cases, COM gives worse 
results than EQUAL, but they are still higher than the baseline. However, IDF and SPEC achieve similar results. 
This may be because a popular term usually has a general semantic meaning. Therefore, the SPEC weight has 
already implied the idea of the IDF weight (that is, a low IDF term has a low specific weight). 
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Table 4. Best performance analysis 
 Equivalence Relevance 
BASELINE 6 3 
SSR+EQUAL 25 26 
SSR+IDF 28 37 
SSR+SPEC 31 41 
SSR+COM 41 44 
Table 3. Results of 55 queries for 10 collections 
Criteria Collection 1990 1992 1993 1994 1998 1999 2000 2001 2002 2003 Average 
Equivalence 
BASELINE 0.20 0.52 0.22 0.30 0.18 0.06 0.22 0.16 0.08 0.33 0.23 
SSR+EQUAL 0.38 0.66 0.26 0.58 0.30 0.38 0.50 0.14 0.08 0.41 0.37 
SSR+IDF 0.38 0.68 0.28 0.60 0.30 0.38 0.54 0.28 0.10 0.41 0.40 
SSR+SPEC 0.34 0.70 0.36 0.60 0.30 0.38 0.60 0.26 0.10 0.44 0.41 
SSR+COM 0.36 0.70 0.38 0.66 0.32 0.40 0.60 0.40 0.12 0.53 0.45 
Relevance 
BASELINE 0.28 0.74 0.52 0.36 0.42 0.24 0.36 0.30 0.32 0.47 0.40 
SSR+EQUAL 0.62 0.94 0.76 0.68 0.80 0.64 0.68 0.40 0.46 0.69 0.67 
SSR+IDF 0.66 0.94 0.78 0.76 0.82 0.70 0.72 0.50 0.52 0.71 0.71 
SSR+SPEC 0.62 0.96 0.86 0.72 0.76 0.70 0.76 0.50 0.48 0.72 0.71 
SSR+COM 0.66 0.96 0.78 0.78 0.82 0.70 0.76 0.62 0.48 0.79 0.74 
6.2. Comparison among Weighting Schemes 
To compare the four weighting schemes from a different point of view, we  analyzed which is the best 
system for each query. Table 4 reveals the number of best performance cases for each system on equivalence 
and relevance criteria. When two or more systems are tied, all the best systems are counted. SSR+COM 
achieved the best among four weighting schemes. Although the system’s average result using the SPEC weight 
does not differ much from the one using IDF weight in Table 3, SPEC yields higher performance in more cases 
for both criteria in Table 4. Looking into the queries one by one, we can see that the SPEC weight results are a 
little higher than those of the IDF weight. Although they are not significantly better, SPEC seems better for 
identifying the importance of terms in a query than IDF. This fact can be explained as follows. The IDF weight 
of a term that does not appear in the corpus is very large. However, because such a term might not be important, 
weighting by IDF may lead to an unreliable result. The SPEC weight, on the other hand, could appropriately 
recognize the importance of that term. 
7. Conclusion 
In this research, the support-sentence retrieval problem was introduced, in which the benefit of using the 
features in a full-sentence query was exploited. By using the hybrid approach to capture the similarity between 
a query and a sentence, the retrieval system yielded a 22% higher P@10 compared with a traditional one using 
TF-ISF. Performance improved to a 34% higher P@10 if we lose the evaluation criteria. In addition, we also 
applied SSR together with different weighting schemes. The results showed that adding weights can improve 
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the performance of our system. Specifically, our proposed COM weight can generate better performance in 
comparing with IDF or SPEC weight. However, there are some cases where COM gives a lower result than one 
of these two schemes. This is because we tried to normalize IDF and SPEC values into [0,1], but IDF and 
SPEC are computed in different scales. In the future, we would like to explore other ways to combine different 
weighting schemes in the system. When we obtain relatively good results, we will continue to our final goal, 
classification of relation types of relevant sentences. 
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