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ABSTRACT
In order to incorporate the effects of radiation transfer in highly dynamical flows where the light-
crossing time is only marginally shorter than dynamical timescales, it is necessary to solve the time-
dependent transfer equation. We describe a new algorithm for solving the coupled frequency-integrated
transfer equation and the equations of magnetohydrodynamics in this regime. The transfer equation
is solved in the mixed frame, including velocity dependent source terms accurate to O (v/c). An
operator split approach is used to compute the specific intensity along discrete rays, with upwind
monotonic interpolation used along each ray to update the transport terms, and implicit methods
used to compute the scattering and absorption source terms. Conservative differencing is used for the
transport terms, which ensures the specific intensity (as well as energy and momentum) are conserved
along each ray to round-off error. The use of implicit methods for the source terms ensures the method
is stable even if the source terms are very stiff. To couple the solution of the transfer equation to
the MHD algorithms in the Athena code, we perform direct quadrature of the specific intensity over
angles to compute the energy and momentum source terms. We present the results of a variety of tests
of the method, such as calculating the structure of a non-LTE atmosphere, an advective diffusion test,
linear wave convergence tests, and the well-known shadow test. We use new semi-analytic solutions
for radiation modified shocks to demonstrate the ability of our algorithm to capture the effects of
an anisotropic radiation field accurately. Since the method uses explicit differencing of the spatial
operators, it shows excellent weak scaling on parallel computers. The method is ideally suited for
problems in which characteristic velocities are non-relativistic, but still within a few percent or more
of the speed of light. The method is an intermediate step towards algorithms for fully relativistic
flows.
Subject headings: (magnetohydrodynamics:) MHD − methods: numerical − radiative transfer −
accretion disks
1. INTRODUCTION
The dynamical effects of radiation are important in
a variety of astrophysical systems. For example, in
black hole accretion disks radiation is not only an impor-
tant cooling mechanism, but also is the dominant source
of pressure in the radiation-dominated regime. The
standard thin disk model (Shakura & Sunyaev 1973), in
which heating and radiative cooling are balanced locally,
is only applicable when the accretion rate is ∼ 0.01− 0.3
of the Eddington rate. At larger accretion rates, the
disk is thought to become geometrically and optically
thick (Abramowicz et al. 1988; Abramowicz & Fragile
2011), and radial advection may also become an im-
portant cooling mechanism. At both super-Eddington
and strongly sub-Eddington accretion rates, strong out-
flows are likely to be produced (Blandford & Begelman
1999; Ohsuga & Mineshige 2013). While much insight
into the structure and dynamics of accretion disks over
this broad range of parameters has been made using an-
alytic steady-state models, more realistic calculations re-
quire numerical methods.
In addition, since the magneto-rotational instability
(MRI) (Balbus & Hawley 1991, 1998) is generally be-
lieved to be the physical mechanism for angular mo-
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mentum transport in black hole accretion disks, numeri-
cal methods for magnetohydrodynamics (MHD) that in-
clude the effect of radiation are crucial to enable study of
the saturation and nonlinear regime of the MRI in such
disks. Shearing box simulations of the MRI in the local
patches of a radiation pressure dominated accretion disk
have significantly improved our understanding of the dy-
namics in this regime (Turner et al. 2003; Turner 2004;
Hirose et al. 2006; Krolik et al. 2007; Blaes et al. 2011;
Jiang et al. 2013b). For example, in this regime disks
are found to undego thermal runaway in local shearing
box simulations (Shakura & Sunyaev 1976; Jiang et al.
2013a). However, understanding the saturation of ther-
mal runaways and the implications for observations of
radiation pressure dominated disks require global simu-
lations.
In order to model the thermal properties of accretion
disks over a wide range of parameters accurately requires,
algorithms for radiative transfer (RT) that satisfy sev-
eral criteria. First, the algorithm must be accurate in
both optically thick (e.g. the mid-plane) and optically
thin (e.g. the photosphere) regions. Second, it must
be accurate over a wide range of ratios of radiation to
gas pressures, from very small values (when the accre-
tion rate is small) to very large values (when the ac-
cretion rate is high and the disk is radiation pressure
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dominated). Third, it must handle the non-local and
anisotropic transport of photons accurately. For exam-
ple, the radiation field above the photosphere will be
produced by emission from many different (including dis-
tant) parts of the disk. This is likely critical to calculate
the dynamics of outflows correctly. Finally, the algorithm
must be efficient and highly parallelizable in order to en-
able large-scale global simulations on modern computer
systems.
Since in general the RT equation is a function of seven
independent variables (time, spatial position, angles and
frequency), it is usually thought that a formal solution
to compute the specific intensity is intractable, even in
the case of frequency independent opacities such that the
grey (frequency independent) transport equation can be
used. Thus, most algorithms for radiation MHD adopt
a moment formalism, in which a hierarchy of angle-
integrated time-dependent moment equations are solved.
This reduces the dimensionality of the problem to time
and spatial coordinates, as are used for the MHD equa-
tions. However, the hierarchy of moment equations re-
quire a closure relation. A variety of different closures
have been adopted, including the flux-limited diffusion
(FLD) approximation (Levermore & Pomraning 1981;
Turner & Stone 2001; Krumholz et al. 2007; Zhang et al.
2011; van der Holst et al. 2011; Commerc¸on et al. 2011)
and more recently the M1 method (Gonza´lez et al.
2007; Skinner & Ostriker 2013; Sa¸dowski et al. 2013;
McKinney et al. 2013). A variety of recent stud-
ies of the global dynamics of black hole accretion
disks (Ohsuga & Mineshige 2011; Sa¸dowski et al. 2013;
McKinney et al. 2013) have used such approximate clo-
sures. However, it is far from clear that such closures will
be accurate everywhere in the flow. The angular distri-
bution of the radiation field can be arbitrarily complex,
particularly in optically thin regions. But these schemes
make the simple assumptions that the Eddington tensor
can be uniquely determined by the local radiation energy
density and flux. And, at present, there is no means of
improving the approximation in these closures – there is
no resolution parameter that can be increased to assess
convergence. Thus, it is worthwhile to develop new al-
gorithms that are based on a direct solution of the RT
equation. A key message of our work is that modern
computer systems have advanced to the point that for-
mal solution of the six dimensional grey RT equation is
now feasible at every time step of a MHD simulation,
and that approximate closures of unknown accuracy are
no longer necessary.
In this vein, we recently have described an algorithm
for radiation MHD that is based on the method of short
characteristics to solve the time independent RT equa-
tion in multidimensions (Davis et al. 2012), an approach
that was also used in earlier work (Stone et al. 1992;
Hayes & Norman 2003; Hubeny & Burrows 2007). At
every time step, short characteristics are used to com-
pute the specific intensity, from which direct quadrature
is used to compute the components of the variable Ed-
dington tensor (VET) which serves as the closure re-
lation in the radiation moment equations (Jiang et al.
2012, thereafter JSD12). This method has been success-
fully used to study the dynamics of radiation-dominated
accretion disks using the local shearing box simulations
(Jiang et al. 2013b,a). The primary assumption under-
lying this method is that the light-crossing time is much
shorter than characteristic dynamical times in the flow,
so that solutions of the time-independent RT equation
can be used to compute the VET. This is an excellent
approximation in most flows. However, in the inner re-
gions of black hole accretion disks, dynamical times be-
come comparable to the light crossing time, and solution
of the time-dependent RT is required. The goal of this
paper is to describe such an algorithm based on ray trac-
ing methods. Although our algorithm is motivated by
the study of black hole accretion disks, it is also appli-
cable to any system that has characteristic flow velocity
which is not much smaller than the speed of light.
Of course, within a few gravitational radii of the
black hole, the flow will be fully relativistic, and both
general relativistic MHD and RT are required to de-
scribe the dynamics. While GRMHD flows including
radiation using FLD or the M1 closure have recently
been reported (Fragile et al. 2012; Sa¸dowski et al. 2013;
McKinney et al. 2013), developing algorithms based on
the formal solution of the RT equation in GR is a
formidable challenge. Instead, in this paper we describe
an intermediate step. That is, we develop ray tracing
methods for the formal solution of the time-dependent
RT equation, but restrict ourselves to non-relativistic
flows. Thus, there is a relatively narrow window of veloc-
ities where our method is applicable; since when v ≪ c
the time step in our algorithm is too small for it to be
efficient, while for v ≈ c the flow is relativistic. Nonethe-
less, there is an interesting range of radii in black hole
accretion disks where our method is applicable. We re-
port results of simulations studying this region elsewhere.
Moreover, we are now extending the method described
in this paper to full GR.
Another popular approach to solve the time-dependent
RT equation are Monte Carlo methods (Whitney 2011,
and references therein). These methods are accurate,
flexible and have almost perfect parallel scaling, and
therefore are a very attractive direction for the fu-
ture. However, the intrinsic noise associated with Monte
Carlo makes the method very expensive to model radi-
ation pressure dominated flows accurately (Davis et al.
2012). While it may be possible to reduce the noise
and computational cost in Monte Carlo using novel ap-
proaches (Yusef-Zadeh et al. 1984; Densmore et al. 2007;
Steinacker et al. 2013), in this work we instead adopt ray
tracing methods. Although ray tracing methods are more
complex to implement, they do not suffer from noise.
This paper is organized as follows. The equations we
solve are given in Section 2. The basic angular discretiza-
tion scheme is described in Section 3. A complete de-
scription of the algorithm are given in Section 4 and we
show test results in Section 5 to demonstrate the capa-
bility of the method. In Section 6, we test the speed and
parallel performance of the code. Finally, we summarize
in Section 7.
2. EQUATIONS
Following Lowrie et al. (1999) and JSD12, we solve
the RT equation in the mixed frame: the specific in-
tensity is measured in an Eulerian frame while the
radiation-material interaction terms are computed in
the co-moving frame of the fluid. This requires a
Lorentz transformation of variables between frames. For
3non-relativistic flows, keeping only terms to O (v/c)
(Mihalas & Klein 1982), where v is the flow velocity and
c is the speed of light, the RT equation is
∂I
∂t
+ cn ·∇I= cσa
(
arT
4
4π
− I
)
+ cσs(J − I)
+3n · vσa
(
arT
4
4π
− J
)
+n · v(σa + σs) (I + 3J)− 2σsv ·H
− (σa − σs)v · v
c
J − (σa − σs)v · (v · K)
c
.
(1)
Note that as discussed by Lowrie et al. (1999), in or-
der to keep the RT equation self-consistent in a moving
medium, some O (v/c)2 terms need to be kept compared
to equation (2.28) of Mihalas & Klein (1982). These are
the last two in equation (1). Here the frequency inte-
grated specific intensity I is a function of time, spatial
positions and angles with unit vector n. Moments of the
angular quadrature over all the solid angles Ω are defined
as
J ≡
∫
IdΩ,
H ≡
∫
nIdΩ,
K≡
∫
nnIdΩ. (2)
They are related to the commonly used radiation energy
density Er, radiation flux F r and radiation pressure Pr
via Er = 4πJ , F r = 4πcH, and Pr = 4πK.
1 Absorption
and scattering opacities (attenuation coefficients) are σa
and σs respectively, ar is the radiation constant and T is
the gas temperature. The time and velocity dependent
terms in equation (1) change significantly the algorithm
for solving the RT equation compared with the short
characteristic method described in Davis et al. (2012).
In order to couple the radiation field to the gas, we
need to take the angular moments of equation (1) to get
the radiation energy (Sr(E)) and momentum (Sr(P ))
source terms (these are easily confirmed to be exactly the
same as in Lowrie et al. (1999) and JSD12). The zeroth
and first moments of the right hand side of equation (1)
multiplied by 4π/c are
Sr(E)=σa
(
arT
4 − Er
)
+(σa − σs) v
c2
· [F r − (vEr + v · Pr)] ,
Sr(P )=− (σs + σa)
c
[F r − (vEr + v · Pr)]
+
v
c
σa
(
arT
4 − Er
)
. (3)
Then the ideal MHD equations with radiation en-
ergy and momentum source terms are (Stone et al. 2008,
1 The definitions here differ from equations (13) - (15) of
Davis et al. (2012) by a factor of c.
JSD12)
∂ρ
∂t
+∇ · (ρv)=0,
∂(ρv)
∂t
+∇ · (ρvv −BB + P∗)=−Sr(P ),
∂E
∂t
+∇ · [(E + P ∗)v −B(B · v)]=−cSr(E),
∂B
∂t
−∇× (v ×B)=0. (4)
In the above equations, ρ is density, P∗ ≡ (P + B2/2)I
(with I the unit tensor), and the magnetic permeability
µ = 1. The total gas energy density is
E = Eg +
1
2
ρv2 +
B2
2
, (5)
where Eg is the internal gas energy density. We adopt
an equation of state for an ideal gas with adiabatic index
γ, thus Eg = P/(γ − 1) for γ 6= 1 and T = P/Ridealρ,
where Rideal is the ideal gas constant.
In order to get a better insight on the relative impor-
tance of different terms in the radiation MHD equations,
following Lowrie et al. (1999) and JSD12, we convert the
above equations into dimensionless form by adopting two
ratios C = c/a0 and P = arT
4
0 /P0, where a0, T0 and P0
are the characteristic values of velocity, temperature and
gas pressure respectively. Therefore, C is the dimen-
sionless speed of light while P is a measure of relative
importance between radiation pressure and gas pressure
when gas temperature is around T0. Units for Er, Pr, I,
H and K are arT
4
0 while F r has units of carT
4
0 . Then
the full dimensionless radiation MHD equations are
∂I
∂t
+ Cn ·∇I =Cσa
(
T 4
4π
− I
)
+ Cσs(J − I)
+3n · vσa
(
T 4
4π
− J
)
+n · v(σa + σs) (I + 3J)− 2σsv ·H
− (σa − σs)v · v
C
J − (σa − σs)v · (v · K)
C
,
(6)
∂ρ
∂t
+∇ · (ρv)=0,
∂(ρv)
∂t
+∇ · (ρvv −BB + P∗)=−PSr(P ),
∂E
∂t
+∇ · [(E + P ∗)v −B(B · v)]=−PCSr(E),
∂B
∂t
−∇× (v ×B)=0. (7)
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The dimensionless source terms are
Sr(E)=σa
(
T 4 − Er
)
+(σa − σs) v
C
·
(
F r − vEr + v · Pr
C
)
,
Sr(P )=− (σs + σa)
(
F r − vEr + v · Pr
C
)
+
v
C
σa
(
T 4 − Er
)
. (8)
The dimensionless form of the equations will be used in
the remainder of the paper.
Unlike the radiation moment equations, which require
a closure (for example the VET), this set of equations
is closed. However, in order to compare with previous
results based on solution of the radiation moment equa-
tions, we can still calculate the Eddington tensor as
f =
K
J
. (9)
3. ANGULAR DISCRETIZATION
The same angular discretization scheme for the specific
intensity as adopted by Davis et al. (2012) is used here.
This is based on the original algorithm developed by
Bruls et al. (1999), which itself is based on the quadra-
ture principle described in Carlson (1963). We only in-
troduce the necessary definitions here, which will be used
in the rest of the paper.
Each angle n is uniquely specified by its direction
cosines with respect to the three axes n = (µx, µy, µz),
where µ2x + µ
2
y + µ
2
z = 1. A quadrature weight W is as-
signed to each angle n, which represents the solid angle
extended by the ray along direction n. Therefore, equa-
tion (2) for the angular quadrature can be calculated as
J =
∑
l
IlWl,
Hi=
∑
l
µl,iIlWl,
Kij =
∑
l
µl,iµl,jIlWl, (10)
where i, j and l represent three directions and all the an-
gles in each cell respectively. The most important feature
of this angular discretization scheme for our algorithm
is that for an isotropic distribution of specific intensity,
this scheme guarantees Kii/J = 1/3 for any number of
angles. This is necessary to avoid significant discretiza-
tion errors when we calculate the radiation source terms
(equation 8) from the RT equation (6).
4. NUMERICAL ALGORITHM
The existence of the time dependent terms makes
the RT equations become an initial value problem, in-
stead of a boundary value problem as in the case of the
time-independent equations solved in Davis et al. (2012).
Therefore, the short characteristic method adopted by
Davis et al. (2012) cannot be used here and a new nu-
merical algorithm is required. We first give an overview
of the steps in the method, and then describe each step
in detail subsequently.
4.1. Basic Steps in the Algorithm
Step 1. Calculate time step ∆t based on cell size and
speed of light with CFL number 0.4.
Step 2. Calculate the change of specific intensity along
each direction nl due to divergence of transport flux
along three directions ∆Fl, according to Section 4.2. De-
pending on whether the scattering opacity is larger or
smaller than the absorption opacity in each cell, ∆Fl is
added to the right hand side of the matrix either in Step 5
or Step 4. This is necessary to keep the balance between
the transport term and source terms.
Step 3. Estimate flow velocity for half time step ac-
cording to Section 4.5.
Step 4. Update all the specific intensities with the ab-
sorption opacity related terms according to Section 4.3.
Calculate the corresponding radiation energy and mo-
mentum source terms.
Step 5. Repeat Step 4 but for the scattering opacity
related terms.
Step 6. Update gas quantities using the usual Athena
algorithm described in Stone et al. (2008).
Step 7. Add the radiation energy and momentum
source terms calculated in Step 4 and Step 5 to the gas
quantities.
4.2. The Transport step
The left hand side of equation (6) represents the ad-
vection of specific intensity at the speed of light along
the direction specified by n when the source term van-
ishes. Based on this idea, Stone & Mihalas (1992) ap-
plied upwind monotonic interpolation methods to solve
the transport step in one dimension. In this way, each I
is advected across the grid using fluxes calculated at the
cell interface, which guarantees conservation of radiation
energy and momentum to roundoff error. A similar tech-
nique can be used in multi-dimensions with appropriate
extensions.
In the non-relativistic case, the direction of the spe-
cific intensity can be assumed to be constant during the
transport step. Therefore, the transport part of equation
(6) can be rewritten in conservative form
∂I
∂t
+ C∇ · (nI)=
∂I
∂t
+ C
∂
∂x
(µxI) + C
∂
∂y
(µyI) + C
∂
∂z
(µzI)=0.(11)
This equation suggests that we can decompose the trans-
port of I along direction n into three transport steps
along each axis and each of them can be calculated with
similar method as proposed by Stone & Mihalas (1992).
The original algorithm developed by Stone & Mihalas
(1992) needs to be modified for the velocity dependent
source terms in optically thick regime to reduce numer-
ical diffusion, especially for the case with pure scat-
tering opacity. In the Eulerian frame, the transport
term C∇ · (nI) includes both the diffusive part and
advective part caused by the flow velocity. The diffu-
sion and advection speed can be much smaller than the
speed of light. Therefore, if we always use the speed
of light as the transport speed as originally adopted by
Stone & Mihalas (1992), the amount of numerical dif-
fusion can significantly overwhelm the physical flux. A
similar issue also exists when the two radiation moment
5equations are solved in the mixed frame as discussed in
the Appendix of Jiang et al. (2013b). Therefore, it is
necessary to separate the diffusion and advection parts
so that we can treat them accurately.
The velocity dependent source term that needs special
treatment is
IV ≡ 3n · vJ. (12)
We split the transport term as
Cn ·∇I = Cn ·∇I˜ + n ·∇ (IV ) , (13)
where I˜ ≡ I − IV/C. Mathematically, the equation is
unchanged. However, the numerical treatments of the
two terms are different to significantly reduce numerical
diffusion. The transport velocity for the first term is
chosen to be αC (Jiang et al. 2013b) instead of C, where
α=
√
1− exp (−τ)
τ
,
τ ≡ [10∆l× (σa + σs)]2 . (14)
Here ∆l is the cell size. When optical depth per cell is
larger than 1, α ∼ 1/[10∆l(σa + σs)] and the transport
speed is reduced by a factor of α. When the cell is opti-
cally thin, α ∼ 1 and the transport speed is unchanged.
As discussed in Jiang et al. (2013b), the numerical factor
10 in the above equation is chosen so that the numeri-
cal diffusion does not affect the physical solution over a
wide range of optical depth per cell in our tests, while
still keeping the algorithm stable.
The speed of light is no longer the characteristic speed
for the second term n · ∇(IV ) in equation (13). This
term represents the advection of specific intensity along
direction n due to motion of the flow. Therefore, the
transport speed for this term is flow velocity v.
The two transport terms can both be decomposed
along the three axes independently as
∂I
∂t
+ C
∂
∂x
(
µxI˜
)
+ C
∂
∂y
(
µy I˜
)
+ C
∂
∂z
(
µz I˜
)
= 0.
(15)
∂I
∂t
+
∂
∂x
(µxIV ) +
∂
∂y
(µyIV ) +
∂
∂z
(µzIV )= 0.(16)
Although the above two equations are no longer the
simple advection equation solved by Stone & Mihalas
(1992), similar techniques can still be used to calculate
the transport flux, as they represent the same advec-
tion process with advection velocity αC and |v| respec-
tively, which are assumed to be constants during this
step. The second order van Leer scheme as equation (4)
of Stone & Mihalas (1992) is adopted to calculate the
flux.
4.3. Absorption Opacity
The absorption opacity related terms change the spe-
cific intensity according to the following equation
∂I
∂t
=Cσa
(
T 4
4π
− I
)
+ 3n · vσa T
4
4π
+ n · vσaI
−σav · v
C
J − σav · (v · K)
C
. (17)
The zeroth and first angular moments of the above equa-
tion multiplied by 4π give the following equations for the
change of radiation energy density and flux as
∂Er
∂t
= Cσa(T
4 − Er) + σav ·
(
F r − vEr + v · Pr
C
)
,
∂F r
∂t
= −Cσa
(
F r − vEr + v · Pr
C
)
+ vσa
(
T 4 − Er
)
.
(18)
The corresponding changes of gas temperature and mo-
mentum are
ρRideal
γ − 1
∂T
∂t
=−PC
(
1− v
2
C2
)
σa
(
T 4 − Er
)
− 2Pσav ·
(
F r − vEr + v · Pr
C
)
,
∂ρv
∂t
=Pσa
(
F r − vEr + v · Pr
C
)
−Pσa
(
T 4 − Er
) v
C
. (19)
Notice that the change of kinetic energy density due to
the work done by radiation force is
∂
(
ρv2/2
)
∂t
=Pσav ·
(
F r − vEr + v · Pr
C
)
−Pσa
(
T 4 − Er
) v2
C
. (20)
Therefore, the change of total energy
∂
[
PEr + ρRidealT/(γ − 1) + ρv2/2
]
/∂t = 0 as the
source terms we add to the gas and radiation have
exactly the same value but opposite signs. As the
thermalization time scale ∼ 1/ (PCσa) can be very
short even compared with light crossing time per cell
when the optical depth per cell is much larger than 1,
equation (17) must be solved implicitly to make the
algorithm stable. When the flow velocity is not too
small compared with speed of light 2 and radiation
energy density is much larger than the gas pressure,
the radiation work term is not negligible and should
be solved simultaneously with other terms to get the
correct equilibrium state. To avoid extra non-linear
terms caused by the velocity dependent terms, flow
velocity is fixed during this step (see section 4.5). The
absorption opacity is also fixed during this step. To
get the correct equilibrium state, change of the gas
temperature also needs to be calculated simultaneously
with equation (17). Therefore, the specific intensity
along each direction nm (I
n+1
m ) and gas temperature
(T n+1) at time step n + 1 can be calculated based on
2 For example, when v/C ∼ 0.1, the Lorentz factor is only 1.005
and relativistic effect is still negligible.
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their values at current time step n and time step ∆t as
In+1m − Inm
∆t
=Cσa
(
(T n+1)4
4π
− In+1m
)
+3nm · vσa (T
n+1)4
4π
+ nm · vσaIn+1m
−σa v
2
C
∑
l
(
In+1l Wl
)
− σa
C
∑
l
{
v · (v · nlnl) In+1l Wl
}
,
ρRideal
γ − 1
T n+1 − T n
∆t
=−8πPσav ·
{∑
l
(
nlI
n+1
l Wl
)
− 1
C
∑
l
(
vIn+1l Wl + v · nlnlIn+1l Wl
)}
−PC
(
1− v
2
C2
)
σa
{
(T n+1)4
− 4π
∑
l
(
In+1l Wl
)}
. (21)
Here ranges for the lower scriptsm and l are from 1 to the
total number of angles in each cell. For total N angles for
each cell, equation (21) representsN+1 equations, which
we have to solve simultaneously. This set of equations are
non-linear because of the (T n+1)4 term. They are linear
with respect to In+1m . We use Newton-Raphson iteration
to solve this set of equations with the initial guess chosen
to be Inm and T
n. Because the non-linear terms are only
fourth order polynomial, we usually find the iteration
converges very quickly.
Newton-Raphson iteration requires inversion of the Ja-
cobi matrix during each step, which can be simplified an-
alytically to significantly reduce the computational cost.
We first subtract the line of In+1N from all the lines for
In+1m (m 6= N). Each In+1m (m 6= N) can now be expressed
as a function of In+1N and T
n+1 easily. Therefore we only
need to invert a 2× 2 matrix for In+1N and T n+1 numeri-
cally, after which all the In+1m (m 6= N) can be calculated
directly. The total cost to invert the Jacobi matrix is
only O(N).
With the updated solution In+1m and T
n+1, the changes
of the gas internal energy density ∆ET and gas momen-
tum ∆(ρv) due to the absorption opacity terms are
∆ET =
ρRideal
γ
(
T n+1 − T n) , (22)
∆(ρv) = −P
C
[∑
l
(
nlI
n+1
l Wl
)−∑
l
(nlI
n
l Wl)
]
.(23)
The related change of kinetic energy density is
∆EK =
(
(ρvn +∆(ρv))2 − (ρvn)2) /(2ρ). (24)
We calculate the gas momentum source term ∆(ρv) ac-
cording to the conservation of gas and radiation momen-
tum at time step n and n+ 1, instead of calculating the
momentum source term directly according to equation
(18). This not only guarantees momentum conservation
to roundoff error but also avoids difficulties when absorp-
tion opacity σa is very large while F r is very small. How-
ever, the sum of ∆ET and ∆EK differs from the change
of radiation energy density on the order of O (∆t2). In
principle, this energy error can be reduced when we go
to second order accuracy in time, which requires solving
equation (21) twice. Our approach to calculate ∆ET and
∆EK assures that gas temperature is evolved exactly as
equation (21) describes and it will not be affected by the
truncation error of the kinetic energy density. As we will
show in the tests, the energy error is usually smaller than
0.01% and it will not accumulate.
4.4. Scattering Opacity
The scattering opacity does not change the gas tem-
perature. It only changes the flow velocity and thus the
kinetic energy density. The equations we need to solve
for the scattering opacity related terms are
∂I
∂t
=Cσs(J − I) + n · vσs (I + 3J)− 2σsv ·H
+σs
v · v
C
J + σs
v · (v · K)
C
. (25)
Taking the zeroth and first moments of above equation
and multiply by 4π, we get the equations describing the
evolutions of radiation energy density and momentum as
∂Er
∂t
=−σsv ·
(
F r − vEr + v · Pr
C
)
,
∂F r
∂t
=−Cσs
(
F r − vEr + v · Pr
C
)
. (26)
The change of gas momentum due to scattering opacity
is
∂ρv
∂t
= Pσs
(
F r − vEr + v · Pr
C
)
. (27)
The velocity dependent terms in equation (25) also needs
to be calculated simultaneously with the other term in
equation (25) in order to get the correct equilibrium
state, especially when the velocity dependent terms be-
come significant. In order to make the code stable for
the regime when the scattering optical depth per cell is
larger than 1, the scattering opacity source terms also
need to be added implicitly.
Following the approach used in section 4.3 for the ab-
sorption opacity case, we fix flow velocity during this
step to avoid the nonlinear terms. Then each specific
intensity Im is updated using backward Euler implicitly
as
In+1m − Inm
∆t
=Cσs
(∑
l
(
In+1l Wl
)− In+1m
)
+nm · vσs
(
In+1m + 3
∑
l
(
In+1l Wl
))
− 2σs
∑
l
(
v · nlIn+1l Wl
)
+ σs
v2
C
∑
l
(
In+1l Wl
)
+
σs
C
∑
l
(
v · (v · nlnlIn+1l Wl)) . (28)
7These N equations are linear with respect to the un-
knowns In+1m for given I
n
m, velocity and opacity. We find
it is actually easier to use In+1m Wm as unknowns and the
N×N matrix we need to invert has the following format
Ms =

 a1+b1+c1 b2+c1 ··· ··· bN+c1b1+c2 a2+b2+c2 ··· ··· bN+c2... ... ... ... ...
b1+cN b2+cN ··· ··· aN+bN+cN

 . (29)
The matrix elements am, bm and cm are
am=
1
Wm
(1 + ∆tCσs −∆tσsnm · v) ,
bm=−∆tCσs + 2∆tσsv · nm
−∆tσs v
2
C
−∆tσs
C
(v · (v · nlnl)) ,
cm=−3∆tnm · vσs. (30)
LU decomposition is used to invert the matrix. Because
of the special pattern of the matrix, the LU decomposi-
tion can be worked out analytically. The L and U matrix
after the decomposition only have two lines that are non-
zero. Therefore, the final cost to invert this matrix is still
only O(N). After we get the updated solution In+1m , we
calculate the change of gas momentum and kinetic en-
ergy density according to equations (23) and (24).
4.5. Estimating the Velocity
When source terms are added as described in section
4.3 and 4.4, the flow velocity is fixed to avoid the highly
non-linear terms during the matrix inversions. When
photon momentum is significant compared with gas mo-
mentum, this is no longer a good approximation. To
improve the accuracy, instead of using the flow velocity
at time step n, we first estimate the flow velocity at time
step n+ 1/2 based on the following equations
∂ρv
∂t
=P (σs + σa)
(
F r − vEr + vPr
C
)
,
∂F r
∂t
=−C (σs + σa)
(
F r − vEr + vPr
C
)
, (31)
where Pr is the diagonal components of the radiation
pressure tensor Pr. We keep Er and Pr fixed in this step
and solve v and F r from the above two equations. For
given values of vn and F nr , we estimate the velocity v˜
according to
ρv˜ − ρvn=0.5∆tP (σs + σa)
(
C
P
ρvn + F nr
− C
P
ρv˜ − v˜
C
(Er + Pr)
)
. (32)
The estimated flow velocity v˜ is used when the absorp-
tion and scattering source terms are added.
5. VERIFICATION TESTS
5.1. Thermal Equilibrium in A Uniform Static Medium
To demonstrate that our treatment of absorption opac-
ity as described in Section 4.3 can give the correct solu-
tion for radiation energy density Er and gas temperature
T , we first study the evolution of Er and T towards an
equilibrium state in a static medium. It is important to
show that even when the time step is much larger than
the thermalization time, the method is still stable and
accurate.
We setup a uniform 2D domain, periodic in X and
y, with Lx = Ly = 1 and Nx = Ny = 32. Density is
chosen to be 1 and flow velocity is zero. The dimen-
sionless parameters are P = 1,C = 10, Rideal = 1 and
γ = 5/3. We choose initial conditions with Er 6= T 4 and
follow it as it relaxes to a state with Er = T
4, subject
to energy conservation. Figure 1 shows initial conditions
Er = 100, T
4 = 1 for the left panel and T 4 = 108, Er = 1
for the right panel. Evolution of Er and T for the two
different initial conditions with two different opacities σa
are shown in Figure 1. The equilibrium solutions from
the code agree with the analytical solutions (the blue
lines) very well. The total energy error in this test is
smaller than 10−10, which is set by the accuracy of the
Newton-Raphson iterations as discussed in Section 4.3.
When σa = 100, the time step, which is set by the
speed of light, is much larger than the thermalization
time. In this case, the correct equilibrium state is
achieved within about one time step. When the time
step is comparable to the thermalization time as in the
case σa = 1, our algorithm automatically resolves the
thermalization process. Unlike the predict and correct
scheme shown in Figure 1 and Figure 2 of JSD12, this
algorithm can always keep the relative values of Er and
T 4 even for extreme parameters during the thermaliza-
tion process, as our algorithm solves the gas temperature
and radiation energy density simultaneously.
5.2. Equilibrium State in A Moving Medium
To test our treatment of the velocity dependent terms,
we give the fluid a uniform initial velocity vx along the
x direction based on the setup used in the last section
and let the system evolve. As the RT equations are not
Galilean invariant (Lowrie et al. 1999, JSD12), specific
intensity will be beamed along the direction of flow ve-
locity and a net radiation flux is produced along the op-
posite direction. As the co-moving flux is non-zero ini-
tially, the flow experiences a drag by the photons and
is decelerated until the co-moving flux becomes zero in
the equilibrium state. We use vx = 0.3C in this test so
that the velocity dependent terms are significant. For
this test, we set T = 1 and Er = 1 initially. Three angles
for each octant are used.
Histories of the flux, momentum and energy for the
case with absorption opacity σa = 100 are shown in
Figure 2. The advective flux is defined to be Fv ≡
vx (Er + Pr,xx) /C. When the system reaches the equi-
librium state, Fv = Fr and the co-moving flux becomes
zero, as it should be. The total momentum of the system
is the sum of the gas momentum ρvx and photon momen-
tum PFr/C, which is conserved as shown in the middle
panel of Figure 2. The gas momentum is decreased due to
the radiation drag and converted to photon momentum.
During this process, the kinetic energy of the gas is trans-
formed to the radiation energy density and gas internal
energy through the thermal coupling. As shown in the
bottom panel of Figure 2, the total energy is also almost
conserved. The relative energy error is only 10−4. For
the case with scattering opacity σs = 100, we find very
similar behavior and accuracy. The only exception is
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Figure 1. Evolution of the radiation energy density and gas temperature to an equilibrium state in a static medium. Different initial
conditions are used for the left and right panels. For each initial condition, we show results with two different opacities as labeled in the
figure. The red (black) lines are for Er (T 4) while the blue lines are the analytic solution at the equilibrium state. The black squares and
red circles indicate the values at each time step.
Figure 2. Top: History of the radiation flux Fr,x (red line) and
advective flux Fv (black line) along x direction for the test dis-
cussed in Section 5.2 for the case with absorption opacity. M iddle:
History of the gas momentum (solid line) and total momentum
(dashed line). Bottom: History of the gas (solid line) and total
energy densities (dashed line).
that the gas temperature is unchanged and all the kinetic
energy density is converted to the radiation energy den-
sity, as expected. Therefore, solutions from our transfer
equation are consistent with the radiation moment equa-
tions. Notice that the last two terms in equation 6, which
we added in comparison to Mihalas & Klein (1982), are
crucial to get the correct equilibrium state in a moving
medium.
Specific intensities not only allow calculation of the ra-
diation energy density and flux, but also encode informa-
tion about the angular distribution of the photons. An
initially isotropic distribution of the specific intensity is
shown in the left panel of Figure 3. After the equilibrium
state is reached, the middle and right panels of Figure 3
show the spatial distributions of the specific intensities
projected to the x−y plane for the cases with absorption
opacity σa = 100 and scattering opacity σs = 100 respec-
tively. The right-going intensities are increased while the
left-going intensities are decreased. In other words, the
specific intensities are beamed as expected.
To check that the angular distribution of specific in-
tensities agree with the equations (17) and (25) quanti-
tatively in the steady state, we set the left hand side of
the two equations to be zero and solve the two integral
equations of the right hand sides for all angles, which are
shown as the black and blue ellipses in Figure 3. As this
figure shows, the agreement is perfect.
The angular distribution of the photons can also be
quantified by two components of the Eddington tensor
fxx ≡ Pr,xx/Er and fyy ≡ Pr,yy/Er in this test. Figure
4 shows the evolution of fxx and fyy for the case with
pure absorption opacity. They are 1/3 initially when
the specific intensities are isotropic. In the equilibrium
state, fxx is increased to ∼ 0.37 while fyy drops to ∼
0.315, although the gas temperature is spatially isotropic.
Consistent with Figure 3, the difference between fxx and
fyy in the Eulerian frame is caused by the beaming of the
fluid velocity. The degree of anisotropy is ∼ O (v/C)2 in
this thermal equilibrium case (Mihalas & Mihalas 1984).
5.3. Non-LTE Atmosphere
The steady state solution in a scattering opacity dom-
inated atmosphere is used to test the short characteris-
tic module described in Davis et al. (2012), which solves
the time-independent transfer equation and finds the so-
lutions via iterations. This test is useful as it covers
the transition from optically thick LTE to optically thin
non-LTE regimes within the atmosphere. It also demon-
strates that steady state solution can be achieved by solv-
9Figure 3. Spatial distributions of the specific intensity projected in the x− y plane for the tests described in Section 5.2. The black rays
have µz = 0.333 while for the blue rays µz = 0.882. Left: Initial isotropic distribution. Middle: Distribution of the specific intensities at
the equilibrium state with absorption opacity. Right: The same as the middle panel but for the case with only scattering opacity. The
black and blue ellipses are the analytical solutions for all the angles.
Figure 4. Histories of the x − x and y − y components of the
Eddington tensor for the test described in section 5.2 with pure
absorption opacity.
ing the time dependent RT equations.
The simulation domain is a cubic box with x× y× z ∈
(−0.5, 0.5) × (−0.5, 0.5) × (−10, 10). The spatial reso-
lution is fixed to be 16 × 16 × 1280 for the x, y and z
directions respectively. Density of the atmosphere is cho-
sen to be an exponential profile along vertical direction
ρ(x, y, z) = 10−3 exp(−z+10). Gas temperature is fixed
to be 1 everywhere and flow velocity is zero everywhere.
Absorption opacity is σa = ǫρ while the scattering opac-
ity is σs = (1 − ǫ)ρ. The parameter ǫ is the destruction
parameter used in Davis et al. (2012), which is a constant
here. If the Eddington tensor is fixed to be 1/3I, then
the analytic solution for the radiation energy density is
(equation 30 of Davis et al. (2012))
Er(τ) = 1− e
−
√
3ǫτ
1 +
√
ǫ
, (33)
Figure 5. Comparison of the profiles of the radiation energy den-
sity between the numerical (black solid lines) and analytical solu-
tions (red dashed lines) for the non-LTE atmosphere test described
in Section 5.3. The value of ǫ is labeled above each line.
where τ is the optical depth measured from the top
z = 10. In order to be close to the Eddington approxi-
mation, we use one angle per octant. Periodic boundary
conditions are used along the x and y directions. At the
bottom of the simulation box, we copy the specific inten-
sities along all angles from the last active zones to the
ghost zones. At the top, only outgoing specific intensities
are copied from the last active zones to the ghost zones
while the incoming specific intensity is set to be zero in
the ghost zones. The initial specific intensities are set to
be 1/(4π) for all angles everywhere. The hydrodynami-
cal equations are not evolved in this test. Because of the
vacuum boundary condition at the top, the radiation en-
ergy density will decrease until cooling is balanced by the
thermal emission in the equilibrium state. The smaller
is ǫ, the smaller is Er at the top. The solutions from our
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code at the equilibrium state for three different values of
ǫ are shown as the solid black lines in Figure 5. Com-
pared with the analytical solutions shown as the dashed
red lines, they agree very well when ǫ changes from 0.1
to 10−4.
5.4. Crossing Beams in Vacuum
Figure 6. Distribution of radiation energy density for two beams
of photons crossing vacuum, as described in Section 5.4. The left
panel is the result for a resolution of Nx = 128, Ny = 512 while
this resolution is doubled for both directions in the right panel.
Unlike the short characteristic module used in
Davis et al. (2012), specific intensities are decomposed
along each axis for the transport step. By propagating
two beams of photons in vacuum, we demonstrate that
this approach still allows accurate propagation of pho-
tons in a direction oblique to the grid.
We setup a 2D domain with box size Lx = 1, Ly = 4.
Periodic boundary conditions are used along the x di-
rection. Both absorption and scattering opacity are zero
everywhere. We inject two beams from the bottom at 45
degrees with respect to the +x and −x axes respectively.
Because of the periodic boundary conditions, the two
beams will cross each other and finally escape from the
top. The distributions of Er after the two beams have
escaped for two different spatial resolutions are shown in
Figure 6. Compared with Figure 6 of Davis et al. (2012),
our approach gives similar results to the short charac-
teristic method with quadratic interpolation. There is
a small amount of numerical diffusion in the beam, al-
though total flux remains conserved. The numerical dif-
fusion is reduced with increasing resolution, which re-
flects convergence of the solution.
As an aside, we note that M1 methods fail this test as
the two beams of radiation merge into one at the point
where they cross.
5.5. Dynamic Diffusion
As described in the Appendix of Jiang et al. (2013b),
the most useful test for our treatment of the transport
Figure 7. Profiles of radiation energy density Er for the dynamic
diffusion tests described in Section 5.5. Left: Results when optical
depth per cell is τs = 625. The black, red and green points are
simulation results at times t = 1, 2, 3 respectively. Right: Results
when optical depth per cell is reduced to τs = 6.25. The time
for the black, red and green dots are 0.4, 0.8, 1.6 respectively. The
corresponding lines in the two panels are analytical solutions given
by equation 35.
Figure 8. Same as the left panel of Figure 7 but for the case when
the original transport scheme given by Stone & Mihalas (1992) is
used.
step described in Section 4.2 is the dynamic diffusion test
in an optically thick medium with pure scattering opac-
ity. We setup a 1D domain with Lx = 2. The density,
temperature and flow velocity are all set to be 1. All the
hydro quantities are uniform over the whole simulation
domain and they do not evolve in the test. The dimen-
sionless speed of light is C = 10. The value of P does not
affect the test. The scattering opacity σs is a parameter
that controls the diffusion coefficient D ≡ C/(3σs). We
use 128 grid points and periodic boundary conditions.
The initial profiles of radiation energy density and flux
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for the region x ∈ (−0.5, 0.5) are
Er(x, 0)=exp(−40x2),
Fr(x, 0)=
80x
3σs
Er(x, 0) +
4v
3C
Er(x, 0). (34)
For other positions, Er and Fr are fixed to be exp(−10)
and 4vEr/(3C). We will only focus on the evolution of
the region x ∈ (−0.5+√Dt, 0.5−√Dt), as this part will
not be affected by the finite domain of the simulation
box. In order to be consistent with the Eddington ap-
proximation, so that analytical solutions can be used for
comparison, we only use one angle per octant. There-
fore the specific intensities are uniquely determined by
Er and Fr.
In the diffusion limit in the Eddington approximation,
the profile of Er at time t should be (Sekora & Stone
2010; Jiang et al. 2013b)
Er(x, t) =
1
(160Dt+ 1)1/2
exp
(−40(x− vt)2
160Dt+ 1
)
.(35)
Comparisons between the numerical and analytical solu-
tions at three different times for two different values of
opacity σs are shown in Figure 7. This figure shows that
our algorithm can calculate the diffusion and advection
processes accurately for a wide range of opacity. In or-
der to show the necessity of separating the diffusive and
advective terms as described in Section 4.2, we repeat
the test with optical depth per cell τs = 625 and use the
original transport scheme described by Stone & Mihalas
(1992). The result is shown in Figure 8. Compared with
the left panel of Figure 7, the numerical diffusion rate is
clearly dominant over the physical diffusion rate and our
treatment shows significant improvement.
5.6. Linear Wave Convergence Test
Figure 9. Convergence of L1 error with resolution in the linear
wave tests for two different set of parameters as labeled in the
Figure. The solid and dashed blue lines are indications of first
order and second order convergence for the optically thick and
optically thin cases respectively.
Figure 10. Comparison of the numerically calculated phase ve-
locity (top panel) and damping rate (lower panel) of linear acoustic
waves with the analytical solution for a wide range of optical depth
per wavelength and three different values of P. The phase veloc-
ity is scaled to the isothermal sound speed and C = 10 for all the
tests. The stars represent quantities measured from simulations
as described in Section 5.6 while the lines are analytical solutions
based on the dispersion relation given by Jiang et al. (2012). The
code gets the phase velocity and damping rate accurately for all
the parameters we have explored.
In order to test the full radiation hydrodynamic algo-
rithm, we carry out the linear wave test in a 2D domain
based on the dispersion relation given by Jiang et al.
(2012). We setup a uniform medium with background
state ρ = T = P = 1 and γ = 5/3. Radiation energy den-
sity Er = 1 and radiation flux is zero in the background
state. In order to be consistent with the Eddington ap-
proximation used to calculate the dispersion relation, we
use one angle per octant. The specific intensity in the
background state is I = 1/(4π). We fix the dimension-
less speed of light to be C = 10. The box size is Lx and
Ly and the wave vector is aligned with x axis in order to
calculate the propagation speed and damping rate more
easily. As the hydrodynamics algorithm is second-order
accurate, while the RT module is only first-order accu-
rate due to operator splitting, we expect that the overall
convergence rate for the whole code will depend on the
parameter regime. For gas pressure dominated or opti-
cally thin regimes it will be second-order accurate, while
for optically thick radiation pressure dominated regimes
it will be first-order accurate. This is confirmed in Figure
9. We show the change of L1 error with spatial resolu-
tion for two sets of parameters τa = 0.01,P = 1 and
τa = 10,P = 10. When the optical depth per wavelength
is only 0.01, the code is second order accurate. When
the optical depth per wavelength is increased to 10 and
radiation pressure is larger than gas pressure, the code
is first order accurate.
In Figure 10, we compare the wave propagation speed
and damping rate from our code with the analytical solu-
tions for optical depth per wavelength from 0.01 to 100
and ratio between radiation pressure and gas pressure
from 0.01 to 100. In order to calculate the phase velocity
and damping rate from our code, we evolve the linear
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wave for one period and calculate the Fourier transform
of the density profile at the end of the simulation with
background state subtracted. This is compared with the
Fourier transform of the initial density profile with back-
ground state subtracted. We identify the positions of the
component with maximum power in the phase space to
be φ0 and φt for the initial and final solutions. The values
of maximum power are A0 and At respectively. There-
fore, the difference between the phase velocity from the
code and the analytical solution is δv = (φt − φ0)/(kT ),
where k = 1/(2π) is the wave number and T is the pe-
riod. The damping rate in the code can be calculated as
ln(A0/At)/T . The numerical values shown in Figure 10
are calculated with 512 grid points per wavelength. With
this spatial resolution, our code can get the phase veloc-
ity and damping rate accurately over all the parameters
we have explored. As C is only 10, which is the regime
that the algorithm will be most useful, we can easily be
in the regime where photons are well-coupled to the gas,
and radiation pressure contributes a significant fraction
of the restoring force for radiative acoustic modes. This
is the case when τa > 10 with P = 1 and P = 10 in Fig-
ure 10, as the phase velocity is larger than the adiabatic
sound speed for these cases. Again, our code captures
these modes accurately.
Figure 11. Structure of a radiation-modified shock for Mach
number M = 1.2. The dashed red lines are the semi-analytical
solution by solving the time-independent radiation hydrodynamic
equations while the black dots are the numerical results when the
flow reaches steady state.
5.7. Radiation Shock Test
The effects of radiation on the structure of strong
shocks have been used as standard tests for many
radiation hydrodynamic codes (Gonza´lez et al. 2007;
Sekora & Stone 2010; Zhang et al. 2011; Jiang et al.
2012). However, because of the complexity of the shock
solutions, the numerical solutions are either compared
with simple analytical estimates (Vaytet et al. 2013), or
semi-analytical solutions based on the Eddington approx-
imation in more quantitative tests (Lowrie & Edwards
Figure 12. The same as Figure 11 but for Mach numberM = 2.
Figure 13. The same as Figure 11 but for Mach numberM = 3.
2008; Jiang et al. 2012). Recently, McClarren & Drake
(2010) have pointed out that the radiation field near
the Zel’dovich spike in subcritical shocks can be very
anisotropic, which invalidates the use of the Eddington
approximation, and may provides a good diagnostic to
test the accuracy of more advanced RT algorithms.
Recently, the steady-state structure of radiation modi-
fied shocks at a variety of Mach numbers has been worked
out without any assumption regarding the Eddington
tensor by Ferguson (2014). We adopt these new solu-
tions to test our full RT and hydrodynamics algorithms3
.
We initialize the shock solutions in 1D with dimen-
sionless pre-shock parameters ρ0 = T0 = Er,0 = 1 and
3 We thank Jim Ferguson for providing us his radiation shock
solutions.
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Figure 14. Spatial profiles of the specific intensities at four dif-
ferent angles for a radiation modified shock with Mach number
M = 3. The angles labeled in each panel are with respect to +x
axis. Note the radiation field is highly anisotropic.
v0 = M, where the Mach number M controls the rela-
tive importance of radiation to gas pressure. The other
dimensionless numbers are C = 1.73 × 103, P = 10−4,
and σa = 577.4. These values are the same as in Section
6.2 of JSD12, so that the radiation shock solutions can
be directly compared. Gas temperature T is calculated
as T = P/(0.6ρ) and γ = 5/3. We use 4096 grid points
and 10 angles per octant for all the solutions. All quan-
tities on the left boundary are fixed to the pre-shock
parameters, while on the right boundary all quantities
in the ghost zones are copied from the last active zone.
The steady state numerical solutions can be compared
with the initial conditions to see how well the code can
hold the semi-analytical solutions. Our numerical solu-
tions after three flow crossing times for M = 1.2, 2, 3
are shown as black dots in Figures 11, 12, 13 while the
semi-analytical solutions are shown as dashed red lines
in each figure. The numerical solutions agree with the
semi-analytical solutions very well for the three cases.
In the case with M = 1.2, gas temperature increases
monotonically from upstream to downstream. The fxx
component of the Eddington tensor is close to 1/3 near
the shock front, although it can be seen that fxx can
be smaller than 1/3 in the immediate post-shock flow,
as found by Sincell et al. (1999) and JSD12. When the
Mach number is increased to 2 and then 3, radiation pres-
sure downstream becomes significantly stronger and the
Zel’dovich spike (Zel’Dovich & Raizer 1967) emerges. In
Figure 13 withM = 3, not only does the gas temperature
T form a spike near the shock front, but also the radi-
ation temperature Tr. At the same time, the radiation
field becomes very anisotropic as the peak of fxx differs
from 1/3 by 50%. A similar spike in radiation tempera-
ture is evident in Figure 15 of JSD12 when the angular
distributions of photons are calculated self-consistently
with the VET approach. This feature is called “anti-
diffusion” in McClarren & Drake (2010), because the di-
rection of radiation flux at the shock front is along the
same direction as the radiation energy density gradient.
This is the opposite behavior to what is assumed in the
diffusion approximation. It occurs because the RT equa-
tion requires F r ∝ −∇ ·Pr = −∇ · (fEr) in steady state.
When the Eddington tensor has a strong spatial gradient
as in the shock front, F r is not necessarily in the same
direction of −∇Er, as assumed in the diffusion approxi-
mation. These results point out that it is crucial to adopt
algorithms that can treat the anisotropic nature of the
radiation field accurately.
The anisotropic radiation field in our solution can also
be demonstrated directly by plotting the specific inten-
sities along different directions. Profiles of specific inten-
sity along four different angles for the case with Mach
number M = 3 are shown in Figure 14. The intensity
along rays pointing in the −x direction is much larger
than intensities in other directions in the upstream re-
gion. This is responsible for the pre-heating of the gas.
The intensity along rays in the direction of the flow ac-
tually increase monotonically from upstream to down-
stream, which is quite different from the profile of Er
shown in Figure 13. The spike in radiation energy den-
sity near the shock front is dominated by the rays per-
pendicular to the flow direction. This is because just in
front of the hot downstream gas, rays perpendicular to
the flow direction have a longer path length through the
narrow shell of hot gas, and therefore have proportionally
more emitted photons than directions with shorter path
lengths through the emission region. This is consistent
with the fact that fxx < 1/3 in Figure 13 near the shock
front.
Figure 15. Shadows created by an optically thick cloud from
radiation beamed in two directions ±14◦ with respect to the hori-
zontal axis. From top to bottom, the three panels show radiation
energy density Er, xx and yy components of Eddington tensor.
The umbra and penumbra behind the cloud are clearly visible.
5.8. Shadow Test
The ability to capture shadows cast by an opti-
cally thick object in an optically thin environment re-
quires propagating photons along different directions cor-
rectly. This test has been widely used to demonstrate
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the differences between FLD, M1 and RT algorithms
based on short characteristics (Hayes & Norman 2003;
Gonza´lez et al. 2007; McKinney et al. 2013, JSD12). Al-
though the M1 method is able to capture the shadow
formed by one beam, therefore demonstrating an advan-
tage of M1 over FLD (Gonza´lez et al. 2007), it cannot
propagate two beams correctly (McKinney et al. 2013).
As our method directly solves for the specific intensity
along different directions, it should be able to capture
the shadow from multiple beams accurately, as was the
case with the VET method in JSD12.
For this test, we setup a rectangular box of size
(−0.5, 0.5) × (−0.3, 0.3) with dimensionless parameter
C chosen to be 10 to speed up the calculation. The
background medium has density ρ0 = 1 and temper-
ature T0 = 1. Density inside the elliptical region
r = x2/a2 + y2/b2 6 1 with a = 0.1 and b = 0.06
is ρ(r) = ρ0 + (ρ1 − ρ0)/ [1 + exp (10(r − 1))], where
ρ1 = 10ρ0. Gas temperature is set to be 1/ρ. Absorption
opacity σa = T
−3.5ρ2 is used in this test. Beamed pho-
tons with intensity I = 103.13 are injected from the left
x boundary at angles ±14◦ with respect to the x−axis.
One beam at −14◦ and another beam at 14◦ with the
same intensity are injected along the top and bottom
y boundaries respectively. The intensities in the ghost
zones along the right x boundaries are copied from the
last active zones. We use a resolution of 512×256 cells for
this test. The hydrodynamical equations are not evolved
(although see Proga et al. (2014) for the hydrodynami-
cal evolution of an irradiated cloud computed using our
VET method). Although we use different values of C
compared with the shadow test shown in Section 6.5 of
JSD12, all the other important dimensionless numbers
and angles of the incoming intensities are the same. For
example, the photon mean free path inside the cloud is
only 3.2 × 10−6 of the horizontal size of the simulation
box due to the low temperature and high density, while
it the same as the box size outside the cloud. Therefore,
results from the two different RT algorithms can be di-
rectly compared. Radiation energy density, xx and yy
components of the Eddington tensor after the photons
have propagated through the simulation box are shown
in Figure 15. Compared with Figure 19 of JSD12, the
umbra and penumbra calculated by the two codes are
indeed very similar. Note also the results differ signifi-
cantly from those shown by McKinney et al. (2013) com-
puted using the M1 method.
6. PERFORMANCE
The cost to solve the RT equations in our algorithm
is linearly proportional to the total number of angles in
each cell. The time spent in Step 2, Step 4 and Step 5
is roughly the same, when both absorption and scatter-
ing opacities are non-zero and the non-linear matrix in
Step 4 can converge quickly. To test the performance of
the code, we setup a 3D box with dimensionless density,
pressure, radiation energy density all set to be 1. We
use 80 angles per cell, which are usually enough for the
3D applications we have studied. The initial intensities
are isotropic while the flow velocity is zero initially. The
other dimensionless parameters are P = 1, C = 10. The
uniform medium is seeded with 10% random perturba-
tions in density. The test is run on Stampede, which has
Intel Xeon E5 (Sandy Bridge) nodes with core frequency
2.7 GHz and 2 GB memory per core. With 323 cells per
core, the code is able to update N0 = 2.4 × 104 zones
per second per core. With multiple cores, we define the
efficiency to be the ratio between the average zones up-
dated by one core per second and N0. The efficiencies of
the code with total number of cores we use in Stampede
for two different cases are shown in Figure 16. With the
number of zones per core fixed to be 323, the parallel
efficiency is more than 90% up to 4096 cores. As a com-
parison, Athena without RT can update ∼ 1× 105 grid
cells per second per core for 3D MHD simulations with
an efficiency 90% up to 105 processors. Therefore, our
RT algorithm slows down the code by a factor of ∼ 4 for
80 angles per cell but keeps a very similar parallel effi-
ciency. This is because our explicit RT algorithm does
not require iterations in the global domain.
Figure 16. Weak scaling of the code measured on Stampede, for
323 zones per core (red line) and 163 zones per core (black line).
7. SUMMARY
We have developed a new algorithm for radiation MHD
based on solving the time-dependent RT equation to com-
pute the specific intensity along discrete rays. Integra-
tion of the specific intensity over angles then yields the
radiation energy and momentum source terms, which are
coupled to the ideal MHD equations. We have tested the
code extensively based on the suite of test problems used
by JSD12.
Compared with commonly used methods for solving
the radiation moment equations, such as FLD and M1,
the most significant advantage of our algorithm is that
we calculate the angular distribution of photons self-
consistently. Therefore, we do not need any ad-hoc clo-
sure relation as required in FLD and M1 methods. We
expect our methods to be superior in regions where the
photon mean free path becomes comparable to or larger
than the characteristic scales of the fluid. Then the dis-
parate contributions of multiple, non-local sources can
give rise to complexity in the angular distribution of the
photons that cannot be encapsulated using only a few
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of lowest order moments of the radiation field (Er, F r).
We have shown results for a variety of tests that demon-
strate the importance of the non-local and anisotropic
properties of the radiation for the correct dynamics, for
example the structure of radiation modified shocks, and
the shadows cast by multiple sources of radiation.
The method described here can be considered an exten-
sion of previous algorithms that use the method of short
characteristics to solve the time-independent RT equa-
tion (Hayes & Norman 2003; Davis et al. 2012), which
is then used to calculate a variable Eddington tensor to
close the radiation moment equations (Stone et al. 1992,
JSD12). The full angular distribution of the specific in-
tensity is captured in both algorithms. However, the
main advantages of the algorithm described here is that it
can be used for dynamical problems where the dynamical
time is not negligibly small compared to the light cross-
ing time, and when the velocity dependent terms play
an important role. Moreover, since the method devel-
oped here uses explicit differencing of spatial operators,
it avoids the inversion of large matrices every time step,
and therefore is much more efficient on modern parallel
systems.
The algorithm developed in this paper is only applica-
ble to non-relativistic flows. As general relativity (GR)
is believed to be the correct description of the gravita-
tional field near the event horizon of black holes, extend-
ing our algorithms to GR is the next step, and indeed is
already underway. There are several aspects of the algo-
rithm developed here that we expect will be crucial for
the method in full GR. This includes the implicit treat-
ment of source terms, including scattering, and the use
of upwind monotonic interpolation methods that guar-
antee conservation of radiation energy and momentum
to roundoff error.
The time step for stability with our algorithm is based
on the light crossing time of each cell. This is very ineffi-
cient for systems in which the typical sound speed or flow
velocity is much smaller than the speed of light. In the
regime where the reduced speed of light approximation
applies (Skinner & Ostriker 2013), it can be combined
with our algorithm to increase efficiency. We have used
our code to study the global structure of black hole ac-
cretion disks for different accretion rates at intermediate
distances from the event horizon. Results from these
simulations will be reported elsewhere.
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