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1 Introduction
In the sequel, we recall and comment some classical results on the non-increasing rearrangement and
Lorentz spaces. There are papers in the existing literature that seemed to have been bypassed as
regards its contractive property in Lp spaces. Also, we provide detailed proofs and a few properties
that does not seem to arise in the existing literature.
2 Framework of the study
In this section, we have collected properties on the decreasing rearrangement, and on Lorentz spaces Lp,q(Rd),
1 6 p < +∞, 1 6 q < +∞, d > 1. We have tried to give the detailed proofs.
Définition 2.1. Distribution function
Let us denote by (E,µ) a measured space. If one denotes by f a real-valued, measurable function,
µ−finite a.e., we introduce the positive-valued distribution function µf , defined on R
+, such that, for
any positive number λ:
µf (λ) = µ
({
x
∣∣ |f(x)| > λ})
which can also be written as:
µf (λ) = inf
s>0
{
s
∣∣µ ({x ∣∣ |f(x)| > s}) 6 λ}
For any strictly positive number σ, we set:
m(σ, f) = mes
({
x
∣∣ |f(x)| > σ})
Property 2.1. Properties of the distribution function
The distribution function µf (λ) is non-increasing, and right-continuous on [0,+∞[.
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Proof. Let us consider a positive number λ0. As in [BS88], we set, for any real positive number λ:
E(λ) =
{
x ∈ Rd
∣∣∣∣ |f(x)| > λ
}
As λ increases, the sets E(λ) decrease; moreover:
E(λ0) =
⋃
λ>λ0
E(λ) =
+∞⋃
n=1
E
(
λ0 +
1
n
)
In order to prove the right-continuity, one requires to show that:
lim
λ→0+
µf (λ0 + λ) = µf (λ0)
but since the mapping λ 7→ µf (λ) is non-increasing, the monotone convergence theorem yields the
right-continuity:
lim
n→+∞
µf
(
λ0 +
1
n
)
= lim
n→+∞
µ
(
E
(
λ0 +
1
n
))
= µ (E (λ0)) = µf (λ0)
Définition 2.2. Equimeasurable functions
Let us denote by (E,µ) and (F, ν) two measured spaces, f a real-valued function defined on E, g a
real-valued function defined on F . The functions f and g are said to be equimeasurable if:
∀ t > 0 : µ {x ∈ E : |f(x)| > t} = ν {y ∈ F : |g(y)| > t}
Définition 2.3. Symmetric rearrangement of a set of Rd
Let V be a measurable set of finite volume in Rd. Its symmetric rearrangement V⋆ is the open centered
ball, the volume of which agrees with V:
V⋆ =
{
x ∈ Rd
∣∣∣∣VolBd · |x|d < VolV
}
where VBd denotes the volume of the unit ball of R
d :
VolBd =
π
d
2
Γ
(
d
2 + 1
)
Définition 2.4. Symmetric decreasing rearrangement
Let us consider a real-valued, non-negative, measurable function f , defined on Rd, which vanishes at
infinity, in the sense where
mes
({
x ∈ Rd
∣∣∣∣ f(x) > t
})
< +∞ ∀ t > 0
The symmetric decreasing rearrangement of f is the function f⋆, defined on Rd, positive, measurable,
such that, for any x in Rd:
2
f⋆(x) =
∫ +∞
0
1{y:f(y)>t}⋆(x) dt
where 1{y:f(y)>t}⋆ denotes the characteristic function of the set {y : f(y) > t}
⋆.
Définition 2.5. Decreasing rearrangement
If one denotes by f a real-valued, measurable function, µ−finite a.e., the (scalar) decreasing rearrange-
ment f#, is the positive-valued function, defined, for any strictly positive number t, through:
f#(t) = inf
λ>0
{
λ
∣∣µf (λ) 6 t}
with the convention:
inf ∅ = +∞
Exemple 2.1. Distribution function and rearrangement of a simple function
Let us denote by n a natural integer, and a1, .., an real numbers such that:
a1 < . . . < an
I1, ..., In are pairwise disjoint intervals of R. We define the function f , from R to R, such that:
f =
n∑
i=1
ai 1Ii
where, for 1 6 i 6 nf , 1Ii is the characteristic function of Ii:
∀x ∈ Rd : 1Ii(x) =
{
1 if x ∈ Ii
0 otherwise
Then:
 For any λ > an:
µf (λ) = 0
 For any λ ∈ [an−1, an[:
|f(x)| > λ⇐⇒ x ∈ In
which leads to:
µf (λ) = mes In
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 For any λ ∈ [an−2, an−1[:
|f(x)| > λ⇐⇒ x ∈ In−1 ∪ In
One thus has:
µf (λ) = mes In−1 +mes In
 For any λ ∈ [ai, ai+1[:
x ∈
{
x
∣∣ |f(x)| > λ}⇐⇒ x ∈ Ii ∪ . . . ∪ In
This yields:
µf (λ) = mes Ii+1 + . . .+mes In
 If one sets an+1 = 0, one gets, by induction:
µf =
n∑
i=1
{
n∑
k=i
mes Ik
}
1[0,ai[
which can be written as:
µf =
n∑
i=1
mi 1[ai−1,ai[
with the convention:
a0 = 0
and where, for any i in {1, . . . , n}:
mi =
n∑
k=i
mes Ik
One also has:
f# =
n∑
i=1
ai 1[mi−1,mi[
with the convention:
m0 = 0
Figures 1, 2, 3 display the graphs of f , µf et f
# in the case n = 3:
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Figure 1: The graph of the function f for n = 3.
Figure 2: The graph of the distribution function of f for n = 3.
Property 2.2. Some properties of the decreasing rearrangement
Let us denote by f a real-valued, measurable function, µ−finite a.e. Then:
i. For any strictly positive number t, and any positive number λ:
f#(t) > λ⇐⇒ µf (λ) > t
ii. The function f# is non increasing.
iii. If the distribution function µf is strictly decreasing and continuous from Iµf ⊂ R into R
+,
then f# is the inverse function of µf on R
+. Moreover, the decreasing rearrangement f# is
right-continuous.
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Figure 3: The graph of the decreasing rearrangement f# for n = 3.
Proof. i. Let us denote by λ a positive number. Then, if µf (λ) > t, one gets, due to the fact that
µf is non-increasing:
λ > inf
{
ν
∣∣µf (ν) 6 t}
i.e.:
λ > f#(t)
Conversely, let us assume that λ > f#(t), i.e.:
λ > inf
{
ν
∣∣µf (ν) 6 t}
The distribution function µf being non-increasing, one deduces: µf (λ) > t.
For any strictly positive number t:
f#(t) > λ⇐⇒ µf (λ) > t
ii. The function f# is decreasing; for t1 6 t2:
{
x
∣∣ |f(x)| > t1} ⊂ {x ∣∣ |f(x)| > t2}
Thus:
mes
({
x
∣∣ |f(x)| > t1}) 6 mes ({x ∣∣ |f(x)| > t2})
i.e.:
f#(t1) 6 f
#(t2)
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iii. The fact that the decreasing rearrangement f# is right-continuous follows from the fact that it
is the distribution function of µf , with respect to the Lebesgue measure on R
+:
∀ t > 0 : f#(t) = inf
{
λ
∣∣µf (λ) 6 t} = sup {λ ∣∣µf (λ) > t} = mµf (t)
Thus, its is right-continuous.
Property 2.3. Hardy-Littlewood inequality(One may refer to [BS88])
Let us denote by f and g two measurable, real-valued functions defined on R, which vanish at infinity.
Then ∫
Rd
f(x) g(x) dx 6
∫
R+
f#(s) g#(s) ds
Proof. The proof is made in the case of non-negative functions f and g. Due to the monotone conver-
gence theorem, one just needs to consider the case of a simple function f , of the form:
f =
nf∑
i=1
fi 1Ai
where nf is a positive integer, and, for 1 6 i 6 nf , fi is a positive number; A1, .., Anf are measurable
sets such that:
A1 ⊂ A2 ⊂ . . . ⊂ Anf
One has then:
f# =
nf∑
i=1
fi 1[0,µ(Ai)]
which leads to:
∫
Rd
f(x) g(x) dx =
nf∑
i=1
fi
∫
Ai
g(x) dx
6
nf∑
i=1
fi
∫ µ(Ai)
0
g#(t) dt
6
∫
R+
nf∑
i=1
fi 1[0,µ(Ai)](t) g
#(t) dt
=
∫
R+
f#(t) g#(t) dt
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Proposition 2.4. Contractive properties of the non-increasing rearrangement
Let us consider two real-valued, measurable functions f and g, defined on Rd, which vanishes at
infinity. For any strictly positive number s:
‖f# − g#‖Lp 6 ‖f − g‖Lp
Remark 2.1. We would like to point out, as it appears in [LL97], that this specific property is a
generalization of a theorem of G. Chiti and C. Pucci [CP79] and [CT80]. It however claimed to be
proved for the first time in the 1986 paper [CZR86], which does not mention at all the work of G. Chiti
and C. Pucci.
Property 2.5. Rearrangement and algebric properties
Let us denote by f and g two real-valued, measurable functions, µ−finite a.e. Then, for all (t1, t2)
belonging to R2+:
(f g)# (t1 + t2) 6 f
#(t1) g
#(t2) , (f + g)
# (t1 + t2) 6 f
#(t1) + g
#(t2)
Proof. For any (t1, t2) ∈ R
2
+ , one can legitimately assume that the quantities f
#(t1) g
#(t2) and
f#(t1) + g
#(t2) are respectively finite, since there is, otherwise, nothing to prove.
One has, first:
{
x
∣∣ |f(x) g(x)| > λ1 λ2} ⊂ {x ∣∣ |f(x)| > λ1} ∪ {x ∣∣ |g(x)| > λ2}
since:
! if |f(x) g(x)| > λ1 λ2 et |f(x)| < λ1, then, necessarily |g(x)| > λ2 ;
! if |f(x) g(x)| > λ1 λ2 et |g(x)| < λ2, then, necessarily |f(x)| > λ1.
Hence:
mes
{
x
∣∣ |f(x) g(x)| > λ1 λ2} 6 mes {x ∣∣ |f(x)| > λ1} ∪ {x ∣∣ |g(x)| > λ2}
i.e.:
mes
{
x
∣∣ |f(x) g(x)| > λ1 λ2} 6 mes {x ∣∣ |f(x)| > λ1}+mes {x ∣∣ |g(x)| > λ2}
One has then:
µf g(λ1 λ2) 6 µf (λ1) + µf (λ2)
which, again due to the fact that the rearrangement is non-increasing, leads to:
(f g)# (µf (λ1) + µf (λ2)) 6 (f g)
# (µf g(λ1 λ2))
i.e.:
(f g)# (µf (λ1) + µf (λ2)) 6 λ1 λ2
If one sets t1 = µf (λ1), t2 = µg(λ2), or, equivalently:
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λ1 = f
#(t1) , λ2 = g
#(t2)
one gets:
(f g)# (t1 + t2) 6 f
#(t1) g
#(t2)
Let us notice then that, for any couple of positive numbers (u, v), and for any (a, b) ∈ R2, one has:
|a+ b| > u+ v ⇒ |a| > u or |b| > v
since:
(|a| 6 u and |b| 6 v)⇒ |a+ b| 6 |a|+ |b| 6 u+ v
f#(t1) + g
#(t2) < |f(x) + g(x)| < |f(x)|+ |g(x)|
One has then the natural embedding
{
x
∣∣ |f(x) + g(x)| > f#(t1) + g#(t2)} ⊂ {x ∣∣ |f(x)| > f#(t1)} ∪ {x ∣∣ |g(x)| > g#(t2)}
Thus:
µf+g
(
f#(t1) + g
#(t2)
)
= mes
{
x
∣∣ |f(x) + g(x)| > f#(t1) + g#(t2)}
6 mes
{
x
∣∣ |f(x)| > f#(t1)}+mes {x ∣∣ |g(x)| > g#(t2)}
= µf
(
f#(t1)
)
+ µg
(
g#(t2)
)
6 t1 + t2
Since the rearrangement (f + g)# is decreasing, it yields:
(f + g)# (t1+t2) 6 (f + g)
#
(
µf+g
(
f#(t1) + g
#(t2)
))
= (f+g)#
(
µf+g
(
f#(t1) + g
#(t2)
))
= f#(t1)+g
#(t2)
Définition 2.6. Maximal function
Let us denote by f a function defined on R, real-valued, measurable, finite a.e. We introduce the
maximal function f⋆⋆, defined, for any strictly positive number t, by:
f⋆⋆(t) =
1
t
∫ t
0
f#(s) ds
Property 2.6. Let us denote by f a real-valued, measurable function, µ−finite a.e. The maximal
function f⋆⋆ is non-increasing on R⋆+. Moreover, for any strictly positive number t:
f#(t) 6 f⋆⋆(t)
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Proof. The maximal function f⋆⋆ is non-increasing on R⋆+ because, for any set of strictly positive
numbers (t1, t2) such that t1 6 t2:
f⋆⋆(t2) =
1
t2
∫ t2
0
f#(s) ds
=
1
t2
∫ t1
0
f#(s) ds +
1
t2
∫ t2
t1
f#(s) ds
6
1
t2
∫ t1
0
f#(s) ds +
1
t2
∫ t2
t1
f#(t1) ds
=
1
t2
∫ t1
0
f#(s) ds+
(t2 − t1) f
#(t1)
t2
=
t1
t2
f⋆⋆(t1) +
t2 − t1
t1 t2
∫ t1
0
f#(t1) ds
6
t1
t2
f⋆⋆(t1) +
t2 − t1
t1 t2
∫ t1
0
f#(s) ds
=
t1
t2
f⋆⋆(t1) +
t2 − t1
t2
f⋆⋆(t1) ds
= f⋆⋆(t1)
One can also note that, for any strictly positive number t:
d
dt
f⋆⋆(t) =
f#(t)
t
−
1
t2
∫ t
0
f#(s) ds
=
1
t2
{
t f#(t)−
∫ t
0
f#(s) ds
}
6
1
t2
{
t f#(t)− f#(t)
∫ t
0
ds
}
= 0
since the rearrangement f# is non-increasing, which yields:
d
dt
f⋆⋆(t) 6 0
Finally, one has obviously:
f⋆⋆(t) =
1
t
∫ t
0
f#(s) ds
>
1
t
∫ t
0
f#(t) ds
=
1
t
t f#(t)
= f#(t)
Property 2.7. The maximal function is sub-additive: if f and g are real-valued, measurable function,
µ−finite a.e., then:
∀ t > 0 : (f + g)⋆⋆(t) 6 f⋆⋆(t) + g⋆⋆(t)
Proof. Since:
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∀ (t1, t2) ∈ R
2
+ : (f + g)
# (t1 + t2) 6 f
#(t1) + g
#(t2)
one deduces, for any strictly positive number t:
(f + g)⋆⋆(t) =
1
t
∫ t
0
(f + g)#(s) ds
6
1
t
∫ t
0
{
f#
(s
2
)
+ g#
(s
2
)}
ds
6
1
t
∫ t
2
0
{
f#(s) + g#(s)
}
2 ds
=
2
t
∫ t
2
0
f#(s) ds+
2
t
∫ t
2
0
g#(s) ds
6
2
t
∫ t
2
0
f#
(s
2
)
ds+
2
t
∫ t
2
0
g#
(s
2
)
ds
=
1
t
∫ t
0
f#(s) ds+
1
t
∫ t
0
g#(s) ds
= f⋆⋆(t) + g⋆⋆(t)
since the rearrangements f# and g# are both decreasing functions.
Proposition 2.8. From the decreasing rearrangement towards the symmetric one
Let us denote by f a real-valued, measurable function, defined on Rd, which vanishes at infinity.
If ωd is the volume of the unit ball of R
d, then, for any x of Rd:
f⋆(x) = f#(ωd |x|
d)
Especially:
∀ t ∈ R : f⋆(t) =
1
2
f#(|t|)
Property 2.9. Let us denote by f a real-valued, measurable function, defined on Rd, which vanishes
at infinity. Then, for any t > 0 :
mes
({
x ∈ Rd
∣∣ |f(x)| > t}) = mes({x ∈ Rd ∣∣ |f⋆(x)| > t}) = mes({s ∈ R ∣∣ |f#(s)| > t})
Property 2.10. Rearrangement and dilatation
Let us denote by f a real-valued, measurable function, defined on Rd, which vanishes at infinity. Λ is
a strictly positive real number. One has then:
(f(Λ·)))# = f#(Λd ·)
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The decreasing rearrangement f⋆ is such that:
(f(Λ ·)))⋆ = f⋆(Λ ·)
The maximal function f⋆⋆ satisfies:
∀ t > 0 : (f(Λ·))⋆⋆ (t) = f⋆⋆(Λd t)
Proof.
(f(Λ ·))# (t) = inf
σ>0
{
σ
∣∣m(σ, f(Λ·)) 6 t}
For any strictly positive number σ:
m(σ, f(Λ·)) = mes
({
x
∣∣ |f(Λx)| > σ})
=
∫
Rd
1|f(Λ x)|>σ dx
=
∫
Rd
1|f(x)|>σ Λ
−d dx
= Λ−dm(σ, f)
Thus:
(f(Λ ·))# (t) = inf
σ>0
{
σ
∣∣m(σ, f(Λ·)) 6 t}
= inf
σ>0
{
σ
∣∣Λ−dm(σ, f) 6 t}
= inf
σ>0
{
σ
∣∣m(σ, f) 6 Λd t}
= f#(Λd t)
Hence:
f⋆(Λx) = f#(ωd Λ
d |x|d)
Or:
(f(Λ ·))⋆ (x) = (f(Λ ·))# (ωd |x|
d) = f#(ωd Λ
d |x|d) = f⋆(Λx)
Also, for any strictly positive number t:
∫ t
0
(f(Λ·))# (s) ds =
∫ t
0
f#(Λd s) ds =
∫ Λd t
0
f#(s)Λ−d ds
1
t
∫ t
0
(f(Λ·))# (s) ds =
1
Λd t
∫ Λd t
0
f#(s) ds = f⋆⋆(Λd t)
i.e.:
(f(Λ·)))⋆⋆ (t) = f⋆⋆(Λd t)
Moreover:
m(σ,Λ f) = mes
({
x
∣∣ |f(x)| > u 1p})
f#(t) = inf
σ>0
{
σ
∣∣m(σ, f) 6 t}
(f g)#(t) = m(t, f g) = inf
σ>0
{
σ
∣∣m(σ, f g) 6 t}
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Also:
m(u
1
p , f) = mes
({
x
∣∣ |f(x)| > u 1p})
= mes
({
x
∣∣ |f(x)|p > u})
= inf
s>0
{
s
∣∣mes ({x ∣∣ |f(x)|p > s}) 6 u}
= inf
s>0
{
s
∣∣mes ({x ∣∣ |f(x)| > s 1p}) 6 u}
= inf
s>0
{
sp
∣∣mes ({x ∣∣ |f(x)| > s}) 6 u}
= mp(u, f)
=
(
f#
)p
(u)
For any strictly positive number Λ:
m(t, f(Λ·)) = mes
({
x
∣∣ |f(Λx)| > t})
=
∫
Rd
1|f(Λ x)|>t dx
=
∫
Rd
1|f(x)|>t Λ
−d dx
= Λ−dm(t, f)
Property 2.11. Rearrangement and invariance of the Lp norm
Let us consider p > 2; we denote by f a real-valued, measurable function, defined on Rd, which vanishes
at infinity. If the function f belongs to Lp
(
R
d
)
, the symmetric decreasing rearrangement f⋆ belongs
to Lp
(
R
d
)
, the decreasing rearrangement f# belongs to Lp (R), and, for any t > 0, one has:
‖f⋆‖Lp(Rd) = ‖f
#‖Lp(R) = ‖f‖Lp(Rd)
‖f‖p
Lp(Rd)
=
∫ +∞
0
(
u
1
p f#(u)
)p du
u
Proof. The Fubini theorem leads to:
‖f‖p
Lp(Rd)
=
∫
Rd
(f(x))p dx
=
∫
Rd
{∫ +∞
0
1(f(x))p>t dt
}
dx
=
∫ +∞
0
{∫
Rd
1(f(x))p>t dx
}
dt
=
∫ +∞
0
mes
{
x
∣∣∣∣ (f(x))p > t
}
dt
=
∫ +∞
0
mes
{
x
∣∣∣∣ f(x) > t
}
p tp−1 dt
=
∫ +∞
0
µf (t) p t
p−1 dt
= ‖f⋆‖p
Lp(Rd)
Also:
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‖f‖p
Lp(Rd)
=
∫
Rd
|f(x)|p dx
=
∫
Rd
{∫ |f(x)|
0
p tp−1 dt
}
dx
=
∫ +∞
0
p tp−1
{∫
Rd
1|f(x)|>tdx
}
dt
=
∫ +∞
0
p tp−1mes
({
x
∣∣ |f(x)| > t}) dt
=
∫ +∞
0
p tp−1 inf
σ>0
{
σ
∣∣m (σ, f⋆) 6 t} dt
=
∫ +∞
0
p tp−1 inf
σ>0
{
σp
∣∣m(σ 1p , f⋆) 6 t} dt
=
∫ +∞
0
p tp−1m(t, f) dt
=
∫ +∞
0
p tp−1m(t, f⋆) dt
=
∫ +∞
0
p tp−1m
(
(tp)
1
p , f⋆
)
dt
=
∫ +∞
0
m
(
u
1
p , f⋆
)
du
=
∫ +∞
0
(
f#
)p
(u) du
= ‖f#‖p
Lp(R)
=
∫ +∞
0
u
(
f#(u)
)p du
u
=
∫ +∞
0
(
u
1
p f#(u)
)p du
u
An alternate proof of the relations between those norms can be made using the monotone convergence
theorem. This way, one just needs to consider the case of a simple function f , of the form:
f =
nf∑
i=1
fi 1Ai
where nf is a positive integer, and, for 1 6 i 6 nf , fi is a positive number ; A1, .., Anf are measurable
sets such that:
A1 ⊂ A2 ⊂ . . . ⊂ Anf
One has then:
f# =
nf∑
i=1
fi 1[0,µ(Ai)]
For 1 6 i 6 nf , the equimeasurability of fi and f
#
i can be written, for any positive number λ, as:
µfi(λ) = µf#i
(λ)
which leads to:
µf (λ) = µf#(λ)
and:
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µfp(λ) = µf (λ
1
p ) = µf#(λ
1
p ) = µ(f#)p(λ)
i.e.:
µ
({
x
∣∣ |fp(x)| > λ}) = µ({x ∣∣ |(f#)p(x)| > λ})
Starting from the above latter property, Lorentz spaces can be introduced very naturally:
Définition 2.7. Let p and q denote two strictly positive numbers such that p > 1, q > 1. The Lorentz
space Lp,q(Rd) is defined as the set of real-valued, measurable functions f , defined on Rd, such that:
‖f‖Lp,q(Rd) =
(∫ +∞
0
(
t
1
p f# (t)
)q dt
t
) 1
q
< +∞
Remark 2.2. It is interesting to note that one can also define:
i. the Lorentz space Lp,∞(Rd) as the set of real-valued, measurable functions f , defined on Rd, such
that:
‖f‖Lp,∞(Rd) = sup
t>0
t
1
p f# (t) < +∞
ii. the Lorentz space L∞,∞(Rd) as the set of real-valued, measurable functions f , defined on Rd,such
that:
‖f‖L∞,∞(Rd) = sup
t>0
f# (t) < +∞
Remark 2.3. It is clear that:
Lp,p(Rd) = Lp(Rd)
since the Lp -norm is kept invariant by the rearrangement.
Remark 2.4. Lorentz spaces can be considered as " thinner" spaces than the Lebesgue ones; they make
it possible to detect logarithmic correction, which can not be done with the classical Lp spaces.
Exemple 2.2. Let us consider, on the unit ball of R, functions of the form:
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fα,β : t 6= 0 7→
(
ln 1|t|
)β
|t|α
=
(− ln |t|)β
|t|α
‖fα,β‖
p
B0,1(R)
=
∫
B0,1(R)
f
p
α,β(t) dt
=
∫
B0,1(R)
(
ln 1|t|
)β p
|t|α p
dt
=
∫
B0,1(R)
(− ln |t|)β p
tαp
dt
At stake are Bertrand integrals, of the form∫ 1
0
dt
tα0 (− ln t)β0
When α0 < 1, no difference can be seen for distinct values of the parameter β. It is not the case if one
consider Lorentz norms, as it is illustrated in the following figures.
Figure 4: The ‖ · ‖2
L1,2([0,1]) norms of the function f−1,2 (in red) and f−1,4 (in green).
Remark 2.5. It is important to note that ‖·‖Lp,q(Rd) is not a norm, since the triangle inequality does
not hold, for, in most cases, one cannot have:
(f + g)⋆ 6 f⋆ + g⋆
‖·‖Lp,q(Rd) is just a quasi-norm.
The space Lp,q(Rd) is not, thus, a Banach space. In order to norm Lp,q(Rd), one has to consider,
thanks to the sub-additivity of the maximal function:
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Figure 5: The ‖ · ‖2
L2([0,1]) norms of the function f−1,2 and f−1,4, which are the same.
|||f |||Lp,q(Rd) =
(∫ +∞
0
(
t
1
p f⋆⋆(t)
)q dt
t
) 1
q
, q < +∞
The (obviously) vectorial space Lp,q(Rd) is, thus, a complete metric space. It is obvious if one considers
the mapping
(f, g) ∈ Lp,q(Rd)× Lp,q(Rd) 7→ |||f − g|||Lp,q(Rd)
which is a distance over Lp,q(Rd). As for the mapping
(f, g) ∈ Lp,q(Rd)× Lp,q(Rd) 7→ ‖f − g‖Lp,q(Rd)
one can also prove that it is a distance over Lp,q(Rd), which follows from the following comparison:
Property 2.12. Comparison of the Lorentz norm and quasi-norm
There exists a strictly positive constant Cp,q such that, for any f belonging to L
p,q(Rd):
|||f |||Lp,q(Rd) 6 Cp,q ||f ||Lp,q(Rd) 6 Cp,q |||f |||Lp,q(Rd)
Proof. Let us recall:
|||f |||Lp,q(Rd) =
(∫ +∞
0
(
t
1
p f⋆⋆(t)
)q dt
t
) 1
q
, ||f ||Lp,q(Rd) =
(∫ +∞
0
(
t
1
p f#(t)
)q dt
t
) 1
q
Due to Hardy’s generalized inequality, for any strictly positive number T , and any positive number α
such that α < q − 1 :
∫ T
0


∫ t
0
f⋆(u) du
t


q
tα dt 6
(
q
q − 1− α
)q ∫ T
0
(
f#(t)
)q
tα dt
17
Thus, for α =
q
p
:
∫ T
0
(
t
1
p
−1
∫ t
0
f⋆(u) du
)q
dt 6
(
q
q − 1 + q
p
)q ∫ T
0
(
t
1
p f#(t)
)q
dt
i.e.:
∫ T
0
(
t
1
p f⋆⋆(t)
)q
dt 6
(
q
q − 1 + q
p
)q ∫ T
0
(
t
1
p f#(t)
)q
dt
which leads to:
∫ +∞
0
(
t
1
p f⋆⋆(t)
)q
dt 6
(
q
q − 1 + q
p
)q ∫ +∞
0
(
t
1
p f#(t)
)q
dt
and:
(∫ +∞
0
(
t
1
p f⋆⋆(t)
)q
dt
) 1
q
6
q
q − 1 + q
p
∫ +∞
0
(
t
1
p f#(t)
)q
dt
i.e.:
|||f |||Lp,q(Rd) 6
q
q − 1 + q
p
||f ||Lp,q(Rd)
or:
|||f |||Lp,q(Rd) 6
p
p+ 1− p
q
||f ||Lp,q(Rd) = Cp,q ||f ||Lp,q(Rd)
The inequality
||f ||Lp,q(Rd) 6 |||f |||Lp,q(Rd)
follows from the comparison between f# and the maximal function f⋆⋆ seen in the above (see property
(2.6)).
Property 2.13. The Lorentz space Lp,q(Rd) is an homogeneous one ; for any strictly positive number Λ,
and any f belonging to Lp,q(Rd):
‖f (Λ·)‖Lp,q(Rd) = Λ
− d
p ‖f‖Lp,q(Rd) , |||f (Λ·) |||Lp,q(Rd) = Λ
−d |||f |||Lp,q(Rd)
Moreover:
‖Λ f‖q
Lp,q(Rd)
= Λ ‖f‖q
Lp,q(Rd) , |||Λ f |||
q
Lp,q(Rd)
= Λ |||f |||q
Lp,q(Rd)
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Proof.
‖f (Λ ·)‖q
Lp,q(Rd)
=
∫ +∞
0
(
t
1
p (f (Λ·))# (t)
)q dt
t
=
∫ +∞
0
(
t
1
p f#(Λd t)
)q dt
t
=
∫ +∞
0
(
Λ
− d
p t
1
p f#(t)
)q
Λ−d
dt
Λ−d t
= Λ
− d q
p
∫ +∞
0
(
t
1
p f#(t)
)p dt
t
= Λ
− d q
p ‖f‖q
Lp,q(Rd)
Hence:
‖f (Λ ·)‖Lp,q(Rd) = Λ
− d
p ‖f‖Lp,q(Rd)
For any strictly positive number t:
(f(Λ·)))⋆⋆ (t) =
1
t
∫ t
0
(f(Λ·))# (s) ds
=
1
t
∫ t
0
f#(Λd s) ds
=
1
t
∫ t
0
Λ−d f#(s) ds
= Λ−d f⋆⋆(t)
Thus:
(f(Λ·)))⋆⋆ = Λ−d f⋆⋆
and:
|||f (Λ ·) |||q
Lp,q(Rd)
=
∫ +∞
0
(
t
1
p (f (Λ·))⋆⋆ (t)
)q dt
t
=
∫ +∞
0
(
t
1
p Λ−d f⋆⋆(t)
)q dt
t
=
∫ +∞
0
Λ−d q
(
t
1
p f⋆⋆(t)
)q dt
t
= Λ−d q
∫ +∞
0
(
t
1
p f⋆⋆
)p dt
t
= Λ−d q |||f |||q
Lp,q(Rd)
Also:
‖Λ f‖q
Lp,q(Rd)
= Λ ‖f‖q
Lp,q(Rd)
Property 2.14. Let us consider 0 6 p < +∞, 0 6 q1 < +∞, 0 6 q2 < +∞. Then:
q1 6 q2 ⇒ L
p,q1(Rd) →֒ Lp,q2(Rd)
Proof. [BS88]
Due to the fact that the rearrangement f# is non increasing, one gets, for any real positive number t:
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t
1
p f#(t) =
{
p
q1
∫ t
0
(
s
1
p f#(t)
)q1 ds
s
} 1
q1
6
{
p
q1
∫ t
0
(
s
1
p f#(s)
)q1 ds
s
} 1
q1
6
(
p
q1
) 1
q1
‖f‖Lp,q1(Rd)
 If q1 = +∞, one gets:
‖f‖Lp,∞(Rd) 6
(
p
q1
) 1
q1
‖f‖Lp,q1(Rd)
 If q1 < +∞, one gets:
‖f‖Lp,q2(Rd) =
{∫ t
0
(
s
1
p f#(t)
)q2 ds
s
} 1
q2
=
{∫ t
0
(
s
1
p f#(t)
)q2−q1+q1 ds
s
} 1
q2
6 ‖f‖
q2−q1
q2
Lp,∞(Rd)
{∫ t
0
(
s
1
p f#(t)
)q1 ds
s
} 1
q2
= ‖f‖
q2−q1
q2
Lp,∞(Rd)
‖f‖
q1
q2
Lp,q1 (Rd)
6
(
p
q1
) 1
q1
‖f‖Lp,q1(Rd) ‖f‖
q1
q2
Lp,q1 (Rd)
since:
‖f‖Lp,∞(Rd) = sup
t>0
t
1
p f#(t)
Property 2.15. Let us consider 0 6 p1 < +∞, 0 6 p2 < +∞, 0 6 q< +∞. Then:
p1 > p2 ⇒ L
p2,q(Rd) →֒ Lp1,q(Rd)
Proof. [BS88]
The secondary exponent is not involved, in so far as those inclusions are like the ones of the Lebesgue
spaces Lp, and depend on the structure of the underlying measure space.
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3 New properties
Property 3.1. (Cl. David)
For any (f, g) belonging to Lp,q(Rd)× Lp,q(Rd):
|||f + g|||Lp,q(Rd) > max
(
|||f |||Lp,q(Rd), |||g|||Lp,q (Rd)
)
Proof. The proof relies on the following result:
Theorem 3.2. Let us denote by f a real-valued, positive function, defined on a measurable subset A
of Rd. Then, f is the limit of an increasing sequence of positive simple function:
f = lim
n→+∞
∑
i∈In
fi,n 1Ai,n
where, for any natural integer n, In is a countable set, and where, for any i belonging to In, fi,n is a
positive number, Ai,n a measurable set, and 1Ai,n is the characteristic function of the set Ai,n.
Proof. One requires just to examine the case of two simple functions, of the form:
f = a1 1I1 , g = a2 1I2
where I1 and I2 are intervals of R, and a1, a2, real numbers such that a1 < a2.
Then:
 If I1 and I2 are disjoints, due to
f# = a1 1[0,m1[
g# = a2 1[0,m2[
one has:
(f + g)# > max (f#, g#)
 If I1 = I2, one goes back, for f + g, to a function of the form:
(
2∑
i=1
ai
)
1I1
which leads to:
f# = a1 1[m0,m1[
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g# = a2 1[m0,m1[
(f + g)# =
(
2∑
i=1
ai
)
1[0,m1[ > max (f
#, g#)
Figure 6: The graph of f (right), and g (left).
Figure 7: The graph of f# (right), and g# (left).
Thus, for any strictly positive number t:
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Figure 8: The graph of (f + g)#.
(f + g)# > max (f#, g#)
and:
(f + g)⋆⋆(t) =
1
t
∫ t
0
(f + g)#(s) ds >
1
t
∫ t
0
max (f#(s), g#(s)) ds
Then:
(f + g)⋆⋆(t) > max (f⋆⋆(t), g⋆⋆(t))
and:
t
1
p (f + g)⋆⋆(t) > max t
1
p (f⋆⋆(t), g⋆⋆(t))
For q > 2: (
t
1
p (f + g)⋆⋆(t)
)q
> max
((
t
1
p f⋆⋆(t)
)q
,
(
t
1
p g⋆⋆(t)
)q)
which yields:
|||f + g|||Lp,q(Rd) > max
(
|||f |||Lp,q(Rd), |||g|||Lp,q (Rd)
)
Lemme 3.3. Maximal function related to a product of functions (Cl. David)
Let us denote by f and g two real-valued, measurable function, finite a.e. Then:
∀ t > 0 (f g)⋆⋆ (t) 6
2
t
∫ t
0
f#(s) g#(s) ds 6
2
t
∫ t
0
f⋆⋆(s) g⋆⋆(s) ds
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Proof. For any positive number s:
(f g)# (s) 6 f#
(s
2
)
g#
(s
2
)
then, for any t > 0 :
1
t
∫ t
0
(f g)# (s) ds 6
1
t
∫ t
0
f#
(s
2
)
g#
(s
2
)
ds =
2
t
∫ t
2
0
f#(s) g#(s) ds 6
2
t
∫ t
2
0
f⋆⋆(s) g⋆⋆(s) ds
i.e.:
(f g)⋆⋆ (t) 6
2
t
∫ t
0
f#(s) g#(s) ds
References
[BS88] Colin Bennett and Robert Sharpley. Interpolation Operators. Academic Press Inc., Toronto
Oxford University Press, 1988.
[CBD11] Jean-Yves Chemin, Hajer Bahouri, and Raphaël Danchin. Fourier Analysis and Nonlinear
Partial Differential Equations. Springer, 2011.
[CD16] Jean-Yves Chemin and Claire David. From an initial data to a global solution of the nonlin-
ear Schrödinger equation: a building process. International Mathematics Research Notices,
8:2376–2396, 2016.
[CGO11] Antonio Caetano, Amiran Gogatishvili, and Bohum Opic. Compact embeddings of Besov
spaces involving only slowly varying smoothness. Czechoslovak Mathematical Journal,
61(4):923–940, 2011.
[CP79] Giuseppe Chiti and C. Pucci. Rearrangements of functions and convergence in Orlicz spaces.
Applicable Analysis, 9(1):23–27, 1979.
[CT80] M. G. Crandall and L. Tartar. Some relations between nonexpansive and order preserving
mappings. Proc. Amer. Math. Soc., (1):385–390, 1980.
[CW89] T. Cazenave and F. Weissler. Some remarks on the nonlinear Schrödinger equation in the
critical case. Lecture Notes in Mathematics, 1396:18–29, 1989.
[CZR86] J. A. Crowe, J. A. Zweibel, and P. C. Rosenbloom. Rearrangement of Functions. Journal of
Functional Analysis, 66:432–438, 1986.
[EE04] D. E. Edmunds and W.D. Evans. Interpolation Operators. Springer-Verlag, Berlin-Heidelber,
2004.
[EKP00] D. E. Edmunds, R. Kerman, and L. Pick. Optimal Sobolev imbeddings involving
rearrangement-invariant quasinorms. Journal of Functional Analysis, 170:307–355, 2000.
[FL06] W. Farkas and H.-G. Leopold. Characterisations of function spaces of generalised smoothness.
Ann. Mat. Pura Appl., 185(1):1–62, 2006.
[FMS14] Pedro Fernández-Martínez and Teresa M. Signes. An application of interpolation theory to
renorming of Lorentz-Karamata type spaces. Czechoslovak Mathematical Journal, 39:97–107,
2014.
24
[LL97] E. H. Lieb and M. Loss. Analysis, second edition. American Mathematical Society, Provi-
dence, RI, 1997.
[Nev02] J.S. Neves. Lorentz-Karamata spaces, Bessel and Riesz potentials and embeddings. Disser-
tationes Math. (Rozprawy Mat.), 405:1–46, 2002.
[Pee66] J. Peetre. Espaces d’interpolation et théorème de Soboleff. Annales de l’Institut Fourier,
16(1):279–317, 1966.
25
