ABSTRACT. Milankovitch-climate theory provides a fundamental framework for the study of ancient climates. Although the identification and quantification of orbital rhythms are commonplace in paleoclimate research, criticisms have been advanced that dispute the importance of an astronomical climate driver. If these criticisms are valid, major revisions in our understanding of the climate system and past climates are required. Resolution of this issue is hindered by numerous factors that challenge accurate quantification of orbital cyclicity in paleoclimate archives. In this study, we delineate sources of noise that distort the primary orbital signal in proxy climate records, and utilize this template in tandem with advanced spectral methods to quantify Milankovitch-forced/paced climate variability in a temperature proxy record from the Vostok ice core (Vimeux and others, 2002) . Our analysis indicates that Vostok temperature variance is almost equally apportioned between three components: the precession and obliquity periods (28%), a periodic "100,000" year cycle (41%), and the background continuum (31%). A range of analyses accounting for various frequency bands of interest, and potential bias introduced by the "saw-tooth" shape of the glacial/interglacial cycle, establish that precession and obliquity periods account for between 25 percent to 41 percent of the variance in the 1/10 kyr -1/100 kyr band, and between 39 percent to 66 percent of the variance in the 1/10 kyr -1/64 kyr band. These results are approximately two to four times greater than those published by Wunsch (2004) for the same Vostok time series. In all cases, most of the remaining variance is accounted for by the "100,000" year cycle, which is distinct from a background continuum that resembles autoregressive "red noise." Our analysis highlights the importance of a comprehensive assessment of the climate signals in geologic records, and underscores the significance of orbital forcing/pacing as a primary agent of Pleistocene climate change.
Since the influential work of Hays and others (1976) , identification and quantification of Milankovitch orbital periodicities in Cenozoic and Mesozoic proxy records have become a foundation for paleoclimate research. Paleoclimate records that preserve a response to orbital variations are now commonly employed to assess the controls on past climate change, and to constrain high-resolution chronologies for Pleistocene and deep-time research. Despite the proliferation of studies that identify and utilize the orbital signal preserved in proxy records, skepticism remains regarding the relative importance of changes in orbital-insolation on paleoclimate variability (for a review, see Elkibbi and Rial, 2001) . For example, strong eccentricity band signals observed in many paleoclimate records (for example, Olsen, 1986; Herbert and Fischer, 1986; Sageman and others, 1997; Weedon and Jenkyns, 1999; Shackleton, 2000; Zachos and others, 2001 ) are difficult to justify because insolation changes on this timescale are relatively small compared to those of precession and obliquity. Other studies have suggested that stochastic processes could account for all or most of the observed variability in putative orbitally forced/paced paleoclimate records (for example, Kominz and Pisias, 1979; Saltzman, 1982; Pelletier, 2002; Wunsch, 2003 Wunsch, , 2004 . If changes in insolation, as a result of orbital variability, are not intrinsically tied to the pattern of past climate change observed in various geologic archives, major revisions in our understanding of the climate system are required.
From a practical point of view, resolution of this debate is hindered by difficulties associated with the accurate characterization of orbital signals preserved in paleoclimate archives. The intent of this study is to bring attention to the wide range of factors that must be carefully considered when quantifying orbital signals in paleoclimate proxy data, and to provide a new template for such analyses. Emphasis is placed on a comprehensive assessment of the noise introduced into the proxy record as the orbital-insolation signal propagates from primary climate response to the final data subjected to time series analysis.
We apply this approach to evaluate a proxy temperature record from the Vostok ice core (Vimeux and others, 2002) , representing one of the most well-constrained time series of late Pleistocene climate change. Although climate signals preserved in the Vostok ice core have been previously interpreted as recording a strong orbital signal (for example, Shackleton, 2000) , a recent analysis of this proxy temperature series suggests that orbital changes account for no more than 7 percent of its variability (Wunsch, 2004) . If correct, the absence of a strong orbital signature in the Vostok record would cast doubt on the significance of orbital signals in more poorly constrained proxy data that are typical of most Pleistocene and deep-time paleoclimate studies. As will be shown, precession and obliquity signals in fact account for a substantial component of climate variability, and a strongly periodic 100,000 year cycle accounts for most of the remaining variance. In contrast to previous analyses of this record (Wunsch, 2004 ), we also demonstrate that broadband stochastic noise represents no more than 31 percent of the temperature variance (potentially much less). We also find that a simple autoregressive noise model is useful for describing the overall background structure of the data (in agreement with Wunsch, 2004) .
Based on these observations, we argue that the Milankovitch-climate theory remains robust and that most criticisms of an orbit-climate linkage fail to recognize the inherent propagation and distortion (noise) of orbital signals captured in proxy records. If a comprehensive assessment of noise introduced into the proxy record is considered, orbitally forced/paced signals comprise the majority of climate variance in the Vostok temperature proxy.
the pathway of the orbital signal As the orbital-insolation signal propagates through the climate system and into various depositional systems, it is subject to distortion (including diminution or amplification) by a wide range of processes (for example, Goreau, 1980; Pestiaux and Berger, 1984; Ripepe and Fischer, 1991; Herbert, 1994; Clark and others, 1999; Meyers and others, 2001; Laurin and others, 2005) . In addition, sampling of the preserved paleoclimate record, and the construction of proxy climate variables from the paleoclimate archive, can further distort the observed orbital signal. To address these concerns, figure 1 outlines the general pathway of the orbital signal from insolation changes to the final proxy data employed for time-series analysis.
In our discussion of the pathway of the orbital signal we distinguish between primary and secondary climate proxies. Primary climate proxies are those that are directly influenced (exclusively or non-exclusively) by the climate variable of interest (for example, ␦D ice and temperature). In contrast, secondary climate proxies record a depositional system's response to climate forcing (for example, clay flux via stream discharge into a seaway, responding to precipitation changes). Any given proxy likely represents a composite of multiple primary and/or secondary climate forcings.
Each step in the path from orbital-insolation signal to proxy ( fig. 1 ) is characterized by a distinctive transfer function that modifies the original insolation signal, and outputs a (orbital) signal to (background) noise ratio. These steps include: 1) the principal response of the climate system to Milankovitch-forced insolation variability, 2) the fidelity of the primary proxy response to climate change, 3) the response of the depositional environment to climate, which can distort the relationship between depth and time (for example, changes in the rate of snow accumulation), and potentially involves feedbacks with the climate system (for example, the albedo-temperature feedback and glacier dynamics; Clark and others, 1999) , 4) the fidelity of the secondary proxy in recording climate-induced depositional system response, 5) diagenetic alteration of the proxy signal, which distorts the relationship between depth and time (compaction) and corrupts the proxy (for example, isotopic exchange, remineraliza- Fig. 1 . Theoretical pathway of the orbital signal, from primary insolation changes to the final proxy data series employed for time-series analysis. These steps include 1) the primary response of the climate system to Milankovitch-forced insolation changes, 2) the fidelity of the primary climate proxy, 3) the response of the depositional system to the climate forcing, 4) the fidelity of the secondary climate proxy, 5) diagenetic alteration of the proxy record, 6) sampling of the paleoclimate record and 7) the analytical error associated with measurement of the proxy signal. tion, et cetera), 6) sampling of a paleoclimate record, and 7) the analytical error associated with proxy measurement. The transfer function associated with any one of these steps can potentially diminish an orbital signal. Alternatively, a given transfer function could serve to amplify the orbital signal, or portions of its frequency content (for example, Ripepe and Fisher, 1991; Clark and others, 1999; Rial, 2004a Rial, , 2004b . Although not an actual "step" in the pathway of the orbital signal, an additional consideration is the suitability of the statistical methodology used to evaluate the proxy record, and its inherent limitations.
The paramount challenge to accurate assessment of Milankovitch orbital signals in paleoclimate data stems from the fact that the measured climate proxy data series is several steps removed from the climate system response that we seek to quantify ("Signal/Noise I" in fig. 1 ). Of these steps, the most well-constrained transfer functions are those associated with analytical error ("Signal/Noise VII") and sampling protocol ("Signal/Noise VI"). To guard against the introduction of substantial bias associated with these transfer functions, analytical error must be small relative to the signal variability, while the duration of the record and sample frequency must be great enough to resolve the orbital signal and avoid aliasing. Characterization and deconvolution of the transfer functions associated with steps I-V ( fig. 1 ) are far more difficult, and generally require the implementation of theoretical modeling and advanced signal processing methods (for example, Goreau, 1980; Ripepe and Fisher, 1991; Meyers and others, 2001; Vimeux and others, 2002) .
signal analysis methods
The development and implementation of new signal processing methodologies for quantifying time series has spawned a renaissance in the field of paleoclimatology. In particular, Thomson's (1982) multi-taper method (MTM) for estimation of spectra, and subsequent refinements to the technique (Thomson, 1990; Mann and Lees, 1996) provide a statistically robust platform for assessment of ancient climate variability. In this regard, an important advancement of the MTM technique over previous methods is its treatment of "mixed spectra." Mixed spectra contain one or more periodic components (commonly referred to as phase-coherent sinusoids, harmonics, or lines) imbedded in a background "continuum." The background continuum itself can be further divided into quasiperiodic variability (signals that show a concentration of power in a narrow frequency band, but are not truly phase-coherent) and broadband stochastic noise (for example, "red noise").
Importantly, the MTM technique permits deconvolution of mixed spectra. That is, periodic signals, quasiperiodic signals and the broadband stochastic noise can be distinguished from one another and separately quantified (note that periodic and quasiperiodic signals are collectively referred to as "narrowband" variability in this paper). An important advancement of the technique is its ability to explicitly quantify the power attributable to periodic components (via "harmonic analysis"), which is then removed from the power spectrum to provide a more resilient estimate of the background continuum (termed a "reshaped spectrum"; Thomson, 1982) . In addition to this treatment of periodic signals, deconvolution of quasiperiodic signals from broadband noise, which together comprise the continuum, is achieved via autoregressive red noise modeling (Mann and Lees, 1996) . Figure 2 demonstrates the method, using a 400,000 year-long synthetic climate proxy record ( fig. 2D ). This model is constructed from a 40 kyr periodic signal ( fig.  2B ), a quasiperiodic signal (whose instantaneous period increases from 60 kyr to 120 kyr through the analysis interval; fig. 2C ), and lag-one autoregressive red noise ( fig.  2A ). The MTM analysis correctly identifies the power attributable to the periodic 40 kyr cycle (gray shaded area in fig. 2E ), which is clearly distinguished from the background continuum (the bold black line). Figure 2E also displays confidence level , is composed of a 40 kyr periodic signal (B), a 60 -120 kyr quasiperiodic signal (C), and lag-1 autoregressive red noise (A). Part E displays the multi-taper method power spectrum for the composite proxy model, calculated using three 2 data tapers. The method correctly identifies the 40 kyr periodic signal (power attributable to this component is shown in gray), the background continuum (the bold black line), and the 60 -120 kyr quasiperiodic signal. The 99% confidence level for the robust red noise model is shown as a dashed line, and the 99% confidence level for the conventional AR(1) red noise model is shown as a dotted line. Note that the robust red noise algorithm used in this study does not utilize spectrum reshaping [in contrast to Mann and Lees (1996) ].
estimates for two broadband noise models. We use a conventional autoregressive model (AR(1); Bartlett, 1966) , and the robust red noise model of Mann and Lees (1996) . The analysis in figure 2E illustrates a crucial point: when strong narrowband signals are present in a time series, they can severely distort the broadband noise estimate provided by conventional autoregressive red noise models. In such cases, it is more appropriate to apply a robust red noise estimate, which fits a lag-one autoregressive model to a median smoothed power spectrum (Mann and Lees, 1996) . The robust red noise model correctly identifies the 60 to 120 kyr quasiperiodic signal, and shows superior agreement with the known broadband stochastic noise contribution. Finally, the variance attributable to each of the signals (periodic, quasiperiodic, and broadband noise) can be determined by integration of the power spectrum across the particular frequency bands of interest, and comparison of the "raw" and reshaped spectra.
In practice, the MTM statistical test for periodic signals allows for a weak non-stationarity. Thus, narrowband signals such as the Milankovitch quasiperiods are identified as periodic terms (Thomson, 1990) . The concentration of statistically significant power in the orbital bands, and the presence of statistically significant lines at the expected Milankovitch frequencies is strong evidence of orbital influence. We apply this method, as well as a number of additional techniques in our quantitative evaluation of the impact of orbital-insolation changes on climate during the late Pleistocene.
the vostok temperature record
The Antarctica local temperature proxy record of Vimuex and others (2002) is based on ␦
18
O ice and ␦D ice measurements from the Vostok ice core. These isotopic records are influenced by a number of factors, including local temperature, the temperature of the moisture source, and changes in ocean isotopic composition (Vimeux and others, 2002) . The fidelity of this temperature record ("Signal/Noise II") was maximized by employing a single-trajectory Rayleigh-type isotopic model (Vimeux and others, 2002) , which uses ␦D ice and deuterium excess (dϭ␦D ice -8 ␦ 18 O ice ) records from the Vostok ice core in tandem with a stacked record of planktic foraminifera ␦
18 O values from the Indian Ocean (MD900963 core) and the Pacific Ocean (ODP Site 677) to deconvolve the multiple variables influencing the Vostok isotope record (Bassinot and others, 1994) .
Various methodologies attempt to maximize the signal/noise associated with depositional ("Signal/Noise III") and "diagenetic" ("Signal/Noise V") timescale distortion of the Vostok record. These include modeling efforts and orbital tuning techniques that have resulted in a variety of different timescales for the Vostok ice core record (Lorius and others, 1985; Jouzel and others, 1987; Sowers and others, 1993; Jouzel and others, 1993; Waelbroeck and others, 1995; Jouzel and others, 1996; Petit and others, 1999; Shackleton, 2000; Parrenin and others, 2001; Ruddiman and Raymo, 2003) . The timescale used by Vimeux and others (2002) , Wunsch (2004) , and this study is based on the glaciological timescale (GT4) of Petit and others (1999) . The GT4 timescale uses a coupled model for glacier dynamics and snow accumulation to remove time-depth distortions from the Vostok proxy record, and also includes two orbitally tuned age control-points (at 110 kyr and 390 kyr). Vimeux and others (2002) further adjusted the timescale for the stacked foraminiferal ␦ 18 O record (Bassinot and others, 1994) to the GT4 timescale (Petit and others, 1999) prior to constructing their temperature proxy series.
Although the Vostok core was originally sampled at a relatively consistent spatial interval (1 m; fig. 3A ), the subsequent depth-time transformation necessarily results in an uneven temporal sample spacing of 17 to 664 years ("Signal/Noise VI"; figs. 3B and 3C). Furthermore, each deuterium excess datum from the last climate cycle actually represents the average of five one-meter samples (F. Vimeux, personal communication), reducing the resolution of the most recent data. Although the data series can be interpolated to an even temporal increment (400 years; Vimeux and others, 2002) , the subsequent signal analysis is fundamentally limited by the original sampling. Thus, the highest frequency that can be robustly assessed throughout this isotopic record is ϳ1/1,328 years (ϭ1/(2*664 years)).
The accuracy of the revised local temperature proxy record of Vimuex and others (2002) is also dependent upon the sampling resolution of the stacked ␦ 18 O time series of Bassinot and others (1994) , which was used to reconstruct changes in the ocean isotopic composition. Although the individual data series used to create the ␦ 18 O stack were collected at relatively high resolution (typically Ͻ3,000 year sampling interval; Shackleton and others, 1990; Bassinot and others, 1994) , the ␦ 18 O data was subsequently smoothed using a moving average procedure (Bassinot and others, 1994; F. Bassinot, personal communication) . Due to this smoothing, the most reliable quantification of Vostok temperature variance is limited to periods greater than ϳ10,000 years. Finally, the analytical errors ("Signal/Noise VII") associated with the Vostok ␦D measurements (ϩ/-0.5 per mil), the foraminiferal ␦ 18 O measurements (ϩ/-0.05 per mil), and deuterium excess calculations (ϩ/-0.7 to 1.3 permil) are small relative to the total variability observed within these records (in all cases less than 15%; Vimeux and others, 2001) .
Based on the above discussion of potential distortions in the orbital signal pathway (THE PATHWAY OF THE ORBITAL SIGNAL section), it is clear that a number of uncertainties must be addressed in order to provide an accurate quantification of orbital influence on climate. These include potential inaccuracies in the timescale and additional modifications of the orbital signal via the insolation-climate-depositional system transfer functions ( fig. 1 ). Such factors can be partially addressed with advanced signal analysis methods. quantification of orbital signals in the vostok temperature record
In figure 4, MTM power spectral and harmonic analyses are calculated over the full frequency range of the interpolated (400-year sampling interval) temperature proxy record. Figure 4 also displays confidence level estimates for two noise models, used to determine the significance of the power spectrum results. As indicated in the SIGNAL ANALYSIS METHODS section, the conventional AR(1) noise model can be severely biased if strong narrowband signals are present (see fig. 2E ; Mann and Lees, 1996) , or when data is interpolated (Schulz and Mudelsee, 2002) . In fact, there are a number of strong periodic components in the Vostok data that substantially bias the conventional AR(1) model, as discussed further below. MTM power spectrum of the Vostok site temperature proxy record calculated using three 2 data tapers. Also displayed are the 90% confidence level for the conventional red noise model (dotted line), 90% robust red noise confidence level (dashed line), and the reshaped power spectrum (background continuum; bold black line). The conventional red noise confidence level was determined using an AR(1) model, and the robust red noise confidence level was determined using an AR(1) fit to a log-transformed median-smoothed version of the "raw" spectrum (using a 0.25 cycles/kyr smoothing window; see Mann and Lees, 1996) . Power attributable to the significant "100 kyr", obliquity-band and precession-band line components (shown in gray) has been removed from the "raw" power spectrum to generate the reshaped spectrum (see equation 500 in Percival and Walden, 1993) , yielding an estimate of the background continuum in Vostok temperature over the past 423.6 kyr. Note that the reshaped spectrum is most accurately described by the independently derived robust red noise model. Inset displays a log-log plot of the power spectrum to the Nyquist frequency of 1.25 cycles/kyr, along with red noise confidence levels. (C) MTM harmonic (line) spectrum of the Vostok site temperature proxy record calculated using three 2 data tapers, displaying amplitude (bold line) and F-test results (dotted line). 90%, 95% and 99% significance levels for the F-test results are also shown (dashed lines). F-values have been evaluated using 2 and 4 degrees of freedom. Solid circles identify harmonic components that exceed an F-value of 20. Letters A-F refer to peaks identified in table 1.
The MTM power spectrum indicates three regions of significant power (exceeding the 90% red noise and 90% robust red noise confidence level), corresponding to the eccentricity, obliquity and precession bands ( fig. 4B ). MTM harmonic analysis of the proxy record detects six significant periodic components within these bands ( fig.  4C, table 1 ). Although additional climatic variance is present in the high-frequency portion of the spectrum (Ͼ 1/10,000 years), it likely suffers from poor deconvolution of the multiple controls on the Vostok isotopic signal. In the following analysis we will provide separate estimates that exclude or include this high frequency portion of the spectrum. It is also important to reiterate that assessment of power at frequencies between 1/800 years and 1/1,328 years will be compromised in the oldest portion of the record (330,000Ϫ423,600 years) due to decreased temporal resolution of the Vostok ice core ( fig. 3C ).
To address resolution limitations imposed by sampling protocol ("Signal/Noise VI"), harmonic analysis results for the theoretical orbital parameters (Laskar, 1990) calculated with a 400-year sampling resolution over the past 423,600 years are listed in table 1. Our results indicate that the significant Vostok line components consistently underestimate the expected periodicities (by ϳ2Ϫ9%), which suggests an error in the GT4 timescale. The dominant obliquity term (40,450 years) is known to be the most stable of these orbital periods (Berger and others, 1998) , and thus provides an optimal tuning target. Adjustment of the dominant obliquity signal identified in the Vostok record (39,010 years; peak C in fig. 4C ) to its predicted value results in reduction of the error associated with 5 of the 6 identified harmonic components, further confirming the timescale error. Note that the time series has not been "re-tuned", but rather the significant frequencies have been multiplied by a factor of 1.037 (40,450 years/39,010 years) to account for the discrepancy between the predicted and observed obliquity values.
To refine our assessment of time-depth distortions in the proxy record, evolutive harmonic analysis (EHA: Park and Herbert, 1987; Yiou and others, 1991; Meyers and others, 2001 ) is applied ( fig. 5 ). This method permits detection of temporal changes in the amplitude and frequency of the statistically significant harmonic components. Three persistent harmonic components (designated as E, O2, P1) are identified, all of which show a consistent drift to lower frequencies in the upper portion of the proxy record (0-240 kyr). The uniformity of the frequency drift of these three components further confirms distortion of the timescale, which results in smearing of the orbital signal in the power spectrum ( fig. 5B ) (for example, the 22.80 kyr P1 signal also (Laskar, 1990) The MTM harmonic analyses were conducted using three 2 data tapers. The recalibrated frequencies have been multiplied by a factor of 1.037 to provide a first order correction of the GT4 timescale error.
accounts for a significant harmonic component at 24.64 kyr). In addition, this analysis elucidates why the precession periods are characterized by lower significance levels than the eccentricity and obliquity band signals (table 1): these high frequency terms are most severely impacted by the GT4 timescale error.
Guided by the EHA results in figure 5 , the fraction of variance attributable to each of the Milankovitch bands can be determined via integration of the power spectrum. Given the timescale errors outlined above, and the bandwidth resolution of the MTM analysis (the fact that the power associated with a given orbital harmonic will be smeared across adjacent frequencies; Thomson, 1982) , the area of the spectrum that for the Vostok site temperature proxy record, calculated using three 2 data tapers. The evolutive harmonic analysis employed a 200,000 year moving window and a 4,000 year time step. Note the consistent drift of E, O2 and P1 to lower frequencies in the upper portion of the record, and the intermittent appearance of O1, O3 and P2. The gray area in 5B indicates the portion of the spectrum integrated by Wunsch (2004) . must be considered in our analysis is quite large. Therefore, it is critical to apply the MTM harmonic analysis to quantify the variance attributable to each periodic component and separate it from the background continuum ("spectral reshaping"; Thomson, 1982; Percival and Walden, 1993) . These factors were not considered in the estimate provided by Wunsch (2004) (see gray area in fig. 5B ).
Comparison of the Vostok temperature power spectrum with the reshaped spectrum ( fig. 4B ; table 2) indicates that 41 percent of the variance at periods Ͼ 800 years is attributable to a strongly periodic "100,000" year cycle, 28 percent is attributable to the precession and obliquity periods, and 31 percent is attributable to a background continuum that resembles the robust red noise model of Mann and Lees (1996) . The fact that the robust red noise model provides superior agreement with the independently estimated "reshaped spectrum" confirms its applicability to the Vostok temperature proxy record. If we restrict our analysis to frequencies Ͻ 1/10,000 years, the most reliable region of the spectrum for assessment of Antarctica temperature, the variance attributable to the precession and obliquity components increases to 29 percent, and the "100,000" year cycle accounts for 43 percent of the variance. Additional analyses accounting for other frequency bands of interest establish that the precession and obliquity periods account for 41 percent of the variance in the 1/10 kyr -1/100 kyr band, and 66 percent of the variance in the 1/10kyr -1/64 kyr band (the latter of which avoids all of the power attributable to the "100,000" year cycle). Our results are substantially greater that those previously published by Wunsch (2004) , and thus establish the importance of precession and obliquity band signals in so-called "myriennial"-scale climate change (sensu Wunsch, 2004 ; 1/10 kyr-1/100 kyr).
influence of the glacial/interglacial "saw-tooth"
A striking feature of the Vostok temperature proxy record is the "saw-tooth" shape of the glacial/interglacial cycles. Non-sinusoidal characteristics have important consequences for Fourier-based spectral analysis methods, which reconstruct the observed signal using idealized sinusoids of varying frequency, amplitude and phase. The most important artifact of the "saw-tooth" pattern in recent climate records is the generation of multiple overtones in the spectrum, some of which may coincidentally contribute power within the precession and obliquity frequency bands.
To address this issue, we model the glacial/interglacial saw-tooth signal using a linear-least squares fitting procedure. Data that span each peak interglacial to peak glacial are individually fit to a linear model, and these linear segments are then assembled into a composite record ( fig. 6A ). Spectral analysis of the resultant saw- Note that only seven Milankovitch-band line components have been removed for determination of the background continuum (all other significant lines contribute to the background continuum, thus it is a highly conservative maximum estimate). In calculating these results, the observed frequencies were multiplied by a factor of 1.037 (table 1) to provide a first order correction of the GT4 timescale error. The results show close agreement with those based on the uncorrected GT4 timescale (in all cases Յ 1%).
tooth model allows estimation of its contribution to power in the precession and obliquity bands ( fig. 6C) .
MTM spectral analysis of the saw-tooth model captures 87 percent of the variance associated with the Vostok temperature proxy ϳ100,000 year cycle. In addition, up to 54 percent of the obliquity signal variance could be an artifact of the saw-tooth shape, as well as up to 14 percent of the precession signal variance. However, these estimates include a contribution from the background continuum. Based on our analysis, the figure 6A . (C) MTM power spectral estimates for the saw-tooth model (black line) and the Vostok site temperature proxy record (gray line), calculated using three 2 data tapers. Both spectral analyses utilize time series that extend from 19.6 kyr to 418.0 kyr. Inset displays a log-log plot of the power spectra to the Nyquist frequency of 1.25 cycles/kyr. saw-tooth shape of the glacial/interglacial cycles has a substantial impact on the Vostok obliquity band variance, but much less of an impact on precession band variance. If we attribute all of saw-tooth derived variance to the periodic components measured in the QUANTIFICATION OF ORBITAL SIGNALS IN THE VOSTOK TEMPERATURE RECORD section (an overly optimistic assumption), then 17 percent of the variance Ͻ 1/800 years is attributable to precession and obliquity forcing, as well as 17 percent of the variance Ͻ 1/10000 years, 25 percent of the variance between 1/10-1/100 kyr, and 39 percent of the variance between 1/10 to 1/64 kyr. discussion Our analysis indicates that Vostok temperature variance is almost equally apportioned between three components: direct "forcing" from the precession and obliquity orbital-insolation changes (28%), a periodic "100,000" year cycle (41%), and the background continuum (31%). A range of analyses accounting for various frequency bands of interest, and potential bias introduced by the "saw-tooth" shape of the glacial/interglacial cycle, establish that precession and obliquity periods account for between 25 to 41 percent of the variance in the 1/10 kyr to 1/100 kyr band, and between 39 to 66 percent of the variance in the 1/10kyr to 1/64 kyr band. These results are two to four times greater than recent estimates of the same Vostok time series. In all cases, most of the remaining variance is accounted for by the "100,000" year cycle, which is distinct from a background continuum that resembles autoregressive red noise.
The predominance of 1/100,000 year variance in the spectrum, with a strong periodic character ( fig. 4C) , and high coherence with orbital eccentricity (for example, see Shackleton, 2000) , suggests a dominant link to orbital changes. A number of studies have suggested that the 100,000 year cycle may be "paced" by precession and/or obliquity driven orbital-insolation changes (in contrast to direct "forcing" by eccentricity; Hays and others, 1976; Raymo, 1997; Ridgwell and others, 1999; Huybers and Wunsch, 2005; Tziperman and others, 2006) . For example, Huybers and Wunsch (2005) demonstrate a link between obliquity variability and the timing of glacial terminations. However, due to timescale uncertainties it is not yet possible to provide a definitive test for a precession-scale driver of glacial terminations (Huybers and Wunsch, 2005) . Given the inherent modulation of precession by eccentricity, such a linkage could plausibly explain the observed "100,000" cycle, and its strong coherence to the theoretical eccentricity signal (Shackleton, 2000) .
As for the physical mechanism(s) responsible for this "100,000" cycle, a wide range of hypotheses have been proposed (for example, Liu, 1992; Imbrie and others, 1993; Berger and others, 1999; Clark and others, 1999; Ruddiman, 2003; Rial, 2004a; and many others) . For example, Ruddiman (2003) suggested that several spatially dependent insolation-climate transfer functions (affecting green house gas concentrations) can interact to generate the 100,000 year cycle. Alternatively, the 100,000 year signal could be the consequence of an interplay between orbitally forced climate variations and glacier dynamics. In this regard, changes in the character of the underlying geological substrate can play a key role in generating the 100,000 year cycle, and/or the interaction of positive (ice-albedo) and negative (moisture availability) glacier feedbacks (for example, Clark and others, 1999; Rial, 2004a) .
Regardless of the precise mechanism, a strong statistical relationship between the orbital signal and this 100,000 year cycle (for example, Rial, 1999; Shackleton, 2000; Huybers and Wunsch, 2005) confirms that, at a minimum, the cycle is entrained by the orbital signal. While Milankovitch's (1947) original insolation-climate hypothesis did not predict strong eccentricity power, a priori dismissal of the 100-kyr power as non-orbital (forced or paced) assumes that all of the transfer functions ( fig. 1) are purely linear, which clearly need not be the case (see Imbrie and others, 1993; Roe and Allen, 1999; Hinnov, 2000; Elkibbi and Rial, 2001; Rial, 2004a Rial, , 2004b Rial and others, 2004) . Given the fact that non-linear phenomena are a common aspect of the Earth System (for example, the thermodynamic phase transition from vapor to liquid water, et cetera) we should anticipate that non-linear mechanisms at least partially characterize the climate and climate recorder (depositional system) transfer functions and/or the response of primary or secondary climate proxies, and that such responses can potentially link the 100 kyr power to an orbital-insolation signal.
conclusions
In this study we have outlined the factors that complicate accurate assessment of orbital forcing in paleoclimate proxy records and have employed a template to provide a quantitative estimate of the impact of orbital-insolation changes on climate during the late Pleistocene. Our analysis indicates that Vostok temperature variance is almost equally apportioned between direct "forcing" from the precession and obliquity orbital-insolation changes (28%), a periodic "100,000" year cycle (41%), and the background continuum (31%). These results substantially deviate from the analysis of Wunsch (2004) , which concluded that the Vostok record is dominated by stochastic noise, with no more than 7 percent of the signal attributable to orbital changes. Differences in these estimates reflect fundamentally different conclusions regarding the controls on climate over orbital time scales and the fidelity of geological records of climate forcing.
Importantly, our analysis considers the following criteria that have not been addressed previously:
1. Resolution limitations associated with core sampling (Signal/Noise VI) and power spectral analysis. Due to the smoothing inherent in spectral estimation, power attributable to periodic variability will be distributed across a broader finite bandwidth. For example, given a 2 MTM spectrum of the Vostok record (which was used in this study and represents a relatively high-resolution estimate), recovery of variance attributable to a 40,000-year signal requires integration of the power spectrum across the bandwidth 1/33,651 years to 1/49,302 years. Such bandwidth smoothing was not considered by Wunsch (2004) . 2. Use of a robust model of background noise (Mann and Lees, 1996) . This is necessary because the conventional red noise modeling technique, based on a first order autoregressive process, is biased if strong periodic components are embedded in the paleoclimate signal (Mann and Lees, 1996) , as is the case in the Vostok temperature record. 3. Consideration of the insolation-climate-depositional system transfer functions (Signal/ Noise I and III) and proxy response (Signal/Noise II and IV) , which potentially amplify weak insolation signals and distort the orbital signal. Detection of the orbital periods was conducted via application of the MTM harmonic analysis approach, to quantify statistically significant periodic components (phasecoherent sinusoids) in the time series. By specifically testing for the orbital line frequencies, and comparing the measured values with the theoretical values, we identified an error in the GT4 timescale. Evolutive Harmonic Analysis was used to further characterize this timescale distortion. The analysis of Wunsch (2004) did not apply the MTM harmonic analysis approach to test for the orbital line components, nor time-frequency analysis methods to assess potential timescale problems. Integration of the spectrum across the narrow bands employed by Wunsch (2004) (40Ϫ45 kyr; 18Ϫ22 kyr) misses fractions of the power due to O2, P1 and P2, and neglects the power attributable to O1 and O3 (see fig. 5B ). 4. Application of an MTM "reshaping" algorithm (Thomson, 1982; Percival and Walden, 1993) to estimate the background continuum. Application of this method was possible because we explicitly tested for the presence of periodic components using MTM harmonic analysis. Importantly, the reshaped spectrum is consistent with the robust red noise model, which is independently derived. Finally, comparison of the original and reshaped power spectrum permits an estimate of the climate variance attributable to the orbital periods. 5. Consideration of the spectral artifacts associated with the saw-tooth shape of the "100,000" year cycle. These spectral artifacts were found to constitute a substantial fraction of the variance in the Vostok obliquity band signal. The largest source of error in our analysis is attributable to proxy fidelity (Signal/Noise II and IV). Although an attempt has been made to deconvolve the multiple controls on the Vostok isotopic record (Vimuex and others, 2002) , a number of uncertainties remain, such as the impact of initial atmospheric isotopic composition and variable hydrologic conditions during vapor transport (Vimeux and others, 2002) . Nevertheless, given the current status of the Vostok site temperature proxy, Milankovitch orbital control (forcing and/or pacing) accounts for the majority of the ϳ12°C temperature variability observed in Antarctica over the past 423,600 years, and thus supports orbital variability and associated changes in insolation as a fundamental control on global climate change during the Pleistocene.
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