Abstract. Flow-shop scheduling covers a class of widely studied optimisation problem which focus on optimally sequencing a set of jobs to be processed on a set of machines according to a given set of constraints. Recently, greater research attention has been given to distributed variants of this problem. Here we concentrate on the distributed two machine flow-shop scheduling problem (DTMFSP), a special case of classic two machine flow-shop scheduling, with the overall goal of minimising makespan. We apply Differential Evolution to solve the DTMFSP, presenting new best-known results for some benchmark instances from the literature. A comparison to previous approaches from the literature based on the Harmony Search algorithm is also given.
Introduction
Flow-shop scheduling is a classic optimisation problem with an extensive literature dedicated to studying a number of different variants. At its core, the aim is to generate a schedule of jobs to be completed on a set of machines, where each job has a given processing time on each machine, optimising for a particular objective. Although some variants of the problem can be solved easily, minor extensions can lead to a great increase in computational complexity. When the processing times for each job are fixed, although the two-machine case is solvable by a polynomial time algorithm [4] , it becomes NP-hard when a third machine [3] or operation [5] is added.
Differential Evolution (DE) [9] is a popular population-based metaheuristic which has been particularly successful at solving continuous optimisation problems [1] . Despite the fact that DE is chiefly designed to operate in a continuous environment, it has frequently been adapted to solve combinatorial optimisation problems and in particular, flow-shop scheduling problems. Onwubolu and Davendra [6] defined methods to transform solutions between real-valued vector and integer permutation representations, searching in continuous space whilst evaluating solution quality in discrete space. Qian et al. [8] combined differential evolution operating in continuous space with local search in discrete space to solve a multi-objective variant of the flow-shop scheduling problem with buffers in-between machines. Other work by Pan et al. [7] and Wang et al. [11] defined specific operators in discrete space to perform direct search on flow-shop problems using DE.
Here we focus on the distributed two machine flow-shop scheduling problem (DTMFSP). This variant of flow-shop scheduling considers a distributed set of locations containing two machines, with a set of jobs of varying lengths which must be processed on both machines at a single location. Previous work by Deng et al. [2] compared three variants of the Harmony Search algorithm over a set of benchmarks to this problem. In this paper we apply DE to the benchmark instances for the DTMFSP and compare to the previously presented Harmony Search based approaches.
The Distributed Two Machine Flow-shop Scheduling Problem (DTMFSP)
The well-known two machine flow-shop scheduling problem [4] is defined as follows. Given a set of n jobs J ∈ {J 1 , ..., J n }, to be processed on two machines M 1 and M 2 . Each job J i ∈ J consists of two sequential operations O i,M1 and O i,M2 with associated processing time p i,M1 and p i,M2 respectively. A schedule is a permutation π = (π(1), ..., π(n)) of jobs representing the order in which the jobs are processed on the two machines. Under the constraints that each machine can only process one job at a time and jobs must be processed sequentially on the two machines, using makespan as the performance criteria, the goal is to minimise the overall time taken to complete all of the jobs. This problem can be solved to optimality in polynomial-time using Johnson's rule [4] . The distributed two machine flow-shop scheduling problem (DTMFSP) is an extended version of this problem [2] . The difference between the two is that jobs in the DTMFSP can be processed in any of f identical factories, each containing a machine M f,1 and a machine M f,2 , whereas the classical problem considers only a single factory. Additionally, jobs cannot be transferred to another factory, i.e. once a job has been processed on machine M f,1 at a given factory, it is not possible to then process the second operation of the job on a machine in another factory M g,2 where g = f . Rather than searching directly on the space of possible job permutations, when solving the DTMDSP search takes place over a vector of integers representing the allocated factory of each job. For each set of schedules, the overall makespan can be calculated as the longest completion time of a single factory after applying Johnson's rule to each factory.
Given a processing sequence π k at a particular factory k, with a total of n k jobs at each factory, the makespan of a set of schedules C M AX can be calculated as:
3 Proposed Differential Evolution-based Approach
Differential Evolution (DE) [9] is a relatively simple evolutionary algorithm, primarily used to solve continuous optimisation problems. Through the natureinspired concepts of selection, mutation and crossover, DE iteratively attempts to improve a set of candidate solutions to a particular problem, where a solution is represented by a vector of real values, by updating the population when better solutions are found until some termination criteria is met. DE has previously been used to solve a variety of optimisation problems, with a wide range of DE variants existing in the literature [1] . The general DE framework used in this paper is as follows. The first step is to initialise N solutions x 1 ...x N , where N is the population size, with random values in each dimension. The algorithm then repeats the following steps until some termination criterion is met. At generation G, for each individual x i,G in the population, depending on the mutation strategy used, up to five solutions are chosen at random to use for mutation. The random solutions are used to calculate difference vectors to diversify the solution. A new mutant vector v i,G is generated using the given mutation strategy. In general a DE mutation strategy is referred to in the format: mutation strategy/number of difference vectors. Given x best as the best solution found so far, randomly selected solutions x r1 to x r5 and F ∈ [0, 2] as a weighting (the differential weight) used to control the influence of different vectors within the mutation, the five mutation strategies used in this paper are as follows:
After a mutant vector v i,G has been obtained, crossover is performed between the original target vector x i,G and the mutant vector v i,G . In each case we use binomial crossover to generate a trial vector u i,G , with the value assigned to each dimension j of the trial vector as follows:
Here CR ∈ [0, 1] is the crossover probability, controlling which of the two parents, either the target vector or the mutant vector, has the greatest influence on the trial vector generated. j rand is the value of a random dimension to ensure that at least one dimension is taken from each of the parent solutions. Finally the target vector and the trial vector are compared using a fitness function g, with the best of the two kept in the population for the following generation:
Encoding and Decoding Solutions to the DTMFSP
As mentioned above, given n jobs, the search process when solving the DTMFSP is over a vector of integers S = s 1 , ..., s n , with each s ∈ S able to take a value between 1 and f corresponding to the factory that job is allocated to. As DE operates over a space of real values, a method to map a DE vector to a DTMFSP solution in discrete space is needed. Assuming that there are n jobs and f fac- .31] indicates that the 1st job is assigned to 1st factory (as it is in the interval [0, 0.25)), the 2nd job is assigned to 4th factory (it is within the interval [0.75, 1)), with the remaining jobs assigned to factory 2, factory 3, and factory 2 respectively. After determining which jobs are assigned to which factory based on the DE vector, we can then determine the job sequence of each factory. For each factory, finding the minimum makespan is the classical two machine flowshop scheduling problem, so we can use Johnson's rule to compute the optimal job sequence. The maximum makespan of this schedule can then be computed.
Experimental Framework and Parameter Tuning
In our experiments we use the DTMFSP benchmark instances based on a realworld scenario introduced by Deng et al. [2] . This set consists of 100 instances with 5 instances for each f ∈ {2, 3, 4, 5, 6} and n ∈ {20, 50, 100, 200}. Here we will focus on the largest of these instances where f = 3, 4 and 5. As Deng et al. [2] used 0.1*n seconds CPU time as a termination criterion on different hardware, only an indirect comparison can be made to their results. For the benefit of future work in this area, we use the number of fitness evaluations as a termination criterion, allowing each run to evaluate 500,000 individuals. All experiments were performed on an Intel Core i7 CPU @ 2.40GHz with 16GB RAM. The set of possible parameter settings for each DE component are given in Table 1 . In order to test all of these parameter settings, we would have to test 625 (5 4 ) combinations. However, using an orthogonal array we are able to reduce this to 25 combinations, and use the results of these 25 experiments to derive the best set of parameters to use on the full benchmark set. Consistent with the parameter tuning performed by Deng et al. [2] , we use the 11th 4-factory instance (F4 11), which has n= 100 jobs to schedule for parameter tuning. After applying each of the 25 parameter combinations to F4 11, we are able to define the best set of parameters as DE Best . It was found that the parameter set where F = 0.50, CR = 0.02, N = 25 and mutation strategy = rand/2 performed best, and will be referred to as DE Best herein.
Results
Deng et al. [2] presented three Harmony Search variants applied to the DTMFSP: classic Harmony Search (HS), 'improved' Harmony Search (IHS) and Global-best Harmony Search (GHS). Tables 2-4 show the results of the best value obtained from 10 runs of DE Best compared to the results of IHS, HS and GHS obtained by Deng et al. [2] for instances with 4, 5 and 6 factories respectively. Although only an indirect comparison can be made due to the differing termination criteria used, DE Best does not run for a significantly different amount of time to the methods of Deng et al. [2] , even when differences in hardware are taken into consideration. The best results obtained for each instance are highlighted bold, with new best results also highlighted with an asterisk(*). Due to space limitations, in the case of 4 factories in Tabale 2, we have only included those instances for which new best results are obtained. For the remaining instances of this type, DE Best and IHS [2] obtain identical results. For the instances with f = 4 factories Table 2 , DE Best and IHS clearly outperform HS and GHS, with DE Best obtaining new best solutions for instances F4 4 and F4 11. DE Best also outperforms IHS on average in these instances. GHS performs particularly badly on these instances, only obtaining the same best result as the other 3 methods in 1 of the 20 instances, with HS only performing marginally better. As noted by Deng et al. [2] , as the number of factories increases, the task of assigning jobs to factories assignment becomes more complex, making it more difficult to find the best combination of jobs for a particular factory. As we see in Table 3 where f = 5, HS and GHS are no longer able to find same best result as DE Best for any of these instances. DE Best is the best performing method on 17 of these 20 instances and overall on average, finding new best solutions for 5 instances. Table 4 presents the results when the number of factories f = 6. In this set of large instances the performance of DE Best drops off somewhat, although it is able to find new best results for 5 of the 20 instances and obtains the best solution of all methods for 10 of the 20 instances. It is notable here that IHS is the best performing method when the instances get bigger, particularly for instances F6 11-F6 20 where the number of jobs is 100 and 200. One possible reason that DE Best is being outperformed on these larger instances is the nature of the parameter tuning experiments performed. As the parameter tuning was done on slightly smaller instances, where f = 4, it could be the case that the parameters of DE Best are overfitted to instances of this size and are not scaling well to the largest instances in the benchmark set. Despite this, DE Best outperforms the three Harmony Search variants presented by Deng et al. [2] on average for instances with f = 4 and 5, providing new best-known results for 12 of the 60 benchmark instances tested.
Conclusions and Future Work
In this paper we have presented experiments applying Differential Evolution (DE) to the distributed two machine flow-shop scheduling problem (DTMFSP). Although the search space of the problem is discrete, a mapping is defined from continuous to discrete space in order to apply DE to the problem indirectly. An initial set of parameter tuning experiments were performed to decide the parameters for DE before the best combination was applied to a set of benchmark instances and compared to 3 existing methods based on the Harmony Search algorithm. DE was able to outperform the Harmony Search methods in 2 of 3 sets of instances when clustered by number of factories and provide new bestknown results for 12 instances of the 60 tested.
All of the DE methods tested use fixed parameters throughout a run, with the same set of parameters used across all instances of the benchmark set. It is possible that good parameter settings are dependent on the particular instance under consideration, or even the current state of the search. The literature contains existing variations of DE such as SHADE [10] and JADE [12] , which control parameters including crossover probability and differential rate adaptively. Future work will apply methods such as these to the DTMFSP to see if any gain can be made by controlling parameters in a dynamic manner.
