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1. The fundamental mathematics
In statistics, signal processing and mathematical finance, a time series is a sequence
of data points, measured typically at successive times spaced at uniform time intervals.
Here, I only focus on the discrete time series xi = x(ti), i = 1, · · · , N . The motivation
of writing this methodology note is to clarify the relationship between the measures to
quantify activity of an observed timeseries. Particularly, focus one several measures used
in recently emerged field of resting-state fMRI studies ([Biswal(1995), Biswal(2010)]). Al-
though all these measures have been extensively developed in EEG or other timeseries
studies ([Le Van Quyen(2007)]), many researchers focusing on various applications in or
new comers to this new field still need to know existed measures and the relationships
among these measures ([Garrett(2010)]).
1.1. Temporal domain. There are several basic statistics for timeseries x in below. The
mean describes the central location of the data, and the standard deviation describes the
spread. The standard deviation remains the most common measure of statistical dispersion,
measuring how widely spread the values in a data set are. In mathematics, the root
mean square (abbreviated RMS or rms), also known as the quadratic mean, is a statistical
measure of the magnitude of a varying quantity.
Mean:
(1) xmean =
1
N
N∑
i=1
xi.
Standard Deviation:
(2) xstd =
√√√√ 1
N
N∑
i=1
(xi − x¯)2.
Root Mean Square:
(3) xrms =
√√√√ 1
N
N∑
i=1
x2i .
1
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Theorem 1.1 (The relationship of mean, std and rms).
(4) x2rms = x
2
mean + x
2
std.
Proof. Let’s start from the rms,
x2rms =
[
N∑
i=1
(xi − xmean + xmean)2
]
N
=
N∑
i=1
[
(xi − xmean)2 + 2xmean(xi − xmean) + x2mean
]
N
=
N∑
i=1
(xi − xmean)2 + 2xmean
N∑
i=1
(xi − xmean) +
N∑
i=1
x2mean
N
=
∑N
i=1(xi − xmean)2
N
+ 0 + x2mean = x
2
std + x
2
mean

Remark. The first thing is, the rms is the same as std if the time series has zero mean.
The second is If the sample version of std is used then the relationship comes as
x2rms = x
2
mean + (1− 1/N)x2std.
1.2. Frequency domain. In mathematics, the discrete Fourier transform (DFT) is one of
the specific forms of Fourier analysis. It transforms one function (here is the time series as
the function of time) into another, which is called the frequency domain representation, or
simply the DFT, of the original function. Since FFT algorithms are so commonly employed
to compute the DFT, the two terms are often used interchangeably in colloquial settings,
although there is a clear distinction: ”DFT” refers to a mathematical transformation, re-
gardless of how it is computed, while ”FFT” refers to any one of several efficient algorithms
for the DFT. This distinction is further blurred.
Definition 1.1 (DFT and IDFT). The time series xi = x(ti), i = 1, 2, · · · , N with N
sample points in time domain is transformed into a series of N numbers Xk = X(fk), k =
1, 2, · · · , N by the DFT according to the formula:
Xk =
N∑
i=1
xie
−2pij
N
ki, k = 1, 2, · · · , N.
The inverse discrete Fourier transform (IDFT) is given by
xi =
1
N
N∑
k=1
Xke
2pij
N
ik, i = 1, 2, · · · , N.
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A NOTE ON MEASURES OF SINGLE TIMESERIES ACTIVITY IN RESTING-STATE FMRI STUDIES 3
Theorem 1.2 (Parseval’s theorem).
N∑
i=1
|xi|2 = 1
N
N∑
k=1
|Xk|2.
Remark. (1). Here xi are real numbers, then the DFT obeys the symmetry:
Xk = X∗N−k,
where the star denotes complex conjugation. Therefore, the DFT output for real inputs
is half redundant, and one obtains the complete information by only looking at roughly
half of the outputs. In this case, the ”DC” element X0 is purely real, and for even N the
”Nyquist” element XN/2 is also real, so there are exactly N non-redundant real numbers
in the first half + Nyquist element of the complex output X. (2). All applications of the
DFT depend crucially on the availability of a fast algorithm to compute discrete Fourier
transforms and their inverses, a fast Fourier transform (FFT). (3). An FFT computes the
DFT and produces exactly the same result as evaluating the DFT definition directly; the
only difference is that an FFT is much faster. (4). In right side of above equation, there
is slight difference when FFT is employed for the fast computation, N could be the actual
number of padding, for example is the smallest power of two that is greater than or equal
to N .
Definition 1.2 (Power Spectral Density and Power Spectrum). The power spectral den-
sity, PSD, describes how the power (or variance) of a time series is distributed with fre-
quency. Mathematically, PSD is the squared modulus of the Fourier transform of the time
series, scaled by a proper constant term. The power spectrum, PS, gives a plot of the
portion of its power (energy per unit time) falling within given frequency bins. For a given
time series xi, Xk is its DFT, then 1N |Xk|2 is the power spectral density and the power
spectrum is
PS(n1, n2) =
1
N
n2∑
k=n1
|Xk|2.
Denote PS(1, N)=PS. Also usually call 1N |Xk| amplitude spectrum or spectral amplitude,
which can be regarded as a L1-norm PSD.
From the Parseval’s theorem, we can get
Theorem 1.3.
xrms =
√
PS
N
.
2. RSFA, LSFA, ALFF and fALFF
In resting state fMRI studies, there are several temporal or frequency measures for an-
alyzing the activities of BOLD time series. Of note, the FFT of a timeseries is still a
somehow timeseries in frequency domain, thus RMS or SD can be used to measure activity
of the original timeseries. In resting-state fMRI field, Biswal et al. ([Biswal(1995)]) is the
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4 XI-NIAN ZUO
first to notice this and use RMS of a timeseries’ PSD to quantify the overall gray or white
matter activity Mathematically, it is important to clarify the relationships between them.
Although there is a frequency-wise method using PSD ([Duff(2008), McAvoy(2008)]). In
this section, I only discuss four main measures which summarize the temporal or fre-
quency characteristics of BOLD signals. They are the resting state physiological fluc-
tuation amplitude (RSFA [Kannurpatti(2008)]), low-frequency spectral amplitude (LFSA
[Biswal(2007)]), amplitude of low-frequency fluctuations (ALFF [Zang(2007)]) and frac-
tional amplitude of low-frequency fluctuations (fALFF [Zou(2008)]). Of particular impor-
tance, due the relationship among these measures, their test-retest reliability should be the
similar quantity ([Zuo(2010)]).
Definition 2.1 (RSFA). Given a BOLD time series x, this measure is exactly the same
as the standard deviation. Specially, it equals the root mean square if the time series is
de-meaned firstly. Therefore, for a de-meaned time series x
xRSFA = xstd = xrms =
√
PS
N
.
Definition 2.2 (LSFA). With a time series x, its amplitude spectrum at a special frequency
f(k0) is defined as the low-frequency spectral amplitude, i.e.
xLSFA(k0) =
1
N
|Xk0 |.
Definition 2.3 (ALFF). The amplitude of low-frequency fluctuations sums the amplitude
spectra within a specific low-frequency band [f(n1), f(n2)], i.e.
xALFF(n1, n2) =
1√
N
n2∑
k=n1
|Xk|.
Definition 2.4 (fALFF). The fractional ALFF is the proportion of low-frequency ampli-
tude spectra in the whole amplitude spectra, i.e.
xfALFF(n1, n2) =
xALFF(n1, n2)
xALFF(1, N)
.
Based on the above definitions, as the measures in frequency domain, the Parseval’s
theorem is the bridge between the time domain and frequency domain. LSFA, ALFF and
fALFF are all derived from the L1-norm PSD. As for L1-norm PSD, the Parseval’s theorem
becomes following theorem.
Theorem 2.1 (L1-norm Parseval’s theorem).
xrms =
1
N
‖PSDL1‖.
3. Computational and practical issues
There are several software packages to carry out the power spectrum density analysis.
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A NOTE ON MEASURES OF SINGLE TIMESERIES ACTIVITY IN RESTING-STATE FMRI STUDIES 5
• MATLAB is the most powerful tool to calculate PSD of a timeseries. It includes
many functions to compute PSD. For examples, fft, pwelch, pmtm, etc. Another
three packages are AFNI, FSL and REST.
• There is a plugin (Power Spectrum) embedded in AFNI’s GUI. Some parameters
can be modified to optimal PSD computation: Hamming Taper Percent and nFFT.
However, it is not available when we want batch processing for large dataset. Of
note, AFNI always removes the linear trend in timeseries first and then calculates
the PSD.
• FSL has a command referred as ’fslpspec’ for PSD computation. Its advantage
is available for batch processing. But, there is no optional parameters for FFT
calculation. It is based on the classic periodogram method for estimation of power
spectrum. There is no linear detrending in fslpspec and usually detrending is
suggested before power spectrum estimation. This has been integrated in a set of
*nix scripts to calculate both ALFF and fALFF. (see ’1000 Functional Connectomes
Project’: www.nitrc.org/projects/fcon 1000)
• REST (restfmri.net) is very similar to AFNI’s plugin. But it is built in MAT-
LAB, therefore you can call rich functions of PSD estimation to improve your re-
search. Of particular easy-to-use, the developers provide a GUI of REST (DPARSF:
[Yan(2010)]).
As for classic periodogram approach, I wrote MATLAB codes to support that computa-
tion PSD can be equivalent among the three tools (AFNI, FSL and MATLAB). I chose two
BOLD timeseries from two voxels within human resting brain and calculated their PSD
using the three softwares. Appendix demonstrates the equivalence among results.
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