Abstract-To make the results reasonable, existing joint diagonalization algorithms have imposed a variety of constraints on diagonalizers. Actually, those constraints can be imposed uniformly by minimizing the condition number of diagonalizers. Motivated by this, the approximate joint diagonalization problem is reviewed as a multiobjective optimization problem for the first time. Based on this, a new algorithm for nonorthogonal joint diagonalization is developed. The new algorithm yields diagonalizers which not only minimize the diagonalization error but also have as small condition numbers as possible. Meanwhile, degenerate solutions are avoided strictly. Besides, the new algorithm imposes few restrictions on the target set of matrices to be diagonalized, which makes it widely applicable. Primary results on convergence are presented and we also show that, for exactly jointly diagonalizable sets, no local minima exist and the solutions are unique under mild conditions. Extensive numerical simulations illustrate the performance of the algorithm and provide comparison with other leading diagonalization methods. The practical use of our algorithm is shown for blind source separation (BSS) problems, especially when ill-conditioned mixing matrices are involved.
I. INTRODUCTION
A PPROXIMATE joint diagonalization is a problem of seeking a matrix which makes as diagonal as possible for all , where and denotes the complex number set. Joint diagonalization has attracted much attention due to its wide-ranging applications in a variety of signal processing fields, such as blind source separation (BSS) [1] - [8] , blind identification [9] , [10] , and blind wave beamforming [11] - [13] . Joint diagonalization is also the foundation of joint zero-diagonalization problems [7] , [14] .
As one of the most prominent applications of joint diagonalization, BSS is a problem of recovering the underlying sources only from their mixtures of sensors [1] , [5] , [11] , [15] - [17] . Its linear instantaneous model is where and denote the source vector and the observation vector at instant , respectively. denotes the mixing matrix and models the additive noise (in this paper, is assumed). There are two steps for BSS methods based on joint diagonalization. First, a set of matrices relating to the mixing matrix are generated. Typically, these matrices can be generated by using the second-order statistics (SOS). That is, , where is the correlation matrix of with time lag . Here, the time lags must be different for different [1] . Second, jointly diagonalize the set using joint diagonalization algorithms. As a result, the output diagonalizer will be an estimate of up to scale factors and a permutation of columns (under some appropriate conditions, for example, see Proposition 4 in Section III). More details can be found in [1] , [5] , [11] , [15] , etc.
Joint diagonalization algorithms play a crucial role in the success of this type of separation methods. By far, a variety of algorithms have been proposed for the joint diagonalization problem [4] - [6] , [8] , [15] , [18] - [22] . They are generally divided into two categories: orthogonal joint diagonalization (OJD) and nonorthogonal joint diagonalization (NJD). OJD algorithms restrict the diagonalizer to be orthogonal, and are applicable in BSS when the observations are prewhitened. However, because of some disadvantages in prewhitening phase in BSS [20] , [22] , [23] , NJD has received increasing attention in recent years. Among the existing NJD algorithms, most are based on the following criterion of minimizing diagonalization error [5] , [8] , [15] , [18] , [21] : (2) where for any matrix and , . For convenience is called a diagonalizer hereafter. The index set consists of the positive integers no greater than . Although criterion (2) is straightforward, it cannot provide a desirable diagonalizer. Indeed, is a global minimum of (2) but it is not desirable. Consequently, NJD algorithms have two aspects: imposing proper constraints on (2) to make solutions reasonable, and designing an efficient optimization algorithm to solve the model. In this area, the fast Frobenius diagonalization (FFDIAG) algorithm updates by a series of strictly diagonally dominant matrices, and thus is invertible [5] . However, it is found that FFDIAG sometimes leads to unbalanced solutions, where certain rows and/or columns of the diagonalized matrices are implicitly weighted much less than others [21] . To avoid unbalanced solutions, the quadratic diagonalization (QDIAG) algorithm imposes norm constraints terms on diagonalizers (3) where the matrix is positive-definite symmetric and may be excluded from [21] . However, Li et al. pointed out that QDIAG cannot avoid degenerate solutions [22] , and then proposed a new criterion which is free of degenerate solutions (4) where and . Based on (4), the Fajd algorithm was developed. Fajd performs well when the set is far away from being exactly jointly diagonalizable. However, if is exactly jointly diagonalizable, i.e., there exists a matrix such that , minima of (4) do not exist. Also, Fajd uses the inverse matrix of a matrix [defined later by (8) ] which is possibly degenerate. All of these lead to reduced reliability of Fajd.
Subspace fitting formulation is also employed by some other algorithms, for instance, the alternating columns/diagonal centers (ACDC) algorithm [20] (5) where are diagonal matrices. Equation (5) requires some constraints for practical use. For example, Yeredor has considered the unit-norm constraints on the columns of [20] . Degerine and Kane studied the relation between (2) and (5), and derived the QDIAG algorithm from another perspective (named LSB in their work) [15] , [24] . For the LSB algorithm, the first matrix in is required to be positive definite. If all the matrices in are positive definite, another alternative has been proposed by Pham [19] . Generally speaking, these restrictions on will limit the applications of NJD algorithms more or less.
In brief, all NJD algorithms attempt to provide good diagonalizers. But what is a good diagonalizer? In our point of view, a good diagonalizer should have as small condition numbers as possible when it minimizes the diagonalization error. Particularly, it must not be degenerate.
Significance of the condition number of a diagonalizer will be discussed in Section II, where it can be seen that the foregoing various constraints on can be uniformly expressed in terms of condition number. Then, a new NJD algorithm, named FlexJD, is proposed in this paper. A major merit of FlexJD is that its output diagonalizers on the one hand achieve minimum diagonalization errors, and on the other hand, have flexible and possibly small condition numbers. Meanwhile, degeneration solutions are avoided strictly. Also, FlexJD imposes few restrictions on the matrices to be diagonalized.
The following notation conventions are used in this paper. Lowercase and uppercase bold letters denote column vectors and matrices, respectively.
is the th entry of the matrix , and is the th column of . is the matrix obtained by removing the th column of . Superscript denotes the conjugate transpose. and denote the identity matrix and the zero matrix/vector of proper size.
For any matrix , denotes the linear space spanned by the columns of . denotes the dimension of a linear space.
is the orthogonal complement of , and is an orthogonal basis of . The column vector is defined by the diagonal elements of the matrix and is the diagonal matrix whose diagonal elements are given by the vector .
. The determinant and condition numbers of a square matrix are denoted by and , respectively. The remainder of this paper is organized as follows. The issue of the condition number of a diagonalizer is raised in Section II. Section III is devoted to the development of the new algorithm, including convergence analysis and uniqueness of solutions. Simulations are presented in Section IV and finally conclusions are made in Section V.
II. CONDITION NUMBER OF A DIAGONALIZER

A. Why Condition Number Should be Considered
First, the diagonalizer should be nondegenerate, i.e., . If not, model (2) becomes trivial since is a global minimum of it. However, free of degeneration is not enough, especially for BSS problems. As a matter of fact, can have a very large condition number even if it is nondegenerate. A well-conditioned diagonalizer is significant to BSS: 1) it improves the numerical stability and 2) it makes the results more reasonable. In fact, the source vector is the solution to the linear system (1) and is an estimate of (under some appropriate conditions). Therefore, if is well conditioned, is not so sensitive to the noise . Regarding 2), recall that two situations cause to have a large condition number. The first is that one or more columns have extremely small norm compared with others (which coincides with the concept of unbalanced solutions reported in [21] ); the second is that some columns are nearly linearly dependent. In BSS, the latter means that some outputs are nearly repeated signals and should be strictly avoided. We see that if is well conditioned, trivial solutions, unbalance solutions, and degenerate solutions are totally avoided. Therefore, the condition number of a diagonalizer deserves attention.
We use two steps to control the condition number of .
B. Norm Constraints on Columns and the Condition Number
Norm constraints on the columns of are simply indispensable, since they can not only eliminate ambiguities in NJD [15] , but also affect the condition number of . However, it cannot ensure a well-conditioned diagonalizer [22] . Hence, norm constraints on columns are necessary but not sufficient for a wellconditioned diagonalizer.
Recall that QDIAG only imposes norm constraints on diagonalizers. One may question why QDIAG sometimes yields well-conditioned diagonalizers. The reason is as follows. For QDIAG, if , holds after (2) takes its minimum (assuming that this minimum sufficiently approaches zero). Together with (3), QDIAG actually imposes the constraint implicitly. In this case, QDIAG is equivalent to the LSB algorithm, and they are essentially approximate OJD algorithms and consequently can provide wellconditioned diagonalizers. Unfortunately, if , is simply used to constraint the norm of the diagonalizers. Consequently, QDIAG often gives degenerate solutions; see Fig. 1 . Hence, to QDIAG, cannot be an arbitrary positive matrix if . Generally, if none of the matrices in are positive definite, should be the closest positive-definite symmetric matrix to . (In Fig. 1 , the matrices to be diagonalized are generated by (11) with , . The condition number of for each has been averaged over 100 Monte Carlo trials, where is selected and .) From now on, QDIAG exclusively means that .
C. Determinant and the Condition Number
First, is not a good indicator for the condition number of a square matrix . To see this, fix some matrix such that . as but the condition number of is a constant. However, the case is quite different if the columns of are normalized; see Fig. 2 . We randomly generate 8000 matrices in whose columns are normalized to be of unit norm. The values of are plotted in Fig. 2 (a) in ascending order and the corresponding values of are plotted in Fig. 2(b) . We see that a greater value of is generally associated with a smaller condition number, although this relation is not strictly one-to-one.
The relation illustrated in Fig. 2 is not occasional. See the following inequality [25] , [26] :
The equality is due to the unit-norm constraints. From (6) 
III. PRESENTATION OF THE PROPOSED ALGORITHM
A. Model
Consider the following model:
From the analysis in Section II, model (7) is reasonable. Actually, model (4) is just the penalty function of (7) while the norm constraints are omitted. Model (7) has a hidden constraint of , since degenerate solutions should be avoided strictly.
Also note that we use instead of . We do this because the cases where is square or tall (i.e., ) can be treated uniformly. Also, this will make the optimization easier.
B. Optimization Algorithm
For efficiency and simplicity reasons, alternate descent methods are adopted to optimize (7) . Suppose is fixed and is to be optimized. It is known that minimizing is equivalent to minimizing the term [8] , [15] , [21] , [22] , where is defined by (8) Remark 1: Note that the matrix is rank-deficient and thus may be degenerate. In fact, is a part of the total diagonalization error. If the set of matrices is exactly jointly diagonalizable, holds finally. Considering that is at least semipositive definite, is degenerate in this case.
As for , we have the following results. is the unit-norm eigenvector having the largest eigenvalue of . 1 Remark 2: Among the above three cases, frequency of each case simply depends on the characteristic of the set of matrices to be diagonalized. In detail, if the set is exactly jointly diagonalizable, Cases 2 and 3 occur frequently after the algorithm almost converges (because diagonalization error gradually approaches zero); otherwise, if the set is far away from being exactly jointly diagonalizable, Case 1 dominates the algorithm.
Model (9) is a multiobjective quadratic optimization and the above procedure is denoted by for simplicity. It is worthwhile to note that the model solution is not exactly equivalent to model (9) . In fact, as a multiobjective optimization, model (9) generally has many incomparable solutions. These incomparable solutions are called Pareto optimal solutions [27] , [28] , which cannot be improved without hurting at least one criterion.
just attempts to give a Pareto optimal solution to model (9) .
From the procedure of , strictly holds, and thus, degenerate solutions are avoided. The pseudocode of the proposed algorithm is displayed as follows.
While not terminated For Update by (8) , .
;
End End
The algorithm is terminated when keep being unchanged. We name the new algorithm FlexJD, because its output diagonalizer is a tradeoff between the diagonalization error and the condition number, and this tradeoff is adaptive and flexible. Remark 4: Tikhonov regularization methods can be used to solve (9) [29] :
is given by , where . (In our experiments, is commonly recommended.) Note that is positive definite, and thus, is the unit-norm generalized eigenvector having the largest eigenvalue of and . We name this routine . Simulations show that this routine almost gives the same result as .
C. Convergence and Uniqueness
Like many joint diagonalization algorithms, the FlexJD algorithm uses the so-called block coordinate descent methods in optimization [8] , [15] , [20] - [22] , [30] . That is, a block of variables are optimized in each time whereas the others are fixed. Convergence analysis of this type of algorithms is often difficult and has been missed by most joint diagonalization algorithms [8] , [20] - [22] . Fortunately, if the solutions of each subproblem are unique, the convergence respect to the entire parameter space is guaranteed [30] . From this fact, a primary result on the convergence of FlexJD can be presented. Suppose that , then is reduced to be a vector . In this case, if is implemented, it can be verified that the solution is unique and thus the algorithm is convergent. Because the solution of approaches to the solution of as , we believe FlexJD based on is also convergent. The following analysis is based on the assumption of . Also, for simplicity, we assume that for and all the variables are real. (Extensions to complex-valued and asymmetric cases can be obtained in a similar manner.) ]. This point is also illustrated by simulations. In the second situation, we can only reach a tradeoff between the zero diagonalization error and nondegeneracy of diagonalizers. Recall that model (7) is a multiobjective optimization model. Hence, some solutions achieve smaller diagonalization errors but have larger condition numbers; some others are just on the contrary. FlexJD attempts to obtain a kind of Pareto optimal solutions, which makes be maximized. This property will be illustrated by simulations.
For exactly jointly diagonalizable set of matrices, we further present the fact that the nondegenerate diagonalizers are essentially unique under some mild conditions. Proposition 4: For given , where and are diagonal matrices, assume that there exist , such that has distinct diagonal elements. Then, the diagonalizers of are unique up to scale factors and a permutation of columns.
The proof of Proposition 4 is presented in Appendix III. Proposition 4 is particularly significant for BSS. Taking SOSbased BSS methods into account, suppose that the sources have different spectrum. Hence, there exist two time lags and such that has distinct diagonal entries. Recall that ( are diagonal under the assumption of mutual independence of sources). If is a diagonalizer of , from Proposition 4, up to a permutation and scale factors. Hence, the sources are recovered by successfully.
IV. SIMULATIONS
In this section, we compare the performance of the FFDIAG algorithm, the ACDC algorithm, the QDIAG/LSB algorithm, and the Fajd algorithm via numerical experiments. There have been some performance indices to evaluate joint diagonalization algorithms, such as the score index and the GLLC index [5] , [22] . However, these indices are not reliable if one or more matrices in are degenerate (that is often the case in which the matrices in are contaminated with noise). Since these algorithms are essentially based on criterion (2), we define the diagonalization error index (DEI) as follows: (10) where and are used to eliminate the influence of scales of problems. The columns of diagonalizers obtained by each algorithm are normalized to be of unit norm. In each run, the matrices in are generated as follows [5] : (11) where the matrix is diagonal. The diagonal elements of are drawn from the standard normal distribution, so are the elements of and . The term denotes the nondiagonalizable component (i.e., noise). The parameter allows one to control the level of noise.
1) Joint diagonalization of exactly diagonalizable data sets.
Let and . Regardless of the initial value of being , , or randomly generated matrices, FlexJD always achieves zero diagonalization error. Moreover, the diagonalizer satisfies that (including that is orthogonal), where is a permutation matrix and is a diagonal matrix. These results show that FlexJD is very likely to be of global convergence in this case. 2) Joint diagonalization of approximately diagonalizable data sets. Let , , respectively. All the obtained results have been averaged over 100 Monte Carlo trials. They are shown in Fig. 3(a) , which illustrates the evolution of the diagonalization errors (in logarithmic scales) versus the level of noise, and in Fig. 3(b) , which illustrates the evolution of the condition numbers of diagonalizers (in logarithmic scales) versus the level of noise. From Fig. 3 , FlexJD always achieves the smallest diagonalization error and, at the same time, maintains favorable condition numbers of diagonalizers. For , Fajd and FlexJD almost give the same result. We see again that the ACDC algorithm cannot avoid the degenerate solutions. (Because there is no guarantee that there exist positive-definite matrices in , QDIAG/LSB is excluded from this comparison.) From a purely mathematical point of view, OJD algorithms minimize the diagonalization error on condition that the smallest condition number is specified. QDIAG/LSB, as an approximate OJD algorithm, provides diagonalizers with larger condition numbers than those of OJD algorithms but smaller than those of others. FFDIAG relaxes the constraint of orthogonality significantly and generally yields well-conditioned diagonalizers. QDIAG with (denoted by QDIAG for convenience) often achieves the smallest diagonalization error, but sometimes leads to degenerate solutions, as ACDC does. Otherwise, FlexJD prefers a favorable tradeoff: it neither goes unreasonably for a zero diagonalization error, nor does it excessively demand for a minimum condition number. Generally, if possible, FlexJD provides an exact nondegenerate diagonalizer. Otherwise, from the experimental results in Fig. 3 , it gives a diagonalizer which minimizes the diagonalization error and the corresponding condition number simultaneously. Although both OJD algorithms and the FlexJD algorithm try to give Pareto optimal solutions to (7), FlexJD is more flexible. Relation of these algorithms is illustrated in Fig. 4 . We also apply FFDIAG, FlexJD, and ACDC to five data sets with to investigate their convergence rates. Fig. 5(a) shows the resulting diagonalization errors versus the number of iterations and Fig. 5(b) shows the corresponding condition numbers verses the number of iterations. From Fig. 5(a) , we see that FlexJD converges slightly faster than FFDIAG and considerably faster than ACDC. The condition numbers of the diagonalizers given by FF-DIAG and FlexJD are stable and small, but fluctuant and large for ACDC. FlexJD is able to provide nonsquare diagonalizers. As an example, let and , . The matrices for diagonalization and the diagonalization results are shown in the first and second rows of Table I , respectively. The diagonalizer given by FlexJD is and . From Table I , FlexJD performs well again in nonsquare joint diagonalization. 3) Applications in BSS. We consider a slightly modified model of BSS [15] (12) where the elements of are drawn from the standard normal distribution in each run, and . is used to control the level of noise (nl) which is defined by (see [15] for detailed settings). Since the second-order blind identification (SOBI) algorithm [1] and the joint approximate diagonalization of eigenmatrices (JADE) algorithm almost cannot be improved in noiselessness cases [15] , we mainly concentrate on the comparison when noise is involved. In each run, total of 20 correlation matrices are generated with the time lags , respectively. All the obtained results have been averaged over 100 Monte Carlo trials. The cross-talking error (CTE) is used to evaluate the estimate of the mixing matrix [17] , [31] CTE (13) where and is the diagonalizer (i.e., the unmixing matrix). CTE if and only if , where is a permutation matrix and is a diagonal matrix. Signal-tonoise ratio (SNR) is used to evaluate the estimate of each source signal SNR (14) where and are random variables with 0-mean and 1-variance. The first set of source signals consists of four speech signals. The sample length is 160 000. FlexJD is compared with Fajd, LSB, and SOBI this time. The observations are prewhitened to meet the requirement of the SOBI algorithm and the LSB algorithm (to other NJD algorithms, this procedure makes no difference except that they will treat a new mixing matrix instead of , where is the whitening matrix). Only the LSB algorithm uses the zero-lag correlation matrix and it uses the output of SOBI as starting value. All results are averaged over 100 Monte Carlo trials. Fig. 6 shows the resulting CTE values (in logarithmic scales) at different level of noise. From Fig. 6 , FlexJD achieves higher accuracy than that of the other algorithms. Fig. 7 is an illustration of how condition numbers of the mixing matrix influence each algorithm. We define six levels of condition numbers as , respectively. In each level, total 100 mixing matrices are generated (for example, in level one, every mixing matrix satisfies that ). A total of 50-dB white Gaussian noise is added to the observations. Mean SNR and mean condition numbers of diagonalizers versus the level of condition numbers of the mixing matrix are shown in Fig. 7(a) and (b) , respectively. From Fig. 7(b) , the condition numbers of the unmixing matrices estimated by FlexJD and FFDIAG are generally smaller than . Consequently, their performances in source separation are fairly stable when the condition number of the mixing matrix is greater than . When the condition number of the mixing matrix is greater than , FlexJD outperforms the others. The unmixing matrix estimated by LSB is a multiplication of the output diagonalizer and the whitening matrix. Because the whitening matrix is ill-conditioned, LSB performs badly when the mixing matrix has a large condition number. As a result, FlexJD is more robust to the noise involved in observations. Finally, we consider the case in which is complex. The sources are four 16-QAM digital communications signals and the number of samples is 1000. The real part and image part of the mixing matrix are drawn from independent normal distributions, respectively. In this experiment, cumulant matrices are used for diagonalization, and FlexJD, LSB, and JADE are compared (FFDIAG is absent because it currently cannot deal with complex-valued matrices). The output of JADE is used as starting value for LSB. In fact, FlexJD yields more reliable and preferable results again, as Fig. 8 shows.
V. CONCLUSION
In this paper, the joint diagonalization problem is reviewed as a multiobjective optimization problem for the first time. Based on this, a new NJD algorithm, named FlexJD, is developed. FlexJD yields flexible diagonalizers which not only minimize the diagonalization error, but also have as small condition numbers as possible. Meanwhile, degenerate solutions are avoided strictly. FlexJD is also one of the most versatile joint diagonalization algorithms: it does not require the set of matrices to be positive definite, real, or symmetric, and the diagonalizers even can be nonsquare.
The block coordinate descent method is used to optimize the model. This way is proved to be simple and efficient. The convergence is also discussed under the condition of . If the set of matrices is exactly jointly diagonalizable, we prove that there are only global minima for the joint diagonalization problem and the solutions are unique under mild conditions. The uniqueness of solutions is also significant to BSS.
Generally, FFDIAG performs well but only applicable to real matrices sets so far. QDIAG (including ACDC) often yields degenerate solutions except that the first matrix is positive definite, as the LSB algorithm states. Compared with these algorithms, the FlexJD algorithm is more efficient, widely applicable, and easy to implement. His research interests include machine learning, intelligent information processing, and blind signal processing.
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