Abstract. This paper shows that a minimization version of satisfiability is strongly NP-hard, even if each clause contains no more than two literals and/or each clause contains at most one unnegated variable. The worst-case and average-case performances of greedy and probabilistic greedy heuristics for the problem are examined, and tight upper bounds on the performance ratio in each case are developed.
1. Introduction. The satisfiability problem is perhaps one of the most well-studied problems in logic theory. Given a set V of Boolean (true/false) variables and a collection D ofclauses over V, the satisfiability problem is to determine ifthere is a truth assignment that satisfies all clauses in D. The problem is NP-complete even when every clause in D has at most three literals (Even, Itai, and Shamir [2] ). The maximum satisfiability (MAXSAT) problem is an optimization version of satisfiability that seeks a truth assignment to maximize the number of satisfied clauses (Johnson [5] ). The MAXSAT problem is NP-hard even when every clause contains at most two literals (Garey, Johnson, and Stockmeyer [4] ).
In this paper, we consider the following complement of the MAXSAT problem. Given a set U of Boolean variables and a collection C of clauses over U, find a truth assignment that minimizes the number of satisfied clauses. We call this the minimum satisfiability (MINSAT) problem. The existence of a truth assignment for the MINSAT problem that satisfies no clause can be trivially determined because such an assignment exists only if each variable or its negation appears in no clause. Similarly, if each clause contains one literal, the solution to the MINSAT problem is readily obtained by setting a variable true if it occurs in less clauses than its negation and setting the variable false otherwise. However, we show that, in general, the MINSAT problem is NP-hard, even if every clause contains no more than two literals. We then consider two heuristics for solving the problem. The first is a greedy heuristic similar to a procedure described by Johnson [5] for the MAXSAT problem. The second is a probabilistic greedy heuristic similar to an algorithm by Kohli and Krishnamurti [6] for the MAXSAT problem. Like the greedy heuristic, the probabilistic greedy heuristic selects a truth assignment one variable at a time. Unlike the greedy heuristic, the probabilistic greedy heuristic introduces a chance element in selecting a truth assignment, forcing a trade-off between the value of a nonoptimal solution and the probability of its selection. We characterize the worstcase and average-case performances of the two heuristics and show that, while the probabilistic greedy heuristic can select an arbitrarily bad assignment in the worst case, on average it satisfies no more than twice the optimal number of clauses, regardless of the data-generating distribution. On the other hand, if each clause contains at most s literals, the greedy heuristic satisfies no more than s times the number of clauses satisfied by the optimal assignment. However, the average performance of the greedy heuristic depends upon the minimum probability with which it selects an optimal assignment at any step.
As this probability decreases (increases), the average performance of the greedy heuristic tends to the worst-case (optimal) solution.
In 2 we show that the MINSAT problem is NP-hard. In Instance. Set U of k variables, collection C of n clauses over U such that each clause c e C has cl 2 literals, positive integer n* < n.
Question. Is there a truth assignment for U that satisfies no more than n* clauses in C?
In Theorem 1, we transform the following 2-MAXSAT problem, which is NPcomplete (Garey and Johnson [3, pp. Let C {ca, c2ald D}. Let n* 2l-l*. Thus, given an instance of the 2-MAXSAT problem defined over the set V of h variables and the set D of clauses, we construct in polynomial time an instance of the 2-MINSAT problem defined over the set U V tO W of k h + variables and the set C of n 2l clauses. We now show that no less than l* clauses can be satisfied by a truth assignment for 2-MAXSAT if and only if no more than n* clauses can be satisfied by a truth assignment for 2-MINSAT.
Suppose there exists a truth assignment for 2-MAXSAT that satisfies m > 1" uk denote an arbitrary ordering of the k variables in U for the MINSAT problem. Given any ordering of the variables, the greedy heuristic sequentially selects an assignment for each variable to satisfy the smallest number of additional clauses. We begin by describing the greedy heuristic more formally below. Initialization (Step 1). Let C C denote the set of all clauses in an instance of the MINSAT problem. Let Cl(Ul) denote the subset of clauses in C that contain variable u. Let CI(/I) denote the subset of clauses in C that contain variable ff. Let xl and y denote the number of clauses in sets C(Ul) and C(ff). At the first step, the greedy heuristic selects the partial assignment u (i.e., assigns u to be true) if x < y. Otherwise, it selects the partial assignment ffl (i.e., assigns u to be false). All Recursion (Step j). Let C denote the set of clauses that are not satisfied at the end of Step j-1. Let Cj.(u.) denote the subset of clauses in C that contain uj. Let Cj() denote the subset of clauses in Cj that contain ffj. Let xj and y denote the number of clauses in sets Cj(uj) and C(). At Step j, the greedy heuristic includes u in the partial assignment (i.e., assigns u to be true) if xj < y. Otherwise, it includes tT in the partial assignment (i.e., assigns u to be false). All by the greedy heuristic to the number of clauses satisfied by an optimal assignment. Theorem 2 shows that the value of the performance ratio r is bounded from above by s.
As there are no more than k literals, s < k, and it follows trivially from Theorem 2 that r<k. Each variable uj, < j < s is true in the optimal assignment, which satisfies only one clause c. The greedy heuristic sets each variable uj false, < j < s and satisfies s clauses, c2, c3
Cs +. Hence, r s. Note that, in this worst-case example, a reordering of the variables has no effect on the performance of the greedy heuristic. This example also suffices to show that, given the solution selected by the greedy heuristic, an interchange heuristic that seeks to maximally improve the solution value by replacing a literal by its negation does no better than the greedy heuristic alone.
In [5] Step j, there are an equal number of literals in each remaining (unsatisfied) clause. Consequently, any weighting of the clauses does not affect the greedy solution, which in the worst case assigns a "false" value to each variable u, < j < 2s and satisfies the s clauses c2, c3, cs+. Note, however, that the ordering of the variables is critical to this worst-case example. Thus, the performance ratio for this weighted greedy heuristic for the MINSAT problem is no better than s. Indeed, other weighting schemes (e.g., a scheme similar to Johnson's [5] exponential weighting of clauses) also do not improve the worst-case performance of the greedy heuristic.
We next examine the average performance of the greedy heuristic. Let Pk denote the MINSAT problem defined over the set U of k variables. Let Pk-+ denote the MIN-SAT problem at Step j of the greedy heuristic, where problem Pk-j / is defined over the subset of unassigned variables u, uj.+,..., uk. Following Kohli and Krishnamurti [6] , we assume that there is a probability pj. with which the truth assignment selected for a variable at step j of the greedy heuristic appears in an optimal truth assignment for problem Pk-/ . We assume that the pj are independent across the steps of the greedy heuristic. However, we do not assume either the independence ofthe literals across clauses, or any specific data-generating distribution.
Let rj denote the performance ratio of the greedy heuristic for problem P. Let E(r) denote the expected value of r. Theorem 3 characterizes the lower bound on E(rk) as a function of k and p min j k P. Proof Without loss of generality, we assume that the optimal solution is to set variable u true for all j, < j < k. We prove the theorem by induction on k, the number of variables.
For k 1, the greedy heuristic chooses the optimal assignment and sets u true. Step 1, the value of the optimal solution to problem Pk-is rn Zl, where rn is the value of the optimal solution to problem Pk. However, if the greedy heuristic sets u false at Step 1, the value of the optimal solution to problem Pk-1 is bounded from above by m. In either case, after Step t, the greedy heuristic solves an l variable MINSAT problem. Thus, (1 p* p* which implies that E(rl+l)< q_(1--(1-p)t)( _p)= 1-(1-p)t+ P P Note that the bound derived in Theorem 3 approaches as p approaches and that it approaches k as p approaches zero. As k tends to infinity, the bound on the average performance ratio for the greedy heuristic approaches 1/p. The remaining k clauses are probabilistically generated, each clause containing exactly one of the k distinct variables in negated form with probability p and in unnegated form with probability p. Specifically, clause j, < j < k is given by
with probability P, uj with probability p.
Each variable uj, <_ j <_ k is true in the optimal assignment. For N > k, the expected performance ratio of the greedy heuristic can be verified to approach from below the value p + 2(1 p)p + 3(1 p)Zp + + (k 1)(1 p)k-2p + k(1 p)k-
(1 p)k. P Observe that the bound on the average performance ofthe greedy heuristic depends upon the value of p, which can vary, depending upon the data-generating distribution. If, as in the above example, the value ofp can be made close to zero, the average performance of the greedy heuristic can be made to approach its deterministic worst-case bound. In the next section, we examine a probabilistic greedy heuristic that, regardless of the datagenerating distribution, never satisfies more than twice the number of clauses satisfied by an optimal assignment for the MINSAT problem.
4. Probabilistic greedy heuristic. The proposed probabilistic greedy heuristic differs from the preceding greedy heuristic by the introduction of a probabilistic element in the choice of a truth assignment for each variable. In particular, at Step j, the probabilistic greedy heuristic sets u. to be true with probability qj yj/(x + y) and sets u. to be false with probability q. Thus, the probability of setting u. true increases as x/y decreases and is only if x 0, i.e., if no additional clauses are satisfied by setting u true at Step j of the heuristic. However, if the number of additional clauses satisfied is greater when uj is true than when it is false, then u is set true with a smaller probability than it is set false.
The following theorem shows that, on average, the number of clauses satisfied by the probabilistic greedy heuristic is no larger than twice the number of clauses satisfied by the optimal assignment. THEOREM 4. E(r) < 2 for the probabilistic greedy heuristic. Proof Without loss of generality, assume that variable u is true in an optimal assignment. We prove the theorem by induction on the number of variables k.
For k 1, the greedy heuristic sets u true with probability q y/(x + y) and sets u false with probability q. The expected number of satisfied clauses is y x 2xlY1 qx + (1 q)y x + y .
x + y x + y x + y As u is true in the optimal assignment, the value of the optimal solution is rn x.
Thus, for k 1, the value of the expected performance ratio for the probabilistic greedy heuristic is 2xy 2y E(r) < 2.
x(x + y) x + y Let >_ be an integer such that E(r) < 2 for k l. We show that E(r) < 2 fork=l+l.
If the probabilistic greedy heuristic selects u at Step 1, the value of the optimal solution at the second step of the greedy heuristic is rn x, where rn is the optimal solution value of the k variable MINSAT problem P. However, if the greedy heuristic selects ff at Step 1, the value of the optimal solution at the second step is bounded from above by m. Hence, the expected number of clauses satisfied by the probabilistic greedy heuristic is bounded from above by q(x + E(rt)(m x)) + (1 q)(y + E(rt)m).
As E(rt) _< 2 by the induction hypothesis, the value of the above expression is no greater than ql(x + 2(m x)) + (1 q)(y + 2m).
Thus, an upper bound on the expected performance ratio for the probabilistic greedy The optimal assignment sets both u and u2 true and satisfies one clause, cl. The probabilistic greedy heuristic sets u true or false with equal probability (= 1/2) at its first step.
If it sets u true, then it obtains the optimal solution, setting u2 true with probability at its second step. Otherwise, at the second step, it (i) sets u2 true with probability (N-1)/N, satisfying 2 clauses, c and c2, and
(ii) sets u2 false with probability 1/N, satisfying N clauses, c2, c3, c4
CN+.
Hence the expected performance ratio (= expected number of satisfied clauses) for the probabilistic greedy heuristic is
As N tends to infinity, the value of this expression approaches from below the bound derived in Theorem 4. Note that k 2 in this example and that the optimal clause cl contains s 2 variables. Thus, unlike the worst-case and average performance bound for the (deterministic) greedy heuristic, the bound on the average performance of the probabilistic greedy heuristic does not depend on k or s.
. We can verify that the worst-case and average-case bounds for the greedy heuristic and the probabilistic greedy heuristic remain unchanged for Horn clauses and that these bounds continue to be tight. Finally, we note that the MAXSAT problem in Horn clauses is also NP-hard (see the Appendix). Thus, while the satisfiability of Horn clauses can be assessed in linear time, the identification of assignments that maximize or minimize the number of Horn clauses satisfied are NP-hard problems.
Appendix. Complexity of MAXSAT for Horn clauses. We show below that the MAXSAT problem comprised of only Horn clauses is NP-hard. In particular, we transform the 2-MAXSAT problem to a MAXSAT problem in Horn clauses.
Let the 2-MAXSAT problem be defined over the set V of h variables and the set D of l clauses. We transform this problem to a MAXSAT problem in Horn clauses, defined over a set U of k h + 2l variables and a set C of n 5l clauses. Let 
