Abstract
Introduction
Finding correspondences between shapes is a fundamental problem in both computer vision and graphics with numerous applications such as mesh morphing, mesh parametrization, deformation transfer, shape registration, shape matching, analysis of sequential meshes and statistical shape modeling [vKZHCO11] . In this paper we address the problem of establishing dense correspondence between isometric (or nearly isometric) shapes. Isometric shape correspondence is an important problem; not only since most real world deformations are isometric, but also because semantically similar shapes have similar metric structures, such as different poses of an articulated object, models of a mesh sequence representing the motion of a human actor, or two shapes representing different but semantically similar objects (e.g., two different humans or animals).
If two shapes are perfectly isometric, then there exists an isometry, i.e., a distance-preserving mapping, between these shapes such that the geodesic distance between any two points on one shape is exactly the same as the geodesic distance between their correspondences on the other. However, two digital shapes are hardly ever perfectly isometric, even for different poses of a rigid object, due to imperfections of the modeling process and/or geometry discretization errors. Hence the goal of isometric correspondence methods existing in the literature is rather to find a mapping that minimizes the amount of deviation from isometry.
When the shapes to be matched are given in the form of triangle meshes, the correspondence problem can be formulated as combinatorial optimization over all possible mappings from one vertex set to the other. There exist various ways of solving this optimization problem in the literature. One way is to minimize the deviation from isometry, indirectly in some embedding space, where Euclidean distances approximate geodesic distances. Euclidean embedding, in the context of shape analysis, can be achieved by using different techniques such as classical MDS (MultiDimensional Scaling) [JZ06] , least-squares MDS [EK03] , and spectral analysis of the graph Laplacian [MHK * 08] or of the Laplace-Beltrami operator [OSG07] . Some recent methods propose to use embeddings such as the heat kernel [OMMG10] and the canonical diffusion embedding [SH10] , which are invariant under isometric deformations, but which are not Euclidean in the multidimensional scaling sense. Other two recent examples are based on the Möbius transformation which is used for conformal embedding of the given shapes into a canonical coordinate frame on the complex plane where deviations from isometry are approximated based on mutually closest points [LF09] , [ZWW * 10].
A problem common to these embedding-based techniques is that they all produce approximate and/or ambiguous solutions since they can measure deviations from isometry only approximately in the embedding space. In order to decrease the approximation error, Bronstein et al. [BBK06b] propose to embed one of the shapes to be matched into the surface of the other via the generalized MDS, which however requires minimization of a non-convex stress function that is difficult and expensive to optimize. Similarly, in [SY10] , the isometric distortion is minimized via greedy optimization, which hence needs a good initialization and may otherwise get stuck with local maxima, yielding suboptimal solutions. Bronstein et al. propose a coarse-to-fine method in [BBK06a] , to remedy the local convergence problem involved in optimization of the stress function, whereas Mé-moli and and Sapiro [MS04] present a technique to compute a discrete approximation to Gromov-Hausdorff distance for comparing isometric point clouds, both methods coupled with a farthest point sampling procedure.
Isometric shape correspondence methods may also exploit local shape similarity in addition to isometric clues, such as curvature information as in [OMMG10] [KLF11] . These methods regard the sparse correspondence problem as the main challenge since, based on a sufficient number of reliable landmarks, cross-parametrization or some other form of interpolation technique can always be applied to obtain a dense correspondence [Ale02] . However, to decide on the degree of sparsity, that would lead to a robust dense correspondence, is always a problematic issue. A particular example to sparse correspondence methods is the deformation-driven approach of [ZSCO * 08]. In this method, an optimal correspondence is sought between shape extremities via combinatorial tree traversal by pruning the search space according to some criteria based on local shape similarity and geodesic consistency. For each candidate correspondence set, the source shape is deformed to the target based on these small number of landmarks (anchor points), and the correspondence with the smallest distortion gives the best matching. Another similar deformation-driven method is presented also in [HAWG08] . Both methods can handle large deformations but their computational cost is extremely high due to the repeated deformation process that they involve.
There are two main contributions of this paper:
• We propose a dense shape correspondence method which is computationally efficient. We minimize the isometric distortion directly in the 3D Euclidean space, i.e., in the domain where isometry is originally defined, by using a coarse-to-fine combinatorial search algorithm. Our method does not require any initialization and aims to find an accurate solution in the minimum-distortion sense for perfectly isometric shapes.
• Our shape correspondence method is based upon a coarseto-fine joint sampling technique that incrementally samples evenly-distributed salient vertices from a given mesh at increasing levels of detail.
We note that the source code and the executables for the method that we present in this paper are publicly available in http://home.ku.edu.tr/∼yyemez/c2f.
Problem Statement and Overview
Our goal is to establish a dense correspondence between two given isometric (or nearly isometric) shapes. We assume that each shape is represented by a manifold surface mesh of sufficiently high resolution, on which geodesic distances can easily be computed. We designate one of the shapes as source and the other as target. Let S and T denote the vertex sets of the source and the target meshes, respectively. Let also that a mapping § : S → T (or a relation in the most general setting) is given. We then measure the isometric distortion D iso as follows:
where d iso (s i ,t j ) is the contribution of the individual correspondence (s i ,t j ) to the overall isometric distortion:
where g(., .) is the geodesic distance between two vertices on a given surface and § = § − {(s i ,t j )} in the most general setting. Both d iso and D iso take values in the interval [0, 1] since the function g is normalized with respect to the maximum geodesic distance over the surface. Note that (1) can be seen as a variant of the generalized stress function defined in [BBK06b] . The problem can then be formulated as a combinatorial search over all possible mappings so as to minimize the isometric distortion function given in (1):
Since S and T consist of vertices sampled on isometric (or nearly isometric) shapes, we require the optimal mapping § * to establish a full correspondence between S and T so that every s i ∈ S is related to some t j ∈ T , and likewise every t j ∈ T is related to some s i ∈ S. If we further assume that the shapes are perfectly isometric and represented by uniform triangle meshes, then § * is constrained to be a one-to-one correspondence with |S| = |T |, and can be found by evaluating (1) for N! different possible mappings, where N = |S| = |T |. This combinatorial solution however has factorial complexity and hence computationally intractable for typical values of N.
Motivated by the simplicity of this optimal but expensive solution, we provide a coarse-to-fine shape matching algorithm based on combinatorial search. The idea is to reduce the search space by exploiting the fact that the optimal mapping § * maps nearby vertices on the source shape to nearby vertices on the target. This suggests that shape matching can be performed on a patch-by-patch basis in a coarse-tofine fashion. To this effect, we incrementally sample evenlydistributed vertices from the surfaces of both shapes at increasing levels of detail (Section 3). In parallel to this sampling process, at each level of detail, we match the sampled vertices by combinatorial search on a patch-by-patch basis (Section 4), using Equations 1 and 3. Our algorithm is built upon the basic assumption that the shapes to be matched are perfectly isometric. However two digital shapes (or their mesh representations) are hardly ever so in practice. Moreover |S| is not usually equal to |T |, hence the correspondence § * , which is optimal in the minimum-distortion sense, is a many-to-many mapping. We note that the final output of our correspondence algorithm is also a many-to-many mapping.
Coarse-to-fine Sampling
In this section, we describe our coarse-to-fine algorithm that we use to sample base vertices from the mesh representations of the given shapes. We sample S and T separately, at increasing levels of detail, by using a sequence of decreasing sampling radii {r
denote the set of base vertices sampled from S at level k. We require the sets {S (k) }: i) to be incremental such that S (k) ⊂ S (k+1) ⊆ S, and ii) to consist of samples as evenly distributed as possible on the shape surface. Note that the same notation applies also to T .
In order to obtain a consistent joint sampling between two shapes, we use an importance sampling strategy which prioritizes salient vertices (shape extremities and/or high curvature points) during selection of the samples. We initially sort the vertices of S into a list in descending order with respect to their saliency values and mark them all as base vertex candidates. The sampling algorithm starts, at the coarsest level k = 0, by selecting the top vertex of the list as the first base vertex. We launch the Dijkstra's shortest paths algorithm from this vertex and unmark all the vertices lying within a distance r (0) . Then, the next base vertex is picked as the first marked vertex of the list. When this is repeated until no marked vertex is left, we obtain a sampling of the surface, where the base vertices are at least r (0) apart from each other. The same sampling procedure is applied to each level k by initializing the sampling with S (k) = S (k−1) , where i , includes all the vertices within a distance r (k) from the base s i , as illustrated in Fig.1 . The algorithm also ensures that each vertex is covered by the patch of at least one base vertex. Hence, the resulting patches partition the shape surface at each level into overlapping regions of approximately equal size such that
i . The sampling algorithm is given in pseudocode below.
Sampling algorithm:
Input: Vertex set S Input:
t. saliency; Iterate on level k
Mark all vertices in S as base vertex candidates;
Unmark all the vertices within patch S
Let s j be the first marked vertex in S;
Unmark all the vertices within patch S (k) j ; Until no marked vertex is left Until all vertices in S are sampled (or maximum level K is achieved) Our sampling algorithm is built on a sampling technique used in [HSKK01] . As described above, we extend this technique, which is uniresolution and which selects the base vertices evenly but in an arbitrary manner, so as to have a multiresolution sampling algorithm which prioritizes the selection of salient vertices. We measure saliency by the integral of geodesic distance function of [HSKK01] at the initial coarsest level, and by the Gauss curvature at all other levels. Hence the base vertices are placed on local maxima of Gauss curvature at every level except that they are selected from the shape extremities at the initial level.
Correspondence Algorithm
We establish the vertex correspondence between the source shape S and the target T , at increasing levels of detail, in parallel to our coarse-to-fine sampling algorithm described in the previous section. Hence our shape correspondence algorithm produces a sequence of correspondences, { § (k) }, which is refined as the level k increases, and at the maximum level possible, we expect to get the optimal dense correspondence:
In the sequel, we explain how we obtain each § (k) , i.e., the correspondence at each level k.
Patch-based Combinatorial Matching
Recall from Section 3 that each base vertex set
, partitions the surface of the shape S (or T ) into overlapping patches of approximately equal size {S
Suppose that each such patch at
, contains a fixed number M of base vertices from the next level k, i.e., from S (k) . If we desig-
as the parent of these k th level base vertices, then our coarse-to-fine sampling procedure can be thought of as a process in which the surface of the shape S is recursively subdivided into M smaller patches as levels proceed. Note that, while a newly sampled base at level k (or its patch) may have multiple parents, a base vertex inherited from level k − 1 has only one parent patch.
Given m . Recall that, to be able to compute D iso ( §) in Eq. 1, we need to set a correspondence list § to be used in Eq. 2. The list § , which includes § by default, should be global enough to avoid mismatches due to local symmetries, yet local enough to perform well on details, hence we augment it with the matchings of the parent patches, whenever available:
, where each § (k−1) n denotes the correspondence at level k − 1 between the parent patches of s i and t j (note that a base vertex may have multiple parents). At each level k, we set the value of the sampling radius r (k) based on the area of the largest patch at level
. We use the ad-hoc formula, r (k) = 0.6 A (k−1) /π, which ensures that the number M of bases sampled within a parent patch is about 5 (or more generally, M ≤ 6), and that in turn allows us to match the resulting patches via combinatorial search.
Since two shapes are never perfectly isometric, two patches to be matched may indeed have different number of base vertices sampled, say M and M and M > M, as it is also the case in in Fig. 2 . In such cases we have M M M! different possible one-to-one mappings to evaluate for combinatorial matching. Once the minimum-distortion one-to-one mapping is found via combinatorial search, there remain unmatched vertices in one of the patches, to which we assign residual matches in order to assure that the whole surface is covered by the correspondence algorithm as depicted in Fig. 2 . To achieve this, each unmatched vertex in one patch is paired with all the vertices in the other one by one, and the pair that minimizes the isometric distortion is picked as the residual match. Hence each patch-to-patch matching at level k results in a mapping § (k) m , which can be one-to-one, many-to-one or one-to-many, depending on the number of base vertices sampled in each patch.
Correspondence Merging
that covers the whole surface. Since patches partition the shape surface into overlapping regions, the union of these matchings,
m , gives an initial correspondence that needs to be simplified. The merging process at level k is carried out in the following three steps, that involve elimination of redundant multiple matches and trimming of the outliers (as illustrated in Fig. 3 ):
• Step 1: For every base vertex s i ∈ S (k) , we keep only one correspondence pair, the one with the minimum distortion among all (s i ,t j ) ∈ § (k,0) , which gives us § (k,1) , the output of the first step of the merging algorithm. We compute each isometric distortion d iso (s i ,t j ) via Eq.2 with the set-
is many-to-one.
•
Step 2: To every isolated base vertex t j ∈ T (k) with no
, we assign the base s n ∈ S (k) that yields the minimum distortion among all (s n ,t j ) ∈ § (k,0) , which gives us § (k,2) , the output of the second step. We compute each isometric distortion with the setting § = § (k,1) .
• Step 3: We replace every outlier (s i ,t j ) ∈ § (k,2) for which
with (s i ,t n ) that yields the minimum distortion among all t n ∈ T (k) . We compute each isometric distortion with the setting § = § (k,2) . If the removal of an outlier creates an isolated target base, then step (2) is repeated. The output of this last step gives us the final correspondence § (k) , which is a many-to-many mapping.
Overall Algorithm
The overall correspondence algorithm is composed of three basic tasks at each level of detail: sampling, combinatorial matching and merging. A critical parameter of the algorithm is the sampling radius r (k) , which determines at each level k the number M of bases sampled within each parent patch. Recall that we set r (k) based on the area of the largest patch at level k − 1, A (k−1) , by using the ad-hoc formula given in Section 4.1, which ensures a sufficiently small value of M for combinatorial matching, M ≤ 6. Hence in practice, we have two sampling radii at each level, r
S and r
(k)
T , one for the source shape S and one for the target T , which have close but different values (since S and T are assumed to be nearly isometric). We initialize 
An Insight to Why the Algorithm Works
We now show that, under certain conditions, a coarse-to-fine matching algorithm, such as ours, can be used to gradually localize an accurate dense correspondence as the level of detail increases, based on the following "inclusion assertion": Inclusion Assertion: Suppose S and T are sampled at sufficiently high resolution from two perfectly isometric surfaces. Let (s i ,t i ) ∈ § * , where § * is the optimal correspondence that minimizes D iso ( §), i.e., D iso ( § * ) = 0. Suppose also that § (k) is the optimal correspondence at some level k, and that the optimal solution is unique, which exempts us from ambiguities due to symmetries. Then,
j is the patch with radius r (k) centered around t j at level k.
We will not formally prove this assertion, but rather give an outline of its justification, that will provide us with an insight into why and under what conditions our coarse-to-fine correspondence algorithm works. First note that D iso ( §) is locally a slowly changing convex function around its optimal point. Hence the mapping § (k) , which is optimal at level k, will assign each base vertex s i to some base t j as nearest to the optimal t i as possible. Moreover S (k) and T (k) consist of evenly-spaced base vertices sampled from perfectly isometric shapes, such that each vertex in S and T is included by the patch of at least one base vertex with radius r (k) . Based on these, we can state the following:
, where g(., .) is the geodesic distance function, which directly implies the assertion. The inclusion assertion is illustrated in Fig. 4 and demonstrated on a pair of isometric shapes in Fig.5 .
In the case of perfect isometry, the inclusion assertion basically suggests that, based on the optimal correspondence § (k−1) at level k − 1, a patch-based matching algorithm, such as ours, can be used to find the optimal correspondence § (k) at level k. Starting from the coarsest level k = 0, our algorithm aims to maintain the optimality at each level k by patched-based combinatorial matching and merging, assuming the optimality of the correspondence found at the previous level. The algorithm is expected to eventually converge to the optimal correspondence § * as levels proceed, since at the last level there will be only one vertex left in each patch.
The inclusion assertion, hence our algorithm, discards the symmetry problem which is however inherent to all isometry-based correspondence methods. We note that, since our algorithm is coarse-to-fine, even though the shapes to be matched are not symmetric as a whole, symmetric flips may occasionally arise at the initial level due to coarse sampling, which can then effect further levels of matching. Moreover, since real shapes are usually only nearly isometric, the initial sampling based on extremities or Gaussian curvature with particular choices of the sampling radius can lead to failure cases. That means, the optimal correspondence § * ideally
given by Eq. 3 may not always match the dense correspondence § (K) that our algorithm produces.
Computational Complexity
Sorting the vertices of the original mesh w.r. 
max(|S|, |T |).
Our correspondence algorithm then proceeds with the following computations:.
• Coarse-to-fine sampling. We sample about M = 5 base vertices within each parent patch. Restricted to the patch to be sampled, Dijkstra's shortest paths algorithm, when applied to all active patches, takes 
, where the term M k E is due to d iso computations in the three-step merging algorithm.
As before, the total complexity then reduces to O(N log N) with a proper choice of E such as 100.
The complexity analysis above reveals O(N log N) overall time complexity which scales well to large meshes, especially when compared to other isometric shape correspondence algorithms in the literature, such as O(N 2 log N) complexity of [JZ06] and [BBK06b] , and O(N 4 log N) complexity of [LF09] .
Experimental Results
We have tested our algorithm on several shape datasets: 1) on various mesh sequences and 2) on Nonrigid World database [BBK06a] . The mesh sequences are namely Ballerina [CGF09] , Jumping Man [SMP03] and Horse Gallop [SP04] , each containing different poses of an articulated object. While Jumping Man and Horse Gallop are given as fixed-connectivity mesh sequences sampled uniformly at high-resolution with 16K and 9K vertices, respectively, the Ballerina sequence exhibits severe non-uniformity as well as different number of vertices and connectivity among its 5 available different poses with around 6K vertices. On the other hand, the part of the Nonrigid World database that we use contains mesh models of 9 cats, 11 dogs, 3 wolves, 17 horses, 24 female figures, and two different male figures, containing 15 and 20 poses, where each object has approximately 3K vertices with arbitrary connectivity.
We measure the performance of our shape correspondence algorithm in terms of deviation from the ground-truth as well as isometric distortion. To quantify isometric distortion, we use the average distortion measure D iso defined in (1), and also a maximum distortion measure that we denote by d † iso :
where d iso is the isometric distortion function given in (2). Similarly we compute average and maximum groundtruth correspondence errors respectively by (whenever the ground-truth correspondence is available),
and
where each (s i ,t i ) stands for a ground-truth correspondence pair. Note that in computation of the performance measures, we use normalized geodesic distances so that the maximum geodesic distance on a shape surface is taken as 1.0.
In the figures where shape correspondences are displayed, the worst matchings, with respect to isometric distortion d † iso and the ground-truth correspondence error d † grd (whenever available), are highlighted with bold red and green lines, respectively. In Fig. 6 , we display the dense correspondence obtained on a shape pair from the Ballerina sequence, and zoom on the fingers to show the accuracy and smoothness of the mapping obtained. In Fig. 7 , we display the correspondences obtained at increasing levels of detail for a Ballerina pair and a Dog-Wolf pair from the Nonrigid World. We observe that the correspondences are improved and refined as levels proceed, and eventually we obtain a very accurate correspondence, even on the Dog-Wolf pair which contains severe non-isometries as compared to the articulated Ballerina pair. As a general rule, the mapping becomes denser and hence the isometric distortion is expected to decrease as levels proceed. This is verified by the plot given in Fig. 8 , except that there is a consistent small increase in distortion from level k = 0 to k = 1, which is due to accurate joint sampling of shape extremities at the initial level. In Fig. 8 , we plot the isometric distortion for varying k, computed by averaging the results over 6 sample pairs (whenever available). The isometric quality of the input is an important factor for the performance of our algorithm. To measure isometric quality, we assign each dataset an isometric distortion value, denoted by ξ, which is computed as the value of D iso for the manual one-to-one matching of 10 shape extremities: (from the most isometric to the least) 0.034 for Ballerina, 0.039 for Horse Gallop, 0.047 for the Jumping Man-Ballerina pair, 0.060 for the Dog-Wolf pair, and 0.064 for the Wolf-Horse pair. Although any pair can be regarded as only nearly isometric from a rigorous point of view, the Ballerina and Horse Gallop sequences, having higher input quality, provide better outputs when compared to the other hybrid pairs, as observed in Table 1 as well as in Fig. 8 . Nevertheless, the hybrid pairs still yield high-quality results despite significant non-isometries that they contain, e.g., due to the fingers of the Ballerina matched with the hand of the Jumping Man (with no fingers) as shown in Fig. 9 , or due to the scale differences between the corresponding parts of the Wolf and Dog shapes such as tails, legs, and faces (Fig. 7 ). 
Clustered matchings are observed on the Jumping Man at the last level, which is as expected since its mesh representation is significantly denser than the Ballerina mesh (bottom).
We compare our isometric shape correspondence method with two state-of-the-art techniques: the spectral method of [JZ06] and the generalized multidimensional scaling (GMDS) method of [BBK06a] . We have obtained the results of these two methods by using the Matlab codes made publicly available by the authors. Since neither the spectral method nor the GMDS scales well to large meshes, in the comparison experiments we have stopped our coarse-to-fine algorithm at an intermediate level (k = 4, ∼ 200 base vertices for the spectral method and k = 5, ∼ 300 base vertices for GMDS). For comparisons with the spectral method, we have run their code on the same set of base vertices that we have used for our algorithm. The GMDS method however has its own sampling procedure, and the publicly available code can be set so as to generate the same number of vertices that our method produces. Hence in the latter case, the sampled vertices are different but the same in number.
All the performance measures provided in Table 1 for comparison with the spectral method are each computed and averaged over 10 different runs of the algorithm on 10 different pairs, except one pair for the Dog-Wolf and 5 pairs for Ballerina, where each run matches two spatially-apart poses of the articulated object in the corresponding sequence. In Table 2 , we provide the results of the comparison of our method with GMDS on the Nonrigid World database. In this case, we evaluate the average performance in three different categories: 1) within human models, 2) within animal models, and 3) across human models. In the first and second categories, all possible shape pairs are tested such that a human or animal model is paired up only with models from the same class, e.g., a dog to another dog, whereas in the third category, a human object is matched to a model if and only if it represents a different human. We note that all three methods can result in symmetric flips since they are all isometry-based. Hence when comparing two methods, we have included only the pairs that can be matched as free of symmetry problems by both methods in consideration. Note also that, in our case, if the value of M 0 , i.e., the number of extremities at the coarsest level, is increased in the range 5 ≤ M 0 ≤ 9, the number of symmetric flips tend to decrease.
The spectral method, as well as the GMDS method, generates as output a many-to-one mapping from the source shape to the target while our method produces a many-tomany correspondence. Hence to make our result compatible, for comparison we have used the many-to-one mapping, § (k,1) , that the first step of our merging algorithm generates (see Section 4.2). In Table 1 , we observe that our many-to-one mapping, § (k,1) , outperforms the results of the spectral method for all datasets, and that the improvement is more significant on more isometric Ballerina and Horse Gallop pairs. In the Fig. 10 , we visually compare the performance of our algorithm with the spectral method on a Horse Gallop pair. We observe that our method outperforms the spectral method significantly in this case, the worst matching being significantly better with our method as well as the correspondences being generally more accurate. While our method correctly matches all the shape extremities, the tips of the ears on the Horse are not for example correctly matched with the spectral method.
When compared with the GMDS method, we observe in Table 2 that our method is performance-wise on a par in terms of isometric distortion, even slightly better in some cases (recall that the complexity of GMDS is O(N 2 log N) against our O(N log N) complexity). This is visually demonstrated on two examples in Fig. 11 . In the figure, we see that the matched vertices with GMDS are not as evenly distributed as they are in our case. This is mainly due to the fact that the GMDS algorithm is an iterative optimization process that produces sub-vertex matchings which do not necessarily coincide with the initial sampling. Hence while computing the resulting isometric distortion value for a GMDS output, we round sub-vertex coordinates to their nearest vertices on the surface mesh. The effect of this rounding process to the computed distortion values is however negligible since the mesh models in the Nonrigid World database are almost uniform and at relatively high resolution. We also observe from the visual comparison that our method can match the salient points of a shape more successfully than GMDS (e.g., ear tips of the cats), thanks to our saliency-based sampling.
Finally we note that, on a 6GB 2.53GHz 64-bit workstation, the overall execution time of our implementation, needed to match all the vertices so as to obtain a dense correspondence, is 38, 103, 110, 281 and 337 seconds for Dog-Wolf, Ballerina, Wolf -Horse Gallop, Horse Gallop and Jumping Man-Ballerina pairs, respectively.
Many-to-one [JZ06] Many-to-one (our method) Many-to-many (our method) 
Conclusion
We have proposed a dense isometric shape correspondence method based on coarse-to-fine sampling and combinatorial matching. Our findings can be summarized as follows:
• Our method is computationally very efficient with O(N log N) complexity, and hence scales well to large meshes.
• The dense correspondences that we obtain are very accurate since the isometric distortion is minimized in the original 3D Euclidean space, as free of approximation errors that embedding-based methods usually suffer from.
• Our method performs well not only on isometric shapes, but also on pairs of shapes which are nearly isometric, such as mesh representations of two different humans or animals, i.e., for shapes of the objects which are different but semantically and/or structurally similar.
• Our method produces accurate correspondences at differ- ent levels of detail thanks to our coarse-to-fine joint sampling algorithm.
A shortcoming of our method is due to the symmetry problem, which is inherent to all isometry-based correspondence algorithms. Moreover, since our algorithm is coarseto-fine, even though the shapes to be matched are not symmetric as a whole, symmetric flips may occasionally arise at the initial level due to coarse sampling. This also relates to the difficult problem of finding a reliable initial correspondence as discussed in Section 1, which we plan to address as future work. We also plan to evaluate the performance of our method with larger-scale comparisons to more recent methods, using benchmark datasets such as in [KLF11] .
