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It is known that any partial Steiner triple system of order u can be embedded in a 
Steiner triple system of order w whenever w > 4v + 1. and w E 1, 3 (mod 6): 
moreover, it is conjectured that the same is true whenever w > 20 + 1. By way of 
contrast, it is proved that deciding whether a partial Steiner triple system of order L’ 
can be embedded in a Steiner triple system of order w for any w < 20 - 1 is NP- 
complete. In so doing, it is proved that deciding whether a partial commutative 
quasigroup can be completed to a commutative quasigroup is NP-complete. 
1. PRELIMINARIES 
A Steiner triple system of order v, denoted STS(v), is a v-set V together 
with a set B of 3-subsets of V called blocks; every 2-subset of V appears in 
precisely one block. A partial STS relaxes the latter constraint so that each 
2-subset appears in at most one block. One of the many ways in which STS 
have been studied is to ask, what partial STS can appear as part of (i.e., be 
embedded in ) an STS? In 1971, Treash [ 1 l] proved that every partial STS 
can be finitely embedded in an STS; unfortunately, the containing system is 
exponentially larger than the partial system. This defect was remedied by 
Lindner [7], who proved that a partial STS(v) can be embedded in an 
STS(w) for any w > 6v + 1, and of course w E 1,3 (mod 6). Andersen et al. 
[ 1] improved the bound to w > 4v + 1. Finally, Lindner [8] conjectured that 
the result can be improved to w > 2v + 1. 
All of these embedding results concern arbitrary partial STS, for which the 
bound Lindner conjectures would be best possible (if true). If, however, we 
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examine specific partial STS, we may be able to embed in a system with 
substantially fewer than 2~ + 1 elements. This leads us to ask, can one 
provide a nice characterization of the partial STS which can be embedded in 
a STS of size f(v), where v <f(v) < 2v is a prescribed function? 
In the remainder of this note, we show that deciding whether a partial 
STS(V) can be embedded in an STS(w) for some w < 2v - 1 is NP-complete. 
Thus a good characterization of those partial STS having very small 
embeddings is quite unlikely. This suggests one importance of establishing 
the complexity bound; other reasons are described in Section 4. 
2. EMBEDDING PARTIAL QUASIGROUPS 
In this section, we establish deciding whether a partial commutative 
quasigroup of order v can be completed, or embedded in a commutative 
quasigroup of order v, is NP-complete. We assume familiarity with standard 
embedding terminology [ 81, and with Cruse’s embedding technique [ 31. 
We introduce here further required definitions. A quasigroup is a pair 
(A, *); A is a set of elements and * is a binary operation; for a, b E A, the 
equations a * x = b, a * b = y, and z * a = b have unique solutions for x, y, 
and z. A quasigroup is commutative if a * b = b 4: a for all a, b EA. A 
quasigroup is idempotent if a * a = a for all a EA. 
A Latin square is the multiplication table (or Cayley table) of a 
quasigroup, and is symmetric when the quasigroup is commutative. Let G be 
an H vertex regular graph of degree r. A Latin background for G, denoted 
B(G; m, s), s > n, is an s x s symmetric array with elements chosen from 
(1, L.., m} (hence, m > s). Each diagonal position contains the element m. 
In the first y1 rows, each position is either empty, or contains an element from 
{r + 1, r t Z,..., m}; in the latter s-n rows, each position contains an 
element from { 1, 2,..., m}. Every element appears at most once in each row 
(column). Finally, the pattern of empty positions is precisely an adjacency 
matrix of the graph G-hence, the term background. 
The intuition here is that a Latin background B(G; m, m) is “almost” a 
symmetric Latin square; the only failing is that the first n rows have r empty 
positions each, and are each missing the r elements { 1, 2,..., r}. Our first task 
is to construct Latin backgrounds. 
OBSERVATION 2.1. For any n-vertex regular graph G, there is a 
B(G; m, n) for any m > 2n. 
ProoJ Let A = (ajj) be an adjacency matrix for G. The entries 6, of the 
background are as follows: On the diagonal, bii = m for 1 < i < n. Whenever 
aij = 1, the position b, is empty. In the remaining cases, we set 
b, = ((i + j) mod n) + n. I 
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LEMMA 2.2. Let L be a B(G; m, s) with m even, for G an n vertex 
regular graph of degree Y, with n even. Denote by P(i), the number of 
occurrences of element i in L. Let N(i) = P(i) for i > r, and N(i) = P(i) + IZ 
for i < r. There is a B(G; m, s + 1) if, for all 1 < i ,< m, N(i) > 2s - m, such 
that each element occurs at least 2(s + 1) - m times. 
Proof. This proof parallels Cruse’s [3] construction closely. Let Ti be the 
set of elements appearing in the ith row of L. For 1 < i < n, let 
Si = {r + l,..., m}-Ti;forn<i<s,letSi={l ,..., m}-T,. 
Let (il ,..., ik} be the set of all elements for which N(ij) = 2s - m. Note that 
k < s, since s + 1 such symbols would fill only (s + 1)(2s - m) positions; the 
remaining positions could not be tilled by m - s - 1 symbols each appearing 
at most s times, since (s + 1)(2s - m) + (m - s - 1)s < s2. 
The sets S, ,..., S, have a system of distinct representatives as long as any 1 
of the sets S, ,..., S, contain at least 1 different elements in their union, If, to 
the contrary, some sets contained only I- 1 in their union, some element 
must occur at least l(m - s)/(Z - 1) times, and hence, in more than m - s 
sets; this contradicts the fact that every element must appear in at least 
2s - m rows, and thus fail to appear in at most m - s. 
Further, each of the symbols i, ,..., i, occurs among the sets S, ,..., S, at 
least m -s times, but no specific Si contains more than m -s of these 
symbols. Thus, we can apply a well-known theorem of Mann and Ryser [9] 
to obtain that there is a system of distinct representatives a,,..., a, for 
As , ,..., S, which contains all of the elements i, ,..., i,. 
We construct the required B(G; m, s + 1) by “adding a border” to the 
B(G; m, s), by selecting a, ,..., a, as the new row (and column), and placing 
m in position (s + 1, s + 1). I 
Observe that in a Latin background B(G; m, s), no element appears 
2s - m + 1 times; every element, except possibly m, appears an even number 
of times since the Latin background is symmetric. Moreover, every element 
appearing 2s - m times in the B(G; m, s) appears 2s - m + 2 = 2(s + 1) - m 
times in the B(G; m, s + 1). Thus, we can repeatedly apply Lemma 2.2, since 
the resulting background also satisfies the lemma’s hypotheses. 
Using Observation 2.1 to construct an initial Latin background, and 
Lemma 2.2 to repeatedly add a border to it, we obtain 
THEOREM 2.3. For any n vertex regular graph G, there is a Latin 
background B(G; m, m) for every even m > 2n. 1 
From a computational viewpoint, the proof of Lemma 2.2 enables us to 
produce such a Latin background in polynomial time, by repeated use of the 
efficient bipartite matching algorithm [6] to find systems of distinct represen- 
tatives of the required type. 
EMBEDDING PARTIAL STEINER SYSTEMS 103 
Having constructed Latin backgrounds, observe that they are partial 
quasigroups. It is therefore reasonable to ask when they can be completed. 
OBSERVATION 2.4. A Latin background B(G; m, m) for an II vertex 
regular graph G of degree r can be completed to a commutative quasigroup 
if and om’y IT G is r edge-colourable. 1 
It is known, however, that edge-colouring graphs is hard. 
LEMMA 2.5 [4]. Deciding whether a cubic graph is 3-edge-colourable is 
NP-complete. I 
Combining these remarks, we obtain 
THEOREM 2.6. Deciding whether a partial commutative quasigroup can 
be completed is NP-complete. 
ProoJ Membership in NP is immediate. To establish completeness, we 
reduce 3-edge-colourability of cubic graphs to our completion problem. 
Given an arbitrary cubic n vertex graph G, produce a Latin background 
B(G; 2n, 2n) in polynomial time. Observation 2.4 ensures that this 
commutative quasigroup can be completed if and only if G is 3-edge- 
colourable. I 
COROLLARY 2.7. Completion of commutative quasigroups remains NP- 
complete even if we insist that the partial quasigroup be idempotent. 
Proof: From a Latin background B(G; m, m), construct an idempotenr 
Latin background IB(G; m - 1, m - 1) by placing the elements of the last 
row (column) along the, diagonal, thereby eliminating the last row, the last 
column, and the last element. We then, simultaneously, interchange pairs of 
rows and pairs of columns, to place i in square (i, i). This idempotent Latin 
background can serve in place of the original. 1 
3. EMBEDDING PARTIAL STS 
In this section, we use Corollary 2.7 to obtain 
THEOREM 3.1. Deciding whether a partial STS(2u + 1) can be embedded 
in an STS(w) for any w  < 4v + 1 is NP-complete. 
Proof: Membership in NP is immediate. To establish completeness, we 
start with an arbitrary cubic n vertex graph G, and construct both an 
lB(G; 2n - 1,2n - 1) and an IB(G; 2n + I, 2n + 1) in polynomial time. 
5YZa/35/1-8 
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Either 2n - 1 or 2n + 1 is the order of a Steiner triple system; we let u 
denote one which is. 
We construct a partial STS of order 2v + 1 with elements 
Ix i ,..., xL,, y ,,..., JJ,, z}. On the {xi} we place the blocks of a Steiner triple 
system of order TV. We next include the blocks ((z, xi, yi} 1 1 < i < v}. Finally, 
whenever the (i, j) position of the IB(G; o, v) is not empty, but rather 
contains an element k, we include the block { yi, JJ~, xk}. Since IB(G; v, v) is 
idempotent, k # i and k # j. 
This partial system S can be completed if and only if G is 3-edge- 
colourable. Moreover, if S cannot be completed, at least one additional 
element e not in S must be added to complete it. This element must appear 
in triples with each element of S. In particular, e appears in triples with each 
element of {x,,..., x,, z}. Each such triple requires a new element, not in S, 
since all pairs involving such an element with another element of S are 
already covered. Thus, the completion of S requires at least u + 2 additional 
elements. This is not all, however. 
In a completion of S, each of the v + 2 additional elements may appear 
with some “edges” of the cubic graph G. Consider such an additional 
element which appears with the fewest edges of G. Here G has 3n/2 edges, 
where n < (v + 1)/2. There are at least u + 2 additional elements. Thus, 
some elementf appears with no edges of G. Every triple containing f involves 
at most one element of S. Thus, at least 2u + 2 additional elements 
(includingf) are required. Hence, S cannot be completed in fewer than 
4v + 3 elements. 1 
4. RELATED AND FUTURE WORK 
Attempts to characterize partial STS which have very small embeddings 
appear doomed in view of Theorem 3.1. It remains possible, however, that 
strong necessary or sufficient conditions can be derived. A logical place to 
begin would to be study partial systems with few blocks. Some initial 
research in this vein has recently appeared [2]. 
The results given here in STS vernacular apply to other areas of 
combinatorial research as well. In the context of graph decompositions, it is 
known that deciding whether a graph has a l-factorization is NP-complete (a 
I-fuctouization is a partition into l-factors or perfect matchings); this follows 
from Holyer’s theorem [4]. The problem shown in Theorem 2.6 remains NP- 
complete even if you are given a l-factorization of the graph’s complement. 
Holyer [5] also proved that decomposing a graph into triangles is NP- 
complete; this problem as shown in Theorem 3.1 also remains NP-complete 
given a decomposition of the graph’s complement into triangles. 
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Interestingly, Holyer’s theorem about triangle decompositions is not 
employed in Theorem 3.1. 
In combinatorial scheduling, Rosa and Wallis [lo] introduced the notion 
of a premature set of l-factors, i.e., a set of l-factors which cannot be 
completed to a l-factorization of the complete graph (in scheduling jargon, a 
“round robin tournament”). In Theorem 2.6 it is shown that deciding 
prematurity is NP-complete, and hence, a good characterization of 
premature sets is unlikely. 
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