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1. Introduction
In the last years many authors studied elliptic systems of Hamiltonian type, i.e.{−u = ∂v H(x,u, v) in Ω,
−v = ∂uH(x,u, v) in Ω,
with homogeneous boundary conditions u = v = 0 on ∂Ω , where Ω is a bounded smooth domain in RN and H is a real C1
function on Ω ×R×R. In particular, this class of problems contains the following system of two coupled semilinear Poisson
equations⎧⎨
⎩
−u = g(v) in Ω,
−v = f (u) in Ω,
u = v = 0 on ∂Ω.
If g(s) = sp−1 and f (s) = sq−1 (here and in the following, sα = sgns|s|α) the previous system is referred as Lane–Emden
system because it is a natural extension of the famous Lane–Emden equation
−u = up−1 in Ω
arising in Astronomy.
Elliptic systems of Hamiltonian type have a strongly indeﬁnite structure, i.e. their weak solutions are critical points of
the functional
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∫
Ω
∇u · ∇v dx−
∫
Ω
H(x,u, v)dx
on a suitable function space, and the quadratic part of J is strongly indeﬁnite (for the details, see e.g. [18]). Then, by
using critical points abstract theorems, existence and multiplicity results of solutions have been stated (see [3,11–13,18]
and their references). In particular, it has been proved that the Lane–Emden system has non-trivial solutions for all p,q > 2
verifying 1p + 1q > 1− 2N . Obviously, if N = 2, this condition holds for all p, q > 2. If N  3, the curve 1p + 1q = 1− 2N is the
so-called “critical hyperbola”: in this case, because of the lack of compactness of the problem, non-existence of solutions
has been proved in [19] and [28] using Pohozaev type arguments. Existence of solutions has been proved in [16] also in
the case 0 < (p − 1)(q − 1) < 1. Clearly, the cases p,q > 2, 1p + 1q > 1− 2N or 0 < (p − 1)(q − 1) < 1 do not cover the whole
region below the critical hyperbola. However, more recently de Figueiredo and Ruf in [14] introduce a different variational
approach in order to study a system of two coupled semilinear Poisson equations where a non-linear term, say g(s), is
exactly in the form of power while the other non-linearity f (s) is a general superlinear function.
Starting from [14], in this paper we consider the following non-homogeneous Hamiltonian system of Lane–Emden type⎧⎪⎨
⎪⎩
−u = vp−1 in Ω,
−v = f (u) + h in Ω,
u = v = 0 on ∂Ω,
(1.1)
where Ω is a bounded smooth domain in RN , 1 < p  2, f ∈ C(R) and h smooth. If h = 0, de Figueiredo and Ruf in [14]
prove that for 1 < p  2 and N = 2,3 or 1 < p < NN−2 and N  4 (1.1) has a solution when f (s) grows faster than s
1
p−1 at
inﬁnity and near to 0. If f has a polinomial growth, they extend this existence result to the case NN−2  p  2 and N  4.
In [24] the existence of inﬁnitely many solutions has been proved if f is odd. Moreover, a multiplicity result has been stated
if h is a non-trivial small enough term and also f is exactly a pure power term, i.e. f (u) = uq−1 (see also [25]).
The aim of this paper is to state some multiplicity results under more general assumptions for the non-linearity f both
in the symmetric and in the non-symmetric case. More precisely, let f ∈ C(R) and, setting F (s) = ∫ s0 f (t)dt , assume
( f1) there exist constants μ > 1+ 1p−1 and s0  0 such that
0 < μF (s) f (s)s for all |s| s0;
( f2) f (s) = o(s
1
p−1 ) for s near 0;
( f3) f is odd.
First, we will consider the symmetric system⎧⎪⎨
⎪⎩
−u = vp−1 in Ω,
−v = f (u) in Ω,
u = v = 0 on ∂Ω.
(1.2)
The following theorems improve the results stated in [14] and [24] concerning the study of the system below the critical
hyperbola.
Theorem 1.1. Let 1 < p  2 if N = 2,3 or 1 < p < NN−2 if N  4. Assume that f veriﬁes ( f1)–( f3). Then, the system (1.2) has
inﬁnitely many pairs of solutions. Moreover, if f is Hölder continuous, the solutions are classical.
For completeness, we also prove the following result:
Theorem 1.2. Let N  4, NN−2  p  2 and q such that
1
p + 1q > 1− 2N . Assume that ( f1)–( f3) hold and
( f4) there exist two positive constants a1,a2 such that | f (s)| a1|s|q−1 + a2 .
Then, (1.2) has inﬁnitely many pairs of solutions, which are classical if f is Hölder continuous.
Remark 1.3. It is well known that by ( f1) a positive constant a3 exists such that
F (s) a3|s|μ for all |s| s0.
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p
p−1 . Obviously, in this case only a
polinomial growth is allowed for f ; moreover, if NN−2 < p  2, assumption
1
p + 1q > 1 − 2N implies q < NpN(p−1)−2p while if
p = NN−2 there is no upper bound for q.
On the contrary, if p is as in Theorem 1.1 no polinomial growth for f is needed.
Let us consider now the case of the breaking of symmetry h = 0; clearly, the non-linear term f (u)+h(x) does not verify
( f2), then even the de Figueiredo and Ruf existence’s result do not apply. If h is small enough, multiple solutions of systems
with perturbed symmetry have been already found in [24,25] by the ﬁbering method introduced by Pohozaev in [20–22].
Moreover, a perturbed elliptic system with p,q > 2 has been studied in [8,26] where a curve below the critical hyperbola
was found, and below it there exist inﬁnitely many solutions for any couple of perturbations (h,k) ∈ L2(Ω) × L2(Ω).
Here, we state the following multiplicity result.
Theorem 1.5. Let 1 < p  2. Assume that f veriﬁes ( f1), ( f3) and ( f4). Then, for any h ∈ L
μ
μ−1 (Ω) system (1.1) has inﬁnitely many
solutions provided that
μ
μ − 1 <
2pq
N(q(p − 1) − p) − 1, i.e.
1
p
+ 1
q
> 1− 2
N
μ − 1
2μ − 1 . (1.3)
Moreover, if f is Hölder continuous and h ∈ C1(Ω¯), then the solutions are classical.
Remark 1.6. Unlike the homogeneous case, the polinomial growth assumption ( f4) is needed both for 1 < p  2, N = 2,3 or
1 < p < NN−2 , N  4, and for
N
N−2  p  2, N  4. Let us point out that, if
N
N−2  p  2, N  4, we do not explicitly suppose
1
p + 1q > 1− 2N as in Theorem 1.2 since assumption (1.3) obviously implies this condition.
Remark 1.7. Clearly, in the previous theorem the non-linearity f is a general superquadratic term; if in particular we assume
q = μ in ( f4), i.e. F (s) grows at inﬁnity as sq , then Theorem 1.5 holds under the weaker conditions obtained taking q = μ.
For example, if N = 2, assumption (1.3) is veriﬁed if q = μ for all p, q such that 1 < p  2 and 1p + 1q < 1, while does not
hold if q > μ for p close to 2 and q large.
Remark 1.8. For the sake of simplicity, we deal with a non-linearity f = f (s) independent of x; however, small modiﬁcations
in the assumptions allow us to extend all the previous results to a non-linear term f = f (x, s).
In Section 2 we will present the variational setting introduced in [14] and we will prove the regularity of the solutions
and the classical Palais–Smale condition. In Section 3 we will state multiplicity results for the homogeneous system by
using the symmetric version of the Ambrosetti–Rabinowitz mountain pass theorem (see [2]). In Section 4 we will recall an
abstract theorem giving multiplicity results for perturbed problems and we apply it for proving Theorem 1.5 in Section 5.
At last, in Section 6 we present some open problems.
2. Variational tools and compactness results
Let 1 < p  2. Clearly, system (1.1) can be rewritten as⎧⎪⎨
⎪⎩
(−u) 1p−1 = v in Ω,
−v = f (u) + h(x) in Ω,
u = v = 0 on ∂Ω
which is equivalent to the fourth order quasilinear non-homogeneous equation with Navier boundary conditions{
−(−u) 1p−1 = f (u) + h(x) in Ω,
u = u = 0 on ∂Ω.
(2.1)
Following [14], we will prove that (2.1) has a variational structure. Indeed, let us consider the space E = W 2, pp−1 (Ω) ∩
W
1, pp−1
0 (Ω) endowed with the norm (see [17, Lemma 9.17])
‖u‖E =
( ∫
Ω
|u| pp−1 dx
) p−1
p
.
We say that u ∈ E is a weak solution of (2.1) provided
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(−u) 1p−1 (−ζ)dx =
∫
Ω
f (u)ζ dx+
∫
Ω
hζ dx, ζ ∈ E.
The following result will be stated.
Proposition 2.1. Let 1 < p  2, f ∈ C(R) and h ∈ L μμ−1 (Ω). Moreover, if NN−2  p  2, N  4, assume that f veriﬁes ( f4) with p
and q such that 1p + 1q > 1− 2N . Then, the weak solutions of (2.1) are the critical points of the energy functional
Ih(u) = p − 1p
∫
Ω
|u| pp−1 dx−
∫
Ω
F (u)dx−
∫
Ω
hu dx, u ∈ E. (2.2)
Proof. It is enough to point out that I is well deﬁned and of class C1 on the space E and its Fréchet-differential has the
form
I ′h(u)[ζ ] =
∫
Ω
(−u) 1p−1 (−ζ)dx−
∫
Ω
f (u)ζ dx−
∫
Ω
hζ dx, u, ζ ∈ E.
We have to distinguish three cases: i) 1 < p  2 if N = 2,3 or 1 < p < NN−2 if N  4; ii) p = NN−2 , N  4; iii) NN−2 < p  2,
N > 4.
In the ﬁrst case we have pp−1 > 1+ N−22 = N2 , then the compact imbedding
W 2,
p
p−1 (Ω) ↪→↪→ CB(Ω) (2.3)
holds, where CB(Ω) denotes the space of the continuous bounded functions on Ω; hence, the C1 regularity of F (s) and
h ∈ L1(Ω) imply that the term
ϕ(u) =
∫
Ω
F (u)dx+
∫
Ω
hu dx
is well deﬁned and C1 with
ϕ′(u)[ζ ] =
∫
Ω
f (u)ζ dx+
∫
Ω
hζ dx.
If p = NN−2 , N  4,
W 2,
N
2 (Ω) ↪→↪→ Lt(Ω) for all t > 2
(but W 2,
N
2 (Ω) is not contained in L∞(Ω)), hence the conclusion follows if f veriﬁes the polinomial growth ( f4) with q
arbitrarily large and h ∈ L1+	(Ω), 	 > 0.
In the last case, we recall that
W 2,
p
p−1 (Ω) ↪→ L NpN(p−1)−2p (Ω)
and, for t < NpN(p−1)−2p ,
W 2,
p
p−1 (Ω) ↪→↪→ Lt(Ω). (2.4)
Let us point out that the exponent NpN(p−1)−2p satisﬁes the condition
1
p
+ 1
Np
N(p−1)−2p
= 1− 2
N
,
then, for t < NpN(p−1)−2p we are below the critical hyperbola. Hence, if f veriﬁes the polinomial growth ( f4) and h ∈ Lγ (Ω)
with γ = NpN+2p , also in this case the functional Ih is well deﬁned and C1 on E and Proposition 2.1 holds. 
Let us remark that, even if the condition u = 0 on ∂Ω does not appear explicitly, it is implicitly contained in the
variational formulation of the problem. Indeed, if h ∈ C1(Ω¯), the weak solutions of Eq. (2.1) produce classical solutions of
the system (1.1), as the following regularity result states.
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Then (u, v) is a classical solution of (1.1).
Proof. We will prove the proposition by adapting the arguments given in [15, Theorem 1.1] in the case f (u) = uq−1. First, let
us consider the case 1 < p  2 if N = 2,3 or 1 < p < NN−2 if N  4. Let u ∈ E be a weak solution of (2.1) and v = (−u)
1
p−1 .
By (2.3) f (u) ∈ Lt(Ω) for every 1 < t < ∞, hence by [17, Theorem 9.15] there exists a unique w ∈ W 2,t(Ω) solution of{−w = f (u) + h in Ω,
w = 0 on ∂Ω.
Applying again [17, Theorem 9.15], let z ∈ W 2,t(Ω) be the solution of{−z = wp−1 in Ω,
z = 0 on ∂Ω.
Since w and z are in W 2,t(Ω) for every 1 < t < ∞, by Sobolev imbeddings we obtain that w, z ∈ C1,γ (Ω¯). Moreover,
arguing as in [15, Theorem 1.1], it follows that z = u and w = v . Hence, as f is Hölder continuous and h ∈ C1(Ω¯), the
function f (u) + h is Hölder continuous too, then by [17, Theorem 6.14] one concludes that (u, v) ∈ C2(Ω¯) × C2(Ω¯). In a
similar way, we can prove the regularity of (u, v) when NN−2  p  2, N  4. 
From now on, we will denote by kt (respectively k∞) the imbedding constant of E in Lt (resp. in CB(Ω)) and by ci
suitable positive constants. In order to ﬁnd critical points of the problem, let us point out that Ih veriﬁes the classical
Palais–Smale condition. If h = 0, the proof is contained in [14], however, for completeness, we will give here the proof in
the general case h = 0.
Lemma 2.3. Let f and h be as in Proposition 2.1. Moreover, let us assume that f veriﬁes ( f1). Then, Ih veriﬁes the classical Palais–Smale
condition, i.e. any sequence {un} ⊂ E such that
Ih(un) is bounded (2.5)
and
I ′h(un) → 0 (2.6)
converges up to subsequence.
Proof. Let {un} be a sequence satisfying (2.5) and (2.6), that is
c1 
p − 1
p
∫
Ω
|un|
p
p−1 dx−
∫
Ω
F (un)dx−
∫
Ω
hun dx c2,
∣∣I ′h(un)[un]∣∣=
∣∣∣∣∣
∫
Ω
|un|
p
p−1 dx−
∫
Ω
f (un)un dx−
∫
Ω
hun dx
∣∣∣∣∣ εn‖un‖
where εn → 0 as n → ∞. As
μIh(un) − I ′h(un)[un] =
(
μ
p − 1
p
− 1
)
‖un‖
p
p−1 +
∫
Ω
(
f (un)un − μF (un)
)
dx+ (1− μ)
∫
Ω
hun dx,
by ( f1) it follows that
μIh(un) − I ′h(un)[un] c3‖un‖
p
p−1 − c4‖un‖ − c5
hence, (2.5) and (2.6) imply that {‖un‖} is bounded. The conclusion of the proof follows in a standard way since I ′h(u) =
Lu + K (u) where L : E → E ′ is a homeomorphism and K : E → E ′ is a compact map (see [15, Section 3]). 
Remark 2.4. As only just seen, in order to state Proposition 2.1 and Palais–Smale condition it is enough to take h ∈ L1(Ω)
if 1 < p  2, N = 2,3 or 1 < p < NN−2 , N  4, h ∈ L1+	(Ω) if p = NN−2 , N  4 or h ∈ Lγ (Ω) with γ = NpN+2p if NN−2 <
p  2, N > 4. However, we will make the stronger assumption h ∈ L μμ−1 (Ω) which will be crucial in the following proof of
Theorem 1.5.
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Proof of Theorem 1.1. Let h = 0. The unperturbed functional I0 is even by ( f3) and veriﬁes the Palais–Smale condition by
Lemma 2.3. Moreover, by Remark 1.3 it is
I0(u)
p − 1
p
‖u‖ pp−1 − a3|u|μμ − c6, (3.1)
hence, for all ﬁnite dimensional subspaces W of E a positive constant R = R(W ) exists such that I0(u)  0 for u ∈ W ,
‖u‖ R . Finally, we will prove that there exist α,ρ > 0 such that
I0(u) α for u ∈ E, ‖u‖ = ρ. (3.2)
Indeed, by ( f2) for all ε > 0 there is δε > 0 s.t. if |s| δε it is | f (s)| ε|s|
1
p−1 and then
∣∣F (s)∣∣ p − 1
p
ε|s| pp−1 . (3.3)
Choosing ρ < δεk∞ , by (2.3) for every u ∈ E with ‖u‖ = ρ it is maxΩ¯ |u(x)| k∞‖u‖ = k∞ρ < δε , hence,∫
Ω
F (u)dx p − 1
p
ε
∫
Ω
|u| pp−1 dx
and then by (2.3)
I0(u)
p − 1
p
(1− εk p
p−1
)‖u‖ pp−1 = p − 1
p
(1− εk p
p−1
)ρ
p
p−1 = α > 0.
By applying the symmetric version of mountain pass theorem (see [2, Theorem 2.8]) we obtain that I0 has an unbounded
sequence of critical levels, so the conclusion follows by Propositions 2.1 and 2.2. 
Proof of Theorem 1.2. The only difference to the previous case is in the proof of (3.2). In fact, by (3.3) we have∫
Ω
F (u)dx =
∫
Ω−
F (u)dx+
∫
Ω+
F (u)dx
where Ω− = {x ∈ Ω: |u(x)| < δ}, Ω+ = {x ∈ Ω: |u(x)| δ}. Clearly,∫
Ω−
F (u)dx p − 1
p
ε
∫
Ω−
|u| pp−1 dx p − 1
p
εc p
p−1
‖u‖ pp−1 .
Moreover, by ( f4) there exists K large enough such that |F (s)| K |s|q for |s| ( a2K−a1 )
1
q−1 , with ( a2K−a1 )
1
q−1 < δ. Therefore,∫
Ω+
F (u)dx K
∫
Ω+
|u|q dx c7‖u‖q.
Since q > p−1p , the previous inequalities imply that for ‖u‖ = ρ , ρ small enough,
I0(u)
p − 1
p
‖u‖ pp−1 − p − 1
p
εk p
p−1
‖u‖ pp−1 − c7‖u‖q  p − 1
2p
(1− εk p
p−1
)ρ
p
p−1 > 0,
hence, the conclusion follows again by the symmetric mountain pass theorem and Propositions 2.1 and 2.2. 
4. The non-homogeneous case: an abstract result
If h = 0, the problem loses its symmetry and, usually, multiplicity results cannot be stated. Nevertheless, we will prove
the existence of inﬁnitely many solutions by applying a method introduced by Bolle in [6] for dealing problems with
symmetry breaking. For completeness, here we recall the main theorem as stated in [7]. Let us point out that in the original
version of this theorem the involved functionals are of class C2 while here we assume they are of class C1 according to the
paper [10].
The idea is to consider a continuous path of functionals starting from a symmetric functional J0 and to prove a preser-
vation result for min–max critical levels in order to get critical points also for the end-point functional J1 (the “true”
functional of the non-symmetric problem).
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(ek)k1 be a basis of H+ . Consider
H0 = H−, Hk+1 = Hk ⊕Rek+1 if k ∈N,
so (Hk)k is an increasing sequence of ﬁnite dimensional subspaces of H .
Let J : [0,1] × H → R be a C1-functional and, taken any θ ∈ [0,1], set Jθ = J (θ, ·) : H → R and J ′θ (u) = ∂ J∂u (θ,u).
Assume that
(A1) J satisﬁes a weaker form of the classical Palais–Smale condition: any sequence ((θn,un))n ⊂ [0,1] × H such that
( J (θn,un))n is bounded and limn J ′θn (un) = 0 converges up to subsequences;
(A2) for any b > 0 there exists Cb > 0 such that if (θ,u) ∈ [0,1] × H then
∣∣ Jθ (u)∣∣ b ⇒
∣∣∣∣∂ J∂u (θ,u)
∣∣∣∣ Cb(∥∥ J ′θ (u)∥∥+ 1)(‖u‖ + 1);
(A3) there exist two continuous maps η1, η2 : [0,1] × R → R, Lipschitz continuous with respect to the second variable,
such that η1(θ, ·) η2(θ, ·) and if (θ,u) ∈ [0,1] × H then
J ′θ (u) = 0 ⇒ η1
(
θ, Jθ (u)
)
 ∂ J
∂θ
(θ,u) η2
(
θ, Jθ (u)
);
(A4) J0 is even and for each ﬁnite dimensional subspace W of H it results
lim
u∈W ,‖u‖→∞ supθ∈[0,1]
J (θ,u) = −∞.
By (A4) a sequence (Rk)k of positive numbers exists such that Jθ (u) < 0 for all u ∈ Hk with ‖u‖  Rk . Hence, we can
deﬁne
Γk =
{
γ ∈ C(Hk ∩ B¯ Rk (0), H): γ odd, γ (u) = u if u ∈ Hk ∩ ∂BRk (0)},
ck = inf
γ∈Γk
sup
u∈Hk∩BRk (0)
J0
(
γ (u)
)
.
For i ∈ {1,2}, let ψi : [0,1] ×R→ R be the ﬂow associated to ηi , i.e. the solution of problem{
∂ψi
∂θ
(θ, s) = ηi
(
θ,ψi(θ, s)
)
,
ψi(0, s) = s.
Note that ψi(θ, ·) is continuous, non-decreasing on R and ψ1(θ, ·)ψ2(θ, ·). Deﬁne
η¯1(s) = sup
θ∈[0,1]
∣∣η1(θ, s)∣∣, η¯2(s) = sup
θ∈[0,1]
∣∣η2(θ, s)∣∣.
In this framework, the following abstract result can be proved (for the proof, see [6, Theorem 3] and [7, Theorem 2.2]).
Theorem 4.1. There exists a constant C ∈R such that if k ∈ N then
(i) either J1 has a critical level c˜k with ψ2(1, ck) < ψ1(1, ck+1) c˜k ,
(ii) or ck+1 − ck  C(η¯1(ck+1) + η¯1(ck) + 1).
Remark 4.2. If η2  0 in [0,1] ×R, function ψ2(·, s) is non-decreasing on [0,1]. Hence, ck  c˜k for all ck verifying case (i).
5. Proof of Theorem 1.5
Now, we want to apply Bolle’s method to the functional (2.2). To this aim, consider the family of functionals
I : (θ,u) ∈ [0,1] × E −→ I0(u) − θ
∫
Ω
hu dx ∈R.
Clearly, I(0, ·) = I0 is an even functional while I(1, ·) = Ih . Arguing as in Lemma 2.3 it is easy to prove that I veriﬁes the
Palais–Smale type assumption (A1). Setting Iθ = I(θ, ·) and I ′ (u) = ∂ I (θ,u), it isθ ∂u
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∂θ
(θ,u) = −
∫
Ω
hu dx,
I ′θ (u)[ζ ] = I ′0(u)[ζ ] −
∫
Ω
hζ dx, u, ζ ∈ E.
Hence, by the expression of ∂ I
∂θ
(θ,u) it follows that∣∣∣∣ ∂ I∂θ (θ,u)
∣∣∣∣ c8‖u‖ for all (θ,u) ∈ [0,1] × E,
so (A2) is trivial. Moreover, ﬁxing μ¯ ∈ ] pp−1 ,μ[ by ( f1) and Remark 1.3 it is
μ¯Iθ (u) − I ′θ (u)[u] =
(
μ¯
p − 1
p
− 1
)
‖u‖ pp−1 +
∫
Ω
(
f (u)u − μ¯F (u))dx
 c9
(‖u‖ pp−1 + |u|μμ − 1),
hence, if I ′θ (u) = 0, we have∣∣∣∣ ∂ I∂θ (θ,u)
∣∣∣∣ |h|μ′ |u|μ  c10(I2θ (u) + 1) 12μ ,
so assumption (A3) holds with η2(s) = −η1(s) = (s2 + 1)
1
2μ . Moreover, by (3.1) functional I0 veriﬁes assumption (A4) too.
According to the notations given in Introduction, we shall denote by ( pp−1 )
∗∗ the critical exponent for the Sobolev
imbeddings of W 2,
p
p−1 . Let us recall that(
p
p − 1
)∗∗
=
{ Np
(N−2)p−N if
p
p−1 <
N
2 i.e.
N
N−2 < p,
+∞ if pp−1  N2 i.e. NN−2  p.
(5.1)
In order to introduce a good decomposition of the Banach space E we recall the following result.
Lemma 5.1. Let Ω be a smooth bounded domain. There exists a Schauder basis {ek}k in W 2,
p
p−1 (Ω) such that for t ∈ [ pp−1 , ( pp−1 )∗∗[
there is C1 > 0 such that for any u ∈ clos(span{ek, ek+1, . . .})
C1k
2
N + 1t − p−1p |u|t  ‖u‖
W
2, pp−1 .
Proof. As a smooth bounded domain veriﬁes the cone property (see [1, p. 67]), the proof follows from [27, p. 350]. 
Now, let us consider the subspaces
Ek = W 1,
p
p−1
0 (Ω) ∩ span{e1, . . . , ek}, E⊥k−1 = W
1, pp−1
0 (Ω) ∩ clos
(
span{ek, . . .}
)
and let us deﬁne Γk and ck as in Section 4. Clearly, Theorem 4.1 applies. If we assume that alternative (ii) occurs for k large,
by the form of ηi it follows that
ck+1 − ck  C
(
c
1
μ
k+1 + c
1
μ
k + 1
)
and therefore, arguing as in [5, Lemma 3.5], an integer k0 exists such that
ck  Ck
μ
μ−1 for all k k0. (5.2)
On the other hand, by assumption ( f4) it results
I0(u)
p − 1
p
‖u‖ pp−1 − a1
q
|u|qq − a2|u|1, (5.3)
hence, by Lemma 5.1 taking u ∈ E⊥k−1 we obtain
I0(u)
p − 1‖u‖ pp−1 − c11k−(
2
N + 1q − p−1p )q‖u‖q − c12.p
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I0(u) C2k
2pq
N(q(p−1)−p)−1 for u ∈ E⊥k−1 ∩ ∂Bρk (0),
for some C2 > 0 independent of k.
Now, reasoning as in [23, Lemma 1.44], by the Borsuk–Ulam theorem it follows that for all integer k, ρ < Rk and γ ∈ Γk
γ
(
Ek ∩ BRk (0)
)∩ ∂Bρ(0) ∩ E⊥k−1 = ∅.
Hence, for all γ ∈ Γk it results
max I0
(
γ
(
Ek ∩ BRk (0)
))
 inf I0
(
∂Bρk (0) ∩ E⊥k−1
)
and therefore
ck  C2k
2pq
N(q(p−1)−p)−1 for k large. (5.4)
We conclude that (5.2) and (5.4) are in contradiction if
μ
μ − 1 <
2pq
N(q(p − 1) − p) − 1,
hence, alternative (i) of Theorem 4.1 occurs, and by Remark 4.2 Ih has a critical level c˜k  ck for k large. The conclusion of
the proof of Theorem 1.5 follows by Propositions 2.1 and 2.2.
6. Open problems
To our knowledge, this paper states the ﬁrst result about the existence of inﬁnitely many solutions for non-homogeneous
problems (1.1). Unfortunately, while the unperturbed problem (with h = 0) admits inﬁnitely many solutions for all (p,q)
below the critical hyperbola, 1 < p  2, we prove the same conclusion for the perturbed problem only if (p,q) veriﬁes
condition (1.3). Then, as in the scalar case, it is an open problem to extend this result to any couple (p,q) below the critical
hyperbola with 1 < p  2. We think that this is true at least if radial symmetry occurs (see [9] for a single equation) but
we are not able yet to prove it for the systems.
Moreover, always according to a well-known result for a single equation (see [4]), we suppose that there is an open
dense set of functions h for which (1.1) admits inﬁnitely many solutions.
Finally, let us point out that our results both in the homogeneous case h = 0 and in the non-homogeneous case h = 0,
apply only if a non-linear term in the elliptic system is exactly the pure power term sp−1, 1 < p  2, as the system becomes
equivalent to a fourth order equation. It is completely open the study of a system like (1.1) when both the non-linear terms
are not pure power terms and one of them grows as sp−1, 1 < p  2.
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