For the one linear-fractional network programming problem with additional constraints of general kind and with inexact data we constructed a mathematical model for calculation of the new parameters of the restrictions for which the infeasible solution becomes feasible solution. For the selected feasible solution of this problem we minimally changed the parameters in the numerator of the linear-fractional objective function in order that the selected feasible solution has become an optimal. The measure proximity vectors estimated are using the norm l1. That has allowed to remain within the framework of linear programming in solving of inverse problems.
Mathematical Model
Let G = (I, U ) be a finite oriented connected graph (network) without multiple arcs and loops, where I is a set of nodes and U ⊂ I × I is a set of arcs. On the described graph G we consider the linear-fractional homogeneous flow programming optimization problem (1)-(4) with additional constraints of general kind:
where x ij -an arc flow of arc (i, j) ∈ U , x = (x ij , (i, j) ∈ U ) -arc flows vector of the graph G = (I, U ), I + (U ) = {j ∈ I : (i, j) ∈ U }, I
− i (U ) = {j ∈ I : (j, i) ∈ U }, µ = (µ ij , (i, j) ∈ U ) -vector of coefficients transformation of arc flows, µ ij -the transformation coefficient of the arc flow x ij for arc (i, j): arc flow x ij outgoing from the node i and incoming to the node j in a modified form µ ij x ij , and, transformation arc flow x ij is carried out immediately before the node j,
Let us assume, that the denominator
of the objective function f (x) does not change a sign for the set of flows x ∈ X. Without restriction of a generality, we shall assume that q(x) > 0, ∀x ∈ X. In practice, there are many situations when the values of the parameters are inexact data. For the first time the inverse optimization problems were considered in [1] , [2] for changing the coefficients of the objective function for some special problems of linear programming. Let x = (x ij , (i, j) ∈ U ), x ij ≥ 0, (i, j) ∈ U -basic infeasible solution extremal problem (1)-(4) for the given parameters (some constraints (2)-(3) are not met). We will change the parameters of restrictions (2)-(3) for the problem (1)-(4) so that all restrictions are performed (basic feasible solution).
Adjustment of Parameters Constraints
Consider the constraints of the problem (1)-(4). The following parameters
are inexact data. It is necessary minimally to change the parameters (5) so that a given infeasible basic solution x becomes feasible basic solution for new parameters, X is the set of the feasible basic solutions. To change the parameters in the network optimization problems in [3] , [4] were considered some mathematical models in accordance with the l 1 . The selected norm l 1 allows to remain within the framework of linear programming. When adjusting the parameters (5) of restrictions (2)- (3), the following two cases can be presented.
In the case 1) if the transform coefficients µ ij , (i, j) ∈ U of arc flows x ij , (i, j) ∈ U and the matrix of coefficients of additional constraints (3) do not change, then the adjusted parametersã i , i ∈ I andα p , p = 1, l of problem (1)- (4) are computed as follows:
In the case 2) when change the parameters a i , i ∈ I; α p , p = 1, l of boundaries for restrictions (2)- (3) and also the transform coefficients µ ij , (i, j) ∈ U of the arc flows x ij , (i, j) ∈ U and the matrix of coefficients of additional constraints (3), the new parameters have the following form:
The values of increase and decrease for the parameters (5) are defined as follows:
• k i -increase and ψ i -decrease of parameter a i ;
• ϕ p -increase and δ p -decrease of parameter α p ;
• θ ij -increase and γ ij -decrease of parameter µ ij ;
• r It is necessary to find such new parameter (6) that the infeasible basic solution x = (x ij , (i, j) ∈ U ) of the problem (1)- (4) for the parameters (5) was a feasible basic solution for the new parameters (6) of the extremal problem of the following form:
Let us note that the total parameter adjustments is a minimum in accordance with the selected norm l p for the sum of vectors:
Given that the increasing and decreasing for the value of each parameter is not may be simultaneously positive and using (6), the norm l p for p = 1 is transformed to the following form:
The mathematical model of the extremal problem to determine the changes parameters (5) of the problem (1)-(4) has the form:
Thus, the infeasible basic solution x = (x ij , (i, j) ∈ U ) of the problem (1)-(4) for the parameters (5) is the feasible basic solution of the extremal problem (7)-(10) for the new parameters (6) , where the numerical values of increasing and decreasing for the parameters (5) are obtained by solving the extremal problem (11)-(14). Now we can use the effective methods of decomposition [5] - [8] which designed to solve network problems of linear and fractional linear mathematical programming.
The Dual Problem
The dual problem for the linear-fractional network flow programming problem (1)-(4) has the following form:
where z ∈ R 1 , y = (y i , i ∈ I), r = (r p , p = 1, l). Proof. For the given feasible solution x 0 = (x 0 ij , (i, j) ∈ U ) of the problem (1)-(4) and for the some feasible solution (y, r, z), y = (y i , i ∈ I), r = (r p , p = 1, l), z ∈ R l of the dual problem (15)-(16), the following relations are satisfied:
Then we have:
Thus, the objective function of the primal problem (1)- (4) coincides with the objective function for the problem (15)-(16), which is dual problem to (1)- (4):
Hence,
is the optimal solution of the problem (1) -(4).
The Inverse Problem
Let x = (x ij , (i, j) ∈ U ) be some feasible solution of the extremal problem (1)-(4). We apply the principles of inverse optimization for minimally change of the parameters in the numerator of linear-fractional objective function (1) in order that the selected feasible solution x becomes an optimal solution. By Theorem 1, for some of vectors
the parameters c = (c ij , (i, j) ∈ U ) may be replaced by such values of the parameters c = ( c ij , (i, j) ∈ U ), that are carried out the conditions:
Depending on the arc flows x 0 ij , (i, j) ∈ U a given feasible solution x 0 of the problem (1)- (4), we form the set of arcs B 1 , B 2 :
The inverse problem for minimally change of the parameters in the numerator of linear-fractional objective function (1) to the problem (1)-(4) has the form:
Let ζ ij be an increase and η ij -a decrease of the parameter c ij of the numerator of linear-fractional objective function (1), (i, j) ∈ U .
We put c ij = c ij + ζ ij − η ij , ζ ij ≥ 0, η ij ≥ 0 for all arcs (i, j) ∈ U . At the same time, ζ ij and η ij can not be simultaneously receive positive values:
The remaining parameters of the problem (1)-(4) do not changed. The inverse problem (18)-(19) we present as follows:
In accordance with the norm l 1 ,
the mathematical model of the inverse problem for changing parameters c ij , (i, j) ∈ U of the objective function (1) has the form: 
where ζ = (ζ ij , (i, j) ∈ U ), η = (η ij , (i, j) ∈ U ).
As a result of solving the inverse problem (22)-(23) we obtained the values ζ ij , η ij increasing and decreasing respectively for each parameter c ij , ζ ij ≥ 0, η ij ≥ 0, (i, j) ∈ U . The new parameters c ij = c ij + ζ ij − η ij , (i, j) ∈ U minimally different from the initial values of the parameters c ij , (i, j) ∈ U . The feasible solution x 0 ∈ X of the problem (1)- (4) is the optimal solution for the following extremal problem: 
