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CYCLIC EVOLUTION ON GRASSMANN MANIFOLD AND
BERRY PHASE
ZAKARIA GIUNASHVILI
Abstract. For a given k-dimensional subspace V0 in a Hilbert space
H and a unitary transformation g0 : V0 −→ V0, we find a path in the
Grassmann manifold the monodromy of which coincides with g0.
Let H be a finite-dimensional Hilbert space; U(H) be the Lie group of
unitary transformations of H and u(H) be the corresponding Lie algebra.
For any positive integer k, the Grassmann manifold Grk(H) is defined as the
set of all k-dimensional subspaces of H. This manifold can also be dscribed
as the set of corresponding orthogonal projectors
Grk(H) =
{
P : H −→ H | P is linear , P † = P, tr(P ) = k
}
.
As it is well-known for any given Hamiltonian H ∈ u(H) the corresponding
Schro¨dinger equation is defined as the equation of the form
(1) ψ˙(t) = H(ψ(t)), ψ(t) ∈ H, t ∈ R, ψ(0) = ψ0,
and
ΦH = {exp(tH) | t ∈ R}
is the corresponding one-parameter family of unitary transformations of H
Obviously, the equation (1) defines a dynamical system on the Grassmann
manifold Grk(H):
(2) P˙ (t) = [H,P (t)], t ∈ R
and the corresponding one-parameter group of diffeomorphisms of Grk(H)
is defined by the action of the group ΦH on Grk(H). The action of the group
ΦH for the projector representation of Grk(H), is
P 7→ exp(tH)P exp(−tH).
For a given k-dimensional subspace V0 ∈ H, we are interested in Hamilto-
nians H ∈ u(H) such that, after the time period t = 1, the one-parameter
group ΦH brings V0 to itself. In other words, for a given point P0 ∈ Grk(H)
we are looking for Hamiltonians H ∈ u(H) such that the trajectory of the
equation (2) through the point P0 is closed:
exp(H)P0 exp(−H) = P0.
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When the transformation exp(H) brings the subspace V0 to itself, it defines
a unitary transformation
g0 = exp(H)|V0 : V0 −→ V0.
Remark 1. In fact, the unitary transformation g0 : V0 −→ V0, induced
by the one-parameter flow {exp(tH) | t ∈ R}, is the well-known Berry phase
and can be decomposed in so called “dynamical” and “geometrical” factors.
Here we don’t concern this decomposition and consider the Berry phase as
a “single whole”.
After this, we can reformulate our problem as
Problem 1. for a given k-dimensional subspace V0 ∈ H and a unitary
transformation g0 : V0 −→ V0, find a skew-hermitian operator H : H −→ H
such that exp(H)V0 = V0 and exp(H)|V0 = g0.
It is clear that when [H, P0] = 0, the solution of the Schro¨dinger equation
(2) with the initial condition P (0) = P0 is constant: P (t) = P0, t ∈ [0, 1],
therefore, it is preferable that the operator H be such that [H, P0] 6= 0.
Remark 2. In [1] it is considered the similar problem, but for the “geomet-
ric” factor of the Berry phase corresponding to the cyclic trajectory on the
Grassmannian Grk(H) defined by exp(tH), t ∈ [0, 1].
Further we will discuss the solution of Problem 1.
Let m = dim(V0) and E0 = {e0, . . . , em} be an orthonormal basis of V0
consisting of eigenvectors of the operator g0:
g0(ek) = uk · ek, uk ∈ C, |uk| = 1, k = 1, . . . ,m.
Consider an orthonormal extension of the basis E0 to the basis of the entire
Hilbert space H:
E = E0
⋂
E1, E1 = {em+1, . . . , en} ⊂ V
⊥
0 ,
where n = dim(H), and define the unitary operator g : H −→ H as
g|
V0
= g0, g(em+1) = um · em+1 and g(ep) = ep for m+ 2 ≤ p ≤ n.
In other words, we set that the vectors e1, . . . , em, em+1, . . . , en are eigen-
vectors of g, the restriction of the operator g to the subspace V0 coincides
with g0, the eigenvalues of g on em and em+1 are equal and its eigenvalues
on the vectors em+2, . . . , en are equal to 1. The matrix of the operator g in
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the basis E is of the form
U =


u1 0 · · · 0
0
. . .
. . .
. . . um 0
...
... 0 um
. . .
. . . 1
. . . 0
0 · · · 0 1


,
and the matrix of the projector P0 in the same basis is
A =
(
1m 0
0 0n−m
)
,
where 1m denotes m×m identity matrix and 0n−m denotes (n−m)×(n−m)
zero matrix. Hence, the problem is reduced to the finding a matrix H such
that exp(H) = U and [H, A] 6= 0.
Assume u1 = e
iλ1 , . . . , um = e
iλm , λk ∈ R, k = 1, . . . ,m. Obviously, the
number um can also be written as um = e
i(λm+2pin), n ∈ Z. For any unitary
transformation ω ∈ U(2) let H ≡ Hω be the following block-diagonal matrix
Hω =

H1 0 00 Ω 0
0 0 0n−m−1

 ,
whereH1 is the (m−1)×(m−1) diagonal matrix: H1 = diag[ iλ1, . . . , iλm−1 ];
and Ω is the matrix
Ω = ω
(
iλm 0
0 i(λm + 2πn)
)
ω−1.
It is clear that exp(Hω) is
exp(Hω) =

exp(H1) 0 00 exp(Ω) 0
0 0 1n−m−1

 .
Since
exp(Ω) = ω exp
(
iλm 0
0 i(λm + 2πn)
)
ω−1 =
(
um 0
0 um
)
,
we obtain exp(Hω) = U . On the other hand, it is clear that [Hω, A] = 0 if
and only if [ǫ, Ω] = 0, where
ǫ =
(
1 0
0 0
)
,
and the latter happens only when Ω is diagonal.
To summarize, we can say that we have a family of solutions of Problem
1 depending on the unitary matrix ω ∈ U(2) and the integer n.
4 ZAKARIA GIUNASHVILI
References
1. Shogo Tanimura, Daisuke Hayashi, Mikio Nakahara, Exact Solutions of Holonomic
Quantum Computation. arXiv:quant-ph/0312079 v2.
2. Tien D Kieu. Quantum Algorithm For Hilberts Tenth Problem. Int.J.Theor.Phys. 42
(2003) 1461-1478.
3. Tien D Kieu. A Reformulation of Hilberts Tenth Problem Through Quantum Mechan-
ics. ArXiv:quantph/ 0111062 v2.
4. Tien D Kieu. Quantum Principles and Mathematical Computability.
arXiv:quant-ph/0205093 v2.
5. C. Lobry. Dynamical Polysystems and Control Theory, Geometric Methods in System
Theory. Proceedings of the NATO Advanced Study Institute held at London, August
27 - September 7, 1973, Dordrecht - Boston, D. Reidel Publishing Company, 1973, pp
1 - 42.
6. H. Sussmann. Orbits of Families of Vector Fields and Integrability of Distributions.
Trans. Amer. Math. Soc.
A. Razmadze Mathematics Institute Georgian Academy of Sciences
