Abstract. This article studies sharp norm estimates for the commutator of pseudodifferential operators with non-smooth functions on closed sub-Riemannian manifolds. In particular, we obtain a Calderón commutator estimate: If D is a first-order operator in the Heisenberg calculus and f is Lipschitz in the CarnotCaratheodory metric, then [D, f ] extends to an L 2 -bounded operator. Using interpolation, it implies sharp weak-Schatten class properties for the commutator between zeroth-order operators and Hölder continuous functions. We present applications to sub-Riemannian spectral triples on Heisenberg manifolds as well as to the regularization of a functional studied by Englis-Guo-Zhang.
Introduction
Let M be a closed sub-Riemannian manifold, P a pseudo-differential operator from the Heisenberg calculus on M and f a non-smooth function on M , e.g. one which is Hölder continuous in the sub-Riemannian Carnot-Caratheodory metric. This paper studies sharp estimates for commutators [P, f ] in the operator norm on L 2 (M ) and in weak Schatten classes. The latter describe the asymptotic behavior of its eigenvalues. In particular, we obtain a Calderón commutator estimate on sub-Riemannian manifolds.
Such sharp estimates are motivated by applications. In noncommutative geometry, operator norm estimates for commutators of first-order operators with non-smooth functions are vital for the understanding of the Lipschitz algebra and the Connes metric associated with a spectral triple, which a first-order elliptic operator defines [16] . From a spectral-theoretic perspective, the weak Schatten norm estimate for the commutator of a zeroth-order operator with a Hölder continuous function is a first step towards showing spectral asymptotics for Hankel operators with symbols of low regularity, analogous to the philosophy for integral operators with weakly singular kernels as in [11] . Our estimate e.g. sharpens the results needed for an analytic degree formula for a non-smooth mapping in [22, 23] and allows to study a regularized tracefunctional from higher-dimensional complex analysis [20] .
Previous work in this direction has been carried out by many authors. For classical pseudo-differential operators the first-order estimate was first proven by Calderón [13] and later generalized to arbitrary pseudo-differential operators in [15] . An overview of these results can be found in [48, Chapter 3.6] . Non-sharp versions of the weak Schatten estimate for zeroth-order operators have been obtained in special cases by the second author in [22, 23] . The proofs there were based on the explicit singularity of the relevant integral kernels combined with Russo's Theorem [43] , which gives a sufficient condition for Schatten class properties by means of mixed L p -estimates of the kernel. The largest generality (to the authors' knowledge) under which weak Schatten norm estimates could be derived can be found in [11] . The assumptions of [11] are very mild and fit well with weakly singular kernels and the Sobolev-type scales on Riemannian manifolds. As such, the methods of [11] 
The estimate is sharp in the sense that for the horizontal external differential
,L 2 (M ;H * )) is equivalent to f Li p C C (M ) . We derive an estimate for commutators with zeroth-order operators using that a lifting problem appearing in analytic K-homology can be solved in the calculus of Heisenberg operators, it is discussed below. More concretely, if D ∈ Ψ 1 H (M ; E) is elliptic and self-adjoint on L 2 (M ; E) (when equipped with the domain W 1 H (M ; E)), the spectral asymptotics for Heisenberg operators (see [38] ) implies that (D + i)
, where d + 1 = dim(M ). For a self-adjoint T ∈ Ψ 0 H (M ; E) such that T 2 = 1 we can apply Theorem 0.1 to a certain self-adjoint matrix of first-order operators involving T 1 + ∆ H and its adjoint. By [45] , there is a C > 0 such that for f ∈ Li p C C (M , iÊ) we obtain an operator inequality of the form
as self-adjoint operators on L 2 (M ; E). By combining this argument with interpolation and some further matrix tricks we conclude a similar property for arbitrary T and functions Hölder continuous with respect to the Carnot-Caratheodory metric. 1 Recall the definition of the weak Schatten ideals p,∞ ( ) for a Hilbert space , see for instance [46] . 
Remark 0.3. We improve the weak Schatten norm estimate of Theorem 0.2 in Proposi-
-the slightly smaller complex interpolation space. We do this by means of an operator norm bound
We can directly conclude weak Schatten class properties for Hankel operators on the boundary of a pre-compact strictly pseudo-convex domain Ω in a complex manifold of n complex dimensions. That Theorem 0.2 is sharp follows from the next Corollary and [21, Theorem 1.5]. We let P ∂ Ω ∈ Ψ 0 H (∂ Ω) denote the Szegö projection (see more below in Remark 1.14).
The estimates of Theorem 0.1 and Theorem 0.2 are motivated by the applications in Section 5. On the one hand, we investigate the Lipschitz algebra of a spectral triple in noncommutative geometry and, in particular, show that the Carnot-Caratheodory metric on M is a Gromov-Hausdorff limit of certain sub-Riemannian Connes metrics. Further motivation is given below and in [27] . On the other hand, we regularize two types of multilinear functionals on the Hölder continuous functions, one of which was first studied by Englis-Guo-Zhang [19, 20] . This provides us with functionals with interesting "cutoff-properties"; if the input data is "too Hölder continuous", the functionals vanish. We prove that the functionals do not vanish in general by using the results of [20] , respectively a computational example on S 1 .
Background from noncommutative geometry. Two central objects of study in noncommutative geometry are unbounded and bounded Fredholm modules. Both objects can be viewed as cocycles for analytic K-homology, a cohomology theory for C * -algebras; see more in [4, 5, 28, 31] . K-homology is a /2-graded cohomology theory, so cocycles come in the two types, odd and even. We shortly describe the odd cocycles. An odd unbounded Fredholm module over a unital C * -algebra A is a triple (π, , D) where is a Hilbert space, π : A → ( ) is a * -homomorphism and D is a self-adjoint operator on with locally compact resolvent compatible with π in the sense that the Lipschitz algebra D) is often referred to as a spectral triple. The bounded analogue is defined by means of similar properties. An odd bounded Fredholm module is a triple (π, , F ) where is a Hilbert space, π : A → ( ) is a * -homomorphism and F is a selfadjoint operator on such that π(a)(
It is a well known fact that the bounded transform
maps an unbounded Fredholm module to a bounded Fredholm module. Any bounded Fredholm module (π, , F ) can be lifted to an unbounded Fredholm module whose bounded transform is a compact perturbation of (π, , F ), see [4] . Finite summability is a regularity condition on cocycles for K-homology, which allows more explicit expressions for the Chern character. One instance where this appears (similar to the applications motivating this paper) can be found in the work of the second author [22, 23] 
is dense in A, the bounded Fredholm module (π, , F ) is said to be p-summable respectively p + -summable. By [45] , the bounded transform of a p-or p + -summable unbounded Fredholm module is p-respectively p + -summable and in this case
It is only in favorable situations, such as when there is a ΨDO-calculus, that finer analytic properties of a bounded Fredholm module can be lifted to an unbounded Fredholm module. E.g it is in general not true that a p-summable bounded Fredholm module can be lifted to a p-summable unbounded Fredholm module, see [18, 24] . It is often difficult to compute the Lipschitz algebra of an unbounded Fredholm module, see for instance [12] . It is even more difficult to compute the p-Hölder algebra of a bounded Fredholm module, though it is needed for an analytic understanding of the homological data in the associated K-homology class.
The prototypical examples of Fredholm modules are those arising from elliptic pseudo-differential operators on a closed manifold. This was the original motivation for the introduction of analytic K-homology by Atiyah [3] . If D is a self-adjoint elliptic pseudo-differential operator of order 1 on a closed Riemannian manifold M acting on a vector bundle E → M , the pointwise action π :
. By the results of [13] it holds that
where Li p(M ) denotes the algebra of functions Lipschitz in the metric on M constructed from the Riemannian metric. If D is a Dirac type operator, it is even an equality. By an interpolation argument analogous to that used in this paper, one can conclude from the Weyl law an inclusion of the Hölder functions into a summable Hölder algebra
We have not been able to locate this inclusion, nor the estimate it follows from, in the literature. Examples relevant to this paper are given by elliptic operators in the Heisenberg calculus on a bracket-generating Heisenberg manifold. It is a direct consequence of the symbol calculus that for a self-adjoint elliptic Heisenberg operator D of order 1 acting on a vector bundle E,
+ -summable, because of the spectral asymptotics of elliptic Heisenberg operators [38] . The main idea used to derive Theorem 0.2 is that of lifting bounded Fredholm modules to unbounded Fredholm modules via the calculus of Heisenberg operators and using Theorem 0.1. Theorem 0.1 and Theorem 0.2 answer the question of whether the inclusions of Equation (2) respectively Equation (3) hold also for operators in the Heisenberg calculus but for Lipschitz continuous and Hölder continuous functions defined with respect to the Carnot-Caratheodory metric and the dimensionality coming from the homogeneous dimension d + 2 of M .
Content of the paper. To give an overview of the contents of this paper; in Section 1 we recall some well-known results on sub-Riemannian geometry necessary for our estimates as well as the Heisenberg calculus. We also recall the T (1)-theorem of [29] ; our main technical tool for proving Theorem 0.1. In Section 2 we prove Theorem 0.1. The main idea is to reduce to the case that D = T · X , where T is of order 0 and X is a differential operator horizontal to the Heisenberg structure, and apply the T (1)-theorem of [29] .
With Theorem 0.1 in hand, the Lipschitz case of Theorem 0.2 follows from Equation (1) in the case that T is a self-adjoint zeroth-order operator with T 2 = 1. In Section 3 we prove the zeroth-order estimate of Theorem 0.2 for Lipschitz functions after reducing to the case T 2 = 1 by means of matrix tricks using the Bott projection. We prove Theorem 0.2 in the general case in Section 4 by introducing an anisotropic Besov scale in each coordinate chart, and using that to interpolate between the continuous functions and the Lipschitz functions.
Section 5 addresses the applications and motivations of our estimates in noncommutative geometry and complex analysis.
Preliminaries
We will give a short introduction to the geometry and analysis of operators appearing in sub-Riemannian geometry. The results in this Section are well-known. We summarize them here for the convenience of the reader.
1.1. Carnot groups. The local situation of a sub-Riemannian manifold is modeled on a homogeneous group, also called a Carnot group. Let G be a simply connected nilpotent Lie group with Lie algebra g. The central series
l times for g induces a grading as linear spaces
We will write coordinates in g as (x 1 , . . . , x R ) where x i ∈ W i . Since G is simply connected and nilpotent, exp : g → G is a diffeomorphism. Recall that a homogeneous group G is a simply connected nilpotent Lie group equipped with an Ê + -action δ such
for an a = (a 1 , . . . , a R ) ∈ Ê R . One example of such a choice of a is a = (1, 2, . . . , R). An element X ∈ g is called horizontal if
Equipping W 1 , . . . , W R with an inner product naturally induces a metric on G called the Koranyi gauge;
We also define the Koranyi balls
The example playing the most prominent role in this paper is the Heisenberg group. A homogeneous group structure on Ê
We equip Ê d+1 with the Lie algebra structure defined from
The corresponding Lie group is Ê d+1 with multiplication given by
We equip Ê d+1 with the Ê + -action defined by
Note that this action gives an action of Ê + on Ê d+1 as a Lie group;
Hence Ê d+1 becomes a homogeneous Lie group in this fashion.
We sometimes let T λ denote the action of Ê + on functions; T λ f (x) := f (λ.x). A natural quasi-metric can be defined on Ê d+1 from the Koranyi gauge, which for the Heisenberg group takes the form
and is homogeneous for the Ê + -action. A basis for the horizontal vector fields on Ê d+1 is given by the vector fields
The vertical vector field is defined by
The horizontal vector fields are homogeneous of degree 1 with respect to the Ê + -action and satisfy the commutation relation
Carnot and Heisenberg manifolds.
Assume that M is a smooth manifold. To simplify our discussions we always assume M to be connected and closed. Assume that ⊆ T M is a subbundle. We will use the notation
with the convention that (0) = 0 and (1) = .
A Carnot structure induces a filtration
of vector bundles of T M . In the terminology of [25] , a Carnot structure is called an equiregular Carnot structure. We
For any point x on a Riemannian Carnot manifold M defined from a subbundle , the operation
induces a Lie algebra structure on T x M .
The proof of this Proposition is standard and can be found for instance in [9] . A Heisenberg structure on a manifold M is a codimension one subbundle H ⊆ T M . We say that the Heisenberg structure is bracket generating if H is bracket generating in the sense that H +[H, H] = T M . A bracket-generating Heisenberg structure induces a Carnot structure of length 1. We will refer to a Riemannian manifold equipped with a bracket-generating Heisenberg structure as a sub-Riemannian manifold. Example 1.3. Let M be a contact manifold with contact form θ , i.e. M is of dimension 2n − 1 and θ is a one-form such that θ ∧ (dθ ) n−1 is non-degenerate. A direct consequence of this condition is that dθ is non-degenerate on ker θ . One instance when this occurs is if M is the boundary of a strictly pseudo-convex domain in a complex manifold of complex dimension n. With the contact structure, a Heisenberg structure can be associated by setting H := ker θ . By Cartan's formula, for any vector fields
In particular, because dθ is non-degenerate on H, for any X ∈ H there is a Y ∈ H making the left hand side non-zero and hence θ ([X , Y ]) = 0. It follows that the Heisenberg structure associated with a contact structure is bracket generating.
A well known theorem by Chow [17] states that if M is a manifold with a bracket generating sub-bundle ⊆ T M , then given x, y ∈ M there is a smooth path γ :
See more in for instance Chapter 1.6 of [34] . As a consequence, after a choice of Riemannian metric on , a metric known as the Carnot-Caratheodory metric can be defined as follows. For any x, y, ∈ M :
We now restrict our attention to the sub-Riemannian case. We let M denote a d +1-dimensional sub-Riemannian manifold. A Heisenberg chart on a sub-Riemannian manifold is a local chart on M and a choice of H-frame over that chart, i.e. a local
called Heisenberg coordinates such that in this local chart as t → 0:
From this computation, it follows that for u ∈ M and as y → u,
It will be useful to describe the Lipschitz and Hölder spaces for the CarnotCaratheodory metric in terms of the Koranyi gauge. We cover M with Heisenberg
with χ j compactly supported in U j . For small enough c > 0 we can define the following functions on M × M :
and
The indices K and an stand for Koranyi respectively anisotropic. We define the quasi-metrics: Proof. It suffices to prove the assertion in a coordinate neighborhood. We fix x ∈ M . The function y → d C C (x, y)/|x − y| H is well defined for y = x and homogeneous of degree 0 with respect to the usual action. Similarly, y → |x − y| H /d C C (x, y) is well defined for y = x and homogeneous of degree 0. Similarly, |x − y| H /|x y −1 | H and |x y −1 | H /|x − y| H are homogenous of degree 0. A compactness argument, using suitable spheres, guarantees boundedness of these functions. Since M is compact, the Lemma follows. 
Similarly, the space of CC-Hölder continuous functions
The obvious examples of elements of Li p C C (M ) are of course elements of C 1 (M ), and
. To simplify notation, we write C
for the space of continuous functions. Lemma 1.6. Let M be a closed Riemannian manifold with a Carnot structure defined from the subbundle ⊆ T M . For a function f ∈ L ∞ (M ) the following statements are equivalent:
There is a constant C > 0 such that for any point x 0 ∈ M and in any ON-
where the supremum is taken over all points
. Conversely, assume f ∈ Li p C C (M ). By restricting to horizontal curves, it can be shown that X f ∈ L ∞ loc for any horizontal vector field X . Take a point x 0 ∈ M and an
2 dt. In local coordinates one verifies that
is equivalent to either of the following semi-norms:
This Proposition is a direct consequence of Lemma 1.4.
1.4. The Heisenberg calculus. We briefly recall some relevant facts regarding the Heisenberg calculus. For a more thorough reading, the reader is referred to [8, 38, 47] , and to [14, 33] for closely related calculi. We follow the notations of [38] . As above, let M denote a d + 1-dimensional closed sub-Riemannian manifold and U a Heisenberg coordinate system on M with Heisenberg frame X 0 , . . . ,
The class of symbols relevant for the Heisenberg calculus is defined as follows. 
admitting a 1-step polyhomogeneous asymptotic expansion; i.e. there exists
The frame X j gives functions σ j (x, ξ) := σ(X j ) -their classical symbols as differential operators. We let σ := (σ 0 , σ 1 , . . . , σ d ) denote the vector of these symbols. Associated with a p ∈ S
A Ψ H DO of order m ∈ on U is an operator of the form p(x, −iX ) + R for a p ∈ S m (U × Ê d+1 ) and an integral operator R with smooth integral kernel. We write
. Whenever P 1 and P 2 are two Ψ H DOs of order m 1 respectively m 2 , and at least one of them is properly supported, the composition A consequence of the product formula in [8, Theorem 4.7] is the following Proposition.
Note that because of the non-commutativity of the fiber wise convolution product the analogous assertion fails when f ∈ C ∞ (U) is replaced by a general Q ∈ Ψ 
for l ∈ AE and for any N ∈ AE such that
for a large enough J . 
) and a smoothing R ∈ C ∞ (U × U) such that the Schwartz kernel k P of P can be written as
where ǫ x denotes the Heisenberg chart which depends smoothly on x. The kernel K P satisfies the estimates
away from ∂ U. These properties are inherited by k P .
Furthermore, by [38, Proposition 3.1.18], the algebra of Ψ H DOs is invariant under changes of Heisenberg charts, so that we may define an algebra of Ψ H DOs on a manifold. We let Ψ m H (M ) denote the space of Heisenberg operators of order m on the sub-Riemannian manifold M . We summarize the main properties of the Heisenberg operators in a Theorem [8, 38] .
The theory above also applies to operators between smooth vector bundles. Whenever E → M is a hermitean complex smooth vector bundle, the Serre-Swan theorem (cf. [38, Theorem 2.10]) gives the existence of a projection p ∈ C ∞ (M , M N ( )), for some N , and a
14. An example of a Heisenberg operator is a Szegö projection on a contact manifold, see more in [47, Chapter III.6] . Szegö projections are self-adjoint infinitedimensional projections in
where Ω is a strictly pseudo-convex domain in a complex manifold, the projection onto the closed subspace
is a Szegö projection that we denote by P ∂ Ω and refer to as the Szegö projection of ∂ Ω.
The prototypical differential operator is the sub-Laplacian. It depends on a choice of horizontal vector-fields (V j ) N j=1 that span H at every point of M . The sub-Laplacian is defined from the differential expression
We define a self-adjoint closure of ∆ H as follows. Consider the quadratic form
with maximal domain
Its domain is the form-closure of C ∞ (M ). The form q H is positive and the unbounded operator ∆ H is defined to be the associated self-adjoint operator, which is positive since q H is. The resolvent of ∆ H is compact. For more details, see [6] . We let (λ k (∆ H )) k∈AE denote the increasing enumeration of the eigenvalues of ∆ H . By [6, Theorem 5.6] there exists a constant ν 0 (∆ H ) such that
The constant ν 0 (∆ H ) was explicitly computed in [38] . We also define a Sobolev scale:
Since 1+∆ H is elliptic, W 
Remark 1.16. We note the well known fact that from Proposition 1.9 and Theorem 1.15, both Theorem 0.1 and Theorem 0.2 follow for smooth functions f resp. a.
The next Proposition is an important observation for the proof of Theorem 0.1. 
Proof. The operator ∆ H is elliptic and as such there is an operator
can be written as
The proposition follows with T j := DQV * j ∈ Ψ 0 H (M ) and R = D(1 − Q∆ H ). 1.5. The T 1-theorem of Hytönen-Martikainen. The proof of Theorem 0.1 will rely on a T 1-theorem from [29] . We recall the setup briefly in this section. We restrict our attention to the situation at hand of a sub-Riemannian manifold equipped with its Carnot-Caratheodory metric 2 . To simplify notations, for a measurable set U ⊆ M we let |U| denote its volume and write B C C (x, r) for the ball in the Carnot-Caratheodory metric centered in x of radius r > 0. If B = B C C (x, r) we let κB = B C C (x, κr) for κ > 0. If B ⊆ M is a ball contained in a Heisenberg chart and κ > 0 is small enough, there is by Lemma 1. 4 
is defined to be the smallest such C.
A direct computation in the Koranyi gauge and Lemma 1.4 implies that for any
In the notation of [29] , the function λ(x, r) := r d+2 and (7) confirm that the Riemannian measure on M is doubling with respect to the Carnot-Caratheodory metric.
is called a Calderón-Zygmund kernel, provided that for some α ∈ (0, 1] and c, C > 0:
The smallest such C is denoted by K C Z α . An operator f → T f acting on suitable functions f is called a Calderón-Zygmund operator, provided that there exists a Calderón-Zygmund kernel K such that
Remark 1.20. On a sub-Riemannian manifold, the norm K C Z 1 is bounded by the best constant C satisfying the first estimate, In our setting, the main theorem of [29] says:
Commutators of Lipschitz functions with Ψ 1 H
In this Section we will prove Theorem 0.1. As in the previous Section, let M denote a compact sub-Riemannian manifold. Observe that it suffices to prove Theorem 0.1 for E = E ′ = -the trivial bundle. We are going to show that the operator [D, f ] fits into the framework of Subsection 1.5.
Proof. After a choice of Heisenberg charts and partition of unity the problem is reduced to a local problem on a chart U. It suffices to prove that T :
Note that if k T (x, y) is the distributional kernel of T and T ′ is the operator with integral kernel
This determines the distribution g 2,χ up to a constant. Using Remark 1.12, we obtain for a.e. x ∈ B C C (x 0 , r) 
where X 0 , X 1 , . . . , X d denotes the frame in the Heisenberg chart.
We denote the optimal constant in (8) by C 2.2 .
Proof. Again, the problem can be localized in a chart U. Note that χ ǫ
As T is bounded on L 2 , the second term is bounded by
. It therefore suffices to consider the first term.
The kernel of T minus its principal part T 0 is the kernel of an operator
This concludes the proof.
This results in
On the other hand,
similarly allows to conclude
almost everywhere. By Remark 1.20, these estimates imply the Lemma.
Based on the Lemmas above and Theorem 1.22, we can now prove Theorem 0.1. Let us start by considering how Lemma 2.1 and Lemma 2.2 fit into the set up of Subsection 1.5. Take a T ∈ Ψ 0 H (M ) and a horizontal vector field X j . By Lemma 2.1, there is a constant C 2.1 (T ) > 0 only depending on T such that
Furthermore, [T X j , f ] is weakly bounded by Lemma 2.2, and in the notation of [29,
Here C 2.2 (T ) denotes the constant of Lemma 2.2.
Proof. For simplicity assume that f is real-valued. By Proposition 1.17 we can assume
such that χ(r) = 1 for r > 1 and χ(r) = 0 for r < 1/2. Define T ǫ as the operator whose integral kernel is
where k D is the Calderón-Zygmund kernel of D. For a fixed ǫ > 0 it is clear that T ǫ is bounded
3
. Combining the observations above with Theorem 2.3 of [29] , there is a constant C only depending on d such that
Let T be any strong limit of a strongly convergent subsequence of T ǫ as ǫ → 0 and denote the distributional kernel of
is a homogeneous distribution of order 1 supported in x = y. The norm of the associated operator is hence norm bounded by a multiple of f Li p C C (M ) . The Theorem follows.
Commutators of Lipschitz functions with Ψ 0 H
In this section we prove that Theorem 0.1 implies the first part of Theorem 0.2. Namely, we prove that for any T ∈ Ψ 0 H (M ; E) there is a constant C M ,T > 0 and a bound of the form
. The Lipschitz case of Theorem 0.2 follows from Equation (6) and Equation (9) above. We will throughout this section assume that M is a closed sub-Riemannian manifold of dimension d + 1 and let ∆ H ∈ Ψ 2 H (M ) denote the sub-Laplacian as in Subsection 1.4. It suffices to consider the case that E = l -a trivial bundle.
Lemma 3.1. If there are estimates of the form (9) for any l ∈ AE and any F ∈
then there are estimates of the form (9) for all l ∈ AE and
Proof. It is clear that any element T ∈ Ψ 0 H (M ; l ) admits an estimate of the form (9) if and only if the operatorT
admits an estimate of the form (9). Taking λ > 0 large enough, we can assume that T is an elliptic operator on L 2 (M ; 2l ), furthermore self-adjoint and strictly positive 4 . Consider the self-adjoint operator
A direct computation gives that
If an estimate of the form (9) holds true for any l ∈ AE and
We obtain that
On the other hand, sinceT is strictly positive, there is a compact contour Γ in the right half plane such thatT
It follows that
Since Γ is compact, we arrive at the estimate
there is an estimate of the form (9).
Proof. Consider the elliptic self-adjoint operator
. We note that
F is strictly positive and self-adjoint. Hence
We define the bounded operatorF
The following operator inequality was proven in [45, Proposition 1] for any a ∈ Li p C C (M , i ):
Interpolation of Lipschitz and Besov spaces on Heisenberg manifolds
In order to deduce Theorem 0.2 from the results of Section 3 we need to interpolate between C(M ) and Li p C C (M ). We will do this by means of an anisotropic Besov space scale. The proofs in this section are standard techniques of Besov spaces and interpolation and are included for the convenience of the reader. The main theorem of this section is as follows.
Theorem 4.1. For a closed sub-Riemannian manifold, θ ∈ (0, 1) . 4.1. Local situation. We first study the local situation, modeled on a given Heisenberg group structure on Ê d+1 as in Section 1.1.1.
Take a positive function ϕ ∈ C ∞ (Ê d+1 ) such that supp (ϕ) ⊆ B H (0, 1) (the ball in the Koranyi gauge) and ϕ = 1. We define a sequence
The sequence (ϕ j ) j∈AE satisfies that ϕ j → 1 pointwise. We also set φ 0 := ϕ and
and ∞ j=0 φ j = 1 in pointwise convergence. We define the operators Φ j := Op(φ j ), i.e. we let Φ j f :=φ j * f . Here we use the notatioň
Proof. Since Φ j are Fourier multipliers, this follows from the identity
which in turn holds true as
The estimates in the following Proposition will be crucial in relating the Besov scale to the Hölder scale. 
where the constant C ϕ only depends on ϕ. (10) . The homogeneity of X j guarantees that
Proof. A direct computation gives that
where the constant is proportional to X jφ L 1 , proving (11) . 
.
The Besov space corresponding to these parameters is defined by
If p = q = ∞, we write
The linear spaces H B 
for the Banach algebra of bounded Lipschitz functions.
From these estimates and (11) it follows that 
is continuous is carried out in the proof of Lemma 4.5. Concerning the first inclusion, assume that f ∈ H B 1 ∞,1 (Ê d+1 ). The triangle inequality implies that
By (13),
Here s θ = (1 − θ )s + θ t,
The proof follows from the techniques in [10, Chapter 6] .
Proposition 4.8. There are continuous inclusions
Proof. The second inclusion was shown to be continuous in the proof of Lemma 4.5.
To prove the first inclusion, take an f ∈ H B 0 ∞,1 (Ê d+1 ) and note that
Corollary 4.9. For any θ ∈ (0, 1) it holds that
Proof. By Proposition 4.6,
By Proposition 4.8,
As a consequence, for θ ∈ (0, 1)
where the last identity follows from Proposition 4.7.
4.2.
Global situation and proof of Theorem 4.1. In this section we will prove Theorem 4.1. Let (M , H) denote a closed sub-Riemannian manifold. We cover M with Heisenberg charts
. Here we assume that the Heisenberg diffeomorphisms
extend as diffeomorphisms to slightly bigger domains, preserving the Heisenberg structure. We also take a partition of unity
Proof of Theorem 4.1. The choice of Heisenberg charts and partition of unity induces the following factorization of the identity operator on C(M ):
Similarly, we factor the identity operator on Li p C C (M ):
By Corollary 4.9, we can factor the identity operator on
The Theorem follows.
4.3.
Proof of Theorem 0.2. We saw in Section 3 that Theorem 0.2 holds true in the case of Lipschitz functions. We will now proceed to prove the general case using interpolation.
Proposition 4.10. For any separable Hilbert space and p ∈ (1, ∞),
Proof. Recall, for instance from [16, Appendix B, Chapter IV], that for any separable Hilbert space
The Proposition follows from this and the Re-iteration Theorem, see [10, Section 3.5].
5.2.
A regularized functional on the Hölder functions. In [19] a multilinear functional on C ∞ (S 2n−1 ) was studied. Later the same functional was studied in [20] for C ∞ (∂ Ω), whenever Ω ⊆ n is a pre-compact strictly pseudo-convex domain with smooth boundary. We will in this subsection regularize this functional, and a closely related functional, to the functions Hölder continuous in the Carnot-Caratheodory metric.
First, we need to recall some facts on Dixmier traces. The reader is referred to [32] 
See more in [32, Theorem 1.3.1]. In many cases with good regularity, Dixmier traces can be computed. For instance, a well known theorem proved independently by Connes and Wodzicki states that if T is a pseudo-differential operator of order −n on an n-dimensional closed manifold M , then
A similar identity holds true in the Heisenberg calculus due to results of Ponge [37] .
In the case M = ∂ Ω, for a pre-compact strictly pseudo-convex domain Ω ⊆ n with smooth boundary, the multilinear functional ζ n,ω was studied in [20] for smooth functions. By [20, Theorem 11] 
Here∂ b denotes the boundary∂ -operator, the Levi form of ∂ Ω and η the contact form on ∂ Ω. 
In general, we have the computations
2k be the closed subspace spanned by elements of the form
The multilinear functionals ξ k,ω and ζ k,ω are continuous and do not vanish in general. Furthermore,
Proof. The computations in Equation (17) and Equation (18), together with Theorem 0.2, show that ξ k,ω and ζ k,ω are continuous. If a j ∈ C β C C (M ) for a β > n/k, then the operators
and their Dixmier traces vanish. It follows from Equation (16) , l ≥ 0, 0, l < 0.
The operator
is a positive operator. We let (λ k (PW (1 − P)W P) 2 ) k∈AE denote its eigenvalues. A consequence of the min-max principle and the positivity of ω is that Since (1 + l/(2l + 2)) 1/2 ≥ 1, Equation (19) follows. Proof. To prove the identities (21) and (22) we can assume that D is strictly positive, otherwise we replace D with D 2 + 1 if D is of positive order and with (D + R) −2 + 1 if D is of negative order for a suitable self-adjoint smoothing operator R. For simplicity we also assume that the order of D is 1. By (17) and (18) If T ′ extends to a continuous operator
