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INTRODUCTION
One of the rapidly growing fields of research is facial expression recognition due to continually growing interest in applications for automatic human behavior psychoanalysis and new technologies for human-machine announcement and multimedia retrieval. Mostly systems for Facial Expression Recognition and its Analysis proposed in the literature focused on detecting the occurrence of expressions, often using basic emotions or the Facial Action Coding System (FACS Action Units, AUs, [1] . In reality, expressions vary greatly in concentration, and concentration is often a strong cue for the explanation of the sense of expressions. So many approaches are available in literature for the recognition of the facial expressions [2, 3] . The proposed method included the model based techniques for analyzing the face, which is considered as one global pattern without decomposing the face to different components. A feature vector, representing the expression information, is obtained by preprocessing the face image and applying different transformations for facial expression feature extraction, like Gabor wavelet [4] , curvelets [5, 6] , and local binary pattern [7, 8, 18, 19] . Principal component analysis (PCA) is mainly used for dimensionality reduction, and multilayer neural networks or support vector machines are widely used for image classification [9, 10] . The analytic or geometric feature based methods are used to divide the face into smaller components or subsection using which we can identify the expressions. Characteristic points are detected, and distances between Characteristic points are calculated to form the feature vectors or build a model of appearance [11, 12, 13] and support vector machines SVM [14] . The above approached methods have its own disadvantages and own demerits especially in the form of computational time and percentage of recognition. To overcome such disadvantages, the present paper derives a concept for the facial expression based on the statistical features derived from 16 gray values co-occurrence matrix. The paper is organized into 4 sections. Section 2 describe the proposed method and section 3 describes the results and discussions and conclusions are given in section 4.
METHODOLOGY: FACIAL EXPRESSION

RECOGNITION SYSTEM
The proposed method mainly consists of 5 steps. In the first step, crop the given input image which covers the all facial skin of the image. In the second step, convert the cropped color image into 4-bit quantization technique. In the third step, generate the co-occurrence matrix which consists of 16 shades. Extract the 4 statistical features and generate the Feature Vector in the forth step. Based on the FV values and k-NN classifier recognize the type of expression in the last step. The block diagram of the facial expression recognition is shown in figure 1. Step 1 : Crop the given input image which covers the all facial skin of the image
Step 2: Crop the grey scale image: The gray facial image is cropped to cover whole skin area of the facial image. For efficient identification of the expression, cropping is necessary. The cropped image consists of forehead; twoeyes nose, mount, and chin area. All these appearance changed according the type of expression. Figure 2 shows an example of the original facial image and the cropped image.
(a) (b) Fig -2 : (a) original image (b) cropped image
Step 3: Convert the Color Image into 4-bit gray scale image using 4-bit quantization technique
The size of the Grey Level Concurrence Matrix (GLCM) depends on number of shades in the image. Generally, Gray Scale image has 256 shades and the size of the GLCM matrix is 256. So, in order to reduce the complexity of GLCM matrix, the present paper uses the 16 shades to generate the co occurrence matrix. 16 shades are represented by using 4 -bits. It can be accomplished by using quantization technique. The present paper uses 4-bit Binary Code quantization technique.
In 4-bit Binary Code quantization technique, the original images are quantized into 16shades of gray image is computed from the 256 gray shades images and then the statistical information of facial image is calculated to describe features of the image To extract gray level features from color information, the present paper utilized the Gray shades which quantize the gray shades into 4-bins to obtain 16 gray levels. The index matrix of 16values gray image is denoted as GS(x, y). The Gray quantization process is done by using 4-bit binary code of 16 colors as follows:
GS(x,y)= 4*I(Red)+2*I(Green)+I(Blue) where
Therefore, each value of GS(x, y) is a 4 bit binary code ranging from 0 to 15. The process of 4-bit gray scale image generation is depicted in figure 3 139 128 Step 4: generate the 4 bit grey scale concurrence matrix: Grey level co-occurrence matrix (GLCM) is the one of the simplest technique for describing texture image [15] . The GLCM is gives complete and detailed information about the image. Generally the size of co-occurrence matrix of image number of gray level on the image. For Generating GLCM of the Gray level image, the size of the GLCM is 256×256. This I is the one of the drawback of GLCM. It takes more computational time for generating the co-occurrence matrix.
To avoid such problem, the present paper generates the cooccurrence matrix on 16 shades image so that the size of the GLCM is reduced to 16×16 and its causes reduces the computational cost drastically. The generated matrix called Four-bit Co-occurrence Matrix (FCoM). A set of statistical features defined by Haralick [15] are extracted on FCoM of the facial image. The features used in this method are energy, contrast, homogeneity, and correlation. The equations of the considered feature are shown in equations 1 to 4. The proposed FCoM combines the merits of both statistical computation cost for processing of the facial images. The GLCM gives the whole information of the facial expression image
RESULTS AND DISCUSSIONS
To prove the functionality of the proposed scheme, it has established a database contains 213 facial expression images of females from Japanese Female Facial Expression (JAFFE) Database. Figure. 4.
Fig -4: Facial expression database: Examples
In the proposed method the test images are grouped into seven categories based on expression (neutral, sadness, surprise, happiness, disgust, anger, and fear figure 5 . 
CONCLUSIONS
The present paper proposed a new scheme for generating the gray scale image with 16 shades. The novelty of the present approach is that its take less time to generate the cooccurrence matrix because of the image has only 16 gray levels. The proposed method has got the %recognition is about 96.11 when applied on 3 different databases. 
