A concept of approximate factorization of multivariate polynomials is introduced and an algorithm for approximate factorization is presenoeA The algorithm handles polynomials with complex coefficients represented approximately, hence it can be used to test the absolute irreducibility of $multiv\pi iate$ polynomials.
Introduction
Consider, for example, the polynomial $F(x, y)=x^{3}+3.\omega x^{2}+(2.2y^{2}-1.7)x-2.9y$ .
Although $F(x, y)$ is irreducible, we can decompose it as $F(x, y)=(x^{2}+1.3yx-1.7)(x+1.7y)-O.01y^{2}x-O.Oly$ .
We call thhis kind of decomposition approximate factorization of $accuracy\sim 10^{-2}$ .
Factorization of polynomials has been studied by many persons. Some of the ol&r algorithms are described in $[vdW37] $ . The more modern ones which are $P^{I\infty nca1}$ but have exponential time-complexity in the worst case were devised by [ [HS81,  CG82, Ka185, YNT90] . However, all of these studies deal with the exact $fact\propto izanon$ , hence the algorithms proposed are not applicable to polynomials with coefficients of floating-point numbers, for example.
On the other hand, scientists and engineers do often desire to"factorize" $mMnvariate$ polynomials with coefficients of approximate numbers. According to their view, both $(x^{2}-10\alpha r)$ and $(x^{2}-\iota o\alpha D.5)$ , for example, are almost the same and "factorized" as $(x^{2}-10t\mathfrak{M}.5)\simeq(x^{2}-1\mathbb{R})=(x+1\infty)(x-1\alpha))$ .
Thus, we are naturally led to extend the concept of factorization to the approximate one. This kind of extension is desirable not only for factorization but also for many other algebraic operations. In fact, recently one of the authors (T.S.) and his collaborators developed algorithms for approximate GCD, univariate and multivariate, and applied them to solving numerically ill-conditioned problems [SN89, SS90, ONS] . They called such algorithm $s$ the approximate algebraic algorithms which include algorithms for approximate factorization, $t\infty$ .
Since most of the conventional factorization algorithms employ the exact numerical arithmetic (to our knowledge, only [Len84] and [Ka185] employ the approximate numerical arithmetic), we cannot apply them to approximate factorization, and we need a new idea. Our idea is to use the fact that monic square-free polynomial $F(x, y)$ has the roots $x=\varphi_{i}(y),$ $i=1,$ $\ldots,$ $\deg_{x}(F)$ , of the form $\varphi_{i}(y)=c_{i,0}+c_{i,1}y+c_{i,2}y^{2}+\cdots$ . We thought that this fact had not been used in the conventional factorization algorithms, but we found that [Ka185] utilized this fact in a rather restricted way.
However, we realized that the above-mentioned fact can be utilized more widely and eleganUy than as used in [Ka185] . After giving some preliminaries in 2, we reformulate in 3 the generalized Hensel construction which we will use to calculate the roots of $F(x, y)$ in the form of fornal power series in $y$ . The principle of (approximate) factorization is proved in 4, and a primitive version of the algorithm is presented. The primitive version is, although complete, quite inefficient unless the degree of the polynomial is low. So, in 5, we present a simple method for making the algorithm practical.
Preliminaries
In this section, we define notations, explain preprocessing of wlynomM. and inmuce notions on $a_{PN}ox\dot{m}a\ddagger e$ $faclo\dot{n}za\mathfrak{g}on$ by referring to [SN89, SS90] .
$\Pi e$ field of complex numbers is denoted by C. By $C[x, y, \ldots, z]$ and $C\{y)\cdot. , z\}[x]$ we mean, res#ctively, the wlynomial ring over $C$ in variables $x,$ $y,$ $\ldots,$ $z$ .and the ring of polynomials in $x$ with coefficients of fornal power $s$ eries in $y,$ $\ldots,$ $z$ over C. In thhis paper, $x$ is $\alpha ealed$ as the main variable. $G^{(k)}$ and where
. We have seen in 3 that any polynomial $F(x, y)$ which is monic w.r $tx$ and for which $F(x, 0)$ is square-free, is factorized in
where $u_{i},$ $c_{i,1},$ $\ldots,$ $c_{i,k},$ $\ldots$ are numbers in C. In this and following sections, we define . This means that $\Delta F_{i}^{(k+1)},$ $i=1,$ $\ldots,$ $n$ , go to zero uniformly as $\Delta F$ goes to zero, and so are . Here, only abrief description of the method is presented, and the detailed analysis will be given elsewhere. Fmhermore, we discuss in thuis paper only the properties of exact polynomial factors and the discussion from the viewpoint of approximate factonization will be given in another paper.
We assume again that the concept of approximate factorization, presented a prmitive version of the algorithm of approximate factorization, and proposed a method which will make the algorithm practical. However, we have not fully analyzed the algorithm yet; a mathematical as well as computational analysis will be given elsewhere. In particular, we will show that finding the zero-sum $rela\dot{\mathfrak{a}}ons$ on the matrix $\overline{M}^{(ne)}(t_{1)}\ldots , t_{n})$ will determine the relevant combinations of $\{F_{1}, \ldots, F_{n}\}$ uniquely to give all the irreducible polynomial divisors of $F$ [SSH91] .
The basic principle of our factorization algorithm is quite simple, and we think the idea will be applicable to exact factorization over integers, etc. We $a\infty$ now pursuing such possibilities, $t\infty$ .
