In this paper, we define, a priori, a natural two-dimensional model for a time-dependent flexural shell. As expected, this model takes the form of a set of hyperbolic variational equations posed over the space of admissible linearized inextensional displacements, and a set of initial conditions. Using a classical argument, we prove that the model under consideration admits a unique strong solution. However, the latter strategy makes use of function spaces, which are not amenable for numerically approximating the solution. We thus provide an alternate formulation of the studied problem using a suitable penalty scheme, which is more suitable in the context of numerical approximations. For the sake of completeness, in the final part of the paper, we also provide an existence and uniqueness theorem for the case where the linearly elastic shell under consideration is an elliptic membrane shell.
Introduction
Flexural shells are widely used in many applicative fields, such as physics, engineering and material science. Some remarkable applications involving the usage of such shells are: reinforced oil palm shell and palm oil clinker concrete beams [1] , smart composite shell panels [2] , functionally graded spherical shell panels [3] , anisogrid lattice conical shells [4] and reinforced eco-friendly coconut shell concrete [5] . Because of its wide range of applications, the theory of flexural shells is one of the most important branches in mathematical elasticity.
Unlike the static case, which was addressed by Ciarlet and his associates [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , there are very few papers about the time-dependent case. In this direction we cite, for instance, the work of Xiao [19, 20] .
To our best knowledge, there are no references that treat the existence and uniqueness of solutions for the dynamics of flexural shells problem with mathematical rigour.
In Section 2, we present some geometric and analytical background; in Section 3, we formulate the problem describing the displacement of a flexural shell when it is subjected to a dynamic load; in Section 4, we prove the sought existence and uniqueness result by relying on classical arguments that, however, are not amenable to the implementation of a suitable numerical scheme; in Sections 5 and 6, we prove the existence and uniqueness of solutions using a penalty scheme, which is easier to treat in a context of numerical simulations; finally, in Section 7, we provide an existence and uniqueness theorem for the case where the linearly elastic shell under consideration is an elliptic membrane shell.
Geometric preliminaries
For details about the classical notions of differential geometry recalled in this section see, e.g., Ciarlet [21, 22] .
Greek indices, except e and n, take their values in the set f1, 2g, while Latin indices, except when they are used for indexing sequences, take their values in the set f1, 2, 3g, and the summation convention with respect to repeated indices is systematically used in conjunction with these two rules. The notation E 3 designates the three-dimensional Euclidean space; the Euclidean inner product and the vector product of u, v 2 E 3 are denoted u Á v and u^v; the Euclidean norm of u 2 E 3 is denoted u j j. The notation d j i designates the Kronecker symbol.
Given an open subset O of R n , notations such as L 2 (O), H m (O) or H m 0 (O), m ø 1, designate the usual Lebesgue and Sobolev spaces and the notation D(O) designates the space of all functions that are infinitely differentiable over O and have compact support in O. The notation Á k k X designates the norm in a normed vector space X . The dual space of a vector space X is denoted X Ã and the duality pair between X Ã and X is denoted X Ã hÁ, Ái X . Spaces of vector-valued functions are denoted with boldface letters. Lebesgue-Bochner spaces defined over a bounded open interval I (compare with Leoni [23] ), are denoted L p (I; H), where H is a Banach space and 1 ł p ł '. The notation Á k k 0, O designates the norm of the Lebesgue space L 2 (O) and the notation Á k k m, O designates the norm of the Sobolev space H m (O), m ø 1. The notation Á k k L p (I;H) designates the norm of the Lebesgue-Bochner space L p (I; H). The notations _ h and € h denote, respectively, the first weak derivative with respect to t 2 I and the second weak derivative with respect to t 2 I of a scalar function h defined over the interval I. The notations _ h and € h denote, respectively, the first weak derivative with respect to t 2 I and second weak derivative with respect to t 2 I of a vector-valued function h defined over the interval I.
A domain in R n is a bounded and connected open subset O of R n , whose boundary ∂O is Lipschitzcontinuous, the set O being locally on a single side of ∂O.
Let v be a domain in R 2 , let y = (y a ) denote a generic point in v and let ∂ a : = ∂=∂y a and ∂ ab : are linearly independent at each point y 2 v. Then the image u(v) of the set v under the mapping u is a surface in E 3 , equipped with y 1 , y 2 as its curvilinear coordinates. Given any point y 2 v, the vectors a a (y) span the tangent plane to the surface u(v) at the point u(y), the unit vector a 3 (y) : = a 1 (y)^a 2 (y) ja 1 (y)^a 2 (y)j is normal to u(v) at u(y), the three vectors a i (y) form the covariant basis at u(y) and the three vectors a j (y) defined by the relations
form the contravariant basis at u(y); note that the vectors a b (y) also span the tangent plane to u(v) at u(y) and that a 3 (y) = a 3 (y).
The first fundamental form of the surface u(v) is defined by means of its covariant components
or by means of its contravariant components a ab : = a a Á a b = a ba 2 C 0 (v):
Note that the symmetric matrix field (a ab ) is the inverse of the matrix field (a ab ), that a b = a ab a a and a a = a ab a b , and that the area element along u(v) is given at each point u(y), y 2 v, by ffiffiffiffiffiffiffiffi a(y) p dy, where a : = det (a ab ) 2 C 0 (v):
Given an immersion u 2 C 2 (v; E 3 ), the second fundamental form of the surface u(v) is defined by means of its covariant components
or by means of its mixed components b b a : = a bs b as 2 C 0 (v), and the Christoffel symbols associated with the immersion u are defined by
The Gaussian curvature at each point u(y), y 2 v, of the surface u(v) is defined by
(the denominator in this relation does not vanish since u is assumed to be an immersion). Note that the Gaussian curvature k(y) at the point u(y) is also equal to the product of the two principal curvatures at this point. A surface u(v) defined by means of an immersion u 2 C 2 (v; E 3 ) is said to be elliptic if its Gaussian curvature is everywhere . 0 in v, or equivalently, if there exists a constant k 0 such that 0\k 0 ł k(y) for all y 2 v:
can be viewed as a displacement field of the surface u(v), thus defined by means of its covariant components h i over the vectors a i of the contravariant bases along the surface. If the norms h i k k C 1 (v) are small enough, the mapping (u + h i a i ) 2 C 1 (v; E 3 ) is also an immersion, so that the set (u + h i a i )(v) is also a surface in E 3 , equipped with the same curvilinear coordinates as those of the surface u(v), called the deformed surface corresponding to the displacement fieldh = h i a i . One can then define the first fundamental form of the deformed surface by means of its covariant components, a ab (h) : = (a a + ∂ ah ) Á (a b + ∂ bh ), and the second fundamental form of the deformed surface by means of its covariant components,
The linear part with respect toh in the difference (a ab (h) À a ab )=2 is called the linearized change of metric tensor associated with the displacement field h i a i , the covariant components of which are then given by
The linear part with respect toh in the difference (b ab (h) À b ab ) is called the linearized change of curvature tensor associated with the displacement field h i a i , the covariant components of which are then given by
Let us now define the time-dependent version of the linearized change of metric tensor g ab . Consider the operatorg
for almost all (a.a. in what follows) t 2 (0, T ).
Let us show that the definition is well-posed, i.e., that for each h in L 2 (0, T ;
where the constant C is uniform with respect to t, since it depends only on the Christoffel symbols and the second fundamental form of the surface u(v). The operatorg ab is clearly linear. Indeed, for each j, h in L 2 (0, T ;
, we have that g ab (j + h)(t) = g ab (j(t)) + g ab (h(t)) = (g ab (j) +g ab (h))(t), for a.a. t 2 (0, T ). The fact thatg ab (c h) = cg ab (h), for all c 2 R and all
The operatorg ab is continuous. Indeed, for each h in L 2 (0, T ;
where, again, the constant C . 0 is uniform with respect to t. The terminology 'time-dependent version' for the linear and continuous operatorg ab is justified by the fact thatg
We can similarly define the time-dependent version of the linearized change of curvature tensor r ab . Consider the operatorr
for a.a. t 2 (0, T ). This operator is clearly well-defined, linear and continuous. Moreover, for all
A natural model for time-dependent flexural shells
Let v be a domain in R 2 with boundary g, and let g 0 be a non-empty relatively open subset of g. Let I be an interval of the form (0, T ), with T \'.
For each e . 0, we define the sets
we let x e = (x e i ) designate a generic point in the set O e , and let ∂ e i : = ∂=∂x e i . Hence, we have x e a = y a and ∂ e a = ∂ a . Define, also, the set
which is thus a subset of the lateral face of the undeformed reference configuration. In all that follows, we are given an injective immersion u 2 C 3 (v; E 3 ) and e . 0, and we consider a shell with middle surface u(v) and constant thickness 2e. This means that the reference configuration of the shell is the set
Note that the injectivity assumption is made here for physical reasons, but is otherwise not needed in the proofs. One can then show (compare with Theorem 3.1-1 of Ciarlet [21] or Theorem 4.1-1 of Ciarlet [22] ) that, if the thickness e . 0 is small enough, such a mapping
, hence in particular an injective immersion, in the sense that the three vectors
are linearly independent at each point x e 2 O e ; these vectors then constitute the covariant basis at the point Θ(x e ), while the three vectors g j, e (x e ), defined by the relations
constitute the contravariant basis at the same point. It will be implicitly assumed in what follows that the immersion
We henceforth assume that the shell is made of a homogeneous and isotropic linearly elastic material and that its reference configuration Θ(O e ) is a natural state, i.e., is stress free. As a result of these assumptions, the elastic behaviour of this elastic material is completely characterized by its two Lameć onstants l ø 0 and m . 0 (see, e.g., Section 3.8 in Ciarlet [24] ). The positive constant r designates the mass density of the shell per unit volume. We also assume that the shell is subjected to applied body forces whose density per unit volume is defined by means of its contravariant components f i, e 2 L ' (0, T ; L 2 (O e )), i.e., over the vectors g e i of the covariant bases, to applied surface forces whose density per unit area is defined by means of its contravariant components h i, e 2 L ' (0, T ; L 2 (G e + [ G e À )), i.e., over the vectors g e i of the covariant bases, and to a homogeneous boundary condition of place along the portion G e 0 of its lateral face, i.e., the admissible displacement fields vanish on G e 0 . For a.a. t 2 (0, T ), we can thus define the contravariant components p i, e (t) of the vector p e = (p i, e ) over the vectors a i of the covariant bases by
Define the space
where the symbol ∂ n denotes the outer unit normal derivative operator along g. The space V K (v) is the one used for formulating the two-dimensional equations governing Koiter's model (see Koiter [25, 26] , Ciarlet and Lods [11] and Ciarlet and Piersanti [17, 18] ).
Next, we define the fourth-order two-dimensional elasticity tensor of the shell, viewed here as a twodimensional linearly elastic body, by means of its contravariant components
a ab a st + 2m a as a bt + a at a bs À Á :
Following the terminology proposed in Section 6.1 of Ciarlet [21] , a linearly elastic shell is said to be a flexural shell if the following two additional assumptions are satisfied: first, length g 0 . 0 (an assumption that is satisfied if g 0 is a non-empty relatively open subset of g, as here), and second, the following space of admissible linearized inextensional displacements:
Classical examples of flexural shells are, for instance, cylindrical shells, conical shells and plates (see, respectively, Figures 6.1-1, 6.1-2, and 6.1-3 of Ciarlet [21] ).
To begin with, we state a crucial inequality that holds for general surfaces. 
This inequality, which is given by Bernadou and Ciarlet [27] and was later improved by Bernadou et al. [28] (see also Theorem 2.6-4 of Ciarlet [21] ), constitutes an example of a Korn inequality on a general surface; it constitutes a 'Korn inequality' in the sense that it provides a basic estimate of an appropriate norm of a displacement field defined on a surface in terms of an appropriate norm of a specific 'measure of strain' (here, the linearized change of metric tensor and the linearized change of curvature tensor) corresponding to the displacement field under consideration.
A natural formulation of a set of time-dependent two-dimensional equations ('two-dimensional', in the sense that they are posed over the two-dimensional subset v) can be derived by slightly modifying the model proposed by Xiao [20] , where time-dependent Koiter's shells are studied.
Let us introduce Problem P e F (v), which constitutes the point of departure of our analysis.
that satisfies the following variational equations
, in the sense of distributions in (0, T ), and that satisfies the following initial
and if z e satisfies the variational equations of Problem P e F (v) in the sense of distributions in (0, T ), and also satisfies the initial conditions (equation (1)).
We say that z e is a strong solution of Problem
We recall a very important inequality, which is used to study evolutionary problems: Gronwall's inequality (see the seminal paper of Gronwall [29] and Theorem 1.1 in Chapter III of Hartman [30] ). Theorem 2. Let T . 0 and suppose that the function y : ½0, T ! R is absolutely continuous and such that
where a, b 2 L 1 (0, T ) and a, b ø 0 for a.a. t 2 (0, T ). Then The proof of existence and uniqueness of strong solutions of Problem P e F (v) can be straightforwardly obtained by implementing the same strategy as in Section 6 of Chapter 1 of Lions [31] . In all that follows, the symbol ',!' denotes a continuous embedding, while the symbol ',!,!' denotes a compact embedding.
Theorem 3. Problem P e F (v) admits a unique strong solution z e 2 C 0 (½0,
and let us observe that it is a closed subspace of L 2 (v). Indeed, given any h,
Let us now consider the sequence
, since the constraints appearing in the definition of the space V F (v) are linear. Hence, we have
which shows that the element (h + j) belongs to H F (v). Likewise, it can be shown that, given any a 2 R and any h 2
It can also be observed that the following chain of embeddings holds if we identify H F (v) with its dual (see, e.g., Lemma 6.8 on page 74 of Lions [31] )
, we are in a position to apply Theorem 8.2-2 of Raviart and Thomas [32] and infer the existence and uniqueness of strong solutions of Problem P e F (v). This completes the proof. u The proof presented here is straightforward and resorts to classical results. However, in the context of the implementation of numerical schemes, the involved function spaces are not amenable to the construction of a finite-element basis. We recall, indeed, that it is often very complicated to construct a finite-element basis within a function space bearing a constraint.
Penalty scheme for the considered problem
To fix the ideas, from now onwards, we identify L 2 (v) and L 2 (v) with their respective dual spaces, and we equip them with the following inner products:
dy:
A possible way to prove the existence and uniqueness of solutions of Problem P e F (v), without relying on the abstract functional spaces introduced in Theorem 3, involves adapting the penalty scheme described in Chapter II, Section 4 of Brezzi and Fortin [33] (see also Ciarlet [34] ) to formulate an alternate problem posed over the function space V K (v), which does not take into account the constraint appearing in the definition of the space V F (v).
Observe first that V K (v) is dense in L 2 (v) and that
Let k . 0 denote the penalty parameter and let us introduce the corresponding 'penalized' problem, Problem P e F, k (v).
Problem P e F, k (v): Find a vector field z e k = (z e i, k ) :
for all h 2 V K (v), in the sense of distributions in (0, T ), and that satisfies the initial conditions (equation (1)). n We say that z e k is a weak solution of Problem
and if z e k satisfies the variational equations of Problem P e F, k (v) in the sense of distributions in (0, T ), and also satisfies the initial conditions (equation (1)).
We say that z e k is a strong solution of Problem
if z e k satisfies the variational equations of Problem P e F, k (v) in the sense of distributions in (0, T ), and also satisfies the initial conditions (equation (1)).
For each k . 0, let us define the bilinear form a k : The bilinear form a k ( Á , Á ) is continuous over the space V K (v), i.e., there exists a constant C k . 0, which depends on k, such that
For k . 0 sufficiently small (recall that the small parameter e . 0 is fixed), the uniform positivedefiniteness of the elasticity tensor of the shell (a abst ) (compare with Theorem 3.3-2 of Ciarlet [21] ) and the Korn inequality on a general surface (Theorem 1) give the existence of a constant c . 0 such that
We first prove, by Galerkin method, that Problem P e F, k (v) admits a unique strong solution. Theorem 4. Problem P e F, k (v) admits a unique strong solution z e k 2 C 0 (½0, T ; V K (v)) \ C 1 (½0, T ; L 2 (v)). Proof. (i) Construction of Galerkin approximation. Observe that the space V K (v) is an infinitedimensional and separable Hilbert space. Therefore, by Theorem 6.2-1 of Raviart and Thomas [32] , there exists an orthonormal Hilbert basis (w k ) ' k = 1 of the space L 2 (v), which also constitutes an orthogonal Hilbert basis of the space V K (v).
For each positive integer m ø 1, let us denote by E m the following m-dimensional linear hull
Since each element of the Hilbert basis (w k ) ' k = 1 is independent of the time variable t, we have w k 2 L ' (0, T ; V K (v)), for each integer 1 ł k ł m. We now discretize Problem P e F, k (v) and, to keep the notation simple, we drop the dependence of the vector fields entering the variational equations on the parameters k and e. Let us observe that the duality pair between E m and its dual coincides with the inner product of L 2 (v) defined in Section 2.
For each positive integer m ø 1, the 'penalized' discrete problem corresponding to Problem P e F, k (v), that we denote by P e, m F, k (v), amounts to the following.
which satisfies the following variational equations in the sense of distributions in (0, T ), for each integer
and for which the following initial conditions hold:
where initial data z m 0 and z m 1 are, respectively, the projections of z 0 and z 1 onto the finite dimensional space E m .
n We immediately observe that the projections of z 0 = (z i, 0 ) and z 1 = (z i, 1 ) onto E m can be expanded as follows (compare with Theorem 4.9-1 of Ciarlet [35] ):
. Since the elements of the Hilbert basis do not depend on the time variable, we can take the coefficients c k as well as their derivatives _ c k and € c k outside the integral sign. This gives, for each 1 ł k ł m, the following second-order linear ordinary differential equation with respect to the variable t: Such an ordinary differential equation admits a unique solution, which clearly depends on the parameters k and e. (ii) Energy estimates. Let us multiply the variational equations in Problem P e, m F, k (v) by _ c k (t) and sum with respect to k varying in the set f1, . . . , mg. As a result, we obtain that the variational equations in Problem P e, m F, k (v) take the form
ffiffi ffi a p dy
for a.a. t 2 (0, T ). Carrying out an integration over the interval (0, t), where 0\t ł T , changes equation (3) into
Z v a abst r st (z m (0))r ab (z m (0)) ffiffi ffi a p dy + 1 2k
Z v a abst g st (z m (0))g ab (z m (0)) ffiffi ffi a p dy
Z v a abst g st (z m (0))g ab (z m (0)) ffiffi ffi a p dy:
Since each p i, e is in L ' (0, T ; L 2 (v)), application of Cauchy-Schwarz inequality gives
Since g ab (z 0 ) = 0, and z m
As a result, there exists an integer m(k) ø 1 such that Z v a abst g st (z m 0 )g ab (z m 0 ) ffiffi ffi a p dy ł k, for all m ø m(k). In conclusion, we obtain 1 2k
Z v a abst g st (z m 0 )g ab (z m 0 ) ffiffi ffi a p dy ł 1 2 :
By virtue of the uniform positive-definiteness of the elasticity tensor of the shell (a abst ), and the Korn inequality on a general surface (Theorem 1), for each integer m ø m(k), there exists a real constantC . 0 independent of z m (and so independent of t, m and k) for which the following estimate holds true:
An application of Gronwall's inequality (Theorem 2) with a [C . 0 and
gives the following upper bound
for all t 2 ½0, T . Therefore, we obtain that:
Moreover, by equation (4), there exists a constant L . 0, independent of m, k and t, such that
Since the following direct sum decomposition holds:
and since € z m (t) 2 E m , the variational equations of Problem P e, m F, k (v) give the existence of a constant C k . 0, independent of m and t, such that
for any h 2 V K (v), with k hk V K (v) ł 1, and a.a. t 2 (0, T ). As a consequence of equation (5), we have
(iii) Passage to the limit and retrieval of Problem P e F, k (v). By equations (5) and (7), we can infer that there exist subsequences, still denoted (z m ) '
, such that the following convergences take place:
Observe that, by Corollary 8.18 of Leoni [23] , the following convergence also holds z m * z e k , in L 2 (0, T; V K (v)) as m ! ', the space V K (v) being reflexive. By Sobolev embedding theorem (Theorem 10.1.25 of Kyritsi-Yiallourou and Papageorgiou [36] ), we obtain
We now verify that z e k is a weak solution of the variational equations of Problem P e F, k (v). Let c 2 D(0, T ) and let m ø 1 be any integer. For each m ø m, the variational equations of Problem P e, m F, k (v) give
for all h 2 E m . Consider the real-valued mapping
and observe that it is linear and continuous, as a consequence of the linearity and continuity ofr ab and g ab . The convergence process (equation (8)) thus gives
Observe, also, that the following density holds:
As a result, keeping in mind the convergence processes (equations (8) and (11)), and letting m ! ' in equation (10) gives that z e k is a solution of the following variational equations:
for all h 2 V K (v), in the sense of distributions in (0, T ). Since z e k (t) 2 V K (v) for a.a. t 2 (0, T ) and since h 2 V K (v) is independent of the time variable t, two consecutive applications of the integration by parts formula (compare with Corollary 10.1.26 of Kyritsi-Yiallourou and Papageorgiou [36] ) give
, for a:a:t 2 (0, T),
showing that z e k satisfies the variational equations of Problem P e F, k (v) in the sense of distributions in (0, T ).
The last thing that we have to check is the validity of the initial conditions for z e k . Let us introduce the operator L 0 : C 0 (½0, T ; L 2 (v)) ! L 2 (v), defined in such a way that L 0 (h) : = h(0). Such an operator L 0 turns out to be linear and continuous and, therefore, by the first convergence of equation (9), we get that
, defined in such a way that L 1 (h) : = h(0). Such an operator L 1 turns out to be linear and continuous and, therefore, by the second convergence of equation (9), we get that
The existence of a weak solution of Problem P e F, k (v) has thus been shown.
(iv) The weak solution z e k is actually strong and uniquely determined. Recall that the bilinear form a k ( Á , Á ) is symmetric, continuous and V K (v)-elliptic and that the space V K (v) is continuously and densely embedded in L 2 (v). We are thus in a position to apply the same procedure presented in Theorem 8.2-2 of Raviart and Thomas [32] .
Let us also observe that the convergence z m ! z e k in C 0 (½0, T ; V K (v)) gives
and so, by equation (6), the following energy estimate
This completes the proof. u Noticeably, unlike Section 4, the existence and uniqueness of weak solutions for Problem P e F (v) cannot be directly demonstrated using the Galerkin method, since the space V F (v) is not, in general, dense in L 2 (v). This fact prevents us from applying Theorem 6.2-1 of Raviart and Thomas [32] directly. 6 The main result: existence and uniqueness of solutions of Problem P e F (v)
We are now ready to prove the main theoretical result of this paper: the existence and uniqueness of weak solutions of Problem P e F (v). Theorem 5. Problem P e F (v) admits a unique weak solution z e . Proof. (i) Problem P e F (v) admits a weak solution. By the energy estimates (equation (4)) in Theorem 4 and the fact that z 0 2 V F (v), it can be easily observed that there exists a positive constant c = c(z 0 , z 1 , p e ) such that
Let us consider, for a.a. 0\t\T , the following partial differential equation associated with Problem P e F, k (v):
where the linear operator A :
for all k . 0 and a.a. t 2 (0, T ).
Consider the real-valued mapping
and observe that it is linear and continuous, as a consequence of the linearity and continuity ofr ab . The convergence process (equation (14)) thus gives
Since z e 2 L ' (0, T ; V F (v)), and since h 2 V F (v) is independent of the time variable t, two consecutive applications of the integration by parts formula (see Corollary 10.1.26 of Kyritsi-Yiallourou and Papageorgiou [36] ) give
and we thus conclude that z e solves the variational equations of Problem P e F (v) in the sense of distributions in (0, T ).
The last thing to check is the validity of the initial conditions for z e . Let us introduce the operator L 0 : C 0 (½0, T ; L 2 (v)) ! L 2 (v), defined in such a way that L 0 (h) : = h(0). Such an operator turns out to be linear and continuous and, therefore, by the convergence process (equation (15)), we get that z e k (0) * z e (0) = z 0 , inL 2 (v):
Let us introduce the operator L 1 : C 0 (½0, T ; V Ã F (v)) ! V Ã F (v), defined in such a way that L 1 (h) : = h(0). Such an operator turns out to be linear and continuous and, therefore, by the convergence process (equation (15)), we get that The existence of a weak solution of Problem P e F (v) has thus been shown. (ii) The vector-valued function z e is the unique weak solution of Problem P e F (v). Following the same strategy as for the wave equation (compare with Evans [37] ), let us show that the only weak solution of the initial value problem Another application of the integration by parts formula (Corollary 10.1.26 of Kyritsi-Yiallourou and Papageorgiou [36] ) transforms the latter into Z s 0 d dt re 3 k z e (t) k 2 L 2 (v) À 1 2 B F (j(t), j(t)) dt = 0, and the initial conditions in equation (16) give re 3 k z e (s) k 2 L 2 (v) + 1 2 B F (j(0), j(0)) = 0:
In conclusion, we have B F (j(0), j(0)) = 0 and k z e (s)k L 2 (v) = 0, for all 0 ł s ł T . By the arbitrariness of s, we conclude that the weak solution z e is uniquely defined almost everywhere in (0, T ). This completes the proof. u
Final considerations: The dynamics of elliptic membrane shells
Consider a linearly elastic shell, subjected to the various assumptions set forth in Section 3. Following the terminology proposed in Section 4.1 of Ciarlet [21] , such a shell is said to be an elliptic membrane shell if the following two additional assumptions are satisfied: first, g 0 = g, i.e., the homogeneous boundary condition of place is imposed over the entire lateral face g × Àe, e ½ of the shell, and second, its middle surface u(v) is elliptic, according to the definition given in Section 2. Note that the assumption g 0 = g implies that the space V K (v) introduced in Section 3 now reduces to
To begin with, we recall a crucial inequality that holds for elliptic surfaces (compare with, e.g., Theorem 2.7-3 of Ciarlet [21] ). 
