This work addresses the problem of obtaining the degree of similarity between trajectories of moving objects. Typically, a Moving Objects Database (MOD) contains sequences of (location,time) points describing the motion of individual objects, however, they also have an implicit information about the velocity, which is an important attribute describing the dynamics of a particular object. Our main goal is to extend the MOD functionalities with the capability of reasoning about how similar are the trajectories of objects that, possibly, move along geographically different routes. Towards this, we use a distance function which balances the lack of temporal-awareness of the Hausdorff distance with the generality (and complexity of calculation) of the Fréchet distance. Based on the observation that, as a firstapproximation in practice, the individual segments of trajectories are assumed to have constant speed, we provide efficient algorithms for: (1) optimal matching between trajectories; and (2) approximate matching between trajectories, both under translations and rotations, where the approximate algorithm guarantees a bounded error-quality with respect to the optimal one.
INTRODUCTION AND MOTIVATION
The management of the transient location-in-time information of mobile entities, is a fundamental ingredient for a variety of applications that involve Location Based Service (LBS) [25] , and is a topic of the field known as Moving Ob-ject Databases (MOD) [19] . This work attempts to increase the MOD capabilities with providing algorithmic solutions that can be used to answer queries such as: -Q1: "Retrieve all the troops which had similar motion patterns in the geographic regions R1 and R2 in the last two months." -Q2: Retrieve all the trajectories that had similar motion patterns while looking for parking in the weekends around the shopping malls in the Mid-West.
" -Q3: "Retrieve all the Hurricanes with similar trajectories that occurred in any US state along the Mexican Gulf in the last 5 years."
The commonality of all these queries is that the motion of interest need not occur in the same geo-locations (e.g., the hurricanes may occur in Texas and Florida) and, even more importantly, need not follow similar routes in terms of the geo-coordinates (e.g., a hurricane moving North and then changing its direction to North-West may be very similar to the one that has moved East and changed its direction to North-East). The main idea behind the similarity of trajectories that we tackle in this work is the ability to compare the relative motion of the moving objects along the consecutive segments of their corresponding trajectories. An illustration of our desiderata is provided in Figure 1 . Namely, Figure 1 .a) illustrates three trajectories T r1, T r2 and T r3, corresponding to the motion plans of three objects, say, o1, o2 and o3, all of which were moving along a same 2D route (illustrated as route 1). However, although, o1 and o2 begin their trips at a same time, their respective trajectories are very different -namely, o2 has been moving much slower than o1. Throughout this work, we would like to perceive such trajectories as not similar. On the other hand, although o3 had started its trip later than o1 (and o2), its trajectory, T r3 exhibits the same dynamics (velocity patterns over the corresponding route segments) as T r1. Clearly, the only difference is that T r3 is translated in the temporal domain with respect to T r1 and we would like to consider them similar. Figure 1 .b) illustrates some other discrepancies among trajectories that we would like to consider acceptable for the purpose of similarity. Namely, although the route of T r5 does not exactly match the route of T r4 -e.g., several small detours were taken by the respective object o5, the duration of both trips is approximately equal and the spatial deviations are not too large (plus we do need a translation in the temporal dimension). A careful observation of T r6 reveals that although it has a completely different 2D route from T r1, its corresponding segments are of equal length and are having equal corresponding angles between themselves. Moreover, the speed of the moving object, say o6, along the route-segments of T r6 is exactly the same as the one of the corresponding object, say o4, along the segments of T r4.
One of the main contributions of this work is precisely the introduction of the concept of dynamical similarity of trajectories under the rigid motion transformations, that is, translations and rotations [5, 17] . Translation is allowed both in the spatial and temporal dimension, while rotation is allowed only in the 2D -spatial dimension. We use an intuitive similarity-distance function that enables us to capture the relative dynamics of the trajectories, which can be qualified as a special case of the Fréchet distance [5, 6] for polygonal curves, and does not suffer from the timeunawareness of the Hausdorff distance [5, 11] . We present efficient algorithmic solutions to two aspects of the problem of similarity between trajectories: (1.) optimization: finding the rigid transformation (rotation/translation in the spatial domain, and translation in the temporal domain) which minimizes the similarity-distance between two given trajectories, and (2.) approximation: determining an approximate matching between two trajectories using a fasterthan-optimal algorithm, with a guarantee that its output is within a fixed error-bound from the optimal similaritydistance. Additionally, our algorithms can also be used for determining whether one of the trajectories is similar to a portion of the other.
The rest of this paper is structured as follows. In Section 2 we recollect the necessary background. Section 3 presents our main results -the algorithms for determining the optimal and approximate similarity matching between trajectories. In Section 4 we present experimental observations which quantify the benefits of our proposed methods. Section 5 positions our work with respect to the related literature and Section 6 concludes the paper and presents directions for future work.
PRELIMINARY BACKGROUND
We now define the concepts that will be used in the rest of this paper. Firstly, we present a definition of a trajectory, which is often used in the MOD literature [19, 27, 28] to describe the motion of the moving objects, assuming that the objects are moving in a 2D space with respect to a given coordinate system: Each point (xi, yi, ti) in the sequence represents the 2D location (xi, yi) of the object, at the time ti. For every t ∈ (ti, ti+1), the location of the object is obtained by a linear interpolation between (xi, yi) and (xi+1, yi+1) with the ratio (t − ti)/(ti+1 − ti), which is, in between two points the object is assumed to move along a straight line-segment and with a constant speed. The 2D projection of Tr is a polygonal chain with vertices (x1, y1), (x2, y2) . . . (xn, yn) and it is called a route of Tr. Observe that a trajectory may represent both the past and the future motion, i.e. the motion plan of a given object (c.f. [19] ). Typically, for future trajectories, the user provides the starting location, starting time and the destination (plus, possibly, a set of to-be-visited) points, and the MOD server uses these, along with the distribution of the speed-patterns on the road segments as inputs to a dynamic extension of the Dijkstra's algorithm [13, 27] , to generate the shortest traveltime trajectory. As an example of the usage of this model, aside from the commercial-fleet vehicles (e.g., FedEx), the monthly requests for shortest travel-time individual futuretrajectories posed to MapQuest is 46.4 million, Yahoo!Maps -20 million, and Google Maps -19.1 million [23] .
We also need to recollect some definitions from the Computational Geometry (CG) literature [5, 6] 
The Hausdorff distance between two curves simply looks for the smallest ε such that C1 is completely contained in the ε-neighborhood of C2 (i.e., C1 is completely contained in the Minkowski Sum [12] of C2 and a disk with radius ε) and vice versa. Although it is arguably a very natural distance measure between curves and/or compact sets, the Hausdorff distance is too "static", in the sense that it neither considers any direction nor any dynamics of the motion along the curves. A classical example of the inadequacy of the Hausdorff distance, often used in the CG literature [5, 6, 17] is the "man walking the dog". Figure 2 illustrates the discrepancy between the distances among the points along the routes, and their corresponding counterparts along trajectories: when the dog is at the point A, which is at time t, the man is actually at M (t), and their distance is much greater then e (the man is at the geo-location B at the time t1 > t). Now we have the following: 
C1(α(t)) − C2(β(t))
where α (resp. β) ranges over all the possible continuous and monotonically increasing functions
The Fréchet distance is more general than the Hausdorff one, in the sense that it allows for a variety of possible motion-patterns along the given route-segments, as formalized by the functions α and β in Definition 3. As an illustration, observe that on the portion of the D-trajectory, the dog may be moving non-uniformly (i.e., accelerating) along a route segment. Recall, however, that this is precluded in the Definition 1 for trajectories in MOD settings. It can be verified (c.f. [2] ) that for any two curves C1 and C2 it holds that δH (C1, C2) ≤ δF (C1, C2). Observe that in Definition 3, the requirement is that both α and β are increasing functions. If this is relaxed, then the distance function is called weak Fréchet distance, denoted bỹ δF (C1, C2), which intuitively corresponds to the ability of both the man and the dog moving backwards along the routes and:
DYNAMICS-AWARE SIMILARITY
Our main goal is to obtain and efficiently calculate a distance-measure which captures a relativized space+time difference of two given trajectories, for the purpose of measuring the similarity of their corresponding motions. Firstly, we present the necessary setup and introduce the distance function used in this work. Subsequently, we focus on the case where the trajectories have equal temporal durations and we analyze in details the optimization of matching two trajectories under translations and rotations in the spatial domain. We address separately the problem of optimal and approximate matchings. Lastly, we demonstrate how our techniques can be used for comparing the similaritybased containment of trajectories with different temporaldurations. Due to space limitations, we only give brief justification of our claims instead of formal proofs.
Similarity Distance of Trajectories
denote two trajectories with n and m segments, respectively. When measuring the distance between the two objects whose motions are represented by the T r1 and T r2, we would like to know its values at given time-points. The intuitive reason is that one cannot say "the distance between o1 and o2 is d, when o1 is at location L1(x1, y1) and o2 is at location L2(x2, y2), except, o1 was at L1 at time t1, o2 was at L2 at time t2, and t1 and t2 are far apart". This observation was actually used as a basis for introducing the, so called, Eucledean time-Uniform distance function in [11] , a variant of which is given by the following:
. Given two trajectories T r1 and T r2, the Eucledean time-Uniform distance function E ud : (t, T r1, T r2) → R is defined as follows:
E ud (t, T r1, T r2) = P (t) − Q(t) when t ∈ ([t11, t1n] ∩ [
t21, t2m]) and it is undefined otherwise. P (t) (resp. Q(t)) is the 2D point corresponding to the spatial locations on the trajectory T r1 (resp. T r2) at time t.
The Eucledean time-Uniform Distance of two trajectories T r1 and T r2 is defined as
In other words, the T E ud distance between trajectories maximizes the value of 2 , taken at same time-instances over their common temporal interval.
When two trajectories correspond to trips of equal temporal duration, (t1n − t11 = t2m − t21), we can always "transform" one of them by translating it in the temporal domain. Hence, without loss of generality, we will assume in what follows that the two trajectories T r1 and T r2 pertain to same temporal intervals, i.e., t11 = t21 and t1n = t2n. For the purpose of calculating T E ud (T r1, T r2) we rely on the following: Lemma 1. Given two trajectory segments over the same temporal interval:
The proof is based on the analysis of
. Recalling Definition 3 (Section 2), one may observe that the T E ud distance function is actually a special case of the Fréchet distance when α and β are restricted to the natural
. Now, one of the main questions of this work can be formulated as follows: when two trajectories T r1 and T r2 are ranging over the same temporal interval, what is the minimal value of T E ud (T r1, T r 2 ), where T R 2 is obtained by applying only translation and rotation to T r2? Formally:
Definition 5. 
Given two trajectories T r1 and T r2, their Rigid Transformations Similarity Distance RT SD(T r1, T r2) is defined as RT SD(T r1, T r2)
= (T E ud (T r1, Ψ • Φ(T r2))), where Ψ • Φ is
Optimal Similarity Matching
In order to calculate the optimal RT SD(T r1, T r2) we need to determine the particular Ψopt and Φopt that minimize the T E ud (T r1, Ψopt • Φopt(T r2)), for which we proceed as follows. First, in each of T r1 and T r2 we introduce extra artificial vertices, so that they both have the same number of points. Essentially, if a given vertex of T r1, say (x 1k i , y 1k i , t 1k i ) does not have a matching vertex on T r2 at the same time-instance t 1k i , we introduce an artificial one (x
, t 1k i ), and similarly for the vertices of T r2. This is illustrated in Figure 3 where, originally, T r1 has three vertices and T r2 has seven, indicated with "•", however, after introducing the artificial ones, indicated with "x", each of them has eight vertices. For instance, Q5 at t25 is a genuine vertex of T r2 and its corresponding artificial vertex on T r1 is Pa5 at that time. According to Definition 1, the spatial coordinates of each artificial vertex (x
) are obtained by a linear interpolation between the two original consecutive vertices (xi, yi, ti) and (x (i+1) , y (i+1) , t (i+1) ), for which t k i ∈ (ti, t (i+1) ). Hence, we obtain two augmented trajectories T r a 1 and T r a 2 with exactly the same number of points (O(m + n)), pairwise matching in the temporal dimension. Now, as a generalization of Lemma 1, we know that RT SD(T r1, T r2) will be obtained at one of the temporally-corresponding pairs of vertices in T r a 1 and T r a 2 . As a consequence, the problem of calculating RT SD(T r1, T r2) is now reduced to calculating the corresponding L2 distances between two point-sets corresponding to the (2D projections of the augmented trajectories) vertices along the routes. Moreover, if we view the two sets of 2D points P = {p1, p2, . . . pu} and Q = {q1, q2, . . . , qu}, we have the restriction that the mapping g : P → Q is fixed, in the sense that g(pj) = qj(j ∈ {1, 2, . . . u}) where u = O(m+n). Now we are interested in a composition Ψ•Φ such that the largest distance between pj and Ψ • Φ(qj) is minimized over all j.
However, this particular problem, the optimal matching of two point-sets with a fixed mapping between them, was addressed in [22] . To explain the solution, observe firstly that applying a rotation ρ around the coordinate-center with an angle θ to the point qj(xqj, yqj) will transform it to: ρ θ (qj) = (xqj cos θ − yqj sin θ, xqj sin θ + yqj cos θ). Subsequently, translating it by a vector τ = (xτ , yτ ), brings it to the point τ (ρ θ (qj)) = ((xqj cos θ − yqj sin θ) + xτ , (xqj sin θ + yqj cos θ) + yτ ) (c.f. [22] ). Hence, our original problem of obtaining the RT SD(T r1
. For a fixed value of θ, say θ , we are essentially looking at min xτ ,yτ max j fj(θ , xτ , yτ ), and the problem is now reduced to the one of minimum enclosing circle [24] . As θ "moves" between 0 and 2π, the problem of calculating the RT SD(T r1, T r2) becomes the one of finding the minimum enclosing circle for "moving points" ρ θ (qj), subject to having a pair of points ρ θ (qs) and ρ θ (q l ) on its boundary. The problem of the minimum enclosing circle can be reduced to finding the minimum value on the envelope of a family of functions fj(θ , xτ , yτ ). Its relationship with the dynamic furthest Voronoi diagram [8] of the points (xqj cos θ − yqj sin θ) + xτ , (xqj sin θ + yqj cos θ) + yτ is presented in details in [22] . Essentially, the algorithm fixes a pair of indices s and l and solves the constrained problem of finding the θ which yields the minimum enclosing circle having ρ θ (qj), subject to having a pair of points ρ θ (qs) and ρ θ (q l ) on its boundary. For a fixed pair l and s (c.f. Lemma 4.1 in [22] ) the complexity of obtaining the maximum diagram of u functions of the kind fj(θ , xτ , yτ (u) log u) . Repeating the search for the minimum enclosing circle for all the possible pairs s and l on its boundary (and picking the smallest one among them) yields a complexity of O(u 2 λ7(u) log u). In the preceding, the λ7(u) denotes the maximum length of the (u, 7) Davenport-Schinzel (DS) sequence, where the length of any (u, a) DS sequence for [26] , where even sharper bounds are presented).α(u) denotes the extremely slow-growing inverse Ackermann function 1 . Hence, as a direct consequence of Theorem 4.1. in [22] , the problem of calculating the optimal RT SD(T r1, T r2) can be solved in
Approximate Similarity of Trajectories
Often, instead of actually finding the optimal matching (minimizing RT SD) between two trajectories, one is interested in an approximate matching, which can be obtained by a faster algorithm. However, it is desirable to have a bound on the error of the obtained approximation, in the following sense. Let εopt = RT SD(T r1, T r2) , denote the distance obtained by finding the optimal transformation Ψopt • Φopt(T r2). For a given approximate transformation ΨA • ΦA(T r2) -again, a composition of translation and rotation applied to T r2, we say that it has a loss factor [17] . Equivalently, an approximation with error bound εA is said to have a quality of "c", if it is within the bound of (1 + c)εopt [2, 6] .
Definition 6. Let T r = [ (x1, y1, t1) 
Lemma 2 is a consequence of Definition 6 and the fact that the rotation and translation are rigid transformations, i.e., not only that they preserve the ratios, but also the lengths and angles. Since the first and the last anchor points coincide with the first and the last points on the actual trajectories, they are bound to be within distance ε after Ψ • Φ is applied to T r2, and the rest of the anchor points are linear combinations of the two end-points. and, for the special case when an anchor is collinear with BT r X−Y , w.l.o.g we assume that it is on the RHS. The concepts that we introduced so far are illustrated in Figure 4 . Part a.) shows 2D projections of two trajectories which, after augmentation, i.e., introduction of artificial vertices, have 11 points each and, as one extreme case, all the points on each trajectory are on the RHS of their corresponding backbone-trajectories. Part b.), on the other hand, shows the 2D projections of (augmented) trajectories with 9 points each and, as another extreme case, they are completely on the opposite side of their backbone-trajectories. Before we proceed with the description of the algorithm for approximate matching between trajectories, we need the following: As an illustration, in Figure 4a .), the maximum anchor discrepancy is AQa6Qa6 − AP a6P a6. On the other hand, the maximum anchor discrepancy in Figure 4b .) is AQa3Qa3 + AP a3P a3. Actually, the goal of our heuristic (approximate matching algorithm) is to find a transformation, which is a composition of translation Ψa that will contribute to minimizing the anchor discrepancy between the two trajectories; and a rotation Φa that will minimize the rotation-distance between the points on T r1 and Ψa(T r2). Assuming that the input trajectories are already augmented so that they have equal number of points, and that the temporal translation has already been applied so that their time-intervals coincide, we have the following algorithm for approximate similarity matching between two trajectories: 
Return the pair (Ψ
Clearly, the time-complexity of the Algorithm MMAD is O(m + n) 2 , with an additional space requirement of O(m + n). Let εMMAD = T E ud (T r1, ΨA • ΦA(T r2)). We have the following: Lemma 3. Algorithm MMAD generates an approximate matching with the loss-factor of 4, i.e., εMMAD ≤ 4εopt
As a consequence of Lemma 2, we have that the midpoints of each corresponding anchors are at the distance ≤ εopt when T r2 is transformed by Ψopt • Φopt. Hence, making the midpoints of the anchors with the maximal discrepancy coincide in the Algorithm MMAD due to ΨMMAD will perturb the rest of the points with respect to the optimal transformation by an extra ≤ εopt. Due to the rotation ΦMMAD we have another loss of ≤ 2εopt. Considering that the extra "initial" distance ≤ εopt, we obtain the factor of 4.
Temporal Discrepancy of Trajectories
In the temporal dimension, the main source of a discrepancy between two trajectories is the difference of the duration of the corresponding objects' trips: ) illustrates the discrepancy between the begintimes and the end-times of two trajectories. Again, we observe that the "absolute" measures of the difference of the corresponding begin-points (|t11 − t21|) is not crucial for detecting their similarities, because a translation in the temporal domain can bring, say, T r2 into T r 2 such that t 21 = t11. To be able to reason about the similarity between T r2 and a portion of T r1, we need to consider all the possible translations in the temporal domain. As an example of two extreme cases: (1) The begin-times of two trajectories coincide -we shift the begin-point of T r2 into t11. Hence, T r 2 = [(x21, y21,, (t21+ (t11 − t21))), . . . , (x2m, y2m, (t2m + (t11 − t21)))]; (2) The end-times of two trajectories coincide -we shift the end-point of T r2 into t1n. Hence, T r2" = [(x21, y21,, (t21 + (t1n − t2m))), . . . , (x2m, y2m, (t2m + (t1n − t2m)))]. Figure  (5.b) illustrates the concept of "possible translations" of T r2 ("sliding") in the temporal dimension, and corresponding distances between points (e.g., P 21 P11; P25"P17, etc.). Let τt v (T r2) denote a temporal translation of T r2 for (onedimensional "vector") tv such that: t21 + tv ≥ t11 and t2m + tv ≤ t1n. For each translation of τt v in-between (and including) the two extreme cases, we are interested in the maximal E ud between a point on τt v (T r2) and a corresponding point on T r1 which has a same time-value. Clearly, there are infinitely many values for tv, however, as a consequence of Lemma 1, we only need to look at the discrete set of temporal translations τt v which map a time-value of a vertex from T r2 into a time-value of vertex of T r1.
Definition 8. Let T r1 and T r2 denote two trajectories, where the temporal duration of T r2 is ≤ than the temporal duration of T r1. Their Temporal-Containment Similarity Distance T CSD is defined as T CSD(T r1, T r2) = min tv

RT SD(T r1, τt v (T r2))
Based on the results in Section 3.1, and observing that due to Lemma 1 there is a total of O(mn) temporal translations (tv) of interest, we have that: (1.) The optimal T CSD(T r1, T r2) can be obtained in O(mn(m + n) 2 λ7(m + n) log(m + n)); (2.) An approximated T CSDA(T r1, T r2) with a loss-factor of 4 can be obtained in O(mn(m + n) 2 )
EXPERIMENTAL EVALUATION
Our experiments were conducted on a PC with Pentium IV 3.0 GHz CPU, 1 Gigabytes of DDR2 memory and the Windows XP platform. We used both artificial and real data-sets. The artificial data set is generated using the network-based traffic generator [10] using the road network of Oldenburg. The trajectories in this data sets are temporally aligned and are of the same length. The realistic data set consists of 5000 trajectories of objects moving on the road segments of Cook County, Illinois. The length of these trajectories varies from 2 to 60 miles, and the average speed of the moving objects ranged between 10mph and 60mph. Additionally, we generated a "perturbed" set of trajectories as follows. For each trajectory in the original dataset, we randomly selected a value of ε and individual trajectory points were displaced by a randomly chosen value from the interval [0.1ε, ε], and in a random X − Y direction.
Our first group of experiments focus on the quality of Algorithm MMAD. We compared the values εapprox obtained as an output of Algorithm MMAD with the values of εopt. More specifically, for each perturbed trajectory, we applied a randomly determined translation and rotation to obtain its variant of the perturbed trajectory. We then fed both the original trajectory and this variant into Algorithm MMAD to generate the approximate translation and rotation, and calculate the approximate distance. We measured the percentage of trajectories that yield an approximate distance within a given factor of εopt. The results are shown in the following table:
εapprox/εopt 1.5 2.0 2.5 3.0 3.5 Trajectories 92.7% 98.5% 99.2% 99.68% 100%
As can be seen, for more than 95% of the trajectories used in the experiments, Algorithm MMAD had a loss factor ≤ 2, a loss factor ≤ 2.5 in more than 99% cases.
Our next group of experiments studied the selectivity of the T E ud distance function for trajectories that have the same or similar routes. We picked a random trajectory T r pick from the Cook County data set and retrieved all the trajectories from the data set that have routes within a spatial (2-D Euclidian) distance of εS. For a filtering speed-up, the trajectories are indexed using an R-tree and we used the Linear Referencing System (LRS) of Oracle 9i [25] to measure the T E ud distance during the refinement stage. Subsequently, from that subset, we obtained the trajectories whose dynamics are similar to T r pick and are within RTSD value of ≤ εS, applying the proper translation/shifting in the temporal domain. For trajectories whose temporal duration are not the same, we measured the TCSD best-fit among all the possible translations of the shorter-duration trajectory into the one with a longer duration. In the experiments, we varied the value of εS from 0.5 to 2.5 miles and we averaged the results over 200 different choices of T r pick . As illustrated in Figure 6 , the number of false-negatives can be quite large when the speed of the motion is not properly considered in the temporal dimension, and it increases in a linear manner with the value of εS. This illustrates the importance of our distance measure when considering the spatio-temporal similarities among moving object trajectories, as opposed to the pure spatial proximity of the moving objects' routes [9, 14] . Our last group of experiments measured the quality of our proposed techniques when, additionally, rigid transformations (translations + rotations) were applied in the spatial domain. A popular approach for matching 2-D polygonal shapes with respect to the Hausdorff distance is the one based on a reference point [3] , relying on the Steiner point of compact 2-D sets. The work of [6] demonstrated that any point on a polygonal chain has a loss factor of 2 for the general Fréchet distance under translations only, however, there is no analogue of it for rotations. In the case of the 2-D routes of trajectories, we used the Steiner point calculated for the convex hull of the 2D projections of the points from the original trajectory and the anchor points of their corresponding backbones. As for rotation, we aligned every possible pair of respective points, and used the angle that would minimize the Hausdorff distance between the corresponding routes. Again, we randomly chose a trajectory T r pick , and found all the trajectories that are within εS distance to it. However, in this setting, we aim at finding similar trajectories by first allowing a pair of translation/rotation to minimize the distance. We used the trajectories from the Cook County data set, and varied the εS between 0.5 and 2.5 miles over 200 different choices of T r pick and observed the average selectivity. As shown in Figure 7 , Steiner-point based routes-matching still introduces a large number of false negatives by up to 60%, since it fails to consider the speed-value, reflected in the temporal-dimension of the trajectories' points.
RELATED WORK
The problems of matching geometric shapes and pointsets are of interest for various applications areas: computer vision, pattern recognition, time-series-analysis, molecular biology, speech recognition and image processing [5, 17] . A survey of approaches for various geometric transformations and morphings including: (1.) rigid transformations (translations + rotations); (2.) homotheties (translations + scaling); (3.) general affine transformations that can occur in projections is presented in [5] . Initially, most of the efforts were focused on transformations that would minimize the Hausdorff distance between the two sets [3, 21, 17] for both cases of optimal and approximate matching. In particular, [3] introduced the concept of a reference point, which is the Steiner point for compact 2D polygons, and proposed an approximate matching algorithm with a loss factor of 1+4/π. However (c.f. Section 2), for many applications, the Hausdorff distance is not an appropriate distance-measure, and efforts were geared towards the more dynamics-flexible and much harder to compute, Fréchet distance [6] . Specifically, [6] demonstrates that under Fréchet distance, a reference point of loss-factor 2 exists for matching polygonal curves under translations. The variations of the traditional Fréchet distance investigated in [4] pertain to the specific class of the κ-straight curves, in which the length of any arc is at most κ times their Euclidian distance. In such cases, Hausdorff-based algorithms can be used to approximate the Fréchet one. On the other hand, [7] considers κ-bounded and backbone curves, and introduces efficient approximation and pseudo-output-sensitive exact algorithms that calculate the discrete-Fréchet distance. A general discussion on various distance-measures for point sets and their computations is presented in [16] . Our work builds upon all these results, but its distinct nature is in the introduction of an intuitive distance-function for moving objects trajectories, which takes into consideration the practical assumption in MOD -the objects are moving with the constant speed along individual segment. As we demonstrated, the T E ud a special case of the general Fréchet distance which enables minimization algorithms for point-sets fitting [22, 17] to be applied to efficiently obtain the trajectories' similarity under rigid transformations.
Recent efforts from the MOD and GIS communities have targeted the problems of similarity of spatial and spatiotemporal mobility patterns [9, 20, 14, 28, 29] . In particular, [14] proposed a Finite State Automaton based algorithm which, given a zone-based partition of the spatial domain, reduces the problems of routes and trajectories matching to the problem of recognizing regular expressions. A somewhat similar basis (discretizing the 2D space) was used in [9, 20] in order to address the processing of various spatiotemporal pattern queries, where the trajectories were represented as strings and the query patterns were detected based on string-matchings. Although the works have addressed larger categories of queries than we do, e.g., subsections of trajectories matching whereas we consider at most a containment of a shorter-trip into the longer-trip trajectory, our work uses a more intuitive distance-measure and does not require a discretization of the spatial dimension. More recent extensions [28, 29] proposed similarity measures based on the Longest Common Subsequence (LCSS) and addressed the problem of indexing large datasets for the purpose of the efficient evaluation of the similarity-based spatio-temporal queries. We have not addressed the problem of indexing in this work, however, we proposed a different distance function and we took into consideration the rotation in the spatial dimension. Recent results have connected the DTW with finding short-paths in combinatorial manifolds and relating it to the way light travels in media with different coefficients of refraction [15] . In this context, our approach enables an even further reduction of the number of elements in the dynamic-programming based matrix for calculating the paths in the manifolds. Similarity search for trajectories using data reduction (SVD, DFT, wavelets) is presented in [1] , however the assumption is that the trajectories are already rotation-aligned.
CONCLUSIONS AND FUTURE WORK
We addressed the problem of matching moving objects trajectories, where rigid transformations, i.e., translation in spatial and temporal domain, as well as rotation in the spatial domain, can be applied in order to detect the similarity of their motion. We used an intuitive distance function T E ud and we demonstrated that it is a special case of the Fréchet distance. Taking this into consideration along with the fact that in typical MOD settings the trajectories are assumed to have constant speed along individual trajectorysegments, we proposed both optimal and approximate algorithms for determining the translations and rotations that will minimize the respective RT SD/T CSD similarity distances of two trajectories. There are several immediate extensions of our work. Firstly, we plan to adapt our results to the, so called, decision problem, which is, given two trajectories, and a constant ε does there exist transformation that will yield a similarity distance ≤ ε? An important issue is the actual similarity-based query processing for massive trajectories' datasets, which ultimately demands an efficient indexing structures [28, 29] . Another avenue that we are planning to pursue is exploring the map-available data when the objects are constrained to move on road networks [18] and see whether some pre-processing can be done that will speed up the calculations of the similarity distances among trajectories, especially for real-time tracking data [30] .
