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Abstract: We systematically study various sub-leading structures in the superconformal
index of N = 4 supersymmetric Yang-Mills theory with SU(N) gauge group. We concen-
trate in the superconformal index description as a matrix model of elliptic gamma functions
and in the Bethe-Ansatz presentation. Our saddle-point approximation goes beyond the
Cardy-like limit and we uncover various saddles governed by a matrix model corresponding
to SU(N) Chern-Simons theory. The dominant saddle, however, leads to perfect agreement
with the Bethe-Ansatz approach. We also determine the logarithmic correction to the su-
perconformal index to be logN , finding precise agreement between the saddle-point and
Bethe-Ansatz approaches in their respective approximations. We generalize the two ap-
proaches to cover a large class of 4d N = 1 superconformal theories. We find that also in
this case both approximations agree all the way down to a universal contribution of the
form logN . The universality of this last result constitutes a robust signature of this ul-
traviolet description of asymptotically AdS5 black holes and could be tested by low-energy
IIB supergravity.
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1 Introduction and Summary
One of the most remarkable results in the context of the AdS/CFT correspondence has
been the microscopic explanation of the entropy of electrically charged, rotating black holes
in AdS5 using the superconformal index (SCI) of N = 4 SYM theory. Three recent works
have provided microscopic foundations for the black hole entropy using the dual supersym-
metric field theory [1–3]. The answer was obtained more or less simultaneously by three
groups using slightly different starting points. Initially, there were three approaches to the
question of AdS5 black hole entropy: (i) The collaboration in [1] exploited a supersym-
metric localization argument; (ii) The work [2] started from the physical partition function
at weak coupling; (iii) The authors of [3] started from a Bethe-Ansatz (BA) presentation
of the SCI. Soon after these original works, it became evident that these groups basically
proposed different approaches to the SCI. It is worth noting that (i) and (ii) relied on
a Cardy-like limit while (iii) did not require such restrictions. Naturally, the ideas put
forward in those works have inspired similar computations that have been carried out in
various field theories with the resounding outcome of providing microscopic foundations
for the entropy of rotating, electrically charged, asymptotically AdS black holes in various
dimensions including AdS4, AdS6 and AdS7, see for example, [4–11]; this collective body
of work reinforces the original intuition.
One question that follows from this embarrassment of richness is to determine the pre-
cise relation between the different approaches. This situation motivates us to embark on
a systematic study of those presentations at leading and sub-leading orders. We demon-
strate explicitly that the two main presentations are different approximations schemes to
the index which result, nevertheless, in the same answer including sub-leading terms all
the way down to a universal logarithmic correction. This process helps us clarify a number
of central elements and provides a glimpse into an effective matrix model theory governed
by SU(N) Chern-Simons theory.
Let us briefly describe some of our main results. Recall that the index counts (with
sign) 116 -BPS states and depends on the fugacity τ and chemical potentials ∆a. When writ-
ten as a matrix model, we discuss the saddle-point approach to the SCI. In this approach
we consider a Cardy-like limit but extend it to include all terms up to exponentially sup-
pressed ones, O(e−1/|τ |). We compute leading and sub-leading terms of the SCI explicitly
in this Cardy-like expansion, based on the large-N analysis of saddle points. Our main
result is a computation of the SCI of N = 4 SYM that goes beyond the leading order in
the Cardy-like limit and takes the following form
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log I(τ ; ∆) = log I(τ ; ∆)|Main Saddle Point + contribution from other saddles
log I(τ ; ∆)|Main Saddle Point = −pii(N
2 − 1)
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+ logN,
(1.1)
up to exponentially suppressed terms of the form e−1/|τ |. The value of η = ±1 is determined
by the domain of ∆a in (3.11). We are also able to compute explicitly the contribution
from other saddles in Appendix B.1 and in Appendix C.2, where the latter is in particular
subdominant compared to (1.1) by an N2-leading order term independent of chemical
potentials. We obtain an analogous expression for a wide class of N = 1 4d SCFT’s in
section 3.2.
The other approach to the index that we scrutinize in this manuscript is the BA
approach. In this approximation the index is written as the sum of contributions from BA
solutions and we focus on the contribution of the so-called basic solution. This solution
to the eigenvalues first appeared in the high temperature limit of the the topologically
twisted index of N = 4 SYM on T 2×S2 [12]. It was later shown in [13] that it provides an
exact solution for the topologically twisted index without the need of the high temperature
approximation. This solution was also used by Benini and Milan in their discussion of
the SCI [3] and it was further extended in [14, 15] where it was shown that it furnishes a
solution for a generic class of N = 1 supersymmetric field theories. More recently, the BA
approach to the index based on the basic solution was extended to include two different
angular velocities [16], thus covering the most general type of asymptotically AdS5 × S5
black holes. Our results for the BA approach goes beyond the leading N2 order and takes
the form
log I(τ ; ∆) = log I(τ ; ∆)|Basic BA + contribution from other BA solutions
log I(τ ; ∆)|Basic BA = −pii(N
2 − 1)
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+ logN,
(1.2)
up to exponentially suppressed terms of the form e−1/|τ |. We are also able to compute ex-
plicitly the contribution from other BA solutions in Appendix B.2. We obtain an analogous
expression for a wide class of N = 1 4d SCFT’s in section 4.2.
There are two important lessons that we provide:
• The expressions (1.1) and (1.2) explicitly demonstrate that both approximations
yield the same contribution to the SCI up to exponentially suppressed terms of the
form e−1/|τ |, filling a gap in the literature regarding sub-leading corrections, namely
o(|τ |−2) in (1.1) and o(N2) in (1.2).
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• One of our main results is finding the logarithmic corrections which required control
beyond the Cardy-like limit. In both approximations we find the same term, logN .
The logN terms constitute, as remarked by Ashoke Sen [17], a litmus test for any
theory aspiring to be the ultraviolet complete description of gravity and such term
should match the corresponding supergravity one-loop computation, presenting a
unique UV/IR connection. The robustness of this term in the two approaches to the
index is an important UV signature that we derive.
The rest of the manuscript is organized as follows. We start with a brief review of the SCI
in section 2. The N = 4 SCI and its large N saddle point approximation is presented in
section 3. The results of the saddle-point approach to arbitrary 4d N = 1 SCI are discussed
in section 3.2. In section 4 we study the BA approach to the SCI; we extend this approach
to arbitrary 4d N = 1 theories in section 4.2 finding perfect agreement with the results
based on the saddle point approximation. We conclude in section 5 where we discuss a
number of open problems that naturally follow from the work presented here. Given the
technical nature of our investigation we relegate a number of important tests and results
to a series of appendices. In Appendix A we clarify our notation and the definitions of the
functions used in the main body of the manuscript. Appendix B investigates contributions
to the SCI from C-center saddle-points and BA-solutions, respectively. These C-center
solutions describe particular eigenvalue configurations that can be dominant over those
studied in the main sections 3 and 4 in certain domain of chemical potentials. Appendix C
presents various intuition-building facts, including details of the matrix model solution
and the nature of the sub-leading saddles. Part of Appendix C describes our numerical
treatment of the full N = 4 SCI and the level of compatibility with the analytical results
described using the Cardy-like expansion in the main body up to and including the sub-
leading saddles. Appendix D reviews the partition function of SU(N) Chern-Simons theory
which is quite relevant to our computations.
2 The Superconformal Index
The SCI counts (with sign) BPS states that can not combine to form long representations
of the superconformal algebra. For N = 1 theories on S1 × S3, the SCI was defined in
[18, 19] and takes the form:
I(p, q; v) = TrH(S1×S3)
[
(−1)F e−β{Q,Q†}vQaa pJ1+
r
2 qJ2+
r
2
]
, (2.1)
where Qa are the charges of states that commute with the super charge Q and r is the
R-charge. The fugacities p and q are associated to the two angular momenta J1,2 of S
3.
We have that, I(p, q; v) counts 116−BPS states for N = 4 SYM theory and 14−BPS states
for more generic N = 1 SCFT’s. It was shown in [20] that the SCI (2.1) for N = 1
Superconformal gauge theories can be expressed as a complex integral:
I(p, q; v) =
∫
[DU ] exp
( ∞∑
n
∑
R∈R
1
n
f(pn, qn; vn)χR(U
n)
)
, (2.2)
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where U is the holonomy of the gauge field around S1, [DU ] is the invariant group measure
and R runs over all the representations R in which the matter fields of the theory trans-
form. The character of such representation is denoted as χR(·). Equation (2.2) becomes an
integral over complex eigenvalues zi (|zi| = 1) upon diagonalization of the unitary matrix
U . The function f(p, q; v) has the interpretation of the single-letter index of the supersym-
metric gauge theory. Specifically, for chiral matter, the single letter index has the form
[20]
iΦ(p, q; v) =
v − pq/v
(1− q)(1− p) , (2.3)
whereas the vector multiplet single letter index is given by:
iV(p, q) = 1− 1− pq
(1− p)(1− q) . (2.4)
Inserting (2.3) and (2.4) in (2.2) will generate terms of the form:
exp
( ∞∑
n=1
1
n
iΦ(p
n, qn; vn)
)
=
∏
j,k≥0
1− v−1pj+1qk+1
1− vpjqk = Γ (v; p, q)
exp
[ ∞∑
n=1
1
n
iV(p
n, qn)
(
zn + z−n
)]
=
1
(1− z)(1− z−1)
1
Γ(z; p, q)Γ(z−1; p, q)
exp
( ∞∑
n=1
1
n
iV(p
n, qn)
)
= (p; p)∞ (q; q)∞ ,
(2.5)
which hold in the domain where |p|, |q| < 1 for p, q ∈ R. The function Γ(x; y, z) is the
elliptic gamma function and (q; q)∞ is the q-Pochhammer symbol, both of which we define
in appendix A together with some of the properties that will be useful for our study. One
main ingredient in the successful account for the asymptotic growth of the SCI in the
large-N limit has been to allow the chemical potentials to be complex [1–3], therefore, we
consider the analytic continuation of (2.6) below in the fugacities p, q, v.
Consider now a genericN = 1 theory with semi-simple gauge group G with rank rk(G),
flavor symmetry GF and non-anomalous U (1)R R-symmetry. The matter content of this
theory is taken to be nχ chiral multiplets Φa in representations Ra of G having weight ρa,
with flavor weights ωa in some representation RF of GF and superconformal R-charge ra.
Using (2.5) the complex integral for the SCI (2.2) can be written as [20, 21]
I (p, q; v) = κ¯G
∮
Trk(G)
∏nχ
a=1
∏
ρa∈Ra Γ
(
(pq)ra/2 zρavωa ; p, q
)∏
α∈D Γ (zα; p, q)
rk(G)∏
i=1
dzi
2piizi
, (2.6)
κ¯G ≡ (p; p)
rk(G)
∞ (q; q)
rk(G)
∞
|WG| .
In (2.6) we have adopted the notation of [22] in which zρa =
∏rk(G)
i=1 z
ρia
i and v
ωa =∏rk(GF )
l=1 v
ωl
a . With D we denote the set of all simple roots of the Lie algebra of G. The
integration contour is the product of rk(G) unit circles |zi| = 1, i = 1, · · · rk(G). The order
of the Weyl group is denoted as |WG|. To evaluate (2.6) we can follow different paths which
can be divided into two classes:
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a) Since we are interested in the large-N behavior of the SCI, the saddle point method
can be used to approximate I(p = q; v). This is, in fact, the method pursued in
various works [2, 23–27], where the evaluation was performed in the Cardy-like limit
|q| → 1. A different version of the saddle-point approach was applied in references
[28, 29] where an Elliptic extension of the integrand in (2.6) was proposed as an
alternative to the more common analytic extension.
b) One can evaluate the complex integral using the residue theorem and exploiting the
properties of the pole structure of the integrand. This is the so-called BA approach
which has been followed by Benini and Milan [3, 22].
Approach a) provides, by definition, an approximate answer while approach b) is de-
signed to yield an exact evaluation of the integral (2.6). There is, however, a catch in
using the BA approach. As we will review later, in section 2.2, the BA approach reduces
the problem of evaluating (2.6) to the problem of finding all solutions of the Bethe-Ansatz
Equations (BAEs). For the important question of matching the black hole entropy it has
been sufficient to utilize a particular set of solutions to the BAEs. It is precisely in this
sense that not all BA solutions have been used to evaluate I(p, q; v) that we talk about a
BA approximation.
For later convenience, we introduce the following quantities:
p = e2piiτ , q = e2piiσ, va = e
2piiξa , zi = e
2piiui (2.7)
and the R-charge chemical potential which is fixed by supersymmetry to:
νR =
1
2
(τ + σ) . (2.8)
In terms of these quantities we use a modified version of the elliptic gamma function
Γ˜(u; τ, σ) defined in appendix A. We can further define
ya ≡ e2pii∆a ≡ vωa(pq)
ra
2 ⇒ ∆a = ξa + raνR, (2.9)
which allows to write (2.6) as
I (τ, σ; ∆) = κ¯G
∫
C
∏nχ
a=1
∏
ρa∈Ra Γ˜ (ρ
a(u) + ∆a; τ, σ)∏
α∈D Γ˜ (ρα(u); τ, σ)
rk(G)∏
i=1
dui, (2.10)
where C = ⋃rk(G)i=1 (0, 1] and we have defined ρa(u) such that zρa = e2piiρa(u). We shall be
interested only in the case of equal angular momenta J1 = J2 = J , thus we set σ = τ ,
which yields:
I (τ ; ∆) = κ¯G
∫
C
∏nχ
a=1
∏
ρa∈Ra Γ˜ (ρ
a(u) + ∆a; τ)∏
α∈D Γ˜ (ρα(u); τ)
rk(G)∏
i=1
dui, (2.11)
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where we have replaced I(τ, τ ; ∆) and Γ˜(u; τ, τ) with I(τ ; ∆) and Γ˜(u; τ) respectively for
notational convenience. Particularizing for the N = 4 SYM theory in which ρa(u) = uij ≡
ui − uj , equation (2.11) takes the form:
I (τ ; ∆) = κN
∫
C
N−1∏
µ=1
duµ
∏3
a=1
∏
i 6=j Γ˜ (uij + ∆a; τ)∏
i 6=j Γ˜ (uij ; τ)
, (2.12)
κN = κ¯SU(N)
3∏
a=1
(
Γ˜(∆a; τ)
)N−1
.
2.1 The structure of poles in the Superconformal Index
As emphasized already in [22], the only singularities of the integrand of (2.6) come from
the elliptic gamma functions associated to the chiral multiplets and in the zi variables take
the form:
zρa = v−ωaq−ra−k, k ∈ Z≥0. (2.13)
The map z = e2piiu preserves the singularity structure of the integrand in (2.11), therefore
any deformation of the contour even in the variables u has to keep track of possible poles
being crossed while deforming the contour. In Figure 1 we illustrate how the domains
transform under z = e2piiu, where the periodicity of u implies it takes values on a cylinder.
With the u-variables is easier to visualize the location of the poles: for a fixed value of
ρa(u), the poles are separated from each other by τ translations on the surface of the
u−cylinder as
ρa(u) + ∆a + kτ = 0, (2.14)
which can be read from the integrand of (2.11).
We will study N = 4 SYM theory, thus we can write:
uij + ∆a + kτ = 0. (2.15)
Note that, even when applying the saddle point method we will eventually have to deform
the contours, therefore we want to make sure not to cross non-trivial poles in this process.
By non-trivial pole we mean a point P = {u1, · · · , uN} ∈ CN whose residue contribution
to (2.11) is different from 0. Given a point P ∈ CN , if there is at least one coordinate ui
not satisfying (2.15), then the integral over that coordinate in (2.11) vanishes. Thus we
call non-trivial poles those satisfying that ∀ i = 1, · · · , N there is at least one point of the
form (2.15) through which the holonomy ui passes.
2.2 The Bethe-Ansatz formulation of the SCI
Benini and Milan in [3], represented the SCI using a BA approach developed in [22]. The
conceptual basis for writing the SCI as a sum over solutions to BAEs were originally
clarified in [30] based on interesting relations between observables on manifolds of different
topologies developed in [31]. For completeness, we present a heuristic derivation of the
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Re(z)
Im(z)
Re(u) ∈ (0, 1]
Poles
Im(u) = 0
Im(u) ∈ R
Figure 1. This figure shows the two complex domains for the holonomies related through the
map z = e2piiu. The z plane is represented such that the unit circle over which the integration is
originally performed is the boundary between the gray and white regions. The complex variable
u lives on a cylinder. The unit circle on the z plane is mapped to the circle in the middle of the
cylinder (both represented in blue) where Re(u) ∈ [0, 1] and 0 ∼ 1.
BAEs in which they arise as the outcome of properly organizing the residues contributing
to (2.11). Let us define the integrand of (2.12) such that we can write the integral as:
I(τ ; ∆) = κN
∫
C
N−1∏
µ=1
duµZ(u; ∆, τ),
Z(u; ∆, τ) ≡
∏
i 6=j
Zij(uij ; ∆, τ).
(2.16)
Under shifting by τ the argument of Z(u; ∆, τ) we have the following property:
Z(u− δkτ ; ∆, τ) = Qk(u; ∆, τ)Z(u; ∆, τ)
δk ≡ (δkl)N−1l=1 ,
(2.17)
where the function Qk(u; ∆, τ) measures the lack of periodicity of Z(u; ∆, τ) in the variable
uk under shifting by τ and is defined in [22] as:
Qk(u; ∆, τ) = e
2piiλ
N∏
l=1(6=k)
3∏
a=1
θ1(−ukl + ∆a; τ)
θ1(ukl + ∆a; τ)
, (2.18)
where λ is a Lagrange multiplier implementing the SU(N) constraint on the holonomies
and θ1(u; τ) is the elliptic theta function defined in appendix A. These functions are called
BA operators and have the crucial property of being doubly periodic with periods 1 and τ
as proved in [22], namely
Qk(u+ n+mτ ; ∆, τ) = Qk(u; ∆, τ). (2.19)
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Another important property of the BA operator is that, wherever Z(u; ∆, τ) has a
pole, it has a pole of higher order. Specifically, as demonstrated in [22], the points (2.15)
are such that Qk(u; ∆, τ) have stronger singularities than the integrand Z(u; ∆, τ). Using
the change of variable uk → uk + τ , a contour C0k = (0, 1] transforms into C1k = (τ, τ + 1].
Defining Ci1···in as
Ci1···in =
(
N−1−n⋃
i=1
C0i
)
×
 n⋃
j=1
C1kj
 , (2.20)
The following relation holds:
N−1∑
n=1
(−1)n
n!
⋃
i1 6=···6=in
Ci1,··· ,in = −
N−1⋃
k=1
C1k ≡ C1 (2.21)
Using (2.18) with the corresponding change of variables and (2.21), we can define the
shifting operator:
Q(u; ∆, τ) =
N−1∑
n=1
(−1)n
n!
Qi1(u; ∆, τ) · · ·Qin(u; ∆, τ). (2.22)
Therefore we can write:
Z(u− τ ; ∆, τ) = Q(u; ∆, τ)Z(u; ∆, τ)
⇓
Z(u−mτ ; ∆, τ) = (Q(u; ∆, τ))mZ(u; ∆, τ).
(2.23)
A way to systematically collect all non-trivial poles is to sum the contribution of poles
located in strips slicing up the upper half cylinder in Figure 1. Using properties (2.19)
and (2.23), one can add and subtract infinitely many times the same integral taken over
contours successively τ -shifted as shown in Figure 2. This yields
I(τ ; ∆) = κN
∫
C⋃ C1
N−1∏
µ=1
duµ
∞∑
m=0
(Q(u; ∆, τ))mZ(u; ∆, τ)
= κN
∫
C⋃ C1
N−1∏
µ=1
duµ
1
1−Q(u; ∆, τ)Z(u; ∆, τ)
= κN
∫
C⋃ C1
N−1∏
µ=1
duµ
Z(u; ∆, τ)∏N−1
k=1 (1−Qk(u; ∆, τ))
.
(2.24)
Since points of the form (2.15) are stronger singularities for Qk(u; ∆, τ), then the only
singularities contributing to I(τ ; ∆) are those satisfying the BAEs which take the form:
Qk(uˆ; ∆, τ) = 1, ∀ k = 1, · · · , N (2.25)
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τPoles
C1 −C1
−C2C2
−CmCm
Figure 2. The figure shows the pairs of contours added and subtracted in order to obtain the
final form of integration contour and the integrand for the SCI using the BA approach. The final
integration contour is simply C⋃ C1.
The values uˆ satisfying (2.25) are called BA solutions. Upon direct application of the
residue theorem, I(τ,∆) can be rewritten in terms of a discrete sum as:
I(τ ; ∆) = κN
∑
uˆ∈BA
Z(uˆ; ∆, τ)H(uˆ; ∆, τ)−1,
H (uˆ; ∆, τ) = det
[
1
2pii
∂ (Q1, · · · , QN )
∂ (u1, · · · , uN−1, λ)
]
.
(2.26)
3 Saddle-point approach to the SCI
The classical gravity regime where the Bekenstein-Hawking entropy of the rotating, electri-
cally charged, asymptotically AdS5 black hole is known to correspond, on the field theory
side, to the large-N regime. This situation motivates the study of the SCI in the large-N
limit. Having an integral expression for the SCI of the form I ∼ ∫ [du] exp(N2Seff(uij))
(see (2.2) and (2.11)) makes it suitable for a saddle point evaluation. The pairwise na-
ture of the full effective action, however, prevents us from directly applying standard
matrix models techniques. Recall that standard matrix model effective actions have a
typically attractive potential depending only on the matrix eigenvalues, thus playing the
role of an external source and a Vandermonde-like term which is pairwise, specifically:
Seff(u) = Vexternal(ui) + Wpairs(uij), such that the two terms Vexternal and Wpairs compete
until the eigenvalues ui stabilize in the equilibrium configuration [32]. In contrast, for the
SCI we have an effective action where Vexternal is absent, thus it is purely pairwise in-
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teraction Wpairs(uij). This structure resembles the so-called frustrated systems appearing
in condensed matter. For these systems the building blocks of the full interaction term
compete among themselves yielding structurally rich set of vacua and, consequently, a
plethora of new phenomena [33]. Precisely because such frustrated systems have several
equilibrium configurations beyond the dominant one, the application of saddle-point ap-
proaches becomes inefficient. Indeed, we found various such subdominant configurations
when analyzing the SCI numerically in terms of elliptic gamma functions (see appendix
C for more details). It would be interesting to understand if there is a deeper and more
explicit connection between the SCI and frustrated systems.
In [28, 29], the authors proposed to circumvent the difficulties of having only pair-
wise interaction by introducing an elliptic extension of the SCI. Such extensions exploit
the central fact that Wpairs have saddle points configurations consisting of eigenvalues ui
uniformly distributed along the periodic directions of the interaction term.
The Cardy-like limit has resolved the question of saddle-points by simplifying the anal-
ysis of the SCI to a limit where it is easy to find the dominant saddle-point configuration.
In our systematic Cardy-like expansion, we effectively depart from the leading Cardy-like
limit in a way that automatically eliminates the pairwise nature of the effective potential.
In this process we uncover an interesting connection with an effective SU(N) Chern-Simons
theory on S3.
With these ideas in mind, we proceed to compute the index using the conventional
saddle-point approach. For simplicity, in section 3.1 we start with N = 4 SYM and
compute the corresponding index (2.12). Then we move on to a generic N = 1 SCFT and
compute the corresponding index (2.11) in section 3.2.
3.1 Saddle point approximation for N = 4 SYM
To compute the integral in (2.12) using the conventional saddle point approach, we intro-
duce an effective action Seff(uˆ; ∆, τ) as
N2Seff(uˆ; ∆, τ) =
∑
i 6=j
(
3∑
a=1
log Γ˜(uij + ∆a; τ) + log θ0(uij ; τ)
)
+ (N − 1)
3∑
a=1
log Γ˜(∆a; τ) + 2(N − 1) log(q; q)∞,
(3.1)
such that the index (2.12) can be rewritten simply as
I(τ ; ∆) = 1
N !
∫ 1− 1
2N
− 1
2N
N−1∏
µ=1
duµ exp
[
N2Seff(uˆ; ∆, τ)
]
. (3.2)
Here uˆ denotes a set of holonomies uˆ = {uj |j = 1, · · · , N} and we have chosen the above
integration range for later convenience. Note that we have replaced −∑i 6=j log Γ˜(uij ; τ)
with
∑
i 6=j log θ0(uij ; τ) to get (3.1) and (3.2) from (2.12), using the quasi-double-periodicity
(A.5a), (A.7) and the inversion formula (A.6), (A.8) of the elliptic functions.
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Given the effective action (3.1) and the integral form of the index (3.2), we can now
apply the saddle-point approach. First, we find solutions to the saddle point equations
0 =
∂
∂uµ
Seff(uˆ; ∆, τ)
∣∣∣∣
uˆ=uˆ∗
(µ = 1, · · · , N − 1). (3.3)
Then the index (3.2) can be approximated as
I(τ ; ∆) ∼
∑
uˆ∗∈C′
1
N !
∫
Duˆ∗
N−1∏
µ=1
duµ exp
[
N2Seff(uˆ; ∆, τ)
]
, (3.4)
where the integration is along the steepest descent contour C′ passing through one or more
saddle points. For each saddle point, Duˆ∗ is a neighborhood of the corresponding saddle
point solution uˆ∗. For a real saddle point, where uˆ∗ lies on the original contour C of (3.2),
we have
uˆ∗ ∈ Duˆ∗ ⊆ C =
N−1⋃
µ=1
[− 1
2N
, 1− 1
2N
]. (3.5)
However, in general, we may expect the saddle point to be complex, in which case the orig-
inal contour C will have to be deformed to pass through the saddle point. Here we assume
this to be the case, but will further comment on the contour deformation in section 3.1.2.
Note that (assuming contour deformation is possible) if we did not restrict the integral
in (3.4) to the neighborhoods of the saddle points, but kept the full integration contour
C′, then we would still have an exact expression for the index. The approximation comes
from integrating only near the saddle points, and this needs to be controlled by a large
parameter. Such a parameter would naturally be N2 in the ’t Hooft expansion. But in the
Cardy-like limit, 1/|τ | can also play the role of a large parameter. In either case, the saddle
point result (3.4) is valid up to exponentially suppressed terms in the large parameter.
To make contact with the results in the literature we take the Cardy-like limit that
imposes |τ |  1 from here on. In section 3.1.1, we revisit the leading term in the Cardy-
like limit |τ | → 0 [2, 24]. In section 3.1.2, we keep track of sub-leading corrections in the
finite Cardy-like expansion with |τ |  1. In both sections, our goal is to obtain an explicit
expression for the SCI using the saddle-point approximation (3.4).
3.1.1 Leading term in the Cardy-like limit
In the Cardy-like limit, |τ | → 0, we substitute the asymptotic formulas of the Pochhammer
symbol (A.12), the elliptic theta function (A.17), and the elliptic gamma function (A.21)
into the effective action (3.1). The leading order term then scales as O(1/τ2), and we find
N2Seff(uˆ; ∆, τ) = − pii
3τ2
3∑
a=1
∑
i 6=j
B3({uij + ∆a}τ ) + (N − 1)B3({∆a}τ )
+O(|τ |−1),
(3.6)
where B3(x) is the third Bernoulli polynomial. The definition of a τ -modded value {·}τ is
given in (A.13). Here we assumed
{u˜ij + ∆˜a} 6→ 0 or 1 (3.7)
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for any ui’s and ∆a’s to use the asymptotic formula of the elliptic gamma function (A.21).
The ‘tilde’ values u˜i and ∆˜a are defined following (A.15) and the curly bracket {·} is defined
in (A.16).
The saddle point equation (3.3) is given from the effective action (3.6) as
0 = −pii
τ2
3∑
a=1
N∑
j=1
(
B2({uµj + ∆a}τ )−B2({uNj + ∆a}τ )
−B2({−uµj + ∆a}τ ) +B2({−uNj + ∆a}τ )
)
+O(|τ |−1),
(3.8)
under the assumption (3.7). As we have commented in the beginning of this section, the
pairwise saddle point equation (3.8) yields a rich set of solutions and we expect that one
or a handful of solutions yields a dominant contribution to the index in the saddle point
approximation (3.4). One of the most well known solutions is the one with all identical
holonomies, namely ui = uj for all i, j ∈ {1, · · · , N} [2, 24]. The effective action at this
saddle point successfully counted the dual AdS5 black hole microstates [2]. In the main
text, we focus on the case where this particular saddle point with identical holonomies is
dominant over the other saddle points and therefore this black hole microstate counting
is valid. We put off the discussion on other types of saddle points, in particular the ones
dubbed as C-center solutions1 in [34], to Appendix B.
On the integration contour (3.5), there are N distinct sets of identical holonomies
satisfying the SU(N) constraint
∑N
i=1 ui ∈ Z, namely
uˆ(m) =
{
u
(m)
j =
m
N
∣∣∣ j = 1, · · · , N} (m = 0, 1, · · · , N − 1). (3.9)
We can compute the effective action (3.6) at this saddle point (3.9) as
N2Seff(uˆ
(m); ∆, τ) = −pii(N
2 − 1)
τ2
3∏
a=1
(
{∆˜a} − 1 + η
2
)
+O(|τ |−1), (3.10)
where we have introduced η ∈ {±1} as
3∑
a=1
{∆a}τ = 2τ +
3∑
a=1
{∆˜a} = 2τ + 3 + η
2
, (3.11)
from the constraint
∑3
a=1 ∆a − 2τ ∈ Z and the assumption (3.7). The SCI is then given
by substituting (3.10) into the saddle point approximation (3.4) as
I(τ ; ∆) = N exp
[
−pii(N
2 − 1)
τ2
3∏
a=1
(
{∆˜a} − 1 + η
2
)
+ o
(|τ |−2)]
+ (contribution from other saddle points).
(3.12)
This reproduces the result of [2, 24, 25]. The factor of N ! in the denominator of (3.4) is
removed by the degeneracy from permuting N holonomies within the saddle point (3.9).
1The C-center solution is related to the {C,N/C, 0} BA solution in [13] and the (C,N/C) saddle in [28].
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3.1.2 Sub-leading terms in the Cardy-like expansion
The fact that the |τ |−2-leading term in the Cardy-like limit (3.12) also captures the N2-
leading term in the large-N limit is not clear a priori, since (3.12) could have terms of order
N2 but sub-leading in the Cardy-like expansion such as O(N2|τ |−1). In this subsection
we clarify that such a correction does not show up in fact and therefore (3.12) captures
the N2-leading term in the large-N limit correctly, by keeping track of all the sub-leading
terms up to exponentially suppressed ones in the Cardy-like expansion.
To go beyond the leading term in the Cardy-like limit, we have to expand the special
functions to higher order. In particular, we substitute the asymptotic formulas of the
Pochhammer symbol (A.12), the elliptic theta function (A.17), and the elliptic gamma
function (A.21) into (3.1) and keep track of sub-leading terms in the finite Cardy-like
expansion. The result is given in terms of Bernoulli polynomials as
N2Seff(uˆ; ∆, τ) = − pii
3τ2
3∑
a=1
∑
i 6=j
B3({uij + ∆a}τ ) + (N − 1)B3({∆a}τ )

+
pii
τ
 3∑
a=1
∑
i 6=j
B2({uij + ∆a}τ ) + (N − 1)
3∑
a=1
B2({∆a}τ ) +
∑
i 6=j
{uij}τ (1− {uij}τ )

− 5pii
6
3∑
a=1
∑
i 6=j
B1({uij + ∆a}τ ) + (N − 1)B1({∆a}τ )

+ pii
∑
i 6=j
{uij}τ + pii(2τ
2 − 3τ − 1)N2
6τ
+ piiN − pii(2τ
2 + 3τ − 1)
6τ
− (N − 1) log τ +
∑
i 6=j
log
(
1− e− 2piiτ (1−{uij}τ )
)(
1− e− 2piiτ {uij}τ
)
+O
(
|τ |−1e
2pi sin(arg τ)
|τ | X
)
,
(3.13)
where the first line above is just the leading order term (3.6). As in the previous subsection,
we follow the conventions in (A.13), (A.15), (A.16) and the assumption (3.7). The higher
order terms are of O(|τ |−1e
2pi sin(arg τ)
|τ | X) where X is defined as
X = min({u˜ij + ∆˜a}, 1− {u˜ij + ∆˜a} : a = 1, 2, 3, i, j = 1, · · · , N). (3.14)
This is exponentially suppressed under the assumption (3.7). Thus, we are treating the
SCI in all powers of τ up to exponentially suppressed terms.
Using this finite Cardy-like expansion of the effective action (3.13), we would like to
evaluate sub-leading corrections to the saddle point solution (3.9) and the index (3.12)
obtained in the infinite Cardy-like limit. For that purpose, it suffices to focus on the
effective action (3.13) near the leading saddle point solution (3.9). To be specific, we make
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the ansatz for saddle point solutions in the finite Cardy-like expansion,
uˆ(m) =
u(m)j = mN + vjτ ∣∣∣ vj ∼ O(|τ |0),
N∑
j=1
vj = 0
 (m = 0, 1, · · · , N − 1), (3.15)
and investigate the effective action (3.13) around this ansatz. This ansatz is natural as it
is equivalent to the leading order solution (3.9) up to sub-leading corrections given by vj .
Note that
∑N
j=1 vj = 0 is required to satisfy the SU(N) constraint.
The effective action (3.13) near the saddle point ansatz (3.15) can be simplified using
{uij + ∆a}τ = uij + {∆a}τ ,
{uij}τ =
{
uij (u˜i ≥ u˜j)
1 + uij (u˜i < u˜j),
(3.16)
since uij = vijτ is at most order O(|τ |) and therefore we can factor it out from the modded
values carefully. The resulting simplified effective action is given as
N2Seff(uˆ; ∆, τ) = −ηpii
τ2
N
N∑
j=1
(
uj −
∑N
k=1 uk
N
)2
+
∑
j 6=k
log
(
2 sin
piujk
τ
)
− pii
τ2
(N2 − 1)
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+
pii(6− 5η)(N2 − 1)
12
− piiN(N − 1)
2
− (N − 1) log τ +O(|τ |−1e
2pi sin(arg τ)
|τ | X),
(3.17)
where we have used the same η introduced in (3.11).
The saddle point equation (3.3) is given from the effective action (3.17) and the ansatz
(3.15) as
iη vj =
1
N
N∑
k=1 ( 6=j)
cotpivjk (i = 1, · · · , N) (3.18)
and is valid up to exponentially suppressed terms. Note that the system of equations is
τ -independent, thus justifying our assumption vj ∼ O(|τ |0). In addition, the log term in
the first line of (3.17) leads to a repulsion between pairs of eigenvalues. It is this term
that shows up away from the strict Cardy-like limit that pushes the eigenvalues apart and
modifies the leading order solution, (3.9), of condensed eigenvalues. In fact, as will be
highlighted below, this set of equations closely resemble those of an SU(N) Chern-Simons
model.
The steepest descent contour
At leading order in the Cardy-like limit, we found N distinct real saddle points (3.9).
However, at sub-leading order, while there are still N distinct saddle points, each one is
now complex, as the solutions to (3.18) are complex. As a result, we seek to deform the
original contour (3.5) to a new contour C′ that passes through these N saddles.
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Figure 3. Numerical leading saddle points (blue dots) discussed in Appendix C.3 with N = 30 and
τ = ie
pii/6
pi . There must be N = 30 distinct sets of holonomies in the above figure but here only 5
copies of them are shown for presentation. Orange crosses denote ±τ + mN (m = 2, 8, 14, 20, 26) and
therefore it is straightforward to see that each set of holonomies collapses to mN as |τ | → 0.
To be more specific, we show a typical complex saddle point solution in Figure 3. The
original contour integrates all eigenvalues along the real line, as shown by the red path.
The first step is then to deform the contour so that the integration path of each eigenvalue
uµ passes through the corresponding saddle point solution as indicated by the green path
in the figure. Since the contributions from the left and the right ends of green contours
cancel each other, the deformed contour can be written simply as
C′ =
N−1⋃
µ=1
(vµτ − 1
2N
, vµτ + 1− 1
2N
], (3.19)
where {vµ} is a solution to the saddle-point equation (3.18). Note that we are implicitly
assuming that the effective action is analytic in this region so that the deformation is valid.
The saddle-point approximation to the SCI is then obtained from the effective action
(3.17) as
I(τ ; ∆) ∼
N−1∑
m=0
A
N !
∫
D
uˆ(m)
N−1∏
µ=1
duµ exp
−ηpii
τ2
N
N∑
j=1
(
uj −
∑N
k=1 uk
N
)2
+
∑
j 6=k
log
(
2 sin
piujk
τ
)
+ (contribution from other saddle points),
(3.20)
up to exponentially suppressed terms, where Duˆ(m) denotes a small neighborhood of a
saddle point solution uˆ(m) on the deformed contour (3.19), namely
Duˆ(m) =
N−1⋃
µ=1
(vµτ +
m
N
− , vµτ + m
N
+ ] ⊆ C′, (3.21)
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for some small positive number . The prefactor A is defined as
A = exp
[
−pii
τ2
(N2 − 1)
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+
pii(6− 5η)(N2 − 1)
12
−piiN(N − 1)
2
− (N − 1) log τ +O(|τ−1|e
2pi sin(arg τ)
|τ | X)
]
.
(3.22)
Finally, it is convenient to introduce new integration variables λj with the constraint∑N
j=1 λj = 0 as
uj = u
(m)
j − (iλj + vj)τ =
m
N
− iλjτ. (3.23)
This allows us to rewrite (3.20) as
I(τ ; ∆) ∼ NτN−1e−pii(N
2−1)
2
A
N !
∫
Dλˆ
N−1∏
µ=1
dλµ exp
ηpiiN N∑
j=1
λ2j +
∑
j 6=k
log(2 sinhpiλjk)

+ (contribution from other saddle points),
(3.24)
where the integration contour Dλˆ is given from the contour (3.21) and the change of
variables (3.23) as
Dλˆ =
N−1⋃
µ=1
(ivµ − i
τ
, ivµ +
i
τ
]. (3.25)
Remarkably, the steepest descent integral in (3.24) is identical to that used to evaluate
the S3 sphere partition function of supersymmetric SU(N)k Chern-Simons theory
ZCSSU(N)k =
1
N !
∫ ∞
−∞
N−1∏
µ=1
dλµ exp
−piik N∑
j=1
λ2j +
∑
j 6=k
log(2 sinhpiλjk)
, (3.26)
under the constraint
∑N
j=1 λj = 0, provided we make the identification k = −ηN . This
does depend on the ability to deform the contour of the Chern-Simons theory to pass
through the Dλˆ contour, which we assume to be the case. We investigate this further in
Appendix C. The final result is that the index can be written as
I(τ ; ∆) ∼ NτN−1e−pii(N
2−1)
2 AZCSSU(N)k=−ηN
+ (contribution from other saddle points).
(3.27)
We have computed this SU(N) partition function in Appendix D based on the U(N)
partition function from [35]. Substituting the result (D.6) into (3.27), we get
log I(τ ; ∆) ∼ −pii(N
2 − 1)
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+ logN
+ (contribution from the other saddle points),
(3.28)
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up to exponentially suppressed terms. The leading Cardy-like limit of (3.28) reproduces
the result obtained in the leading Cardy-like limit by [1, 2, 23–25]. One of the main results
of this paper is that there are no sub-leading τ -corrections besides exponentially suppressed
contributions. We also obtain a logN term which comes directly from the degeneracy of
N different saddle points contributing equally to the superconformal index2. This is in
fact an important lesson we learn, and it will ensure the universality of the logarithmic
correction for a large class of N = 1 4d SCFT’s as we will see in subsequent sections.
3.2 Saddle point approximation for generic N = 1 SCFT
We now generalize the previous set of results to the case of N = 1 toric quiver gauge
theories. Toric quiver gauge theories describe the low energy dynamics of a stack of N D3
branes probing the tip of a toric Calabi-Yau singularity; there is by now a vast literature
detailing how to construct a supersymmetric field theory given toric data (see, for example,
[37, 38]). Consider a toric quiver gauge theory whose gauge group G has nv simple factors
(in all the N = 1 quiver gauge theories we will deal with, the number of simple factors
coincides with the number of vector multiplets). We focus, for concreteness, on the case in
which all the gauge group factors are SU(Na), a goes from 1 to nv, with Na = N ∀ a. In
these theories the weight vectors ρ are such that for any bi-fundamental field Φab (notice
that in the more generic notation used in [22], the index a of Φa would now split into ab):
ρΦabij (u) ≡ uabij ≡ uai − ubj . (3.29)
There are d−1 fugacities corresponding to flavor symmetries appearing in the generic toric
gauge theories that we will study, d is the number of external points of the toric diagram
that are related to the quivers defining the theory ( see for example [27]). The integrand
of (2.6) can be now exponentiated and treated like an effective action:
Seff(u; ∆, τ) =
∑
Φab
∑
ia,jb
log Γ˜
(
uabij + ∆ab; τ
)
−
nv∑
a=1
∑
ia 6=ja
Γ˜
(
uaij , τ
)
(3.30)
− 2nv(N − 1) log (q; q)∞ + (N − 1)
∑
Φab
Γ˜(∆ab; τ)
where we have denoted uabij ≡ uia−ujb for the holonomies associated to the chiral multiplets
Φab and u
a
ij ≡ uia − uja for the vector multiplets. Making use of the expression for the
2Note that we do not include contributions to logN that are present in the full quantum Chern-Simons
theory [36]. These contributions arise from integration near the trivial connection which has a residual
global gauge symmetry corresponding to SU(N) gauge transformations and therefore contributes a factor
of inverse volume of SU(N) to the path integral. Our computation connects to the matrix model of SU(N)
Chern-Simons theory, not to the quantum path integral of Chern-Simons theory.
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elliptic gamma function in the |τ |  1 limit, the effective action can be expressed as:
Seff(u; ∆, τ) = − pii
3τ2
∑
Φab
∑
ia 6=jb
{uabij + ∆ab}τ ({uabij + ∆ab}τ −
1
2
)({uabij + ∆ab}τ − 1)
+(N − 1){∆ab}τ ({∆ab}τ − 1
2
)({∆ab}τ − 1)
)
+
pii
τ
∑
Φab
∑
ia 6=jb
({uabij + ∆ab}2τ − {uabij + ∆ab}τ +
1
6
) +
nv∑
a=1
∑
ia 6=ja
{uaij}τ (1− {uaij}τ )
+(N − 1)
∑
Φab
({∆ab}2τ − {∆ab}τ +
1
6
)

− 5pii
6
∑
Φab
∑
ia 6=jb
({uabij + ∆ab}τ −
1
2
) + (N − 1)({∆ab}τ − 1
2
)

+ pii
nv∑
a=1
∑
ia 6=ja
{uaij}τ +
nv∑
a=1
∑
ia 6=ja
log
(
1− e− 2piiτ (1−{uaij}τ )
)(
1− e− 2piiτ {uaij}τ
)
+
ipiN2
6τ
(
(nχ − nv)τ2 − nv
)
+
ipiNnv
6τ
(
τ2 + 1
)− ipinχτ
6
+ 2nv(N − 1) log (q; q)∞ +O(e−
1
|τ | ).
(3.31)
Using the asymptotic formula (A.12) valid for |τ |  1 and following section 3.1.2 we
generalize the statement that uabij satisfy the ansatz for the saddles (3.15), which allows us
to rewrite the effective action as
Seff(u; ∆, τ) = −pii
τ2
∑
Φab
({∆ab}τ − τ − 1
2
)
∑
ia 6=jb
(uabij )
2 − pii
τ
nv∑
a=1
∑
ia 6=ja
(uaij)
2 +
2pii
τ
nv∑
a=1
∑
ia>ja
uaij
+ 2
nv∑
a=1
∑
ia>ja
log
(
1− e− 2piiτ uaij
)
− pii
3τ2
(N2 − 1)
∑
Φab
(
B3 ({∆ab}τ )− 3τB2 ({∆ab}τ ) + 5τ
2
2
B1 ({∆ab}τ )
)
+
ipiN2
6τ
(
(nχ − nv)τ2 − nv
)
+
ipinv
2
N
− ipi
6τ
(
(nχ − nv)τ2 + 3nvτ − nv
)− nv(N − 1) log τ +O(e− 1|τ | ).
(3.32)
We have used Bernoulli polynomials for the sake of compactness. Let us now rewrite the
sum over the chiral multiplets
∑
Φab
as
∑nv
a=1
∑na
ba=1
, where ba labels an arrow starting at
a and ending at b and na is the number of outgoing arrows in the node a of the quiver.
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The effective action then simplifies to
Seff(u; ∆, τ) =
nv∑
a=1
Fa(u; ηa, τ)− pii
3τ2
(N2 − 1)
∑
Φab
[
B3 ({∆ab}τ )− 3τ
(
B2 ({∆ab}τ )− 1
6
)
− τ
2
+
5τ2
2
B1 ({∆ab}τ )
]
+
ipiN2
6τ
(
(nχ − nv)τ2 − nv
)
+
ipinv
2
N
− ipi
6τ
(
(nχ − nv)τ2 + 3nvτ − nv
)− nv(N − 1) log τ +O(e− 1|τ | ),
(3.33)
where we have defined:
Fa(u; ηa, τ) ≡ −piiηa
τ2
∑
ia
u2ia +
∑
ia 6=ja
log
(
2 sin
piuaij
τ
)
. (3.34)
Here the factors ηa are given by
na∑
ba=1
{∆ba}τ ≡ τ(na − 1) +
na + ηa
2
. (3.35)
The arguments of section 3.1.2 can be applied here to solve the matrix model (3.34).
We will use an analytic continuation of ZSU(N) as expressed in appendix D:
nv∑
a=1
logZ
(a)
SU(N) =
invpiN(N − 1)
2
+
5pii(N2 − 1)
12
nv∑
a=1
ηa. (3.36)
The label a indicates that we count the chiral multiplets transforming under the funda-
mental representation of the SU(N) group associated to the node a. We can rewrite (3.33)
as follows:
Seff(u; ∆, τ) =
nv∑
a=1
Fa(u; ηa, τ)− pii
3τ2
(N2 − 1)
∑
Φab
[B3 ([∆ab]τ + 1)− 3τ [∆ab]τ ([∆ab]τ + 1)
− τ
2
+
5τ2
2
(
[∆ab]τ +
1
2
)]
+
ipiN2
6τ
(
(nχ − nv)τ2 − nv
)
+
ipinv
2
N
− ipi
6τ
(
(nχ − nv)τ2 + 3nvτ − nv
)− nv(N − 1) log τ +O(e− 1|τ | ).
(3.37)
Let us now analyze separately the second term in (3.37):
K([∆ab]τ ; τ) ≡ B3 ([∆ab]τ + 1)− 3τ [∆ab]τ ([∆ab]τ + 1)
= B3 ([∆ab]τ − τ + 1)− 3τ2 [∆ab]τ +B3 (τ)∑
Φab
K([∆ab]τ ; τ) =
∑
Φab
B3 ([∆ab]τ − τ + 1)− 3τ2
∑
Φab
[∆ab]τ + nχB3(τ)
(3.38)
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Let us analyze the shifting of the chemical potentials
∆i → ∆i − 2τ
d
. (3.39)
For the chemical potentials defined in (2.9) we have:
∆ab = ξab + rabτ =
d−1∑
l=1
qlab∆l + rabτ, (3.40)
where rab is the R-charge and q
l
ab, ∆l are the global charge and chemical potential respec-
tively. For more details see [14]. Taking ∆i → ∆i − 2τd we have
∆ab → ξ¯ab + 2τdab, ξ¯ab ≡
d−1∑
l=1
qlab∆l, (3.41)
where
dab =
{
1 for
∑d−1
l=1 q
l
ab < 0
0 for
∑d−1
l=1 q
l
ab ≥ 0.
(3.42)
To define dab we are using the fact that, for a given chiral multiplet Φab, sign(q
l
ab) =
sign(qmab), ∀ l,m = 1, · · · , d − 1. The properties of the Bernoulli polynomials allows to
write K([∆ab]τ ; τ) after the shifting (3.39) in the following way:∑
Φab
K([∆ab]τ ; τ)→
∑
Φab
(−1)dab B3
(
(−1)dab [ξ¯ab]τ − τ + 1)− 3τ2∑
Φab
[
ξ¯ab
]
τ
− 6τ3ns + nχB3(τ),
ns ≡
∑
Φab
dab,∑
Φab
K([ξ¯ab]τ ; τ) = ∑
Φab
(−1)dab B3
(
(−1)dab [ξ¯ab]τ + 1)− 3τ∑
Φab
[
ξ¯ab
]2
τ
− 6τ3ns + (nχ − nv)B3(τ).
(3.43)
Using the fact that the quiver diagrams analyzed here can be drawn on a torus, and
that 2ns = nF is the number of monomial terms in the superpotential (which corresponds
to the number of faces of the quiver representing the theory, see for example [14] and
references therein), hence nF = nχ − nv we obtain∑
Φab
K([ξ¯ab]τ ; τ) = ∑
Φab
(−1)dab B3
(
(−1)dab [ξ¯ab]τ + 1)− 3τ∑
Φab
[
ξ¯ab
]2
τ
− (nχ − nv)
(
3τ3 −B3(τ)
)
.
(3.44)
Let us now analyze separately the following term:
5τ2
2
∑
Φab
(
[∆ab]τ +
1
2
)
=
5τ2
2
nv∑
a=1
 na∑
ba
[∆ba ]τ +
na
2

=
5τ2
2
nv∑
a=1
ηa
2
+
5τ3
2
(nχ − nv),
(3.45)
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where in the 2nd line we have used
na∑
ba=1
[∆ba ]τ +
na
2
= τ(na − 1) + ηa
2
. (3.46)
Inserting (3.45) and (3.44) back into (3.37) yields:
Seff(u; ∆, τ) =
nv∑
a=1
Fa(u; ηa, τ)−
− ipi(N
2 − 1)
3τ2
∑
Φab
[
K
([
ξ¯ab
]
τ
, τ
)]− nχτ
2
− (nχ − nv)
(
1
2
τ3 −B3(τ)
)
+
5τ2
2
nv∑
a=1
ηa
2

+
ipiN2
6τ
(
(nχ − nv)τ2 − nv
)
+
ipinv
2
N
− ipi
6τ
(
(nχ − nv)τ2 + 3nvτ − nv
)− nv(N − 1) log τ +O(e− 1|τ | ).
(3.47)
Here we have defined
K(∆, τ) ≡ B3 (∆ + 1)− 3τ∆2 = 1
2
(
2∆3 − 3|∆|∆ + ∆− 6τ |∆|∆) (3.48)
and the final equality holds when |∆| < 1. Upon simplification of (3.47) we obtain:
Seff(u; ∆, τ) =
nv∑
a=1
Fa(u; ηa, τ)−
− ipi(N
2 − 1)
3τ2
∑
Φab
K
([
ξ¯ab
]
τ
, τ
)
− ipi(N
2 − 1)
12
5
(
nv∑
a=1
ηa
)
− piinvN(N − 1)
2
+
ipinχ
2
(N2 − 1)
− nv(N − 1) log τ +O(e−
1
|τ | ).
(3.49)
The term − ipi(N2−1)
3τ2
∑
Φab
K
([
ξ¯ab
]
τ
, τ
)
gives the leading entropy function:
SE = − ipi(N
2 − 1)
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ (I = 1, · · · , d),
d∑
I=1
∆I − 2τ = 1,
(3.50)
as shown in [14, 15, 27]. The coefficients CIJK are the triangular ’t Hooft anomaly coeffi-
cients which correspond, as pointed out originally in [39] and later in [27], to the Chern-
Simons couplings of the holographic dual gravitational description as elucidated in [40].
– 22 –
The structure (3.50) was derived on a case by case basis for a large class of toric quiver
gauge theories in the following domain of chemical potentials:
Im
(
−1
τ
)
> Im
(∑d−1
i=1 [∆i]τ
τ
)
> 0. (3.51)
Inserting (3.36) back into (3.49), we have
Seff(u; ∆, τ) = − ipi(N
2 − 1)
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ +
+
ipinχ
2
(N2 − 1)− nv(N − 1) log τ +O(e−
1
|τ | ).
(3.52)
Therefore, we can write log I by generalizing the expression (3.24) which yields
log I(τ ; ∆) = log
(
Nτnv(N−1)e−
nvipi(N
2−1)
2 Seff(u; ∆, τ)
)
= − ipi(N
2 − 1)
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ
+
ipi
2
(nχ − nv)(N2 − 1) + log nvN +O(e−
1
|τ | ).
(3.53)
Using the fact that nχ − nv = 2ns we can ignore the term ipi2 (nχ − nv)(N2 − 1) because it
is a multiple of 2pii which does not affect the value of I(τ ; ∆). Finally we can write
log I(τ ; ∆) = − ipi(N
2 − 1)
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ + log nvN +O(e−
1
|τ | ). (3.54)
The Cardy-like leading term in (3.54) reproduces the results of [14, 15, 23, 26, 27]. More
importantly, the answer in (3.54) contains no sub-leading contributions in τ up to expo-
nentially suppressed terms, justifying a posteriori the efficacy of the Cardy-like limit. The
logarithmic correction has the same origin, arising from a normalization, as it did in the
N = 4 case. Note that we can recover the case η = 1 of (3.28) by setting nχ = 3 and
nv = 1 in (3.54).
4 Bethe Ansatz approach
4.1 Bethe Ansatz approximation for N = 4 SYM
According to the BA formula [22], the integral representation of the SCI of the N = 4
SU(N) SYM theory (2.12) can be rewritten in terms of a discrete sum (2.26) which we
reproduce here for convenience:
I(τ ; ∆) = κN
∑
uˆ∈BA
Z(uˆ; ∆, τ)H(uˆ; ∆, τ)−1, (4.1)
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where the building blocks are given as
κN =
1
N !
(
(q; q)2∞
3∏
a=1
Γ˜(∆a; τ)
)N−1
(4.2a)
Z (uˆ; ∆, τ) =
N∏
i 6=j
∏3
a=1 Γ˜(uij + ∆a; τ)
Γ˜ (uij ; τ)
(4.2b)
H (uˆ; ∆, τ) = det
[
1
2pii
∂ (Q1, · · · , QN )
∂ (u1, · · · , uN−1, λ)
]
, (4.2c)
and the BA operator Qi (2.18) takes the explicit form:
Qi(uˆ; ∆, τ) ≡ e2piiλ
N∏
j=1
θ1(uji + ∆1; τ)θ1(uji + ∆2; τ)θ1(uji −∆1 −∆2; τ)
θ1(uij + ∆1; τ)θ1(uij + ∆2; τ)θ1(uij −∆1 −∆2; τ) . (4.3)
recalling that the BAEs are given as
Qi(uˆ; ∆, τ) = 1. (4.4)
As we reviewed in section 2, the BA operator has a double-periodicity, namely
Qi(uˆ; ∆, τ) = Qi(uˆ
′; ∆, τ) (4.5)
for two sets of holonomies
uˆ = {ui|i = 1, · · · , N} ,
uˆ′ = {ui +mi + niτ |mi, ni ∈ Z, i = 1, · · · , N} .
(4.6)
Hence, if we find one solution uˆ to the BAEs (4.4), we can generate infinitely many solutions
uˆ′ with different sets of integers mi’s and ni’s. Since the building blocks Z(uˆ; ∆, τ) and
H(uˆ; ∆, τ) are invariant under uˆ→ uˆ′ (4.6) provided uˆ is a solution to the BAEs (4.4) [3],
the contributions from these infinitely many BAE solutions to the index through (4.1) are
all identical.
One of the simplest solution to the BAEs (4.4) is a so-called ‘basic’ solution, namely
uˆbasic =
{
ui = u¯+
i
N
τ
∣∣∣ i = 1, 2, · · · , N − 1}⋃ {uN = u¯} (4.7)
where u¯ is determined as
Nu¯+
N(N − 1)
2
τ ∈ Z (4.8)
from the SU(N) constraint
∑N
i=1 ui ∈ Z. Due to the double-periodicity of the BA operator
(4.5), there are infinitely many basic solutions as
uˆbasic =
{
ui = u¯+
i
N
τ +mi + niτ
∣∣∣ i = 1, 2, · · · , N − 1}⋃ {uN = u¯+mN + nNτ}
(4.9)
with arbitrary integers mi’s and ni’s. Note that mi’s are redundant since ui’s are defined
modulo integers in the first place in (2.12) due to periodicity (see the cylinder in Figure 1).
In this section, we will compute the contribution from these basic solutions to the SCI
through the BA formula (4.1) in the large-N limit, assuming that it dominates the other
contributions.
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Degeneracy
To determine the contribution from infinitely many basic solutions (4.9) to the index
through the BA formula (4.1), first we must figure out how many times we should add
the contribution from a single basic solution: in short, we need the ‘relevant degeneracy’
of basic solutions. There are two possible origins of degeneracies:
i) The # of permuting N holonomies within a given basic solution uˆbasic (4.10a)
ii) The # of u¯ and n′is which yield inequivalent basic solutions uˆbasic. (4.10b)
The i) factor is obviously N !. The ii) factor should be treated more carefully. First, the
number of u¯ that yields inequivalent basic solutions is given from (4.8) as N , namely
u¯ ∈
{
k
N
− N − 1
2
τ
∣∣∣ k = 0, 1, · · · , N − 1} . (4.11)
The infinitely many inequivalent basic solutions obtained by manipulating ni’s, however,
must not be taken into the ‘relevant degeneracy’ when we compute the index using (4.1).
This is because, the equation (3.9) of [22] restricts ui’s to be inside the fundamental domain.
To be specific, it requires
0 ≤ Im[ui] < Imτ, (4.12)
which uniquely fixes every ni. Hence the relevant degeneracy of a basic solution is N ×N !.
Consequently, the BA formula (4.1) reads
I(τ ; ∆) = N ×N !× κNZ(uˆbasic; ∆, τ)H(uˆbasic; ∆, τ)−1
+ (from the other BAE solutions).
(4.13)
Assuming that the exponent of the basic contribution has the largest real part in the
large-N limit, the other contributions are exponentially suppressed as
log I(τ ; ∆) = logN ! + logN + log κN + logZ(uˆbasic; ∆, τ)− logH(uˆbasic; ∆, τ)
+O(e−(#)N2),
(4.14)
with some positive number #. The contribution log κN can be written explicitly from the
definition (4.2a) as
log κN = − logN ! + (N − 1)
(
3∑
a=1
log Γ˜(∆a; τ) + 2 log(q; q)∞
)
. (4.15)
In the remaining part of this section, we compute the remaining two contributions in order,
mainly following the results of [3]. We omit the subscript ‘basic’ of uˆbasic for notational
convenience from here on.
The contribution from logZ(uˆ; ∆, τ)
The contribution logZ(uˆ; ∆; τ) to the index (4.14) can be written explicitly as
logZ(uˆ; ∆; τ) =
N∑
i 6=j
(
3∑
a=1
log Γ˜(
i− j
N
τ + ∆a; τ, τ)− log Γ˜( i− j
N
τ ; τ, τ)
)
. (4.16)
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To simplify the expression (4.16) further, recall that section 4 of [3] yields
N∑
i 6=j
log Γ˜(
i− j
N
τ + ∆a; τ) = 2pii
N∑
i 6=j
Q(
i− j
N
τ + {∆a}τ ; τ)−N log
θ0(
N({∆a}τ−1)
τ ;−Nτ )
θ0(
{∆a}τ−1
τ ;− 1τ )
+
∞∑
k=0
(
log
ψ(N(k+{∆a}τ )τ )
ψ(N(k+1−{∆a}τ )τ )
−N log ψ(
k+{∆a}τ
τ )
ψ(k+1−{∆a}ττ )
)
,
(4.17a)
N∑
i 6=j
log Γ˜(
i− j
N
τ ; τ) = 2pii
N∑
i 6=j
Q(
i− j
N
τ + 1; τ)−N logN − 2N log (q˜
N ; q˜N )∞
(q˜; q˜)∞
+
pii
12
(N − 1),
(4.17b)
where we have followed the conventions of θ0(u; τ) and ψ(u) in Appendix A and also defined
q˜ ≡ e− 2piiτ and
Q(u; τ) ≡ −B3(u)
6τ2
+
B2(u)
2τ
− 5
12
B1(u) +
τ
12
(4.18)
in terms of Bernoulli polynomials Bn(x). Then, following the conventions introduced in
Appendix A, we can show that some of the contributions in (4.17) are exponentially sup-
pressed in the large-N limit as
log
(
q˜N ; q˜N
)
∞ = O(e
− 2piN sin(arg τ)|τ | ), (4.19a)
θ0(
N({∆a}τ − 1)
τ
;−N
τ
) = O(e−
2piN sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})), (4.19b)
∞∑
k=0
logψ(
N(k + 1− {∆a}τ )
τ
) = O(Ne−
2piN sin(arg τ)
|τ | (1−{∆˜a})), (4.19c)
∞∑
k=0
logψ(
N(k + {∆a}τ )
τ
) = O(Ne−
2piN sin(arg τ)
|τ | {∆˜a}), (4.19d)
where we have assumed
{∆˜a} 6→ 0, 1. (4.20)
Ignoring the above exponentially suppressed terms and using the identity (A.10), we can
simplify (4.17) as
N∑
i 6=j
log Γ˜(
i− j
N
τ + ∆a; τ) = −
piiN2({∆a}τ − τ)({∆a}τ − τ − 12)({∆a}τ − τ − 1)
3τ2
+
pii({∆a}τ − τ − 12)
6
−N log Γ˜(∆a; τ)
+O(Ne−
2piN sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})), (4.21a)
N∑
i 6=j
log Γ˜(
i− j
N
τ ; τ) =
piiN2(τ − 12)(τ − 1)
3τ
− piiN(τ
2 − 3τ + 1)
6τ
− piiτ
6
−N logN + 2N log(q˜; q˜)∞ +O(e−
2piN sin(arg τ)
|τ | ). (4.21b)
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Finally, substituting (4.21) into (4.16) and introducing η ∈ {±1} as (3.11), we obtain
logZ(uˆ; ∆a, τ) = −piiN
2
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+
(1− η)pii
2
N2 +
ηpii
12
+N logN −N
3∑
a=1
log Γ˜(∆a; τ, τ)− 2N log(q˜; q˜)∞
+
piiN(τ2 − 3τ + 1)
6τ
+O(Ne−
2piN sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})).
(4.22)
The contribution from − logH(uˆ; ∆, τ)
Next we consider the contribution from the Jacobian to the index (4.1), which has been
already studied in [13]. In particular, section 2.2 of [13] yields3
− logH(uˆ; ∆, τ) = − logN − (N − 1) log
(
i
pi
∑
∆
∂∆ log θ1(∆;
τ
N
)
)
+ log det
(
IN−1 + H˜(uˆ; ∆, τ)
)
,
(4.23)
where ∆ take values in {∆1,∆2,−∆1 − ∆2} and we have defined an (N − 1) × (N − 1)
square matrix H˜ as[
H˜(uˆ; ∆, τ)
]
µν
≡ δµν + g(µ; ∆, τ)− g(µ− ν; ∆, τ)∑N
k=1 g(k; ∆, τ)
, (4.24a)
g(j; ∆, τ) ≡ i
2pi
∑
∆
∂∆ log
[
θ1(
j
N
τ + ∆; τ)θ1(− j
N
τ + ∆; τ)
]
. (4.24b)
The second term of (4.23) can be computed explicitly in the large-N limit using the asymp-
totic expansion of the elliptic theta function (A.19) as
i
pi
∑
∆
∂∆ log θ1(∆;
τ
N
) = η
N
τ
+O(e−
2piN sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})) (4.25)
under the assumption (4.20). Here we have used
∑
∆{∆}τ = 3+η2 from (3.11) and ∆ ∈
{∆1,∆2,−∆1 −∆2}. Substituting (4.25) into (4.23) then gives
− logH(uˆ; ∆, τ) = −N logN + (N − 1) log τ
η
− log det
(
IN−1 + H˜(uˆ; ∆, τ)
)
+O(e−
2piN sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})).
(4.26)
The final step would be therefore estimating − log det(IN−1 + H˜).
Since it is difficult to estimate − log det(IN−1 + H˜) in general, first we take the Cardy-
like limit |τ |  1. Using the asymptotic formula (A.19), we can obtain the Cardy-like
expansion of the g-function (4.24b) under the assumption (4.20) as
g(j; ∆, τ) =
η
τ
+O(e−
2pi sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})), (4.27)
3Note ∆therea = 2pi∆
here
a (a = 1, 2) and θ1(2piu; τ)
there = θ1(u; τ)
here.
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where we have used
∑
∆{∆}τ = 3+η2 as before. Substituting (4.27) back into [H˜(uˆ; ∆, τ)]µν
(4.24a) then gives
H˜µν = O(N−1e−
2pi sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})). (4.28)
The contribution from the Jacobian (4.26) is then simplified as
− logH(uˆ; ∆, τ) = −N logN + (N − 1) log τ
η
+O(e−
2pi sin(arg τ)
|τ | min({∆˜a},1−{∆˜a})) (4.29)
in the Cardy-like limit [13].
We want to estimate − log det(IN−1 + H˜) in the large-N limit, however, not in the
Cardy-like limit. To do that, we use the Gershgorin Circle Theorem: every eigenvalue of
H˜ lies within at least one of the N − 1 Gershgorin discs (µ = 1, 2, · · · , N − 1)
D(H˜µµ,
N−1∑
ν=1 ( 6=µ)
|H˜µν |), (4.30)
where the first and the second argument of D(·, ·) denotes the center and the radius of
a disk respectively. Due to (4.28), every Gershgorin disc can be located within the unit
disk whose center is at the origin for a small enough but finite |τ |, and therefore every
eigenvalue of the matrix H˜ has modulus less than 1 in that regime. Hence we can estimate
− log det(IN−1 + H˜) for a small enough |τ | as
− log det(IN−1 + H˜) = − tr log(IN−1 + H˜) = tr
( ∞∑
n=1
1
n
(−H˜)n
)
= O(N0). (4.31)
Here we have used that every eigenvalue of H˜µν has modulus less than 1 for the taylor
expansion of a logarithm in the 2nd equation. The Jacobian contribution (4.26) is then
estimated as
− logH(uˆ; ∆, τ) = −N logN + (N − 1) log τ
η
+O(N0). (4.32)
for a small enough but finite |τ |.
We have not been able to estimate − log det(IN−1 + H˜) analytically for a generic finite
τ , which allows for some eigenvalues of H˜ to be greater than equal to 1. Hence we move
on to a numerical analysis: we investigate − log det(IN−1 + H˜) with ∆1 = 1pi , ∆2 = 1e , and
τ = 2 + i for N = 30, 35, · · · , 200 numerically. In this case the corresponding matrix H˜
(4.24a) has some eigenvalues greater than 1 so we cannot rely on the analytic argument
(4.31). As one can see in Figure 4, however, − log det(IN−1 + H˜) still seems to be of order
O(N0). We obtained similar results with other chemical potentials ∆a’s and τ . Based on
this numerical analysis, we believe that (4.31) and (4.32) are valid for a generic finite τ in
fact.
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Figure 4. In the left hand side, blue dots represent numerical values of the real part of the
Jacobian contribution Re logH(uˆ; ∆, τ) and an orange line shows the first two leading terms read
from (4.26), namely N logN − (N − 1) log |τ |. The figure in the right hand side shows numerical
values of Re log det(IN−1 + H˜), obtained by subtracting an orange line from blue dots in the left
hand side. It converges to a certain finite value and therefore we can conclude it is of order O(N0).
The sum of all contributions
Substituting (4.15), (4.22), (4.26) into (4.14) and using the identity (A.9a), finally we have
log I(τ ; ∆) = −piiN
2
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+ logN +
(1− η)piiN(N − 1)
2
+
pii(6− 5η)
12
−
3∑
a=1
log Γ˜(∆a; τ)− 2 log(q; q)∞ − log τ
− log det(IN−1 + H˜(uˆ; ∆, τ)) +O(e−
2piN sin(arg τ)
|τ | min({∆˜a},1−{∆˜a}))
+ (contribution from other BA solutions).
(4.33)
Recall that log det(IN−1+H˜) is of orderO(N0) as we have discussed in (4.31). If we take the
Cardy-like limit after the large-N limit, we can simplify (4.33) further using the Cardy-like
Jacobian contribution (4.29), the asymptotic expansion of a Pochhammer symbol (A.12),
and the following expansion
3∑
a=1
log Γ˜(∆a; τ) = −pii
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+
pii(τ − 2η)(2τ − η)
12τ
+O(e−
2pi sin(arg τ)
|τ | min({∆˜a},1−{∆˜a}))
(4.34)
derived from (A.21). The result is given as
log I(τ ; ∆) = −pii(N
2 − 1)
τ2
3∏
a=1
(
{∆a}τ − 1 + η
2
)
+ logN
+
(1− η)piiN(N − 1)
2
+O(e−
2pi sin(arg τ)
|τ | min({∆˜a},1−{∆˜a}))
+ (contribution from other BA solutions).
(4.35)
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Similarly to what we obtained in section 3, the 1
τ2
contribution coincides with the one
reported in [3] and the logarithmic correction agrees perfectly with the result derived using
the saddle-point approach. The origin of the logN term can be found in the ‘relevant
degeneracy’ of the BA solutions and we will show a similar result for more generic SCFT’s.
Note that the pure imaginary term (1−η)piiN(N−1)2 is of the form 2piiZ due to η ∈ {±1} so
can be neglected.
4.2 Bethe Ansatz approximation for generic N = 1 SCFT
The goal of this section is to extend the results obtained for the SCI of N = 4 SYM to the
SCI of more generic quiver gauge theories following the techniques applied in [14, 15]. The
formula for the SCI in terms of solutions to the BAEs [22, 30]:
I (τ ; ∆) = κG
∑
uˆ∈BA
Ztot (uˆ; ∆, τ)H (uˆ; ∆, τ)−1 , (4.36)
κG = κ¯G ×
∏
Φab
Γ˜ (∆ab; τ)
rk(G) ,
Ztot (u; ∆, τ) =
∏
Φab
∏
ia 6=jb Γ˜ (uia − ujb + ∆ab; τ)∏nv
a=1 Γ˜
(
uaij ; τ, τ
) ,
H (u; ∆, τ) = det
[
1
2pii
∂Qia (u; ,∆, τ)
∂ujb
]
iajb
.
Where we are interested in solutions of the BA equations, which we write as:
Qia (u; ∆, τ) = e
2pii
(∑
b λb−
∑
jb
uabij
) ∏
〈a,b〉
∏
jb
θ0
(
−uabij + ∆ab; τ
)
θ0
(
−ubaji + ∆ab; τ
) = 1, (4.37)
where the notation is such that 〈a, b〉 represents the set of chiral multiplets Φab for a fixed
value of a. We evaluate in BA solutions of the form: uabij =
τ
N (ia − jb). These solutions
appeared first in [12] while evaluating the topologically twisted of 4d N = 1 theories on
T 2 × S2 in the high temperature limit; it was later shown in [13] that such configuration
provides an exact solution to the BAEs. In [14, 15] it was shown that this type of solution
indeed satisfies the BA equations (4.37) and provides the expected leading contribution of
the form (3.50). Let us now proceed to take the large N limit of (4.36) keeping track of
corrections of sub-leading corrections.
The contribution from κG
Starting from κG in (4.36) we take the large N limit:
nχN |WG|κG = nχN (q; q)2nv(N−1)∞
∏
Φab
Γ˜ (∆ab; τ, σ)
N−1 , (4.38)
log nχN + log (|WG|κG) = logN + 2nv(N − 1) log (q; q)∞ + (N − 1)
∑
Φab
log Γ˜ (∆ab; τ, σ)
+O(N0).
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The factor nχN in (4.38) enters if we include the possibility of shifting each BA solution
a number of times equal to the number of pairs of the form (a, b) which is the number of
chiral multiplets nχ.
The contribution from Ztot
Let us now consider the expression for logZtot:
logZtot = log
∏Φab∏ia 6=jb Γ˜ (uia − ujb + ∆ab; τ)∏nv
a=1
∏
ia 6=ja Γ˜
(
uaij ; τ, τ
)
 (4.39)
=
∑
Φab
∑
ia 6=jb
log Γ˜ (uia − ujb + ∆ab; τ)−
nv∑
a=1
∑
ia 6=ja
log Γ˜
(
uaij ; τ, τ
)
.
Taking the large N limit here requires just to reproduce the same calculation of section
4.1, only there are nv contributions coming from the vector multiplets and we sum over nχ
chiral multiplets. Explicitly we have:
Γ˜
(
uabij + ∆ab; τ
)
=
e−piiQ(u
ab
ij +∆ab;τ)
θ0
(
uabij +∆ab
τ ;− 1τ
) × ∞∏
k=0
ψ
(
k+1+uabij
τ
)
ψ
(
k−uabij −∆ab
τ
) (4.40)
Note that, the leading contribution coming from vector multiplets can be obtained from
(4.40) by setting ∆ab = 0. We can write:
logZtot =
∑
Φab
∑
ia 6=jb
log Γ˜
(
uabij + ∆ab; τ, τ
)
−
nv∑
a=1
∑
ia 6=ja
Γ˜
(
uaij , τ, τ
)
(4.41)
= −ipi
∑
Φab
∑
ia 6=jb
logQ
(
uabij + ∆ab; τ, τ
)
+
∑
Φab
∑
ia 6=jb
∞∑
k=0
log
ψ
(
k+1+uabij
τ
)
ψ
(
k−uabij −∆ab
τ
) −
−
∑
Φab
∑
ia 6=jb
log θ0
(
uabij + ∆ab
τ
;−1
τ
)
+
+ ipinv
N∑
i 6=j
Q (uij ; τ) + nvN logN + 2nvN log
(
qN ; qN
)
∞
(q; q)∞
− invpi
12
(N − 1)
= − ipiN
2
3τ2
∑
Φab
B3 ([∆ab]τ − τ + 1) + ipi
∑
Φab
(
[∆ab]τ − τ + 12
)
6
−
− N
∑
Φab
log Γ˜ (∆ab; τ, τ)− nv ipi
3τ2
N(N − 1)B3(τ)
+ nv
piiτ
6
+ nvN logN − 2nvN log (q; q)∞ +O
(
Ne
− N|τ |
)
,
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which can be simplified making use of (3.46) as
logZtot = − ipiN
2
3τ2
∑
Φab
B3 ([∆ab]τ − τ + 1) + ipi
12
nv∑
a=1
ηa
−N
∑
Φab
log Γ˜ (∆ab; τ)− nv ipi
3τ2
N(N − 1)B3(τ)
+ nvN logN − 2nvN log (q; q)∞ +O
(
Ne
− N|τ |
)
.
If we remain within the domain of chemical potentials (3.51) and perform the shifting
∆i → ∆i − 2τd , we have
logZtot = − ipiN
2
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ +
ipi
12
nv∑
a=1
ηa +
ipinvN
3τ2
B3(τ)
−N
∑
Φab
log Γ˜ (∆ab; τ) + nvN logN − 2nvN log (q; q)∞ +O
(
Ne
− N|τ |
)
.
(4.42)
The contribution from the Jacobian
Let us consider the contribution from the Jacobian H in (4.37). We need to study the
large N behavior of the matrix elements of the Jacobian matrix. The explicit form of the
Jacobian is the following:
H = det
[
1
2pii
∂
(
Q11 , · · · , QN1 , · · · , Q1nv , · · · , QNnv
)
∂
(
u11 , · · · , uN1 , λ1, · · · , u1nv , · · · , uNnv , λnv
)] , (4.43)
where the BA operator is given as
Qia (u; ∆, τ) = e
2pii
(∑
b λb−
∑
jb
uabij
) ∏
〈a,b〉
∏
jb
θ0
(
−uabij + ∆ab; τ
)
θ0
(
−ubaji + ∆ba; τ
) . (4.44)
Equation (4.43) is the determinant of an nvN × nvN matrix that can be seen as nv × nv
blocks of N×N matrices. For each fixed values of a, b, one can run the argument in section
4.1 to show that the determinant is factorized as
H = detHia,jb = N
nvdetHµaνb , (4.45)
where Greek letters take values µa = 1, · · · , N − 1 for each a, that is nv times. Consider
now the following matrix element evaluated in the BA solutions:
Hµa,νb
∣∣∣
BA
=
1
2pii
∂ logQµa
∂uνb
∣∣∣
BA
(4.46)
=
∑
〈a,c〉
∑
νb
[(
−∂u
ac
µ,σ
∂uνb
) ∣∣∣
BA
+
1
2pii
∂
∂uνb
log
θ0
(−uacµ,σ + ∆ac; τ)
θ0
(−ucaσ,µ + ∆ca; τ)
∣∣∣
BA
]
.
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As already seen in 4.1, the only important contribution in the large N limit of (4.46) comes
from the sum
∑
νb
and it is of the form ∼ N − 1. Moreover, the structure of (4.46) thus,
we have:
− log detHµa,νb = −nv (N − 1) log (nv(N − 1)) (4.47)
+ (N − 1) log
(
nv∑
a=1
τ
ηa
)
+O(N0).
= −nvN logN + logN + (N − 1) log
(
nv∑
a=1
τ
ηa
)
+O(N0).
which is an immediate generalization of (4.32). Inserting (4.47) into the log of (4.45), we
obtain
− logH = − log detHiajb = −nvN logN + (N − 1) log
(
nv∑
a=1
τ
ηa
)
+O(N0). (4.48)
The sum of the three contributions
After collecting the results (4.38), (4.42), and (4.48) all together, we obtain the following:
log I(τ,∆) = log (nχ|WG|κG) + logZtot − logH (4.49)
= − ipi(N
2 − 1)
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ + log nvN + 2nv(N − 1) log (q; q)∞
+ (N − 1) log
(
nv∑
a=1
τ
ηa
)
+O
(
Ne
− N|τ |
)
,
which, using the asymptotic expansion of the q-Pochhammer symbol (A.12) can be written
as
log I(τ ; ∆) = − ipi(N
2 − 1)
6τ2
CIJK [∆I ]τ [∆J ]τ [∆K ]τ + log nvN + +O(e−
1
|τ | ). (4.50)
The first term in (4.50) reproduces the result of [14, 15, 26, 27]. Note that even in the
N = 1 case the coefficient of the logN term is 1 and it appears crucially due to the
degeneracy factor.
5 Conclusions
One of the main results of this paper is the exploration of the N = 4 SCI beyond the
leading orders in Cardy-like / large-N limit respectively, which was required for a reliable
estimation of logarithmic corrections. We have demonstrated by direct computation that
the two main approaches to the SCI, namely the saddle point approach for the Cardy-like
limit and the BA approach for the large-N limit, are consistent with each other up to
exponentially suppressed terms in the Cardy-like limit. This result was expected but it is
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highly nontrivial given the different approximation schemes involved in each computation.
Our result can best be summarized as:
log I =
{
log I∣∣
Main Saddle
+ contribution from other saddles,
log I∣∣
Basic BA Solution
+ contribution from other BA solutions,
(5.1)
where log I∣∣
Main Saddle
and log I∣∣
Basic BA Solution
are given explicitly in (1.1) and (1.2) respec-
tively. Some of the contribution from other saddles and BA solutions have been studied in
Appendix B.
The nature of other contributions in the BA approach were recently discussed in [34]
where it was noticed that the structure of BA solutions might include entire continuous
families beyond the naturally expected SL(2,Z) type. This result indicates that the full
expression for the SCI in the BA approach might require new techniques. As far as we
are aware, there were no results regarding what the existence of a continuous family of BA
solutions means in the saddle point approach to the SCI. Our work in Appendix C.2 shows
the existence of a saddle whose contribution to the SCI does not look like the contribution
from any SL(2,Z) type BA solution, and therefore it is natural to expect that this saddle
is related to a certain continuous family of BA solutions. Investigating this relation further
may set the stage for a full understanding of the SCI.
One of the byproducts of our analysis for the saddle point approximation is a direct
window into the effective theory of the SCI. Namely, some important elements of the ef-
fective field theory approach were originally proposed in [41] and subsequently developed
and extended in [42, 43]. The main paradigm is that at high temperatures the 4d theory is
described by an effective 3d theory. Starting from 4d theories and taking the Cardy-like ex-
pansion, we have directly uncovered the matrix model connected with the 3d Chern-Simons
theory. It would be quite interesting to systematically develop this effective field theory
approach. For example, it would be quite interesting to formulate dynamical questions in
terms of those degrees of freedom. It is worth noticing that aspects of such effective field
theory approach might have powerful implications for the gravitational side as recently
suggested in [44–46].
Throughout our work in this project we relied heavily on numerical studies to inform
us at crucial analytical turns. The ultimate product of our investigation can be entirely un-
derstood analytically. We relegated some of our numerical discussion to various appendices
because the results have been mostly geared to confirm and motivate analytical results in
the large-N limit. There have been, however, two recent studies exploiting a numerical
approach to the index with the main goal of better understanding finite N aspects [47, 48].
It would be interesting to explore the structure of the index in more details, in particular,
to gain an understanding of the combinations governing the convergence of the expressions
to aspects of black hole physics. The recent numerical experiments reported in [47, 48] dis-
cuss finite N aspects and indicate convergence of the numerical result to the saddle point
expression for relatively small values of N ∼ 6. It would be quite interesting to explore,
for example, how the convergence rates compare among the various approaches to the SCI,
such analysis might possibly shed light on the expansion in Eq. (5.1).
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The AdS/CFT correspondence posits that N = 4 SYM is the UV complete description
of the gravity theory containing the AdS5 black holes of interest. To the level of approxima-
tions described in this manuscript we have obtained a term of the form logN . The precise
coefficient of this term is very robust, it is present in this identical form in the generic
case of 4d N = 1 theories with, for example, SU(N)nv gauge group. This answer should
pass the litmus test of being reproduced from low energy supergravity. At the moment,
the gravity side of this litmus test seems much more formidable. There are a number of
difficulties along this road. For example, the particular advantages of working in an odd-
dimensional space that were crucial for clarifying the AdS4 cases [10, 49, 50] are now gone
as the dual theory is 10d IIB sugra. Nevertheless, the simplicity of the field theory answer
indicates that the gravity answer might be achieved by carefully considering a small set
of fields. Moreover, the fact that the result is universal for a large class of asymptotically
AdS5×SE5 black holes indicates that, most likely, the answer is the contribution of certain
zero modes. It would be quite interesting to pursue this computation fully.
It would be quite natural to elucidate similar aspects in 3d theories. Although there
is currently no BA approach to the SCI in 3d, there are two approaches to the SCI:
one using a continuum approximation for the monopole charge sums in the conformal
index [5] and the other based on localization [8]; they both exploit a Cardy-like limit.
It would be interesting to elucidate the relation between these two approaches along the
lines of the work presented here. The situation in 3d is quite peculiar because many of
the computations are essentially reduced to the matrix model for the topologically twisted
index, discussed in [51]. For a class of matrix models describing topologically twisted
indices, numerical results for the logN contribution have been worked out in [52–54] and
precise agreement with the logarithmic entropy corrections for magnetically charged black
holes was shown in [49, 50]. For a general class of rotating, electrically charged, black
holes and their 3d SCI, agreement of the logarithmic corrections was established in [10].
Quite remarkably, certain universality of the logarithmic terms in 3d partition functions
was established in [55] and its dual side matched in [56]; it would be quite enlightening to
have such universal understanding extended to the topologically twisted index and the 3d
SCI.
Let us finally remark that another approach to the SCI has been proposed via doubly-
periodic extension of the index for N = 4 SYM [28] and in subsequent work for the generic
N = 1 case [29]. The leading N2 term in this approach matches the other two approxima-
tions to the SCI. The methods used in this manuscript that allow to go beyond the leading
order rely heavily on the analytical structure which is precisely lost in this doubly-periodic
approach. It would be quite interesting to penetrate the sub-leading structures in that ap-
proach where one might naturally hope that some aspects of modularity will be a powerful
guiding principle.
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A Elliptic functions
Here we gather definitions and useful identities of elliptic functions.
A.1 Definitions
The Pochhammer symbol is defined as
(z; q)∞ =
∞∏
k=0
(1− zqk). (A.1)
The elliptic theta functions used in this paper have the following product forms:
θ0(u; τ) =
∞∏
k=0
(1− e2pii(u+kτ))(1− e2pii(−u+(k+1)τ)), (A.2a)
θ1(u; τ) = −iepiiτ4 (epiiτ − e−piiτ )
∞∏
k=1
(1− e2piikτ )(1− e2pii(kτ+u))(1− e2pii(kτ−u))
= ie
piiτ
4 e−piiuθ0(u; τ)
∞∏
k=1
(1− e2piikτ ). (A.2b)
The elliptic gamma function and the ‘tilde’ elliptic gamma function are defined as
Γ(z; p, q) =
∞∏
j,k=0
1− pj+1qk+1z−1
1− pjqkz , (A.3a)
Γ˜(u;σ, τ) =
∞∏
j,k=0
1− e2pii[(j+1)σ+(k+1)τ−u]
1− e2pii[jσ+kτ+u] . (A.3b)
In this paper, we are mainly interested in the case with σ = τ and abbreviate Γ(z; q, q)
and Γ˜(u; τ, τ) as Γ(z, q) and Γ˜(u; τ) respectively. We also define a special function ψ(u) as
ψ(u) ≡ exp
[
u log
(
1− e−2piiu)− 1
2pii
Li2(e
−2piiu)
]
. (A.4)
A.2 Basic properties
The elliptic theta functions have quasi-double-periodicity, namely
θ0(u+m+ nτ ; τ) = (−1)ne−2piinue−piin(n−1)τθ0(u; τ), (A.5a)
θ1(u+m+ nτ ; τ) = (−1)m+ne−2piinue−piin2τθ1(u; τ), (A.5b)
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for m,n ∈ Z. The inversion formula of θ0(u; τ) can be written simply as
θ0(−u; τ) = −e−2piiuθ0(u; τ). (A.6)
The elliptic gamma function also has quasi-double-periodicity, namely
Γ˜(u;σ, τ) = Γ˜(u+ 1;σ, τ) = θ0(u; τ)
−1Γ˜(u+ σ;σ, τ) = θ0(u;σ)−1Γ˜(u+ τ ;σ, τ). (A.7)
It also satisfies the inversion formula
Γ˜(u;σ, τ) = Γ˜(σ + τ − u;σ, τ)−1. (A.8)
The Pochhammer symbol and the elliptic theta functions are transformed under the
S-transformation as (q = e2piiτ , q˜ = e−
2pii
τ )
(q˜; q˜)∞ = (−iτ) 12 epii12 (τ+ 1τ )(q; q)∞, (A.9a)
θ0(u/τ ;−1/τ) = epiiτ (u2+u+ 16 )−pii(u+ 12 )+piiτ6 θ0(u; τ), (A.9b)
θ1(u/τ ;−1/τ) = −i(−iτ) 12 epiiu
2
τ θ1(u; τ). (A.9c)
The elliptic gamma function can be written in terms of these S-transformed elliptic theta
functions and the ψ-function (A.4) as (see [25] for example)
Γ˜(∆a; τ) =
e2piiQ({∆a}τ ;τ)
θ0(
{∆a}τ−1
τ ;− 1τ )
∞∏
k=0
ψ(k+{∆a}ττ )
ψ(k+1−{∆a}ττ )
, (A.10)
where Q(·; ·) is defined in (4.18) and repeated here as
Q(u; τ) ≡ −B3(u)
6τ2
+
B2(u)
2τ
− 5
12
B1(u) +
τ
12
. (A.11)
A.3 Asymptotic behaviors
For a small |τ | with fixed 0 < arg τ < pi, the Pochhammer symbol can be approximated as
log(q; q)∞ = −
pii
12
(τ +
1
τ
)− 1
2
log(−iτ) +O(e
2pi sin(arg τ)
|τ | ). (A.12)
To study asymptotic behaviors of elliptic functions, first we introduce a τ -modded
value of a complex number u, namely {u}τ , as
{u}τ ≡ u− bReu− cot(arg τ) Imuc (u ∈ C). (A.13)
By definition, the τ -modded value satisfies
{u}τ = {u˜}τ + uˇτ, {−u}τ =
{
1− {u}τ (u˜ /∈ Z)
−{u}τ (u˜ ∈ Z),
(A.14)
where we have defined u˜, uˇ ∈ R as
u = u˜+ uˇτ. (A.15)
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Note that, for a real number x, a τ -modded value {x}τ reduces to a normal modded value
{x} defined as
{x} ≡ x− bxc (x ∈ R). (A.16)
Now, the elliptic theta function θ0(u; τ) can be approximated for a small |τ | with fixed
0 < arg τ < pi as
log θ0(u; τ) =
pii
τ
{u}τ (1− {u}τ ) + pii{u}τ − pii
6τ
(1 + 3τ + τ2)
+ log
(
1− e− 2piiτ (1−{u}τ )
)(
1− e− 2piiτ {u}τ
)
+O(e
2pii sin(arg τ)
|τ | ),
(A.17)
based on an alternative product form of θ0(u; τ):
θ0(u; τ) = −ie−pii6 (τ+ 1τ )epiiτ {u}τ (1−{u}τ )epii{u}τ
×
∞∏
k=1
(1− e− 2piiτ (k−{u}τ ))(1− e− 2piiτ (k−1+{u}τ )). (A.18)
This product form can be derived by combining (A.2a) with the S-transformation (A.9b)
and following the definition (A.13).
Similarly, the elliptic theta function θ1(u; τ) is approximated for a small |τ | with fixed
0 < arg τ < pi as
log θ1(u; τ) =
pii
τ
{u}τ (1− {u}τ )− pii
4τ
(1 + τ) + piibReu− cot(arg τ) Imuc+ 1
2
log τ
+ log
(
1− e− 2piiτ (1−{u}τ )
)(
1− e− 2piiτ {u}τ
)
+O(e
2pii sin(arg τ)
|τ | ),
(A.19)
based on an alternative product form of θ1(u; τ):
θ1(u; τ) = (−iτ) 12 e− pii4τ epiibReu−cot(arg τ) Imucepiiτ {u}τ (1−{u}τ )
×
∞∏
k=1
(1− e− 2piiτ k)(1− e− 2piiτ (k−{u}τ ))(1− e− 2piiτ (k−1+{u}τ )). (A.20)
This product form can be derived by combining (A.2b) with the S-transformation (A.9c)
and following the definition (A.13).
For a small |τ | with fixed 0 < arg τ < pi, the elliptic gamma function can be approxi-
mated as
log Γ˜(u; τ) = 2piiQ({u}τ ; τ) +O(|τ |−1e
2pi sin(arg τ)
|τ | min({u˜},1−{u˜})), (A.21)
provided u˜ 6→ Z (see [25] for example). See (4.18) or (A.11) for the definition of Q(·; ·).
B Contribution from C-center solutions
In this Appendix we repeat the same procedures in 3.1 and 4.1 for a more general class of
saddle point solutions and the BA solutions respectively. Both solutions are denoted by a
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finite, positive divisor of N , namely C, and the solution with C = 1 corresponds to what
we have discussed in the main text.
The final results of this Appendix, namely (B.13) and (B.18), are consistent with each
other for the first three terms. The remaining pure imaginary or order O(N0) terms do
not match apparently: more detailed analysis on contour deformations in the saddle point
approach and on the Jacobian contribution in the Bethe Ansatz approach (see section 4.2 of
[13] for example) would be required for a perfect match and we leave it for future research.
Another important implication of this Appendix is that 3D SU(N) Chern-Simons
theory arises from N = 4 SU(N) SYM on S1×S3 in the Cardy-like limit independently of
saddle point solutions. In the main text we have observed it for a particular saddle point
(3.15) and the following section B.1 will generalize this result to C-center saddle points
(B.1).
Lastly, it is worth highlighting the robustness of the universal logN term. We will
demonstrate that these C-center solutions, which can be dominant in certain domain of
chemical potentials ∆a, still contribute log
(
N
C
)
to the SCI which is compatible with the
result in the main body of the manuscript.
B.1 Saddle point approach
In 3.1.2, we have investigated the contribution from a particular saddle point ansatz (3.15)
to the index through the saddle point approximation (3.4). Here we repeat the same
procedure but with a more general ansatz for C-center solutions [34], namely
uˆ(C,m) =
u(C,m)j = mN + b
j−1
N/C c − C−12
C
+ vjτ
∣∣∣∣ vj ∼ O(|τ |0), N∑
j=1
vj = 0
 (B.1)
with m ∈ {0, 1, · · · , NC − 1}. The range of m is for the integration contour deformed from
(3.5) as
N−1⋃
µ=1
(vµτ − 1
2N
− C − 1
2C
, vµτ + 1− 1
2N
− C − 1
2C
], (B.2)
which passes through the above saddle point uˆ(C,m). The C-center solution ansatz (B.1)
and the corresponding deformed contour (B.2) reduce to the ones in the main text (3.15)
and (3.19) respectively for C = 1.
In the strict Cardy-like limit |τ | → 0, the C-center solution ansatz (B.1) reduces to C
groups of holonomies, where each group has equal number (N/C) of condensed holonomies
and is separated from adjacent groups by 1/C along the domain (0, 1] with 0 identified
with 1. The name ‘C-center’ comes from its symmetry breaking pattern ZN → ZC [34].
Following 3.1.2 and using the following identity of Bernoulli polynomials
C−1∑
J=0
Bn({ J
C
+ u}τ ) = 1
Cn−1
Bn({Cu}τ ) (u ∈ C), (B.3)
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we simplify the effective action (3.13) near the C-center Ansatz (B.1) up to exponentially
suppressed terms as
N2Seff(uˆ; ∆, τ) ∼
C−1∑
I=0
−piiηCN
Cτ2
N/C∑
i=1
(uI,i − u¯I)2 +
N/C∑
i 6=j
log
(
2 sin
pi(uI,i − uI,j)
τ
)
− pii
2τ2
N2
C2
C−1∑
I,J=0
ξI−J(u¯IJ)2 − piiN
2
C3τ2
3∏
a=1
(
{C∆a}τ − 1 + ηC
2
)
+
pii
τ2
3∏
a=1
(
{∆a}τ − 1 + η1
2
)
− 5piiηCN
2
12C
+
piiN
2
− pii(6− 5η1)
12
− (N − 1) log τ,
(B.4)
where we have introduced uI,i and u¯I as
ui =
m
N
+
I − C−12
C
+ uI,i−(N/C)I (I =
⌊
i− 1
N/C
⌋
, i = 1, · · · , N),
u¯I =
1
N/C
N/C∑
i=1
uI,i.
(B.5)
Note that
∑C−1
I=0 u¯I = 0 from the SU(N) constraint. We have also defined ξJ and ηC as
3∑
a=1
{ J
C
+ ∆a}τ = 2τ + 3 + ξJ
2
,
3∑
a=1
{C∆a}τ = 2Cτ + 3 + ηC
2
,
(B.6)
which are related with each other as ηC =
∑C−1
J=0 ξJ ∈ {±1} under the assumption {C∆˜a} 6=
0. Note that η1 is equivalent to the η introduced in the main text (3.11).
Substituting the effective action (B.4) into the saddle point approximation (3.4) gives
the SCI as
I(τ ; ∆) ∼
N/C−1∑
m=0
A
((N/C)!)C
∫
D
uˆ(C,m)
N−1∏
µ=1
duµ e
N2Seff,u-dept(uˆ;∆a,τ)
+ (contribution from the other saddle points),
(B.7)
where Duˆ(C,m) denotes a small neighborhood of a saddle point solution uˆ
(C,m) (B.1) on the
contour (B.2), namely
N−1⋃
µ=1
(vµτ +
m
N
+
b µ−1N/C c − C−12
C
− , vµτ + m
N
+
b µ−1N/C c − C−12
C
+ ] (B.8)
with some small positive number . The u-dependent part of the effective action, namely
N2Seff,u-dept(uˆ; ∆, τ), denotes the first three terms of (B.4) and the prefactor A is related
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to the remaining u-independent part of (B.4) as
A = exp
[
−piiN
2
C3τ2
3∏
a=1
(
{C∆a}τ − 1 + ηC
2
)
+
pii
τ2
3∏
a=1
(
{∆a}τ − 1 + η1
2
)
−5piiηCN
2
12C
+
piiN
2
− pii(6− 5η1)
12
− (N − 1) log τ
]
.
(B.9)
Note that we have ((N/C)!)C instead of the original N ! in the denominator of (B.7) taking
an extra factor of N !
((N/C)!)C
into account, which corresponds to the number of distributing
N holonomies into C groups as (B.5).
Introducing new integration variables λI,i and λ¯I as
−iλI,iτ = uI,i − u¯I (I = 0, · · · , C − 1 and i = 1, · · · , N/C − 1),
−iλ¯Iτ = u¯I (I = 0, · · · , C − 2),
(B.10)
whose Jacobian is given as∣∣∣∣∣ ∂(u1, · · · , uN−1)∂(λ0,1, · · · , λ0,N/C−1, λ¯0, λ1,1, · · · , λC−1,N/C−1)
∣∣∣∣∣ = e−pii(N−1)2
(
N
C
)C−1
τN−1, (B.11)
the index (B.7) can be rewritten as
I(τ ; ∆) = N
C
τN−1A e−pii(N
2/C−1)
2
(
ZCSSU(N/C)
)C ∫ C−2∏
I=0
dλ¯I e
pii
2
∑C−1
I,J=0 ξI−J (λ¯IJ )
2
+ (contribution from other saddle points).
(B.12)
Here we have assumed smooth deformations of contours as we have done from (3.25) to
real lines in the main text. Note that the original SU(N) group breaks down into C
copies of SU(N/C) groups and the remaining C − 1 copies of U(1) groups: accordingly,
we obtained C copies of the SU(N/C) Chern-Simons partition function together with the
extra (C − 1)-dimensional integral for U(1) terms. We denote the latter simply as ZU(1)’s.
Finally, substituting the partition function of SU(N) CS theory (D.6) with N → N/C into
(B.12) gives
log I(τ ; ∆) = −piiN
2
C3τ2
3∏
a=1
(
{C∆a}τ − 1 + ηC
2
)
+
pii
τ2
3∏
a=1
(
{∆a}τ − 1 + η1
2
)
+ log
N
C
+
5pii(η1 − CηC)
12
+ logZU(1)’s
+ (contribution from other saddle points).
(B.13)
B.2 Bethe Ansatz approach
In 4.1, we have investigated the contribution from basic solutions (4.9) to the index through
the Bethe Ansatz formula (2.26). Here we generalize it with a larger set of solutions denoted
by a positive divisor of N , namely C, as
uˆC =
{
ui = u¯+
I
C
+
i− (N/C)I
N/C
τ +mi + niτ
∣∣∣ I = ⌊ i− 1
N/C
⌋
, i = 1, · · · , N − 1
}
⋃
{uN = u¯N +mN + nNτ}
(B.14)
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with arbitrary integersmi’s and ni’s. Note that this solution is equivalent to the {C,N/C, 0}
solution in [13] and the (C,N/C) saddle in [28]. Since the calculation is parallel to the one
in the main text, we summarize the key intermediate results only.
First, the degeneracy gives logN ! + logN as we have already seen in the beginning of
4.1. The prefactor contribution also remains the same as (4.15). Calculating the contri-
bution from logZ(uˆC ; ∆, τ) is more involved but does not require extra techniques other
than using (4.21) and (B.3). The result is given as
logZ(uˆC ; ∆, τ) =
C−1∑
J=0
N/C∑
i 6=j
[
3∑
a=1
log Γ˜(
i− j
N
τ +
J
C
+ ∆a; τ)− log Γ˜( i− j
N
τ +
J
C
; τ)
]
= −piiN
2
C3τ2
3∏
a=1
(
{C∆a}τ − 1 + ηC
2
)
+
pii(1− ηC)N2
2C
+
pii(1− 3τ + τ2)N
6τ
+
piiηCC
12
−N
3∑
a=1
log Γ˜(∆a; τ) +N log
N
C
− 2N log(q˜; q˜)∞
+O(Ne−
2piN sin(arg τ)
|τ | min({ JC+∆˜a},1−{ JC+∆˜a}| J=0,1,··· ,C−1)),
(B.15)
where we have introduced the quantities ηC as in (B.6). The contribution from the Jacobian
− logH(uˆC ; ∆, τ) can also be obtained by following the procedure in 4.1 and the detailed
discussion on the Jacobian matrix in [13] as
− logH(uˆC ; ∆, τ) = − logN − (N − 1) log
(
i
pi
∑
∆
∂∆ log θ1(C∆;
τ
N/C2
)
)
− log
(
IN−1 + H˜
)
= −N logN + (N − 1) log Cτ
ηC
− log
(
IN−1 + H˜
)
+O(e−
2piN sin(arg τ)
|τ | min({ JC+∆˜a},1−{ JC+∆˜a}| J=0,1,··· ,C−1)).
(B.16)
Substituting all the contributions to the BA formula (2.26) and using (A.9a), finally
we have the contribution from the BA solutions (B.14):
log I(τ ; ∆) = −piiN
2
C3τ2
3∏
a=1
(
{C∆a}τ − 1 + ηC
2
)
+ log
N
C
+
pii(1− ηC)N2
2C
+
piiηCC
12
− pii(1− ηC)(N − 1)
2
−
3∑
a=1
log Γ˜(∆a; τ)− 2 log(q; q)∞ − log τ − log
(
IN−1 + H˜
)
+O(Ne−
2piN sin(arg τ)
|τ | min({ JC+∆˜a},1−{ JC+∆˜a}| J=0,1,··· ,C−1))
+ (contribution from other BA solutions).
(B.17)
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In the Cardy-like limit that imposes |τ |  1, this reduces to
log I(τ ; ∆) ∼ −piiN
2
C3τ2
3∏
a=1
(
{C∆a}τ − 1 + ηC
2
)
+
pii
τ2
3∏
a=1
(
{∆a}τ − 1 + η1
2
)
+ log
N
C
+
pii(1− ηC)N2
2C
− pii(1− ηC)(N − 1)
2
+
piiηCC
12
− pii(6− 5η1)
12
− log
(
IN−1 + H˜
)
+ (contribution from other BA solutions)
(B.18)
up to exponentially suppressed terms.
C Saddle point solutions of 3D Chern-Simons theory
In this Appendix we investigate the saddle point equation (3.18) from the effective action
of the N = 4 SU(N) SYM theory in the Cardy-like expansion (3.17), namely
iη vj =
1
N
N∑
k=1 ( 6=j)
cotpivjk (i = 1, · · · , N). (C.1)
This equation is in fact equivalent to the saddle point equation of 3D Chern-Simons theory
with a ’t Hooft coupling t [57, 58],
1
t
uj =
1
N
N∑
k=1 ( 6=j)
coth
ujk
2
, (C.2)
under vj → iuj/2pi and t = 2pii/η. We solve this saddle point equation in the planar limit,
or equivalently in the large-N limit.
The partition function of 3D Chern-Simons theory on S3 can be written as [57, 58]
Z =
1
N !
∫ ∏
i
dui
∏
i<j
(
2 sinh
uij
2
)2
exp
(
− 1
2gs
∑
i
u2i
)
, (C.3)
where gs = 2pii/kˆ and kˆ is the effective Chern-Simons level. As we have seen in (3.17), the
fluctuations around the dominant saddle point of the N = 4 SYM theory are described by
such a Chern-Simons theory, provide we make the identification t = 2pii/η where t = gsN
is the ‘t Hooft coupling. Although this partition function can be evaluated directly [35],
as detailed in Appendix D, it is important to note that our starting point is a saddle
point evaluation of the N = 4 SYM index. Hence, in principle, we should seek a saddle
point evaluation of the 3D Chern-Simons partition function. As we demonstrate in this
Appendix, the saddle point result coincides with the exact partition function in the large-N
limit, so in practice this distinction is immaterial. However, we highlight an interesting
observation that there are, in fact, multiple saddle point solutions to the Chern-Simons
model and that it is important to properly identify the dominant saddle in order to find
agreement.
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C.1 The dominant saddle point
The saddle point equation obtained by varying the action in (C.3) takes the form
1
t
uj =
1
N
N∑
k=1 ( 6=j)
coth
ujk
2
. (C.4)
As in [59], it is convenient to introduce the exponentiated eigenvalues Xj = e
uj , so that
the saddle point equation becomes
logXj =
t
N
N∑
k=1 ( 6=j)
(
−1 + 2Xj
Xj −Xk
)
. (C.5)
As usual, in the large-N limit, we assume the eigenvalues condense along a single cut,
x ∈ [a, b] on the real axis, provided the ‘t Hooft parameter t is real. (Later on we will
analytically continue to complex t.) We then introduce the density of eigenvalues ρ(x)
such that ∑
i
f(xi) −→ N
∫ b
a
dx ρ(x)f(x). (C.6)
The important properties of the matrix partition function are now encoded in the
eigenvalue density. In order to determine ρ(x), we introduce the resolvent
ω(X) ≡ −t+ 2t
∫ b
a
dy ρ(y)
X
X − Y (X ∈ C \ C). (C.7)
This function is analytic in the complex X plane except for a cut C from [ea, eb] on the
positive real axis. By studying ω(X) on both sides of the cut, we can reproduce the saddle
point equation
logX =
1
2
[ω+(X) + ω−(X)] (X ∈ C), (C.8)
and also recover the eigenvalue density
ρ(x) = − 1
4piit
[ω+(X)− ω−(X)] (X ∈ C). (C.9)
Here we have defined
ω±(X) = ω(ex±i) = ω(X ± i) (X ∈ C). (C.10)
Following [59], we can use the following trick to derive the resolvent ω(X). Recall that
ω(X) is analytic on X ∈ C \ C. Then it is straightforward to check that the function g(X)
defined as
g(X) ≡ eω(X)/2 +Xe−ω(X)/2 (X ∈ C \ C), (C.11)
can be analytically continued to the entire complex plane including C since
g+(X) = e
ω+(X)/2 +Xe−ω+(X) = Xe−ω−(X) + eω−(X) = g−(X) (X ∈ C), (C.12)
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where the middle equality corresponds to the saddle point equation, (C.8). Furthermore,
using the asymptotic behavior of (C.7)
lim
X→0
ω(X) = −t, lim
|X|→∞
ω(X) = t, (C.13)
we deduce the form of g(X) as
g(X) = e−t/2(X + 1) (X ∈ C). (C.14)
Substituting this into (C.11) then gives
eω(X)/2 =
1
2
(
g(X)±
√
g(X)2 − 4X
)
. (C.15)
Consistency of this solution demands that the branch cut of the square root is along C. In
particular, note that the branch points of the square root are given by
X± = 2et − 1± 2(e2t − et) 12 , (C.16)
with the product X+X− = 1.
C.1.1 The solution for t > 0
Although we have assumed that the eigenvalues condense along the real line, the endpoints
X± are only real for real t > 0. Assuming this to be the case, the resolvent (C.15) can be
written as
eω(X)/2 =
1
2
(
e−t/2(X + 1)− e−t/2(X −X+) 12 (X −X−) 12
)
, (C.17)
where the principal branch is taken for both square roots. The eigenvalue density can then
be recovered from the discontinuity across the cut using (C.9), with the result [59]
ρ(x) =
1
pit
tan−1
√
et − cosh2 x2
cosh x2
(x ∈ [a, b]), (C.18)
where the endpoints are given by −a = b = 2 cosh−1(et/2).
Substituting this eigenvalue density into the saddle point action is non-trivial, but can
be shown to give the genus-zero free energy (see e.g. Appendix A of [58])
logZ = N2
(
ζ(3)− Li3(e−t)
t2
+
t
6
− pi
2
6t
)
+ o(N2). (C.19)
This has a simple expansion in the large-t limit
logZ/N2 ∼ t
6
− pi
2
6t
+
ζ(3)
t2
+O(e−t) (t 1), (C.20)
but remains valid for real t > 0. For small t, it has an expansion
logZ/N2 =
1
2
log t− 3
4
+
t
12
+
t2
288
+ · · · (t→ 0+), (C.21)
which diverges logarithmically as t→ 0.
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Figure 5. Orange (red) crosses are branch points and green (blue) lines are branch cuts of h+(x)
and h−(x), respectively. Here we chose  = 1/10 for presentation.
C.1.2 The solution for t = 2pii/η with η = ±1
While we have worked with real t above, in order to connect to N = 4 SYM, we want to
analytically continue to a purely imaginary value t = 2pii/η where η = ±1. However, this
continuation is subtle, since η = ±1 turns out to be the endpoints of a singular region of
the Chern-Simons matrix model. In particular, there is a divergence for t = 2pii/η with
−1 < η < 1 [60]. This subtlety can also be seen by noting that the endpoints of the cut,
X± in (C.16), collapse to X± = 1 when η = ±1.
To avoid this singularity issue for η = ±1, we take t = 2pii/η + 2 where  is a small
positive number. Although we have assumed real t above, it was not strictly needed in
order to obtain the resolvent (C.15). We thus start from there and analytically continue to
imaginary eigenvalues, x→ ix. In particular, we take X = eix, in which case the resolvent
takes the form
eω(X)/2 =
1
2
(
e−t/2(eix + 1) + (e−t/2(eix + 1) + 2eix/2)
1
2 (e−t/2(eix + 1)− 2eix/2) 12
)
.
(C.22)
For t = ±2pii+ 2, the square root factors have the following branch cuts:
h+(x) ≡ (e−t/2(eix + 1) + 2eix/2) 12 :
⋃
n∈Z
[(4n+ 2)pi − x∗, (4n+ 2)pi + x∗],
h−(x) ≡ (e−t/2(eix + 1)− 2eix/2) 12 :
⋃
n∈Z
[4npi − x∗, 4npi + x∗],
(C.23)
where x∗ = 2pi − 2i+O(2) (see Figure 5). Using4
h±(x) = (−(1∓ eix/2)2) 12 +O(2), (C.24)
4This Taylor expansion becomes subtle as x → 2piZ where the leading order vanishes. So we focus on
the bulk and ignore this subtle issue near the endpoints x = 2piZ.
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we can write down h±(x) more explicitly with the above specified branch cuts as
h+(x) =
{
±i(1− eix/2) +O(2) (above the cuts of h+(x))
∓i(1− eix/2) +O(2) (below the cuts of h+(x)),
(C.25a)
h−(x) =
{
±i(1 + eix/2) +O(2) (above the cuts of h−(x))
∓i(1 + eix/2) +O(2) (below the cuts of h−(x)).
(C.25b)
We now rewrite the resolvent (C.22) using (C.25) within the strip Rex ∈ (−2pi, 2pi)
explicitly as
eω(X)/2 =

−1 +O(2) (above the cuts of h±(x))
−eix +O(2) (between the cuts of h±(x))
−1 +O(2) (below the cuts of h±(x)),
(C.26a)
→ ω(X) =

−2piiη +O(2) (above the cuts of h±(x))
−2piiη (1− xpi ) +O(2) (between the cuts of h±(x), Rex ∈ [0, 2pi))
2pii
η (1 +
x
pi ) +O(2) (between the cuts of h±(x), Rex ∈ (−2pi, 0))
2pii
η +O(2) (below the cuts of h±(x)).
(C.26b)
Since (C.26a) determines ω(X) only up to 4piiZ, we have used the asymptotic conditions
from (C.13) along with continuity outside of the branch cuts to fix ω(X). Finally, the
eigenvalue density can be obtained by substituting (C.26b) into (C.9)
ρ(x) =
{
1
2pi
(
1− x2pi
)
+O(2) x ∈ [0, x∗)
1
2pi
(
1 + x2pi
)
+O(2) x ∈ (−x∗, 0).
(C.27)
Taking the limit → 0 then gives the simple expression
ρ(x) =
1
2pi
(
1− |x|
2pi
)
x ∈ (−2pi, 2pi), (C.28)
which satisfies the normalization condition
∫ 2pi
−2pi dx ρ(x) = 1 as expected. Recall that, since
we have analytically continued, the actual eigenvalues u = ix are now distributed between
±2pii along the imaginary axis.
The genus-zero free energy can be obtained by evaluating the saddle point action
Seff/N
2 =
[
− 1
2t
∫
dxρ(x)u2 +
1
2
∫
ρ(x)ρ(x˜)dx dx˜ log
(
4 sinh2
u− u˜
2
)2]
u=ix, u˜=ix˜
(C.29)
on the solution given by (C.27). Here some care must be taken in keeping the  regulator
while integrating the log term because of branch issues. The result is simply
logZ/N2
∣∣
t=±2pii =
5pii
12
η, (C.30)
which is purely imaginary. This result can also be obtained directly by analytic continu-
ation, namely by inserting t = 2pii/η into (C.19) but our careful analysis provides some
direct insight into the structure of eigenvalues.
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C.2 The sub-leading saddle point
In deriving the resolvent, (C.15), we assumed a one-cut solution with the cut extending
along [X−, X+]. The function g(X) defined in (C.11) is then argued to be analytic in the
complex plane. For t > 0, this picture is evident as the cut is on the positive real axis in
the X plane. However, for t = ±2pii, the cut starts at 1 − 2, wraps twice along the unit
circle, and ends at 1 + 2, where  prevents the cut from overlapping with itself.
This picture of a cut wrapping twice around the unit circle in the X plane suggests
the possibility of another solution where the cut extends only once around the circle. We
have in fact identified such a solution where the cut starts at X = −1, goes around the
circle, and ends again at X = −1. What is special about this solution is that the double
endpoint X = −1 may be singular, and this allows for g(X) defined in (C.11) to have a
pole at X = −1. In particular, we find that
g(X) = e−t/2(X + 1) + et/2
X
X + 1
(X ∈ C \ {−1}), (C.31)
is consistent with analyticity except for a pole at X = −1. The regular (first) term is
identical to that of the standard solution, (C.14), while the pole (second) term is new but
does not modify the asymptotic conditions (C.13).
C.2.1 The solution for t > 0
For t > 0, we choose the cut to lie along the unit circle, starting and ending at the singular
point X = −1. Using (C.15), we obtain the resolvent
ω(X) =
{
−t+ 2 log(1 +X) (|X| < 1)
t− 2 log(1 + 1/X) (|X| > 1),
(C.32)
where the principal branch is taken for the log. Here the ‘inside’ and ‘outside’ solutions are
chosen to satisfy the asymptotic conditions (C.13). In this case, the matrix eigenvalues are
imaginary and lie in the interval (−ipi, ipi). The eigenvalue density is obtained from (C.9),
and is given by
ρ(x) =
1
2pi
(
1− 1
t
log
(
4 cos2
x
2
))
(x ∈ (−pi, pi)), (C.33)
and the eigenvalues themselves are u = ix. Although the ’t Hooft coupling multiplies the
log term, it averages to zero over the interval (−pi, pi), so the normalization condition is
satisfied with an average eigenvalue density of 1/2pi. This sub-leading solution is somewhat
unusual as ρ(x) diverges logarithmically at the endpoints, as highlighted in Figure 6.
The genus-zero free energy can be obtained by using the above eigenvalue density in
(C.29), with the result
logZ/N2 =
ζ(3)
t2
+
pi2
6t
+ (t-independent imaginary term), (C.34)
where we have not been careful enough to keep track of the log branch issues that go into
computing the imaginary term. Note that, even though here we have taken real t > 0, the
saddle point free energy is complex since this sub-leading saddle itself is complex.
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Figure 6. The numerically determined eigenvalue density, ρ(x), for N = 50 and t = 5 (red dots)
along with the large-N analytic solution (blue line), (C.33). The numerical density is obtained by
finite differencing.
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Figure 7. The numerically determined eigenvalues, −iuj for N = 50. The family of solutions
correspond to t = 5 (red), t = 5 + pii/2 (orange), t = 5 + 2pii (yellow), t = 3 + 2pii (green), and
t = 2pii (blue), respectively.
C.2.2 The solution for t = 2pii/η with η = ±1
For connection to the N = 4 SYM saddle, we are interested in analytically continuing to
t = 2pii/η with η = ±1. While in the previous cases the eigenvalues either lie entirely on the
real or imaginary axis, this is no longer the case for the sub-leading saddle with t = 2pii/η.
Instead, from numerical observations, the eigenvalues lie along a curve connecting u ∈
(−ipi, ipi). We have been unable to obtain an analytic form of this curve. However, it can
be examined numerically, as shown in Figure 7, where the ’t Hooft coupling is analytically
continued from t = 5 to t = 2pii.
The genus-zero free energy for the sub-leading saddle with t = ±2pii may be obtained
by analytic continuation of (C.34)
logZ/N2
∣∣
t=±2pii = −
ζ(3)
4pi2
+ (imaginary). (C.35)
Since this has a negative real part, it is always sub-dominant to the leading saddle whose
free energy, (C.30), has vanishing real part.
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Figure 8. Comparison between the N = 4 SYM (blue dots) and 3D Chern-Simons (orange
diamonds) solutions for the dominant saddle point. Here we have taken N = 100 along with
τ = ieipi/6 and ∆a = (2/3, 2/3, 2/3 + 2τ), which maps to t = 2pii in the Chern-Simons theory. As
seen in the figure on the right, the exponentiated eigenvalues go twice around the circle. The 3D
Chern-Simons eigenvalues ui are given as in (C.3), while the N = 4 SYM eigenvalues u˜i are mapped
according to ui = 2piiu˜i/τ .
C.3 Saddle point solutions of N = 4 SYM from direct numerical evaluation
We now return to the original problem at hand, namely the saddle point evaluation of
the N = 4 SYM index in the Cardy-like limit. As we have shown in (3.24), the effective
action reduces to that of 3D SU(N) Chern-Simons theory. As a result, we may simply
apply the saddle point solution of the latter theory to the N = 4 SYM index. However,
it is instructive to see how this works in practice. To do so, we have numerically solved
the saddle point equation arising from the effective action in (3.1). This was performed
using FindRoot in Mathematica, where the elliptic gamma function was approximated by
truncating its product representation, (A.3a).
We find that numerical solutions to the saddle point equation for the N = 4 SYM
index are sensitive to the initial trial configuration for the eigenvalues. Based on large-N
investigations of the index that suggest the eigenvalues are distributed along the ‘thermal’
circle [28, 34], it is natural to start with an initial configuration distributed uniformly
along the interval (−τ/2, τ/2). This starting point, however, converges to the sub-leading
saddle point solution corresponding to that discussed in section C.2. In order to find the
dominant saddle point corresponding to section C.1, we have to instead start with an initial
configuration mirroring (C.28) of the 3D Chern-Simons theory. Here the initial eigenvalues
go twice around the ‘thermal’ circle, and are distributed non-uniformly in the interval
(−τ, τ).
As an example, we compare the numerical solution to the N = 4 SYM saddle point
equations with those from the 3D Chern-Simons theory in Figure 8 for the leading saddle
and Figure 9 for the sub-dominant saddle. For N = 4 SYM, we take τ = ieipi/6 and
chemical potentials such that η = 1, so that t = 2pii in the Chern-Simons theory. Since
|τ | = 1, the numerical results are not taken in the Cardy-like limit. Nevertheless, the
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Figure 9. Comparison between the N = 4 SYM (blue dots) and 3D Chern-Simons (orange
diamonds) solutions for the sub-leading saddle point. The parameters are the same as in Figure 8,
but for the sub-leading saddle the exponentiated eigenvalues go only once around the (distorted)
circle.
similarity of the full SYM solution with that of the corresponding Chern-Simons theory
is apparent. We have observed numerically that the sub-leading saddle point solution
becomes indistinguishable from that of the Chern-Simons theory in the Cardy-like limit.
However, the leading order saddle is more sensitive to 1/N effects arising from the repulsion
between eigenvalues on the inner and outer circles of Figure 8. In any case, the distinction
between N = 4 SYM and 3D Chern-Simons solutions is small compared to the difference
between the dominant and sub-leading saddles which is clearly evident when comparing
Figure 8 with Figure 9.
D The S3 partition function of SU(N) Chern-Simons theory
Here we compute the S3 partition function of SU(N) Chern-Simons theory, namely
ZCSSU(N) =
1
N !
∫ ∞
−∞
(
N−1∏
j=1
dλj) e
−ikpi∑Nj=1 λ2j ∏
i 6=j
2 sinhpiλij (D.1)
with the constraint
∑N
j=1 λj = 0, where k = −ηN (η = ±1).
Recall that the S3 partition function of U(N) Chern-Simons theory is given in Ap-
pendix B of [35] as
ZCSU(N) =
1
N !
∫ ∞
−∞
(
N∏
j=1
dλj) e
−ikpi∑Nj=1 λ2j ∏
i 6=j
2 sinhpiλij
=
(−1)N(N−1)2 e−piiN(N−1)4 e− pii6kN(N2−1)
(ik)N/2
N−1∏
m=1
(
2 sin
pim
k
)N−m
.
(D.2)
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Under the change of variables λµ → λµ +
∑N
j=1 λj (µ = 1, · · · , N − 1), whose Jacobian is
given as
N∏
j=1
dλj → N
N∏
j=1
dλj , (D.3)
the U(N) partition function (D.2) can be rewritten as
ZCSU(N) =
1
(N − 1)!
∫ ∞
−∞
(
N∏
j=1
dλj) e
−ikpi∑N−1µ=1 (λµ+∑Nj=1 λj)2−ikpiλ2N N−1∏
µ 6=ν
2 sinhpiλµν
×
N−1∏
µ=1
2 sinhpi(λµ + Σjλj − λN )2 sinhpi(λN − λµ − Σjλj)
=
1
(N − 1)!
∫ ∞
−∞
(
N−1∏
µ=1
dλµ)
N∏
i 6=j
2 sinhpiλij
∣∣∣
λN=−
∑N−1
µ=1 λµ
×
∫ ∞
−∞
dλN e
−ikpiN(λN+
∑N−1
µ=1 λµ)
2
e−ikpi(
∑N−1
µ=1 λ
2
µ+(
∑N−1
µ=1 λµ)
2)
=
(
N
ik
) 1
2
ZCSSU(N).
(D.4)
For k = −ηN with η = ±1, substituting the identity
N−1∏
m=1
(
2 sin
pim
N
)N−m
= NN/2 (D.5)
into the U(N) partition function (D.2) and using the relation (D.4), we have
ZCSSU(N) = e
−piiη
4
e
piiN(N−1)
2 e−
piiN(N−1)
4 e
piiη
6
(N2−1)
e−
piiηN
4
e
pii(1+η)N(N−1)
4
= exp
[
piiN(N − 1)
2
+
5piiη(N2 − 1)
12
]
.
(D.6)
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