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Abstrakt
Táto práca sa zaoberá možnosťami využitia obrazového signálu pri leteckej navigácii. Kon-
krétne vytvorením systému identifikácie letiskovej dráhy na zázname videokamery umiest-
nenej v lietadle.
Abstract
This thesis deals with the usage of optical signal in aircraft navigation systems. The solution
is based upon the creation of runway identification system working with the record of an
onboard camera.
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Kapitola 1
Úvod
17. decembra 1903, pred 109 rokmi, vzlietlo do vzduchu prvé motorom poháňané lietadlo.
Odvtedy nastal prudký rozmach leteckej techniky, ktorá sa stala súčasťou našich životov.
Lietadlá výrazným spôsobom zmenili svet. Či už sa jedná o dopravné lietadlá, ktoré skrátili
čas cestovania na dlhé trate, cez rôzne druhy bojových lietadiel, ktoré tvoria nepostrádateľnú
súčasť takmer každej armády na svete, až po malé ultra ľahké lietadlá, ktoré slúžia širokým
masám amatérskych letcov.
Táto práca si kladie za cieľ overiť zníženie rizika spojeného s pilotovaním lietadla vďaka
rozšíreniu palety konvenčných navigačných senzorov o obrazový snímač a preskúmať vhod-
nosť jeho implementácie.
Za úvodnými kapitolami, v ktorých je vysvetlená motivácia a definícia úlohy, nasleduje
teoretický rozbor. Jeho účelom je definovať pojmy a vzťahy, na ktorých je vystavané riešenie,
a taktiež poskytnúť čitateľovi prehľad v postupoch a metódach, ktoré sa v súčasnosti v
tomto obore používajú.
V kapitole 4 je objasnený model priestorového pohybu lietadla. Problematike spracova-
nia obrazu a sledovania objektov sa venujú kapitoly 5 a 6. Vzhľadom k tomu, že sa jedná o
pomerne širokú oblasť, v ktorej neexistuje univerzálny postup, vhodný pre všetky prípady,
bolo nutné preskúmať viacero metód. Avšak pre implementáciu boli spomedzi nich vybrané
iba niektoré. Kapitola 7 popisuje postupy uplatniteľné pri vyhodnotení polohy letiska.
Samotnej aplikácii sa venujú kapitoly 8.1 a 8.2. V kapitole 8.1 je vysvetlený návrh
aplikácie. Popis finálnej implementácie je obsahom kapitoly 8.2. V kapitole 9 sa nachádza
vyhodnotenie výsledkov experimentálnych testov a prácu uzatvára záverečná kapitola 10,
ktorá rekapituluje dosiahnuté výsledky a naznačuje možnosti budúceho vylepšenia.
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Kapitola 2
Motivácia
V súčasnosti sa v leteckej technike používa niekoľko druhov navigačných systémov. Medzi
najvýznamnejšie patria:
∙ Pozemné systémy:
– Radar (Radio Detection And Ranging),
– LORAN (Long Range Navigation) – zastaralý, ale v súčasnej dobe modernizo-
vaný ako tzv.
”
enhanced LORAN“.
∙ Družicové systémy:
– GPS (Global Positioning System).
∙ Palubné systémy:
– INS (Inertial Navigation System).
Každý z uvedených prístupov má svoje obmedzenia. Nevýhodou GPS je jednak závis-
losť na satelitných vysielačoch, čo môže spôsobiť problémy pri výpadku signálu, a taktiež
presnosť. Najviac je postihnutý odhad výšky, či už kvôli nepravidelnosti zemského povrchu
alebo tým, že satelity sa nachádzajú v omnoho väčšej výške, než lietadlá. Na korekciu a
spresnenie GPS signálu sa používajú pozemné systémy, napríklad WAAS v USA.
Naproti tomu INS má všetky svoje súčasti obsiahnuté na palube lietadla a nie je od-
kázaný na externé zdroje informácií. Avšak trpí nedostatkom označovaným ako
”
inertial
drift“, kedy malá chyba pri meraní zrýchlenia a uhlovej rýchlosti sa integráciou výrazne
premietne do výpočtu pozície, kde narastá a akumuluje sa. Polohu vypočítanú prostredníc-
tvom INS je nutné buď pravidelne korigovať iným systémom, alebo tento spôsob navigácie
využívať krátkodobo — napríklad pri výpadku GPS.
Vysoká presnosť navigácie je kritická predovšetkým vo fáze pristávacieho manévru. Jed-
nou z metód overenia presnosti je použitie objektívneho kritéria. V prípade tejto práce je
ním analýza obrazu získaného kamerovým systémom.
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Kapitola 3
Definícia úlohy
Cieľom tejto práce je overenie nasledujúcich predpokladov:
∙ kamerový systém s parametrami zhrnutými v tabuľke 3.1 a so zástavbou ilustrovanou
obrázkom 3.1 je použiteľný pre vizuálnu identifikáciu letiska,
∙ analýzou obrazového signálu je možné overiť polohu letiska v priestore.
Obrázok 3.1: Experimentálna zástavba
Tabuľka 3.1: Vybrané parametre optického kamerového systému
Rozlíšenie Full HD 1920x1080
FPS 30
Objektív varifokálny objektiv f=4-10mm/F1.6, s automatickou clonou
DC drive
Obrazový senzor 2MPX Progressive scan CMOS 1/2.7 ”
Kompresia videa H.264 / MJPEG dual stream
Ethernet port 10/100 Mbit (konektor RJ-45)
Podporované protokoly HTTP, FTP, UPnP, DNS, DDNS, RTSP, RTP, RTCP, TC-
P/IP, UDP/IP, ICMP, DHCP, PPPoE, NTP, SMTP
Rozmery 65 x 53 x 87 mm
Prevádzkové podmienky 0 % - 90 % RH, 0 ∘C - 50 ∘C
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Súčasťou práce je vytvorenie aplikácie, ktorá na vstupe prijíma:
∙ obraz z kamerového systému (snímky vo FullHD rozlíšení),
∙ dáta z navigačného systému (Lat., Long., Alt., Yaw, Pitch, Roll, časová známka).
Požadovaným výstupom je rozhodnutie o presnosti palubnej navigácie, realizované pro-
stredníctvom vyhodnotením odchýlky oboch signálov. V prípade odchýlky ohrozujúcej bez-
pečnosť je nutné zobraziť upozornenie. Takouto odchýlkou je taká, ktorá presahuje šírku
pristávacej dráhy.
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Kapitola 4
Model priestorového pohybu
lietadla
Znalosť veličín popisujúcich pohyb lietadla v priestore je esenciálna pre vyhodnotenie spo-
ľahlivosti navigačnej platformy. Pri popise tohto pohybu budem vychádzať zo zaužívaného
modelu, ako je uvedený v [23], [29] a [31].
4.1 Súradnicové sústavy
V leteckej technike pri popise pohybu lietadla rozoznávame niekoľko významných súrad-
nicových sústav. V ČR je viacero z nich normalizovaných normou ČSN 310201
”
Pojmy,
veličiny a značky v mechanice letu“, ktorá vychádza z medzinárodnej normy ISO 1151 [29]
a nahrádza starší formát GOST 20058-80, ktorý sa používal do 80. rokov minulého storočia.
∙ LSS – súradnicová sústava lietadla (body axis system)
∙ ECEF – súradnicová sústava Zeme (Earth-centered Earth-fixed frame)
∙ NED – lokálna súradnicová sústava (North-East-Down)
∙ WGS-84 – svetový geodetický systém 1984 (World Geodetic System 1984)
Obrázok 4.1: Vľavo stará norma GOST, vpravo norma ISO, prevzaté z [29]
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4.1.1 Súradnicová sústava lietadla
Počiatok súradnicovej sústavy lietadla leží vo vzťažnom bode lietadla (obvykle v ťažisku).
Posun tejto sústavy je zhodný s posunom vzťažného bodu a rotácia s rotáciou trupu nasle-
dovne [29].
∙ Os 𝑥 smeruje do prednej časti lietadla
∙ Os 𝑦 smeruje k pravému krídlu tak, aby vytvoril pravotočivú súradnicovú sústavu s
ďalšími dvoma osami
∙ Os 𝑧 smeruje nadol
4.1.2 Zemské súradnicové sústavy
WGS-84
Nejedná sa len o súradnicovú sústavu, ale o štandard definujúci súradnicovú sústavu, refe-
renčný elipsoid a geoid pre geodéziu a navigáciu. Je použitý v systéme GPS.
Geoid je jedným z modelov Zeme, definovaný ako ekvipotenciálna plocha voči tiaži
na úrovni hladiny oceánu. Nerovnomerné rozloženie hmotnosti Zeme spôsobuje nerovný
povrch tohto modelu.
Rotačný elipsoid WGS-84 je voči nemu zjednodušený. Jeho stred leží v strede Zeme,
poloos 𝑎 má dĺžku 6378137, 0 m, poloos 𝑏 má dĺžku 6356752, 314 m [1].
Obrázok 4.2: Rotačný elipsoid, prevzaté z [16]
ECEF
Súradnicová sústava, ktorá je pevne zviazaná so zemským telesom. Vo WGS-84 je ECEF
sústava použitá, ako ukazuje obrázok 4.3 :
∙ smer osi 𝑧 sa zhoduje s IERS (International Earth Rotation Service) referenčným
pólom,
∙ os 𝑥 leží na prieniku IERS referenčného poludníka (Greenwich) a roviny prechádza-
júcej stredom, kolmej na os 𝑧 (rovníku),
∙ os 𝑦 dopĺňa pravotočivú súradnicovú sústavu.
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Obrázok 4.3: Definícia WGS súradnicového systému, prevzaté z [1]
Obrázok 4.4: Ilustrácia vzťahu medzi povrchom Zeme, geoidom a rotačným elipsoidom, prevzaté
z [24]
NED
Podobne ako ECEF, NED je pravouhlý a otáča sa spoločne so Zemou. S výnimkou pólov
je možné ho definovať na ploche paralelnej k ECEF, kde os 𝑥 bude smerovať na sever,
os 𝑦 na východ a 𝑧 nadol. Obdobný je systém ENU, akurát s opačným smerovaním osi 𝑧
(obrázok 4.5).
4.1.3 Súradnicová sústava kamery
Súradnicová sústava kamery nie je úplne zhodná s LSS, ale pretože vzdialenosť kamery od
letiskovej plochy bude počas letu omnoho väčšia, než vzdialenosť od ťažiska lietadla, bude
paralaxa malá a tento rozdiel bude považovaný za zanedbateľný.
4.2 Rotácia v 3D priestore
Vyjadruje orientáciu jedného súradnicového systému voči inému. Existuje niekoľko repre-
zentácií.
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Obrázok 4.5: Systém NED
4.2.1 Eulerove uhly
Eulerove uhly predstavujú spôsob vyjadrenia popisu orientácie telesa v priestore. Trojica
uhlov, každý z nich vyjadruje rotáciu okolo niektorej osi podľa pravidla pravej ruky (ak
vystretý palec smeruje v smere osi, zahnuté prsty značia kladnú rotáciu). S ohľadom na
konzistentnosť budem používať nasledujúce termíny, ako sú uvedené na obrázku 4.6.
∙ Roll (bank) – rotácia okolo osi 𝑥 – uhol klonenia
∙ Pitch (elevation) – rotácia okolo osi 𝑦 – uhol klopenia
∙ Yaw (heading) – rotácia okolo osi 𝑧 – uhol bočenia
4.2.2 Transformačná matica
Kým Eulerove uhly sú pre človeka pomerne názorné, pri výpočtoch je jednoduchšie praco-
vať s maticami, kde pre výslednú polohu bodu v inom súradnicovom systéme stačí vektor
súradníc vynásobiť transformačnou maticou [7].
Rotáciu v 3D priestore je možné rozložiť do dvojdimenzinálnych rotácií okolo každej
z troch osí. Výslednú maticu 𝑅 získame vynásobením týchto troch:
𝑅 = 𝑅𝑥(𝜓)𝑅𝑦(𝜙)𝑅𝑧(𝜃) (4.1)
kde
𝑅𝑥(𝜓) =
⎡⎣ 1 0 00 𝑐𝑜𝑠𝜓 𝑠𝑖𝑛𝜓
0 −𝑠𝑖𝑛𝜓 𝑐𝑜𝑠𝜓
⎤⎦ (4.2)
𝑅𝑦(𝜙) =
⎡⎣ 𝑐𝑜𝑠𝜙 0 −𝑠𝑖𝑛𝜙0 1 0
𝑠𝑖𝑛𝜙 0 𝑐𝑜𝑠𝜙
⎤⎦ (4.3)
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Obrázok 4.6: Vzťah medzi LSS a povrchom Zeme, aproximovaným paralelnou rovinou, prevzaté
z [31]
𝑅𝑧(𝜃) =
⎡⎣ 𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 0−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 0
0 0 1
⎤⎦ (4.4)
4.2.3 Vektor rotácie
Alternatívnou reprezentáciou orientácie telesa v 3D priestore je vektor rotácie. Podobne
ako Eulerove uhly, má menej komponentov než matice rotácie, iba tri, vďaka tomu, že nie
je normalizovaný. Zložky tohto vektora určujú smer osi otáčania a veľkosť vektoru udáva
uhol, opäť podľa pravidla pravej ruky.
Matica rotácie a vektor rotácie sú vzájomne zameniteľné, a vzťah medzi nimi je zachy-
tený pomocou Rodriguesovej transformácie. Ak máme vektor rotácie 𝑟 = [𝑟𝑥, 𝑟𝑦, 𝑟𝑧], a z jeho
veľkosti odvodený uhol 𝜃, transformačnú maticu zostrojíme nasledovne [7]:
𝑅 = 𝑐𝑜𝑠(𝜃) · 𝐼 + (1− 𝑐𝑜𝑠(𝜃)) · 𝑟𝑟𝑇 + 𝑠𝑖𝑛(𝜃) ·
⎛⎝ 0 −𝑟𝑧 𝑟𝑦𝑟𝑧 0 −𝑟𝑥
𝑟𝑦 𝑟𝑥 0
⎞⎠ (4.5)
kde 𝐼 je jednotková matica.
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Kapitola 5
Postupy analýzy videozáznamu
Táto kapitola predkladá a objasňuje základné princípy a metódy používané pri spracovaní
obrazu. Podkapitola 5.1 sa zaoberá problematikou samotného získavania obrazu pomocou
sústavy objektívu a digitálneho snímača, podkapitola 5.2 potom obsahuje zhrnutie rele-
vantných metód a postupov použiteľných pre predspracovanie digitálneho obrazu.
5.1 Získavanie obrazu
Text tejto sekcie je inšpirovaný obsahom kapitoly Camera Models and Calibration z knihy
Learning OpenCV [7]. Sú v nej odvodené dôležité vzťahy a pojmy, ktoré popisujú vlastnosti
kamerových systémov.
Najjednoduchší možný model kamery je dierková kamera. Svetlo zo scény, z každého
bodu jeden lúč, preniká cez dierku a tvorí obraz na obrazovej rovine. Veľkosť obrazu je
ovplyvnená ohniskovou vzdialenosťou. V ideálnom prípade je ohnisková vzdialenosť 𝑓 presne
rovná vzdialenosti obrazovej roviny od dierky.
Obrázok 5.1: Schéma dierkovej kamery, prevzaté z [7]
Na obrázku 5.1 je 𝑓 ohnisková vzdialenosť, 𝑍 vzdialenosť objektu od kamery, 𝑋 výška
objektu a 𝑥 výška jeho obrazu. Z podobnosti trojuholníkov vidíme, že −𝑥/𝑓 = 𝑋/𝑍, alebo
− 𝑥 = 𝑓 𝑋
𝑍
(5.1)
Pre ďalšie zjednodušenie je možné vo vzdialenosti 𝑓 pred dierkou zostrojiť pomyselnú
novú obrazovú rovinu — obr. 5.2 , a ďalej počítať s ňou. V nej je obraz vzpriamený a do-
stávame 𝑥/𝑓 = 𝑋/𝑍.
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Obrázok 5.2: Bod 𝑄 = (𝑋,𝑌, 𝑍) sa zobrazí na obrazovej rovine ako 𝑞 = (𝑥, 𝑦, 𝑓), prevzaté z [7]
Ďalší termín, ktorý si vyžiada našu pozornosť, je hlavný bod (principal point). Je to
bod, ktorý leží v obrazovej rovine a prechádza ním optická os. V ideálnom prípade by mal
ležať v strede obrazu. V praxi sa na to ale samozrejme spoľahnút nemožno, takže treba
rátať s jeho možným posunutím. Posunutie označíme parametrami 𝑐𝑥 a 𝑐𝑦.
Naviac zariadenie, ktoré použijeme pre záznam obrazu (digitálny čip) zachytáva detaily
obrazu ako pixely. Konštrukcia čipu pritom nezaručuje, že pixely majú v osi 𝑥 rovnakú
šírku ako v osi 𝑦, takže pre korektné výpočty je žiaduce uvažovať 2 ohniskové vzdialenosti.
Výsledný vzťah pre výpočet polohy v obraze (𝑞 = (𝑥, 𝑦)), do ktorej sa zobrazí bod reálneho
sveta 𝑄 = (𝑋,𝑌, 𝑍) je teda
𝑥 = 𝑓𝑥
𝑋
𝑍
+ 𝑐𝑥, 𝑦 = 𝑓𝑦
𝑌
𝑍
+ 𝑐𝑦 (5.2)
Túto transformáciu je možné popísať aj maticovo 𝑞 =𝑀𝑄. V tomto prípade súradnica
bodu v obraze 𝑞 je v homogénnych súradniciach. 𝑄 má stále 3 súradnice.
𝑞 =
⎛⎝ 𝑥𝑦
𝑤
⎞⎠ , 𝑄 =
⎛⎝ 𝑋𝑌
𝑍
⎞⎠ (5.3)
A matica 𝑀 sa nazýva kalibračná matica kamery (camera intrinsics matrix), a obsahuje
práve odvodené parametre
𝑀 =
⎛⎝ 𝑓𝑥 0 𝑐𝑥0 𝑓𝑦 𝑐𝑦
0 0 1
⎞⎠ (5.4)
5.1.1 Šošovky
Hoci sa s modelom dierkovej kamery príjemne pracuje z hľadiska teórie a matematiky,
pri skutočnom použití je tomu práve naopak. Dierka prepúšťa minimum svetla, kdežto
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optický senzor vyžaduje svetla čo najviac. Nutnosťou sa stáva použitie šošoviek, ktoré na
jednej strane v náš prospech ovplyvnia šírenie svetla, na druhej strane vnášajú do procesu
získavania obrazu skreslenie.
Skreslenie môže byť veľmi rôzne a komplikované, v závislosti od tvaru optického člena,
avšak vychádzajúc z bežného tvaru šošoviek, ktoré sú viac či menej osovo súmerné, môžeme
sa obmedziť na dva základné druhy skreslenia — radiálne a tangenciálne.
Radiálne skreslenie zvykne byť v strede obrazu nulové a silnieť smerom k okrajom, ako
je naznačené na obrázku 5.3 a obrázku 5.4.
Obrázok 5.3: Lúče prechádzajúce ďalej od optickej osi sú zahnuté viac, prevzaté z [7]
Obrázok 5.4: Zľava — neskreslený obraz, súdkovito skreslený a poduškovito skreslený, prevzaté
z [32]
Na popis radiálneho skreslenia obvykle postačujú dva koeficienty, 𝑘1 a 𝑘2, pre výrazne
skresľujúce objektívy, ako napríklad typ
”
rybie oko“, pridávame tretí 𝑘3.
S týmito koeficientami je možné modelovať radiálne skreslenie pomocou Taylorovho
rozvoja s parametrom 𝑟. Jeho všeobecný tvar je:
𝑓(𝑟) = 𝑎0 + 𝑎1𝑟 + 𝑎2𝑟
2 + . . . (5.5)
a po dosadení koeficientov skreslenia dostávame vzťah pred výpočet neskreslených sú-
radníc 𝑥, 𝑦 zo skreslených 𝑥𝑑, 𝑦𝑑 [7]
𝑥 = 𝑥𝑑(1 + 𝑘1𝑟 + 𝑘2𝑟
2 + 𝑘3𝑟
6) (5.6)
𝑦 = 𝑦𝑑(1 + 𝑘1𝑟 + 𝑘2𝑟
2 + 𝑘3𝑟
6) (5.7)
Príčinou tangenciálneho skreslenia je nedokonalé zarovnanie šošovky a obrazovej roviny,
viď. 5.5
V praxi je bežné popísať ho pomocou dvoch koeficientov, 𝑝1 a 𝑝2. Ďalšie typy skreslenia
už obraz neovplyvňujú takou veľkou mierou ako uvedené dva. Autori knižnice OpenCV tak-
tiež nepovažovali za nutné popisovať ich koeficientami vyššieho rádu[7], takže 3 koeficienty
pre radiálne a 2 pre tangenciálne skreslenie spolu tvoria vektor skreslenia (𝑘1, 𝑘2, 𝑝1, 𝑝2, 𝑘3),
ktorý sa dá získať kalibráciou.
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Obrázok 5.5: Tangenciálne skreslenie — obraz sa javí ako naklonený, prevzaté z [7]
5.1.2 Zorný uhol
Zorný uhol 𝜔 popisuje šírku záberu kamery [27]. Je možné ho ovplyvniť zmenou ohniskovej
vzdialenosti alebo veľkosti snímacieho senzoru, pričom prvá možnosť je obvykle jednodu-
chšia na realizáciu. Vzťah pre výpočet veľkosti zorného uhla má podobu [27] :
𝜔 = 2𝑎𝑡𝑎𝑛(
𝑑
2
1
𝑓
) (5.8)
kde 𝑑 je dĺžka uhlopriečky snímača a 𝑓 je ohnisková vzdialenosť. Tento vzťah ilustruje
obrázok 5.6.
Obrázok 5.6: Zorný uhol, vytvorené v aplikácii GIMP [5]
5.2 Predspracovanie
Prvým krokom pri analýze videozáznamu je obvykle predspracovanie vstupných dát do
tvaru vhodného pre riešenie danej úlohy.
5.2.1 Odstránenie šumu
Šum vo videu vzniká pri zázname na snímací čip a je žiaduce ho pred analýzou obrazu
odstrániť, alebo aspoň zmierniť. Toto je možné dosiahnuť rôznymi postupmi.
∙ Gaussov filter
spôsobí mierne rozmazanie obrazu,
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∙ Low-pass filter
odstráni zo signálu, resp. utlmí, vyššie frekvencie. Tým okrem šumu zmiznú aj detaily,
∙ Mediánový filter
vhodný na odstránenie šumu typu
”
soľ a korenie“,
∙ Zníženie rozlíšenia obrazu
taktiež popri redukcii šumu spôsobí stratu detailov.
Všetky techniky sa k obrazu správajú deštrukčne, podľa charakteru úlohy je nutné
zvoliť takú, ktorá najúčinnejšie potlačí šum a pritom zachová detaily, ktoré považujeme za
dôležité.
5.2.2 Normalizácia obrazu
Pri praktickom použití algoritmov počítačového videnia je náročné zabezpečiť nemenné
svetelné podmienky na scéne. V závislosti na vlastnostiach osvetlenia (rovnomernosť, in-
tenzita, vlnová dĺžka) dochádza k rozdielom v rozložení farieb na snímkach zaznamenaných
v rozdielnom čase, prípadne rozdielnom mieste.
Rozloženie farieb (presnejšie jasu jednotlivých kanálov) v obraze sa popisuje histogra-
mom. Histogram má niekoľko stĺpcov udávajúcich hodnotu jasovej intenzity a výška stĺpca
udáva zastúpenie danej intenzity v obraze. V ideálnej situácii by malo byť zastúpenie všet-
kých jasových zložiek rovnomerné.
Často sa však stáva, že niektoré jasové intenzity sú v obraze zastúpené výrazne viac ako
ostatné, alebo naopak chýbajú. Obrázok 5.7 ukazuje prípad, kedy v obraze chýbajú vysoké
a nízke jasové hodnoty a zároveň je v obraze výrazná prevaha určitých jasových hodnôt.
V prípade, že niektoré jasové zložky nie sú prítomné (v málo kontrastných scénach
typicky histogram nesiaha
”
od kraja ku kraju“) je možné toto napraviť tzv.
”
roztiahnutím
kontrastu“, ako ukazuje obrázok 5.8. Výsledkom tejto operácie je histogram využívajúci
väčší rozsah intenzít.
Na obrázku 5.7 mal ale histogram ešte jeden nedostatok, a to prílišné zastúpenie niekto-
rých hodnôt jasu. Toto je možné odstrániť tzv.
”
vyrovnaním histogramu“, ktorá prihliada
nielen na rozsah hodnôt na osi 𝑥, ale aj na výšku jednotlivých stĺpcov. Výsledok ekvalizácie
je na obrázku 5.9.
5.2.3 Prevod medzi farebnými priestormi
Obraz je štandardne v počítačovej grafike reprezentovaný pomocou tzv. aditívneho fareb-
ného modelu (RGB), ktorý má tri farebné kanály. Pri niektorých typoch úloh môže byť vý-
hodné použíť na detekciu objektov iba jeden z týchto troch kanálov, alebo dokonca previesť
obraz do úplne iného farebného modelu. Takto sa dá docieliť zvýšenie kontrastu sledovaného
objektu voči okoliu.
Jednou z možností je použitie farebného modelu HSV (či HSB), ktorý taktiež používa tri
kanály, ale majú iný význam [30]:
∙ Hue – odtieň,
∙ Saturation – sýtosť,
∙ Value (Brightness) – hodnota jasu.
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Obrázok 5.7: Histogram, vytvorené v aplikácii
GIMP [5]
Obrázok 5.8: Roztiahnutý histogram, vytvo-
rené v aplikácii GIMP [5]
Obrázok 5.9: Vyrovnaný histogram, vytvorené
v aplikácii GIMP [5]
Oddelenie farebnej zložky od jasovej napomáha nezávislosti na osvetlení scény a tieňoch.
5.2.4 Segmentácia obrazu
Zmyslom segmentácie je zvýraznenie hraníc medzi objektami na scéne a pozadím. Existuje
mnoho prístupov, ktoré sa líšia účinnosťou, schopnosťou vysporiadať sa s nerovnomerným
osvetlením a rýchlosťou. Ich možnosti sú ale limitované, a často je vhodnejšie použiť algo-
ritmy pre detekciu hrán [9].
Metódy pre segmentáciu obrazu sa delia do troch základných skupín [30]
∙ Prahovanie:
najnaivnejšia technika, ktorá ale môže priniesť úspech vo veľmi jednoduchých scénach
— viď obrázok 5.10, prípadne v kombinácii s inými postupmi.
– Adaptívne prahovanie [9] :
jedná o mierne odlišnú techniku, založenú na výpočte unikátnej hodnoty prahu
pre každý pixel obrazu, na základe jeho okolia. Existuje niekoľko prístupov [9],
napríklad Chow-Kaneko, Otsu alebo Lokálne prahovanie. V závislosti na zadanej
veľkosti okolia potom výsledok prahovania môže pripomínať detekciu hrán.
∙ Metódy založené na detekcii hrán.
∙ Metódy založené na regiónoch:
– spájanie regiónov,
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Obrázok 5.10: Histogram obrázku vhodného pre prahovanie, vytvorené v aplikácii GIMP [5]
Obrázok 5.11: Adaptívne prahovanie, prevzaté z [9]
– rozdeľovanie regiónov,
– kombinácia spájania a rozdeľovania regiónov,
– Watershed algoritmus [22]
umožňuje segmentovať obraz na základe používateľom definovaných oblastí –
markerov.
Obrázok 5.12: Watershed segmentácia označených oblastí, prevzaté z [7]
Okrem týchto klasických metód existujú aj pokročilejšie, ktoré nie sú obmedzené počtom
dimenzií a je teda možné ich využiť aj mimo oblasť spracovania 2D obrazu [30]. Medzi ne
patrí napríklad:
∙ Mean-Shift clustering
jedno z možných využití algoritmu Mean-shift — hľadanie a zhlukovanie pixelov po-
dobnej farby. Viac o princípe tohto algoritmu je v odseku 6.1.2.
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Obrázok 5.13: Mean-Shift segmentácia, prevzaté z [7]
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Kapitola 6
Metódy sledovania záujmových
bodov
K problematike sledovania bodov v obraze je možné pristupovať viacerými spôsobmi. Buď
snímku po snímke, kedy sa vždy znova spustí konkrétny algoritmus spracovania obrazu,
alebo je medzi jednotlivými snímkami najprv vyhodnotený smer pohybu objektu.
Hlavným cieľom je zachytiť pohybujúci sa objekt. V najjednoduchšom možnom prípade
by postačovalo jednoducho robiť rozdiely medzi snímkami a uspokojiť sa s tým, že práve ten
rozdiel je dôsledkom pohybu objektu. Tento prístup však používateľa dosť limituje, pretože
často je žiaduce sledovať konkrétny objekt, a taktiež môže nastať situácia, že je v pohybe
aj kamera samotná. Preto je nutné špecifikovať výrazné vlastnosti objektu a tie potom v
obraze vyhľadávať.
Mnohé systémy pracujúce s rozšírenou realitou používajú tzv.
”
značky“ (markery, tagy,
glyfy), ktoré sú veľmi kontrastné a nápadné, majú jednoduchý tvar a známu veľkosť a
taktiež pre jednoznačnú identifikáciu polohy voči kamere sú asymetrické.
Pre účely počítačového videnia sú tieto značky vhodné, na ich detekciu postačujú jed-
noduché algoritmy. Pri detekcii všeobecných objektov je nutné postupovať dômyselnejšie a
často je ten postup špecifický v závislosti na úlohe.
6.1 Sledovanie objektu
Pri analýze videosignálu je možné pristupovať ku každému snímku nezávisle na ostatných,
ale často je žiaduce sledovať v čase pohyb objektu, ktorý nás zaujíma. V oboch prípadoch je
potrebné v obraze nájsť body, na základe ktorých objekt identifikujeme. Tieto body by mali
byť unikátne. Napríklad bod ležiaci uprostred veľkej jednofarebnej plochy zrejme nebude na
nasledujúcich snímkoch nájdený s veľkou spoľahlivosťou. Ani bod ležiaci na hrane neprináša
veľké zlepšenie. Až rohy, miesta stretu dvoch hrán, sú použiteľné [7].
6.1.1 Metódy založené na optickom toku
Pohyb sledovaných bodov na videu v čase je vyjadrený pomocou tzv.
”
optického toku“ (opti-
cal flow) [7]. V prípade vyhodnotenia pohybu každého pixelu z predchádzajúceho snímku
hovoríme o hustom optickom toku (dense). Ako bolo spomínané, to je ale náročné, pretože
polohu mnohých bodov nie je možné určiť jednoznačne. Takže je často lepšie si vystačiť s
výpočtom riedkeho optického toku (sparse), ktorý zachytáva iba podmnožinu bodov — tie
význačné [7].
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Obrázok 6.1: Značky, prevzaté z[19] Obrázok 6.2: Detekcia hrán, prevzaté z[19]
Obrázok 6.3: Rozpoznané značky, prevzaté z[2] Obrázok 6.4: Umiestnený model, prevzaté z[2]
Výpočtu riedkeho optického toku sa venuje niekoľko algoritmov, napríklad Lucas-Kanade
[21]. Ten predpokladá, že pohyb nastáva v okolí skúmaného pixelu. Ak však pohyb presiahne
toto malé okolie, algoritmus zlyháva. Existujú vylepšenia, ako napríklad
”
pyramídová“ im-
plementácia, ktorá najprv skúma menej detailný obraz a postupne zmenšuje okolie [7].
6.1.2 Metódy založené na Mean-Shift algoritme
Iný prístup má svoj základ v analýze rozloženia pravdepodobnosti — rozloženie je repre-
zentovaná histogramom (5.2.2, 6.2.2).
Mean-shift algoritmus spočíva v hľadaní lokálneho maxima. Bol predstavený v roku
1975 pánmi Fukunagom a Hostetlerom [12]. Spočíva v nasledovných krokoch [7]:
1. Nastavenie vyhľadávacieho okna:
∙ Počiatočná poloha,
∙ Typ rozloženia pravdepodobnosti(uniformné, polynomiálne, exponenciálne, gaus-
sovské),
∙ Tvar okna,
∙ Veľkosť.
2. Výpočet maxima funkcie rozloženia pravdepodobnosti.
3. Posun okna na nové maximum (odtiaľ
”
mean-shift“).
4. Opakovanie kroku 2 do ustálenia pozície okna (na základe definovaného počtu iterácií
alebo presnosti epsilon).
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Obrázok 6.5: Grafické znázornenie činnosti algoritmu Mean-shift. Okno je umiestnené nad dáta
a postupne sa presúva do oblasti s väčšou hustotou. Prevzaté z [7]
CAM-Shift
Kým Mean-shift algoritmus sa využíva pri analýze ľubovoľných dát, s rozvojom digitálneho
spracovania obrazu sa začali hľadať možnosti, ako ho efektívne aplikovať na túto doménu.
V roku 1998 Gary Bradski, spoluautor knižnice OpenCV, túto techniku zdokonalil a pome-
noval
”
CAM-Shift“ (Continuously adapting Mean-Shift) [6].
Zmena nastala predovšetkým v tom, že vyhľadávacie okno už viac nemá fixnú veľkosť
a tvar, ale prispôsobuje sa sledovanému objektu. Vďaka tomu nie je problém zachytiť ani
objekty, ktorých vzhľad sa v čase mení.
Vzhľadom k charakteru úlohy tejto práce (detekcia letiska na zázname z kamery) sa
použitie práve tohto algoritmu javí byť adekvátnym, pretože veľkosť a tvar obrazu letiska
sa na videozázname v čase mení.
6.2 Metódy detekcie
Podkapitola 6.1 sa venovala sledovaniu pozície bodov záujmu v priebehu času, táto podka-
pitola pojednáva o spôsobe získavania rôznych druhov použiteľných záujmových bodov.
6.2.1 Extrakcia záujmových bodov
Jedným z častých prístupov je popis objektu množinou nezávislých bodov s istými vlastno-
sťami. Môžeme ich získať rôznymi spôsobmi.
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Nízkoúrovňová extrakcia
∙ Detekcia hrán – existuje množstvo hranových detektorov. Z najpoužívanješích sú to:
Sobelov, Cannyho, Laplaceov, Prewittov, Robinsonov, Kirschov.
∙ Detekcia rohov – rozvíja kritériá uvedené v úvode odseku 6.1. Detekcia rohov sa
vykonáva na binarizovanom obrázku, ktorý bol najprv spracovaný prahovaním alebo
hranovým detektorom. Techniky:
– Harrisov hranový detektor,
– Shiov-Tomasiov detektor – zjednodušená a zároveň spoľahlivejšia [7] verzia Har-
risovho detektoru,
– Mediánový filter – spočíva v aplikovaní mediánového filtra na binarizovaný obraz
a následnom odčítaní oboch obrazov [9] .
Obrázok 6.6: Pôvodný obraz, vytvorené v ap-
likácii GIMP [5]
Obrázok 6.7: Aplikovaný mediánový filter, vy-
tvorené v aplikácii GIMP [5]
Obrázok 6.8: Rozdiel – vrcholy, vytvorené v
aplikácii GIMP [5]
Extrakcia na základe tvaru
∙ Houghova transformácia – vhodná pre hľadanie objektov popísateľných geometricky
[7].
– Klasická – detekcia priamok. Predstavená P. Houghom v roku 1961 [9].
– Houghova transformácia pre detekciu kruhov a elíps. Predstavená R. Dudom a
P. Hartom v roku 1972 [9].
– Všeobecná Houghova transformácia pre detekciu objektov ľubovoľného tvaru.
Predstavená D. H. Ballardom v roku 1981 [9].
∙ Kontúry
kontúra je spojitá množina komponentov (pixelov), ktorá tvorí základ pre vysokoú-
rovňový popis objektov v obraze na základe tvaru.
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Obrázok 6.9: Houghova transformácia môže viesť k neočakávaným výsledkom. Prevzaté z [7]
Obrázok 6.10: Ukážka aproximácie objektu v obraze kontúrou. Prevzaté z [7]
Invariantné extrakčné postupy
V praxi je na rôznych snímkoch videa sledovaný objekt nielenže zachytený na rôznych
súradniciach obrazu, ale má aj zmenenú veľkosť, či orientáciu. Vtedy je vhodné použiť
techniky odolné voči afinným tranformáciám.
∙ SIFT (Scale-invariant feature transform).
∙ SURF (Speeded Up Robust Features): inšpirovaný SIFT-om, rýchlejší a robustnejší.
Obrázok 6.11: SURF môže v prípade symetrických obrazov viesť k nejednoznačnému spárovaniu
príznakov, ako je vidno z nesprávnej identifikácie najvyššie umiestneného príznaku. Prevzaté z [20]
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6.2.2 Histogram
Ak sa sledovaný objekt od okolia výrazne odlišuje farbou, jasom, alebo inou zložkou neja-
kého farebného modelu (viď 5.2.3), je možné pre detekciu danej farebnej štruktúry v obraze
elegante využiť histogram. Na to slúži tzv.
”
technika spätnej projekcie“ [20] :
1. Zostrojenie histogramu objektu.
2. Normalizácia histogramu.
3. Výpočet spätnej projekcie – nahradenie pixelov obrazu hodnotou pravdepodobnosti,
s akou pixel náleží objektu.
4. Prahovanie za účelom získania najpravdepodobnejších hodnôt.
Na takto získané rozloženie pravdepodobnosti v obraze je potom možné aplikovať na-
príklad hľadanie extrémov v podobe Mean-Shift algoritmu, ako bol popísaný v odseku 6.1.2
.
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Kapitola 7
Vyhodnotenie polohy
Odhad polohy kamery, v literatúre označovaný ako
”
Pose estimation problem“[28] , je jed-
nou z kľúčových súčastí riešenia mnohých aplikácií pracujúcich s rozšírenou realitou, za
akú môžeme do istej miery považovať aj vizualizáciu letovej situácie. Uplatnenie taktiež
nachádza v oblasti robotiky, počítačového videnia, fotogrammetrie.
Túto úlohu definoval W. E. L. Grimson nasledovne [15].
Definícia 1 Polohou kamery je myslená transformácia potrebná na namapovanie modelu
objektu z lokálneho súradnicového systému do zhody so senzorickými dátami.
Pozíciu telesa v priestore je možné popísať šiestimi hodnotami, kde tri z nich predstavujú
vektor posunu od počiatku súradnicovej sústavy a zvyšné tri vektor rotácie. Polohu je možné
reprezentovať aj alternatívnymi spôsobmi, viac v kapitole 4.
Túto úlohu je možné vyriešiť viacerými spôsobmi. Plne automatizovaný predviedli páni
Deutscher, Isard a MacCormick[10]. Ich iteračným algoritmom je možné získať kalibráciu
kamery — v tomto prípade reprezentovanú päticou
𝑋 = {𝑞1, 𝑞2, 𝑞3, 𝑞4, 𝜑} (7.1)
kde 𝑞𝑖 je kvaternion definujúci transformačnú maticu a 𝜑 je ohnisková vzdialenosť ka-
mery v pixeloch.
Táto metóda nevyžaduje žiadny zásah používateľa, čo ju činí zaujímavou, avšak má
niekoľko nevýhod.
∙ Vyžaduje fotografiu tzv.
”
Manhattan world“ scény — obsahujúcu tri dominantné
ortogonálne línie.
∙ Neuvažuje skreslenie kamery, na odstránenie skreslenia je nutné použiť inú metódu.
∙ Známe hodnoty, ako napríklad ohnisková vzdialenosť kamery, by boli počítané zbyto-
čne, je jednoduchšie zadať ich presne.
Ďalším, rozšírenejším, prístupom k problematike je riešenie tzv.
”
2D-3D korešponden-
cie“ (
”
2D-3D correspondence“,
”
2D-3D pose estimation“)[28]. Ako názov napovedá, v tomto
prípade máme k dispozícii určité informácie o geometrii scény — 3D model, ktorý pozostáva
zo súradníc bodov objektu zachyteného obrazovým senzorom.
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Tento prístup sa taktiež nazýva
”
Perspective n-point problem“, skrátene PnP. Fishler a
Bolles ho charakterizovali [11] ako:
Definícia 2 Jedná sa o hľadanie úsečiek spájajúcich pomocný bod 𝐶𝑃 (stred perspektívy)
s každým z množiny n kontrolných bodov na základe priestorového umiestnenia týchto kon-
trolných bodov a uhlov tvorených dvojicami kontrolných bodov a pomocným bodom 𝐶𝑃 .
.
7.1 Perspective-n-Point
Poloha, rozmery a tvar letiska sú známe. Môžeme ich mať nahraté v pamäti počítača
a použiť ich pri určení polohy. Preto nás budú zaujimať práve algoritmy PnP, ktoré zo
znalosti 3D modelu principiálne vychádzajú.
Jedným z problémov tohto prístupu je nejednoznačnosť riešenia. V závislosti od počtu
bodov, ktoré máme k dispozícii, môžeme získať viacero možných riešení PnP problému,
ak 𝑛 ≤ 5 [13]. P3P môže viesť k štyrom rôznym riešeniam. P4P dokonca až k piatim vo
všeobecnom prípade. V špeciálnom prípade P4P, keď body ležia v jednej rovine, a žiadne
tri z nich neležia na jednej priamke, ako v 3D modeli, tak aj v obraze, má problém iba
jedno unikátne riešenie [25] [13]. A nakoniec všeobecný P5P problém môže viesť k dvom
rozdielnym výsledkom [13].
Napriek teoretickej jednoznačnosti prípadu 4 bodov ležiacich v jednej rovine, autori
algoritmu POSIT namietajú [25], že pri veľkej vzdialenosti kamery od objektu môže byť
vplyv šumu väčší než vplyv perspektívneho skreslenia objektu, a analytické riešenie by
mohlo vybrať zlé riešenie. Algoritmus coplanar POSIT vypracuje dve riešenia, z ktorých je
nakoniec možné jedno vybrať.
7.1.1 Porovnanie vybraných algoritmov pre 2D/3D rekonštrukciu
Algoritmov na 3D rekonštrukciu polohy kamery z 2D obrazu s využitím informácie o 3D
modeli existuje viacero. Ich vlastnosti sú rôzne a predurčujú ich k použitiu v rôznych pod-
mienkach.
V [26] sú porovnané algortimy
∙ CPC (CamPoseCalib),
∙ POSIT (Pose from Orthography and Scaling with Iterations),
∙ Coplanar POSIT (modifikácia pre body ležiace v jednej rovine),
∙ DLT (Direct Linear Transform),
pomocou nasledujúucich kritérií
1. citlivosť na šum,
2. obmedzenia na vstupné dáta,
3. správanie sa pri rôznom počte bodov,
4. správanie sa v prípade koplanárnych bodov,
5. správanie sa v prípade veľmi malej vzdialenosti kamery od bodov,
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6. rôzne počiatočné odhady ako vstup algoritmu CPC,
7. rôzne implementácie algoritmu POSIT.
Body ležiace v jednej rovine
Z povahy problému boli najzaujímavejšie výsledky spracovania bodov patriacich jednej ro-
vine. Test pre túto konkrétnu vlastnosť začínal s bodmi distribuovanými náhodne v priestore
a postupne ich presúval smerom do roviny, viď. obrázky 7.1 a 7.2.
Obrázok 7.1: Počiatočné rozmiestnenie bodov, prevzaté z [26]
Obrázok 7.2: Stenčovanie do jednej roviny, prevzaté z [26]
Výsledky testu preukázali, že niektoré algoritmy pri práci s bodmi, ktorých vzájomná
poloha sa blíži k jednej rovine, úplne zlyhávajú (DLT, POSIT) a od určitej hranice nedokážu
polohu kamery vôbec odhadnúť.
Nie je veľkým prekvapením, že modifikácia algoritmu POSIT bola jednou z tých úspe-
šných, pretože je priamo navrhnutá pre tieto podmienky. Zaujímavé ale je, že vyžaduje, aby
body ležali v jednej rovine s presnosťou vyššou než 1 · 10−19. V prípade, že body sú len
”
približne v rovine“, sú výsledky neuspokojivé.
Najstabilnejším a najuniverzálnejším, ale nie najpresnejším, sa v tomto prípade javí byť
algoritmus CPC. Nie je nezaujímavé, že autor algoritmu CPC, Daniel Grest, zároveň viedol
autora tohto porovnania. Implementácia algoritmu je dostupná na jeho webstránke [14].
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7.2 Homografia
Autori knižnice OpenCV implementovali vlastný algoritmus, založený na kalibračných po-
stupoch Z. Zhanga [33] a D. C. Browna [8] , ktorý podľa ich názoru funguje dobre pri práci
s bodmi v rovine [7], tento využíva princíp homografie.
Homografia, alebo tiež perspektívna projekcia, je zobrazenie 𝑃 𝑑 → 𝑃 𝑑, ktoré mapuje
body z jedného projektívneho priestoru opäť do iného s rovnakou dimenziou 𝑑. Možno ju
zapísať ako
̃︀𝑢 ≃ 𝐻𝑢 (7.2)
kde 𝐻 je homogénna matica rádu (𝑑 + 1), 𝑢 a ̃︀𝑢 sú body [30]. Homogénnu maticu je
možné rozložiť [7] ako
𝐻 = 𝑠𝑀 [𝑅𝑡] (7.3)
𝑅 = [𝑟1, 𝑟2, 𝑟3] (7.4)
kde 𝑠 je koeficient zväčšenia, 𝑀 je matica kamery definovaná rovnicou 5.4, 𝑅 je trans-
formačná matica a 𝑡 je translácia. Prevrátená hodnota zväčšenia sa značí 𝜆 [7].
Pretože homografia zobrazuje body z roviny do roviny, obrazová rovina je definovaná
ako 𝑍 = 0, čo eliminuje jeden z trojice stĺpcových vektorov transformačnej matice [7].
𝑅 = [𝑟1, 𝑟2] (7.5)
𝐻 = [ℎ1, ℎ2, ℎ3] = 𝑠𝑀 [𝑟1, 𝑟2, 𝑡] (7.6)
Z tohto vzťahu sa dajú odvodiť rovnice pre výpočet vonkajších parametrov kamery
(transformačnej matice a translácie) [7]
𝑟1 = 𝜆𝑀
−1ℎ1 (7.7)
𝑟2 = 𝜆𝑀
−1ℎ2 (7.8)
𝑟3 = 𝑟1 × 𝑟2 (7.9)
𝑡 = 𝜆𝑀−1ℎ3 (7.10)
Výsledná transformačná maticu R ale nie je ortonormálna, preto je nutné ďalej upraviť
pomocou singulárneho rozkladu na ortonormálne matice 𝑈, 𝑉 a prostrednú maticu 𝐷,
𝑅 = 𝑈𝐷𝑉 𝑇 (7.11)
aby bola splnená podmienka:
𝑅𝑅𝑇 = 𝑅𝑇𝑅 = 𝐼 (7.12)
Pretože matica 𝑅 má byť ortonormálna, je možné maticu 𝐷 nahradiť jednotkovou
𝑅 = 𝑈𝐼𝑉 𝑇 (7.13)
a vynásobením získať upravenú maticu 𝑅′.
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Kapitola 8
Aplikácia pre sledovanie a
vyhodnocovanie polohy letiska vo
videu
8.1 Návrh riešenia
8.1.1 Analýza
Na základe zadania práce a skutočností zistených štúdiom uvedenej teórie boli definované
vlastnosti a funkcionalita, ktoré by mala aplikácia spĺňať.
∙ Rýchla detekcia letiskovej plochy v zornom poli Full HD kamery.
∙ Robustnosť riešenia z pohľadu zmeny svetelných podmienok (nie je nutné uvažovať
let v noci).
∙ Porovnanie polohy letiska v obraze s geografickou polohou.
∙ Zobrazenie upozornenia v prípade, že rozdiel presiahne definovanú toleranciu 20 %.
Pri riešení návrhu je nutné zohľadniť pevne dané parametre. Aplikácia musí byť schopná
spracovávať obraz z kamery v reálnom čase. Kamera poskytuje Full HD obraz s frekvenciou
30 snímok za sekundu, čo predstavuje pomerne veľký dátový tok.
Z tohto dôvodu sa núka použiť pre rýchlu detekciu pozície menej náročnú metódu sle-
dovania a až na základe jej výsledku vybrať oblasť obrazu (ROI), nad ktorou by sa použil
pokročilejší detektor, schopný vyhodnotiť polohu komplexnejšie a predať ju modulu, ktorý
ju overí oproti údajom z palubnej navigácie.
Taktiež je nutné prihliadať na špecifiká detekcie v obraze z pohybujúcej sa kamery. V
tomto prípade sa s každou snímkou mení celý obraz, neexistuje tu nič ako statické pozadie,
čo diskvalifikuje použitie niektorých bežných sledovacích metód. Zároveň aj tvar sledova-
ného objektu sa v závislosti od pozície kamery môže meniť dosť prudko.
Vyhodnocovanie polohy letiska môže prebiehať na základe 3D rekonštrukcie popísanej v
kapitole 7. Princíp by spočíval v odvodení relatívnej polohy kamery voči letisku. Následne
by sa táto poloha porovnala s údajom z navigačnej platformy.
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8.1.2 Štruktúra identifikačného algoritmu
Táto podkapitola obsahuje výsledky analýzy požiadaviek transformované do podoby vyso-
koúrovňového popisu algoritmu pomocou vývojových diagramov a zoznamu krokov, ktoré
je nutné implementovať. Navrhnuté riešenie pozostáva z nasledujúcich bodov:
1. inicializácia senzorov (videokamera, palubná navigácia),
2. inicializácia detektoru, sledovacieho modulu, 3D modelu a modulu vyhodnocujúceho
presnosť,
3. slučka vykonávajúca:
(a) načítanie aktuálnej videosnímky a polohy lietadla,
(b) nájdenie objektu v obraze, ak sa nachádza v zornom poli kamery,
(c) nájdenie vrcholov obrysu letiska,
(d) výpočet relatívnej polohy,
(e) vyhodnotenie polohy,
(f) oznam o spoľahlivosti navigácie.
Celková štruktúra aplikácie je znázornená sériou vývojových diagramov a v podkapito-
lách 8.1.3, 8.1.4, 8.1.5 a 8.1.6 sa nachádza detailný popis jednotlivých krokov.
Obrázok 8.1: Vývojový diagram identifikačného algoritmu
8.1.3 Inicializácia
Pred spustením hlavnej slučky programu je nutné otvoriť súbor (stream) s videom a získať
prístup k údajom o polohe lietadla. Taktiež sa do pamäte programu musia nahrať informácie
o hľadanom objekte (histogram, 3D model v karteziánskej súradnicovej sústave, geografická
poloha).
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Obrázok 8.2: Detail kroku spracovania snímky
8.1.4 Voľba 3D modelu
Na skúmanom letisku (Letisko Kunovice) sa nachádza viacero pristávacích dráh [4]. Pre
účely automatickej detekcie sú zaujímavé dve z nich:
∙ pristávacia dráha 03C s betónovým povrchom,
∙ pristávacia dráha 21C s betónovým povrchom.
Zdieľajú spoločnú plochu, avšak líšia sa geografickou polohou THR (letiskového prahu)
a azimutom. Aplikácia má neustále prístup k dátam z palubnej navigácie a na základe
vzdialenosti lietadla od jednotlivých pristávacích dráh a jeho azimutu musí byť schopná
rozhodnúť, ku ktorej dráhe sa lietadlo približuje.
Ďalej z povahy problému vyplynula požiadavka na optimalizáciu detekcie v tom zmysle,
že je zbytočné analyzovať obraz, v ktorom sa hľadaný objekt zaručene nenachádza.
Aplikácia teda musí byť schopná podľa vzájomnej polohy lietadla, pristávacej dráhy a
uhlov klopenia, bočenia a klonenia rozhodnúť, či sa objekt nachádza v zornom uhle kamery.
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8.1.5 Spracovanie snímky
Farebná normalizácia
V praxi je nutné maximálne obmedziť nežiaduce vplyvy ako je nerovnomerné osvetlenie a
tiene, preto je farebná normalizácia typickým prvým krokom mnohých sledovacích algorit-
mov.
Sledovanie letiska
Postup použitý v tomto kroku by mal byť čo najjednoduchší, ale zároveň dostatočne spo-
ľahlivý, aby vedel identifikovať rozmery a polohu objektu v 2D obraze. Pri uvážení vzhľadu
sledovaného objektu (prevažne jednofarebná plocha) je spomedzi uvažovaných techník (sle-
dovanie optického toku, CAM-Shift) vhodnejšie použitie techniky CAM-Shift, ktorá nevy-
žaduje detekciu množstva význačných bodov.
Obraz je vhodné previesť do farebného modelu HSV, v ktorom je odtieň plochy letiska
a jeho okolia kontrastnejší.
Obrázok 8.3: Obraz letiska, prevzaté z uká-
žkovej aplikácie
Obrázok 8.4: Kanál farebného odtieňa, pre-
vzaté z ukážkovej aplikácie
Obrázok 8.5: Histogram obrazu letiska, vytvo-
rené v aplikácii GIMP [5]
Obrázok 8.6: Výsledok hľadania algoritmom
CAM-Shift, prevzaté z ukážkovej aplikácie
Farebný histogram popisujúci letiskovú plochu je načítaný z pamäte a spätne premiet-
nutý do obrazu. Následne sa spustí algortimus CAM-Shift, ktorý je nutné inicializovať, čiže
predať mu počiatočnú polohu a informáciu o veľkosti vyhľadávacieho okna.
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Výber oblasti záujmu
Výstupom predchádzajúceho kroku sú súradnice oblasti záujmu, v ktorej sa spustí vyhod-
notenie polohy. Zbytok obrazu nie je zaujímavý a je odstránený.
Predspracovanie
Účelom tohto kroku je čo najviac zvýrazniť hrany letiskového prahu. Letiskový prah bol
zvolený v kontexte danej problematiky kvôli jeho kontrastnému charakteru.
Pretože tento krok je už vykonávaný na menšej ploche obrazu, ktorá je vyplnená pre-
važne samotnou letiskovou plochou, je možné použiť nasledovný postup:
∙ konverzia do stupňov šedi,
∙ odstránenie šumu,
∙ segmentácia obrazu
ktorá zníži počet jasových zložiek v obraze,
∙ prahovanie.
Obrázok 8.7: Orezaná oblasť záujmu, prevzaté
z ukážkovej aplikácie
Obrázok 8.8: Predspracovaný obraz, prevzaté
z ukážkovej aplikácie
Detekcia prahu letiska
Vizuálna indikácia prahu vzletovej a pristávacej dráhy sa skladá z niekoľkých rovnobežných
pruhov. V rámci platnej legislatívy sú pruhy dlhé 30m, široké 1,8m a 30m široká pristávacia
dráha sa značí 8 pruhmi [3].
V tejto fáze sa v binárnom obraze, ktorý obsahuje obrysy najkontrastnejších objektov,
identifikuje množina obrysov reprezentujúcich pruhy letiskového prahu. Pre tento účel som
zvolil prístup založený na kontúrach, nakoľko Houghova transformácia je v tomto prípade
(pruhy vizuálneho značenia nadobúdajú v obraze rôzne podoby, od malých fľakov po zre-
teľné štvoruholníky) obtiažne parametrizovateľná. Detekciu invariantných príznakov som
zavrhol, nakoľko je k tejto úlohe vhodný pristupovať na základe geometrického popisu.
Po úspešnom rozpoznaní elementov značenia je vhodné s prahom zaobchádzať ako s
jedným celkom, takže sa nad ním zostrojí štvoruholníková konvexná obálka.
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Obrázok 8.9: Nájdené pruhy, vykreslené do pôvodného obrazu a obálka nájdených bodov,
prevzaté z ukážkovej aplikácie
3D korešpondencia
Vstupom do tejto fázy spracovania sú vrcholy štvoruholníka, ktorý popisuje perspektívnu
projekciu letiskového prahu na objektív. Z nich sa pomocou vhodného algoritmu (naprí-
klad implementovaného v použitej knižnici OpenCV) odvodí relatívna poloha kamery voči
letisku, t.j. výpočet vonkajších parametrov kamery (transformačná matica a translačný
vektor).
Obrázok 8.10: Vizualizácia počiatku súradnicovej sústavy 3D modelu – letiskového prahu.
V tomto prípade je zohľadnená orientácia pristávacej dráhy v azimute 205∘. Prevzaté z ukážkovej
aplikácie
Prevod medzi súradnými systémami
Výstup predchádzajúceho kroku popisuje polohu telesa v lokálnej kartezíánskej súradnicovej
sústave, nie je možné ju priamo porovnať s polohou získanou z GPS prístroja, ktorá je
vo formáte štandardu WGS84. Je nutné vykonať zjednocujúci prevod, napríklad tak, že
rozdiel známej polohy letiska a polohy lietadla z GPS prístrojov sa transformuje do lokálnej
súradnicovej sústavy, čím získame vektor vyjadrujúci posuv v priestore.
8.1.6 Vyhodnotenie polohy
Intuitívny spôsob vyhodnotenia polohy je porovnanie vzdialenosti v 3D priestore, prostred-
níctvom výpočtu Euklidovskej vzdialenosti. Je možné predpokladať, že s rastúcou vzdiale-
nosťou objektívu od letiska, a tým pádom menšieho obrazu letiska na snímači, bude táto
odchýlka výraznejšia. Preto je vhodné ju reprezentovať percentuálne, ako pomer ku fyzickej
vzdialenosti lietadla od letiska.
Ak táto odchýlka presiahne stanovenú toleranciu (bude ohrozovať možnosť bezpečného
pristátia) aplikácia zobrazí výstražné varovanie.
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8.2 Implementácia
Táto kapitola popisuje, čo bolo reálne vykonané a vytvorené, a akým spôsobom boli splnené
jednotlivé body návrhu.
8.2.1 Použité technológie
∙ OpenCV 2.3.1
Knižnica obsahujúca optimalizované algoritmy používané v oblasti spracovania ob-
razu.
∙ C++
Primárne rozhranie knižnice OpenCV je implementované práve v tomto jazyku. Umo-
žňuje navrhovať objektovo-orientované aplikácie.
∙ GeographicLib 1.30
Knižnica obsahujúca triedy jazyka C++ umožňujúce konverziu medzi rôznymi geo-
grafickými súradnicovými sústavami.
∙ Visual Studio 2010 Professional
Štandardné vývojové prostredie pre vývoj aplikácií pre operačný systém MS Windows.
Obsahuje integrovaný prekladač jazyka C++ a debugger.
∙ TortoiseHg 2.2.2
Grafické užívateľské rozhranie postavené nad verzovacím systémom Mercurial 2.0.2.
Výhodou Mercurialu je absencia nutnosti používať server, zmeny je možné ukladať
lokálne.
OpenCV
Táto knižnica je navrhnutá pre účely spracovania obrazu a počítačového videnia v re-
álnom čase. Použitá licencia (BSD) neukladá žiadne podmienky zverejnenia výsledného
diela. Jedným z úspechov, ktorými chcú autori presvedčiť verejnosť o kvalite tejto knižnice,
je výsledok súťaže DARPA Grand Challenge 2005, kde bolo OpenCV použité vo víťaznom
autonómnom robotickom vozidle vyvinutom na Stanfordovej univerzite [7] . V súčasnej ver-
zii (2.4.3) je to knižnica multiplatformová, podporuje Windows, Linux, Mac OSX a Android,
s rozhraním pre programovacie jazyky C, C++, Java a Python [17] .
Medzi jej výhody patrí rozšírenosť, ktorá so sebou prináša vysokú mieru zdokumento-
vanosti, nemalý počet tutoriálov, ukážok a príručiek. Ďalej použitie knižníc Intel Integrated
Performance Primitives a Intel Threading Building Blocks pre paralelizáciu algoritmov.
GeographicLib
Knižnica zameraná na výpočet geografických transformácií, postavená na funkcionalite sta-
ršej knižnice geotrans. Podporuje transformácie medzi systémami UTM, lokálnymi kar-
tézskymi sústavami, modelmi založenými na rozložení zemského tiahového potenciálu a
geomagnetického poľa a niekoľkými ďalšími [18].
Pri jej použití je nutné dodržať MIT/X11 licenciu, ktorá vyžaduje umiestniť text licencie
k dielu, avšak neukladá žiadne iné povinnosti.
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8.2.2 Moduly
Diagram na obrázku 8.11 popisuje prepojenie jednotlivých modulov aplikácie.
  
Analyzátor
„Analyzer“
Vstup z videa
„Video“
Navigácia
„Navigation“
Indikátor polohy
„LocationHelper“
Detektor
„Detector“
Sledovací modul
„Tracker“
Geografické
transformácie
„Geo“
WGS súradnice
„WGS“
Eulerove uhly
„Euler“
Karteziánske
súradnice
„Cart“
Kamera
„Camera“
Obrázok 8.11: Diagram komponent
Moduly, ktoré nezávisle na sebe vstupujú do jednotlivých fáz spracovania snímky (Detector
a Tracker), sú navrhnuté s využitím návrhového vzoru Strategy. Tento vzor zapuzdruje
funkcionalitu algoritmu, umožňuje volanie jednoduchého konštruktoru, pričom sú nasta-
vené všeobecne vhodné predvolené parametre, ale taktiež poskytuje špecifické nastavenie
pomocou metód get*() a set*() [20].
Modul
”
Analyzer“
Objekt analyzátoru (Analyzer) predstavuje pomyselné jadro aplikácie. Zastrešuje, iniciali-
zuje, riadi a prepája ostatné moduly. Obsahuje hlavnú slučku programu. Taktiež obstaráva
interakciu s používateľom.
Je vytvorený pri spustení aplikácie, pričom mu sú predané vstupné parametre:
∙ názov súboru s videom,
∙ názov súboru s kalibračnými údajmi kamery,
∙ názov súboru s meraniami navigačnej platformy,
∙ časový posun v milisekundách od začiatku merania do začiatku natáčania,
∙ názov výstupného súboru s vyhodnotením polohy letiska,
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∙ voliteľne názov výstupného súboru pre uloženie grafickej vizualizácie v podobe videa.
Na základe týchto údajov nasleduje natiahnutie 3D modelu letiskovej plochy do pamäte,
otvorenie videosúboru, dátového súboru a načítanie parametrov kamery. To sa deje v metóde
init().
Potom nasleduje spustenie slučky, ako je popísaná na diagrame 8.1. Na to slúži metóda
run(). V nej sa najprv metódou setModel() na základe údajov z navigácie overí, ktorý
z dvoch letiskových prahov sa nachádza vo vhodnej vzdialenosti a zároveň v zornom uhle
kamery. V prípade, že žiaden, pokračuje slučka ďalšou iteráciou. Inak sa vykoná spracovanie
aktuálnej snímky podľa algoritmu 8.2:
1. Hľadanie objektu: inštancii triedy Tracker sa najprv predá informácia o predchádza-
júcej polohe ROI — na začiatku je inicializovaná na stred obrazovky. Následne sa
metódou Tracker::process() získa aktuálna poloha ROI.
2. Spracovanie obrazu: ROI je predaný na vstup metódy detect() objektu detektoru.
V tejto metóde sa vykoná kompletný blok spracovania obrazu, od orezu po hľadanie
obrysov prahu.
3. 3D rekonštrukcia: v prípade úspešnej lokalizácie vrcholov je z nich metódou estimatePose()
odvodená a do pamäti uložená poloha letiska v priestore.
Metóda estimatePose() je založená na algoritme pre výpočet 2D-3D korešpondencie
z knižnice OpenCV, funkcii solvePnP() ktorá na vstupe prijíma zoznam bodov v
obraze, zoznam bodov v 3D priestore, kalibračnú maticu kamery, maticu skreslenia a
voliteľne je možné poskytnúť aj počiatočný odhad polohy. Výstupom sú vektor rotácie
a vektor posunu.
Priebeh a úspešnosť výpočtu sú naviac vizualizované akciami, ako je zobrazenie aktu-
álnej snímky a projekcia modelu do obrazu.
Modul
”
Geo“
Obsahuje definíciu dátových štruktúr a metód na prácu so súradnicovými sústavami a
Eulerovými uhlami, zapuzdruje prácu s knižnicou GeographicLib.
Modul
”
LocationHelper“
Obsahuje 3D modely letiskových prahov:
∙ poloha vrcholov v lokálnej súradnicovej sústave,
∙ poloha vzťažného bodu lokálnej sústavy na elipsoide WGS-84,
∙ štruktúry platné len po dobu spracovania snímky:
– poloha lietadla na elipsoide WGS-84,
– Eulerove uhly medzi lietadlom a modelom,
– vzdialenosť medzi lietadlom a modelom
∙ a taktiež metódy na prácu s týmito modelmi.
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Hlavným poslaním tejto triedy je rozhodnutie, ktorý objekt sa momentálne nachádza v
zornom uhle kamery vo
”
vhodnej“ vzdialenosti dostatočnej na rozpoznanie objektu. Na to
slúžia metódy nearest() a good().
Vzdialenosť objektu od lietadla je vyhodnotená ako nevyhovujúca v prípade, že pre-
sahuje 800 m alebo naopak je menšia než 100 m. Tieto hodnoty boli zvolené empiricky.
Vo vzdialenosti väčšej než 800 m nie je dostatočne zreteľné značenie vizuálnej identifikácie
pristávacej dráhy a vo vzdialenosti menšej než je 100 m sa nachádza nezanedbateľná časť
pristávacej dráhy mimo zorné pole kamery, a detekcia by vtedy neviedla k uspokojivému
výsledku.
Na obrázku 8.12 je vidno snímku objektu, ktorý sa nachádza v príliš veľkej vzdiale-
nosti od kamery, než aby na ňom bolo možné efektívne rozoznať vizuálne značenie prahu
pristávacej dráhy.
Obrázok 8.12: Príliš vzdialený objekt, prevzaté z ukážkovej aplikácie
Hodnotu pre minimálnu možnú vzdialenosť by síce bolo možné odvodiť aj analyticky
na základe rovnice 5.8. Podľa údajov z tabuľky 3.1 je ohnisková vzdialenosť objektívu na
najdlhšom ohnisku 𝑓 = 10𝑚𝑚 a dĺžka uhlopriečky snímacieho senzora 𝑑 = 1/2.7 ”. Zorný
uhol 𝜔 je potom:
𝜔 = 2𝑎𝑡𝑎𝑛(
4, 7𝑚𝑚
10𝑚𝑚
) (8.1)
𝜔 = 50∘ (8.2)
Minimálna vzdialenosť 𝑑𝑖𝑠𝑡𝑚𝑖𝑛, z ktorej je vidno kompletné vizuálne značenie prahu
pristávacej dráhy, by teda bola:
𝑑𝑖𝑠𝑡𝑚𝑖𝑛 =
15𝑚
𝑡𝑎𝑛(25∘)
(8.3)
𝑑𝑖𝑠𝑡𝑚𝑖𝑛 ≈ 32𝑚 (8.4)
Lenže tento vzťah je platný jednak pre uhlopriečku snímacieho senzora a ďalej musí
platiť, že objektív neskresľuje obraz. Keďže ale použitý senzor sníma len časť obrazu vytvo-
reného objektívom, a zároveň má silné skreslenie, bolo nutné minimálnu vzdialenosť odvodiť
na základe meraní.
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Modul
”
Tracker“
Táto trieda zapuzdruje sledovací algoritmus. Konštruktor nastaví vhodné parametre pre
extrakciu kanála farebného odtieňa z obrazu a načíta šablónu letiska. Verejne prístupné
sú metódy na nastavenie vyhľadávacieho okna (ROI), zmenu šablóny hľadaného objektu
a nájdenie aktuálnej polohy algoritmom cv::CamShift(). Telo hlavnej metódy spúšťacej
sledovací algoritmus vyzerá nasledovne:
getHue(frame);
calcBackProject (&hue , 1, 0, histogram , backprojection , &phranges );
RotatedRect trackBox = CamShift(backprojection , trackWindow ,
TermCriteria( CV_TERMCRIT_EPS | CV_TERMCRIT_ITER , 10, 1 ));
Premenné histogram a phranges sú členské. Význam prvej z nich je zrejmý, druhá po-
pisuje rozsah hodnôt kanála odtieňu (Hue). Z kanála Hue sa metódou spätnej projekcie his-
togramu vypočíta rozloženie pravdepodobnosti (backprojection) a algoritmus CamShift
v ňom nájde polohu lokálneho maxima (trackBox) z polohy starého (trackWindow).
Problematická je však počiatočná inicializácia vyhľadávacieho okna. Na aplikáciu je
kladená požiadavka v podobe autonómneho behu, takže odpadá možnosť ručného vstup
od používateľa. V prvotnom návrhu sa rátalo s využitím tzv.
”
syntetického modelu“, čiže s
projekciou 3D modelu pristávacej dráhy do súradníc obrazovky. Experimentálnym overením
sa však táto metóda ukázala byť nedostatočne použiteľnou, pretože výsledná projekcia je
príliš vzdialená od polohy vo video zázname, viď obr. 8.13.
Obrázok 8.13: Projekcia 3D modelu podľa údajov z navigácie, prevzaté z ukážkovej aplikácie
Z tohto dôvodu sa sledovací modul vo veľkej miere spolieha na modul LocationHelper,
od ktorého získava informácie o približnej polohe pristávacej dráhy. Samozrejme, nakoľko
ani projekcia 3D modelu na základe týchto informácií nebola príliš presná, je nutné vyhľa-
dávaciemu oknu na začiatku vyhľadávania nastaviť väčšiu, než optimálnu veľkosť. Potom je
ale veľkosť okna prispôsobená tak, aby pokrývala plochu dráhy a umožňovala tak predávať
výrezy algoritmu detekcie.
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Modul
”
Detector“
Vstupným bodom pri volaní z modulu Analyzer je metóda detect(), ako už bolo spomí-
nané. Je nutné jej predať parametre:
∙ Referenciu na aktuálnu snímku,
∙ ROI,
∙ referenciu na vektor vrcholov
tento parameter slúži na výstup.
Metóda detect() postupne na obraze vykonáva nasledovné kroky:
∙ Orez obrazu,
∙ predspracovanie metódou enhanceImage() spočívajúce v odstránení šumu a roztia-
hnutí kontrastu,
∙ farebná segmentácia metódou colorReduce(),
∙ prahovanie segmentovaného obrazu pre výrazné odlíšenie obrysov,
∙ detekcia hrán Cannyho hranovým operátorom,
∙ hľadanie kontúr a selekcia kontúr patriacich prahu pristávacej dráhy metódou findContours().
Zápis programovacieho jazyka má nasledovnú podobu týchto krokov:
Mat output(original , ROI);
enhanceImage(output );
segmentate(output );
Canny(output , binary , 15, 80);
contours = findContours(binary );
return output;
Návratovou hodnotou je orezaný a transformovaný obraz, ktorý je možné využiť pri
vizualizácii. Zoznam bodov (contours), ktoré tvoria tzv.
”
kontúry“ prahu pristávacej dráhy
je na výstup predaný pomocou referencie.
findContours() Kontúra prahu pristávacej dráhy je zostavená metódou findContours()
na základe definovaných kritérií. Z množiny kontúr (obrysov vzniknutých detekciou hrán)
vyberie na základe definovaných kritérií tie, ktoré patria prahu. Týmito kritériami sú ve-
ľkosť plochy a vzdialenosť od priamky preloženej množinou kandidátnych kontúr. Obrázok
8.14 znázorňuje detail detekcie. Modrou farbou je vyznačené ťažisko relevantných kontúr a
červenou preložená priamka.
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Obrázok 8.14: Vľavo výsledok detekcie, vpravo rozpoznané kontúry. Prevzaté z ukážkovej apli-
kácie
Modul
”
Video“
Zapuzdruje triedu VideoCapture z knižnice OpenCV, predáva modulu Analyzer aktuálnu
snímku.
Modul
”
Navigation“
Slúži na čítanie údajov z binárneho súboru digitálnej navigačnej platformy. Konštruktor
prijíma ako argument názov súboru. Metóda readLine() vracia štruktúru typu Data, ktorá
zodpovedá jednému záznamu binárneho súboru a obsahuje nasledovné položky:
1. 𝑎𝑥, 𝑎𝑦, 𝑎𝑧
zrýchlenie (v LSS),
2. 𝑝, 𝑞, 𝑟
uhlová rýchlosť okolo osí (v LSS),
3. 𝑀𝑥,𝑀𝑦,𝑀𝑧
moment sily (v LSS),
4. 𝜙, 𝜃, 𝜓
Eulerove uhly,
5. 𝐿𝑎𝑡., 𝐿𝑜𝑛., 𝐴𝑙𝑡.
6. 𝑣𝑥, 𝑣𝑦, 𝑣𝑧
rýchlosť (v LSS),
7. 𝑡
časová známka.
Modul
”
Camera“
Obsahuje informácie o použitej kamere — rozmery čipu, názov, kalibračnú maticu a koefi-
cienty skreslenia.
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8.2.3 Kalibrácia kamery
Kalibráciou sa v OpenCV myslí zistenie koeficientov skreslenia a kalibračnej matice [7]. Celý
proces je zachytený v ukážkovom súbore calibration.cpp, ktorý je pribalený ku knižni-
ci. Používateľovi ostáva vytlačiť si šachovnicový vzor, niekoľkokrát ho nasnímať a vyplniť
konfiguračný XML súbor podľa nápovedy.
Nie je špecifikované, aké množstvo snímok kalibračného vzoru je potrebné na úspešnú
kalibráciu. empiricky je odporúčané použiť 10-20 snímok nasnímaných v rôznej vzdialenosti
a uhle od kamery [20] [7].
Experimentálne meranie
Obrázok 8.15: Zábery z experimentu
V rámci experimentu bola nasnímaná videosekvencia o dĺžke 6 minút a bolo zhoto-
vených 16 statických snímok. Z tohto obrazového materiálu bolo následne zvolených 10
snímok, na ktorých bola zachytená celá plocha šachovnicového vzoru a zároveň bola medzi
snimkami veľká variabilita, čo sa týka natočenia vzoru voči kamere. Kalibračným skriptom
boli následne namerané tieto hodnoty:
Kalibračná matica kamery
𝑀 =
⎛⎝ 1578, 73 0 882, 750 1618, 24 535, 73
0 0 1
⎞⎠ (8.5)
Koeficienty skreslenia
[𝑘1, 𝑘2, 𝑝1, 𝑝2, 𝑘3] =
[︀ −0, 1455 −0, 211 −0, 0031 0, 0005 1, 028 ]︀ (8.6)
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Kapitola 9
Výsledky
Táto kapitola obsahuje výsledky testovania vytvorenej aplikácie. Aplikácia bola otestovaná
z viacerých aspektov. Podkapitola 9.1 je zameraná na zhodnotenie výkonnosti jednotlivých
súčastí aplikácie. Podkapitola 9.2 obsahuje zhodnotenie úspešnosti sledovania objektu me-
dzi snímkami, podkapitola 9.3 obsahuje zhodnotenie úspešnosti presnej detekcie objektu
na videu a podkapitola 9.4 popisuje, ako si testovaná aplikácia viedla s vyhodnocovaním
polohy letiska v priestore. Testovanie aplikácie prebehlo na sade viacerých testovacích vi-
deozáznamov zachytávajúcich pristátie, pričom ku jednému z nich bol dodaný paralelne
zhotovený záznam z navigačnej platformy.
Tabuľka 9.1: Vlastnosti testovacieho videa č. 1
Dĺžka (h:m:s) 00:01:57
Celkový počet snímok 3652
FPS 31
Rozlíšenie 1920 × 1088
Kodek Windows Media Video 8
Tabuľka 9.2: Vlastnosti testovacieho videa č. 2
Dĺžka (h:m:s) 00:00:50
Celkový počet snímok 1582
FPS 31
Rozlíšenie 1920 × 1088
Kodek H.264
9.1 Výkon aplikácie
Výkonom sa rozumie rýchlosť spracovania obrazu. Testovanie prebehlo na prenosnom po-
čítači v konfigurácii
∙ procesor Intel Core2Duo T5870 2,0GHz,
∙ operačná pamäť 4,00GB RAM,
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Tabuľka 9.3: Vlastnosti testovacieho videa č. 3
Dĺžka (h:m:s) 00:00:53
Celkový počet snímok 1672
FPS 31
Rozlíšenie 1920 × 1088
Kodek H.264
∙ grafická karta ATI Mobility Radeon HD 4300,
∙ operačný systém Windows 7 64-bit.
Pretože mechanizmy vyhodnocovania rýchlosti nepatrili medzi funkčné požiadavky fi-
nálnej verzie aplikácie, testovanie prebiehalo dočasnými úpravami kódu. Bol vytvorený nový
modul Stopwatch, ktorý pomocou volania funkcií operačného systému Windows (knižnice
WinAPI) QueryPerformanceFrequency() a QueryPerformanceCounter() je schopný zís-
kať dobu trvania vykonávania definovaného úseku kódu.
Týmto spôsobom bola z niekoľkých meraní doby spracovania snímok určená časová ná-
ročnosť nasledujúcich operácií:
∙ Získavanie videosnímok. Pretože spracovávané video je v kvalite FullHD, je táto operá-
cia potenciálne časovo náročná a je nutné overiť jej dopad na celkový výkon aplikácie.
∙ Výber z množiny 3D objektov na základe vzájomnej polohy lietadla voči jednotlivým
modelom.
∙ Sledovanie objektu algoritmom Cam-Shift.
∙ Detekcia vizuálneho značenia prahu pristávacej dráhy.
∙ Vyhodnotenie polohy objektu.
Snímky, na ktorých bolo vykonané meranie, obsahovali informácie potrebné pre kom-
pletný beh všetkých súčastí algoritmu (kamera snímala letiskovú plochu z vhodnej vzdiale-
nosti, t.j.100− 800 m).
9.1.1 Získavanie snímok z videa
Získavaním snímok (grabovaním) sa rozumie načítanie snímky bez jej následného dekó-
dovania [7]. Testovacie video malo snímkovaciu frekvenciu 31 FPS, čiže pri normálnom
prehrávaní je jedna snímka zobrazená priemerne 32,26 ms. Podľa meraní však grabovanie
nasledujúcej snímky trvá priemerne 10,3 ms, čiže na danom testovacom stoji nebolo možné
načítať celé video za kratší, než približne tretinový čas.
Dĺžka čakania na novú snímku podľa očakávania lineárne narastá s počtom načítaných
snímok. V prípade aplikovania detekčného algoritmu iba na každú desiatu snímku, je nutné
čakať vyše desaťnásobne dlhší čas (126,38 s), než sa na výstup modulu Video() dostane
požadovaná snímka. A v prípade, že by postačovalo aplikovať algoritmus so sekundovou
frekvenciou, čiže na každú 31. snímku, trvalo by čakanie na túto snímku až takmer pol
sekundy, čo je pomerne limitujúce a je to daň za FullHD kvalitu vstupného videosignálu.
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Tabuľka 9.4: Závislosť dĺžky získavania snímky na počte snímok
Počet snímok trvanie [𝑚𝑠] smerodatná odchýlka trvania [𝑚𝑠]
1 10,3 2,08
10 126,38 20,07
20 285,16 30,47
31 414,99 27,76
Obrázok 9.1: Graf závislosti dĺžky získavania snímky na počte snímok
9.1.2 Kroky výpočtu algoritmu
V tabuľke 9.5 sú zhrnuté spriemerované výsledky jednotlivých fáz spracovania dekódovanej
snímky.
Pre lepšiu názornosť sú tieto hodnoty v tabuľke 9.6 prepočítané do počtu snímok za
sekundu, ktoré sú jednotlivé metódy schopné teoreticky zvládnuť.
Z nameraných údajov vidno, že najväčšou, vyše 50% mierou sa na výslednom čase
podieľa sledovací modul, ktorý využíva metódu Cam-Shift. Jeho veľká časová náročnosť je
v súlade s očakávaním, pretože vstupom modulu je obraz vo FullHD rozlíšení.
V protiklade k tomu je metóda detect(), ktorá za svoju nízku časovú náročnosť vďačí
tomu, že pracuje len s výrezom obrazu. Doba trvania detekcie zreteľne kolíše, ako vidno zo
smerodatnej odchýlky (približne 7 FPS), čo je dané tým, že veľkosť výrezu sa v čase mení.
Ani toto kolísanie sa však na dobe celkového spracovania snímky neprejavuje výrazne.
Doba výpočtu vyhodnotenia polohy taktiež kolíše, ale v porovnaní s ostatnými súčasťami
algoritmu je takmer zanedbateľná.
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Tabuľka 9.5: Časová náročnosť metód spracovania snímky v ms
Operácia trvanie [𝑚𝑠] smerodatná odchýlka trvania [𝑚𝑠]
Výber objektu metódou setModel() 26,23 1,88
Sledovanie metódou camShift() 78,87 3,48
Detekcia metódou detect() 22,81 3,79
Vyhodnotenie polohy
metódou estimatePose() 11,13 1,39
Spolu (prostý súčet) 139,04 5,08
Spolu (vrátane grafického výstupu) 157,54 12,28
Tabuľka 9.6: Časová náročnosť metód spracovania snímky vo FPS
Operácia frekvencia [𝐹𝑃𝑆] smerodatná odchýlka [𝐹𝑃𝑆]
Výber objektu
metódou setModel() 38,32 2,90
Sledovanie metódou camShift() 12,70 0,56
Detekcia metódou detect() 44,93 7,23
Vyhodnotenie polohy
metódou estimatePose() 91,06 10,86
Spolu (prostý súčet) 7,20 0,27
Spolu (vrátane grafického výstupu) 6,38 0,48
Obrázok 9.2: Graf časovej náročnosti jednotlivých metód
9.2 Úspešnosť sledovacieho algoritmu
Sledovacím algoritmom je myslená spolupráca modulov LocationHelper a Tracker. Ako
bolo spomínané v časti 8.2.2, informácie z modulu LocationHelper sú potrebné pre počia-
točnú inicializáciu vyhľadávacieho okna, ktoré je ďalej udržiavané modulom Tracker.
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Obrázok 9.3: Graf FPS frekvencie jednotlivých metód
Táto inicializácia je však iba približná, a môže trvať až niekoľko sekúnd, než sa Tracker
”
chytí“ a zafixuje sledovacie okno na objekte letiska. Sledovanie objektu prebieha v čase
približovania sa k pristávacej dráhe, a ďalej je práca algoritmu obmedzená na tzv.
”
vhodnú
vzdialenosť“, ktorá bola vysvetlená v časti 8.2.2 a ktorá je predpokladom toho, že je vizuálna
identifikácia pristávacej dráhy zreteľne zachytená a rozpoznateľná.
Testovanie prebehlo na sade videosekvencií, pri rôznom nastavení frekvencie aktualizá-
cie polohy objektu, výsledky sú zhrnuté v tabuľke 9.7. Za úspešné sledovanie sa považuje
zachytenie správneho objektu, čiže letiskovej plochy, ako je vyznačená na obrázku 9.4.
Obrázok 9.4: Úspešné sledovanie polohy
Z tabuľky 9.7 je vidno, že v prípade videozáznamu zachytávajúceho pomalé rovnomerné
pristátie, dosahuje aplikácia takmer absolútnu úspešnosť v rozsahu obmedzenom kritériom
sledovania. Percentuálnu úspešnosť je však nutné dať do súvisu aj s ďalšimi aspektami.
Napríklad pri frekvencii sledovania 1 FPS z aplikácie nie je veľký úžitok, pretože 16 roz-
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Tabuľka 9.7: Úspešnosť metódy sledovania objektu na videu č. 1
Frekvencia sledovania polohy [FPS] 1 2 3 4 5
Dĺžka záberu pristávacej dráhy
do okamihu pristátia [s] 38 38 38 38 38
Počet snímok pristávacej dráhy celkovo 38 76 114 152 190
Počet snímok pristávacej dráhy
spĺňajúcich kritérium rozoznateľnosti 19 39 58 80 95
Počet snímok s úspešne
sledovanou polohou dráhy 16 37 58 0 92
Úspešnosť (celková) 42,1 % 48,7 % 50,9 % 0 % 48,4 %
Úspešnosť (obmedzená
kritériom rozoznateľnosti) 84,2 % 94,9 % 100,0 % 0 % 96,8 %
poznaných snímok je nedostatočné množstvo na spoľahlivé vyhodnotenie polohy.
Pri frekvencii 4 FPS sa vyskytla anomália, kedy bol sledovacím modulom zachytený
nesprávny objekt, a algoritmus sa nedokázal spamätať – viď obr. 9.5. Takéto situácie nie
je sledovací modul Tracker sám o sebe schopný ošetriť, pretože jeho sledovacia metóda
je založená na sledovaní odtieňa, ktorý je v prípade objektu zachyteného na obrázku 9.5
dostatočne podobný odtieňu pristávacej dráhy, a teda nedošlo k presunu sledovacieho okna
do oblasti s vyššou hodnotou rozloženia pravdepodobnosti.
Obrázok 9.5: Sledovanie nesprávneho objektu
Testovanie pomocou ostatných videozáznamov bolo zamerané na robustnosť algoritmu
voči zriedkavým podmienkam (prudká zmena trajektórie lietadla, zmena svetelných podmie-
nok) a tieto záznamy neobsahovali dáta z navigačnej platformy. Aplikácia v tomto prípade
nevyužívala modul LocationHelper a spustenie sledovacieho algoritmu bolo nutné nastaviť
ručne v príslušnom XML súbore.
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Tabuľka 9.8: Úspešnosť metódy sledovania objektu na videu č. 2
Frekvencia sledovania polohy [FPS] 1 2 3 4 5
Dĺžka záberu pristávacej dráhy
do okamihu pristátia [s] 22 22 22 22 22
Počet snímok pristávacej dráhy
spĺňajúcich kritérium rozoznateľnosti 22 44 66 88 110
Počet snímok s úspešne
sledovanou polohou dráhy 14 27 38 52 56
Úspešnosť (obmedzená
kritériom rozoznateľnosti) 63,6 % 61,4 % 57,6 % 59,1 % 50,9 %
Z tabuľky 9.8 je vidno, že v prípade druhého testovacieho videozáznamu si algoritmus
nepočínal tak jednoznačne. Je to spôsobené tým, že v tomto prípade približovaniu sa k
letisku predchádzala prudká zmena smeru a samotná fáza približovania sa trvala omnoho
kratšie. Počas zmeny smeru sledovací algoritmus najprv zachytil nesprávny objekt, ale bol
schopný sa počas niekoľkých sekúnd zotaviť, viď 9.6.
Obrázok 9.6: Nájdenie správneho objektu
Tabuľka 9.9 obsahuje výsledky testovania tretieho videozáznamu, na ktorom bola zmena
smeru pred pristátím najprudšia a fáza približovania sa k letisku najkratšia. Aplikácia
spočiatku zachytila nesprávny objekt, ale v niektorých prípadov bola schopná relatívne
rýchlo nájsť správny. V prípade vyššej frekvencie detekcie, a teda menšej zmeny obrazu
medzi nadväzujúcimi snímkami, však sledovacie okno ostalo na nesprávny objekt trvale
zafixované.
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Tabuľka 9.9: Úspešnosť metódy sledovania objektu na videu č. 3
Frekvencia sledovania polohy [FPS] 1 2 3 4 5
Dĺžka záberu pristávacej dráhy
do okamihu pristátia [s] 8 8 8 8 8
Počet snímok pristávacej dráhy
spĺňajúcich kritérium rozoznateľnosti 8 16 24 32 40
Počet snímok s úspešne
sledovanou polohou dráhy 6 11 3 0 0
Úspešnosť (obmedzená
kritériom rozoznateľnosti) 75,0 % 68,8 % 12,5 % 0 % 0 %
9.3 Úspešnosť detekcie objektu
Úspešnosťou detekcie sa myslí počet snímok, pri spracovaní ktorých boli správne rozpoznané
obrysy vizuálnej identifikácie pristávacej dráhy. Túto situáciu znázorňuje obrázok 9.7.
Obrázok 9.7: Úspešná detekcia objektu
Metodika vyhodnocovania je rovnaká ako v prípade merania úspešnosti sledovacieho
algoritmu, výsledky sú zhrnuté v tabuľke 9.10. Bola použitá rovnaká sada video záznamov,
na ktoré bola aplikovaná detekcia s rozličnými nastaveniami frekvencie spracovania.
Z nameraných údajov je zrejmé, že účinnosť použitého detektoru má ďaleko od abso-
lútnej spoľahlivosti. Z vyše polminútovej fázy približovania sa k letisku bola celková doba,
počas ktorej detektor úspešne rozpoznal prah letiskovej dráhy, iba niečo medzi 8-10 se-
kundami. Je to do istej miery spôsobené nekvalitou video záznamu, pri snímani z veľkej
vzdialenosti je vizuálne značenie prahu neostré a jednotlivé pruhy splývajú, takže detektor
začne vykazovať výraznejšie úspechy až v záverečnej fáze, niekoľko sekúnd pred pristátím.
Pri ostatných testovacích videozáznamoch sa musel sledovací algoritmus najprv vyspo-
riadať s presunutím sledovacieho okna na správny objekt a úspešnosť presnej detekcie bola
o to nižšia.
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Tabuľka 9.10: Úspešnosť presnej detekcie objektu na videu č. 1
Frekvencia detekcia objektu [FPS] 1 2 3 4 5
Dĺžka záberu pristávacej dráhy
do okamihu pristátia [s] 38 38 38 38 38
Počet snímok pristávacej dráhy celkovo 38 76 114 152 190
Počet snímok pristávacej dráhy
spĺňajúcich kritérium rozoznateľnosti 19 39 58 80 95
Počet snímok s úspešne
detegovaným objektom 10 19 28 0 41
Úspešnosť (celková) 26,3 % 25,0 % 24,6 % 0 % 21,6 %
Úspešnosť (obmedzená
kritériom rozoznateľnosti) 52,6 % 48,7 % 48,3 % 0 % 43,2 %
Tabuľka 9.11: Úspešnosť presnej detekcie objektu na videu č. 2
Frekvencia detekcia objektu [FPS] 1 2 3 4 5
Dĺžka záberu pristávacej dráhy
do okamihu pristátia [s] 22 22 22 22 22
Počet snímok pristávacej dráhy
spĺňajúcich kritérium rozoznateľnosti 22 44 66 88 110
Počet snímok s úspešne
detegovaným objektom 2 6 8 14 9
Úspešnosť (obmedzená
kritériom rozoznateľnosti) 9,1 % 13,6 % 12,1 % 15,9 % 8,2 %
Tabuľka 9.12: Úspešnosť presnej detekcie objektu na videu č. 3
Frekvencia detekcia objektu [FPS] 1 2 3 4 5
Dĺžka záberu pristávacej dráhy
do okamihu pristátia [s] 8 8 8 8 8
Počet snímok pristávacej dráhy
spĺňajúcich kritérium rozoznateľnosti 8 16 24 32 40
Počet snímok s úspešne
detegovaným objektom 4 6 0 0 0
Úspešnosť (obmedzená
kritériom rozoznateľnosti) 50,0 % 37,5 % 0 % 0 % 0 %
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9.4 Vyhodnotenie polohy
Dostávame sa k vyhodnoteniu poslednej časti funkcionality aplikácie, a to k vyhodnoteniu
polohy v 3D priestore. Grafy 9.8 - 9.11 zobrazujú dátovú sadu nameraných odchýliek medzi
polohou letiska udanou navigačným prístrojom a polohou letiska získanou 3D rekonštruk-
ciou. Toto meranie bolo vykonané na testovacom videozázname č. 1 a zodpovedajúcom
zázname navigačnej platformy.
Obrázok 9.8: Odchýlka hodnoty zemepisnej dĺžky v závislosti na vzdialenosti letiska
Obrázok 9.9: Odchýlka hodnoty zemepisnej širky v závislosti na vzdialenosti letiska
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Obrázok 9.10: Odchýlka polohy letiska v priestore v závislosti na vzdialenosti letiska
Obrázok 9.11: Percentuálna odchýlka polohy letiska v priestore v závislosti na vzdialenosti
letiska
Nula na grafe značí neúspešnú detekciu vizuálneho značenia a teda absenciu vyhodno-
tenia polohy. Je vidno, že skutočne relevantné a stabilné výsledky aplikácia poskytuje až vo
vzdialenosti približne 300 m od prahu pristávacej dráhy. Vo väčšej vzdialenosti sa objavujú
nepravidelné anomálie vo vyhodnotení polohy, ktoré činia tento spôsob vyhodnotenia nie
príliš vhodným pre analýzu v reálnom čase.
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Kapitola 10
Záver
Diplomová práca v úvode popisuje relevantné aspekty pohybu lietadla v priestore a prináša
prehľad techník používaných v oblasti analýzy videozáznamu.
Ďalej sa práca zameriava na vytvorenie konkrétnej aplikácie, ktorá demonštruje použi-
tie vybraných techník pre sledovanie polohy letiska na videozázname. Táto časť práce bola
realizovaná vytvorením multiplatformovej aplikácie s využitím technológie OpenCV. Apli-
kácia sa skladá z viacerých modulov, ktoré predstavujú jednotlivé kroky spracovania obrazu.
Sledovací modul je založený na technike Cam-Shift a pre jeho počiatočnú inicializáciu je
využitá navigačná platforma. Ďalej algoritmus pracuje autonómne a výsledky sledovania
predáva detekčnému modulu, ktorý je citlivejší a dokáže polohu vyjadriť presnejšie, pomo-
cou detekcie vizuálneho značenia prahu pristávacej dráhy. Na základe detekcie je následne
vyhodnotená poloha letiska v priestore.
Aplikácia bola otestovaná na videozázname vo FullHD rozlíšení. Na testovacom stroji
bola dosiahnutá rýchlosť spracovania obrazu 4 snímky za sekundu. Spomalenie bolo spôso-
bené použitím videa vo FullHD rozlíšení, pretože pri tomto objeme dát je časovo náročné už
samotné získavanie ďalšej snímky (10,3 ms pre 1 snímku), a taktiež značne časovo náročné
je aplikovanie sledovacieho algoritmu na obraz v tomto rozlíšení (79 ms pre spracovanie 1
snímky). Zrýchlenie by bolo možné dosiahnuť tým, že by časť kódu slúžiaca na získavanie
ďalšej snímky, a časť kódu spracovávajúca načítanú snímku, bežali v samostatných vlák-
nach. Ďalším urýchlením by mohlo byť zmenšenie obrazu, ktorý slúži ako vstup sledovacieho
algoritmu, pretože tento algoritmus nie je citlivý na detaily.
Z testovania vyhodnotenia polohy letiska v priestore vyplynulo, že použitý algoritmus
síce umožňuje získať zmysluplné výsledky, avšak je použiteľný iba v obmedzenej vzdiale-
nosti od letiska a inak sa správa nestabilne. Je to spôsobené tým, že detekčný algoritmus
je založený na detekcii vizuálneho značenia prahu pristávacej dráhy, ktoré pozostáva z nie-
koľkých rovnobežných pruhov. V prípade skúmaného letiska sú pruhy široké približne 2 m,
a zreteľne odlíšiteľnými sa na obraze kamery stávajú až vo vzdialenosti približne 300 m od
pristávacej dráhy. Vzhľadom na rýchlosť lietadla približujúceho sa k letisku to predstavuje
približne 6–8 sekúnd, počas ktorých je možné spoľahlivé overenie polohy.
Výsledkom tejto práce je teda overenie predpokladov nastolených v kapitole 3 so ziste-
ním, že prostredníctvom skúmaného optického systému je možné realizovať vizuálnu iden-
tifikáciu letiska a taktiež poloha letiska v priestore je týmto systémom vyhodnotiteľná. Je
však nutné dodať, že vyhodnotenie polohy je limitované na krátku vzdialenosť na hranici
použiteľnosti.
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Zoznam použitých skratiek a
veličín
Skratka Anglicky Slovensky
Alt. Altitude nadmorská výška
CPC CamPoseCalib algoritmus výpočtu polohy kamery
DLT Direct Linear Transform priama lineárna transformácia
ECEF Earth-centered Earth-fixed
frame
súradnicová sústava Zeme
FPS Frames per second počet snímok za sekundu
GPS Global Positioning System globálny družicový polohový systém
H.264 H.264 Advanced Video Co-
ding
kodek pre kompresiu obrazu rady H.26x
HD High definition vysoké rozlíšenie
IERS International Earth Rotation
and Reference Systems Ser-
vice
organizácia štandardizujúca globálne
vzťažné sústavy a globálny čas
INS Inertial Navigation System inerciálny navigačný systém
JPEG Joint Photographic Experts
Group
metóda kompresie obrazu vytvorená toutu
organizáciou
Lat. Latitude zemepisná šírka
Long. Longitude zemepisná dĺžka
LSS Body coordinate system súradnicová sústava lietadla
MJPEG Motion JPEG videoformát ukladajúci obraz ako sériu
JPEG snímok
NED North-East-Down lokálna súradnicová sústava
PnP Perspective-n-Point transformácia množiny n 3D bodov do 2D
súradnicovej sústavy
POSIT Pose from Orthography and
Scaling with Iterations
iteračný algoritmus výpočtu polohy ka-
mery z ortografickej projekcie so zmenou
mierky
RH Relative humidity realtívna vlhkosť vzduchu
ROI Region of interest oblasť záujmu
SIFT Scale-invariant feature trans-
form
algoritmus detekcie príznakov invariantný
voči zmene mierky
SURF Speeded Up Robust Features zrýchlený a vylepšený algoritmus SIFT
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THR Runway Threshold prah pristávacej dráhy
UTM Universal Transverse Merca-
tor
univerzálny transverzálny Mercatorov sys-
tém súradníc
WAAS Wide Area Augmentation
System
navigačný systém používaný v súčinnosti
s GPS
WGS 84 World Geodetic System 1984 svetový geodetický systém 1984
XML Extensible Markup Language rozšíriteľný značkovací jazyk
Jednotky
Označenie Jednotka Popis
𝑐𝑥, 𝑐𝑦 [𝑝𝑥] posunutie hlavného bodu v smere osi 𝑥, resp. 𝑦
𝑑 [𝑚] dĺžka uhlopriečky obrazového snímača
𝑓 [𝑚] ohnisková vzdialenosť
𝐼 [1] jednotková matica
𝑘1, 𝑘2, 𝑘3 [𝑚] koefcienty radiálneho skreslenia kamery
𝑀 [𝑝𝑥] kalibračná matica kamery
𝑝1, 𝑝2 [𝑚] koeficienty tangenciálneho skreslenia kamery
𝑅 [𝑚] transformačná matica
𝑥 [𝑚] výška obrazu
𝑋 [𝑚] výška objektu
𝑍 [𝑚] vzdialenosť obrazu
𝜆 [∘] zemepisná dĺžka
𝜙 [∘] zemepisná šírka
𝜔 [∘] zorný uhol
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Dodatok A
Obsah CD
∙ Adresár /src – zdrojové kódy aplikácie.
∙ Adresár /bin – spustiteľná aplikácia (skompilovaná pre operačný systém Windows7
32-bit) vrátane potrebných dynamicky linkovaných knižníc.
∙ Adresár /dp – záverečná správa (zdrojové kódy pre systém LaTeX a výsledný súbor
vo formáte PDF).
∙ Adresár /samples – sady testovacích videozáznamov vrátane konfiguračných XML
súborov, záznamov navigačnej platformy a kalibračných údajov kamery.
∙ Súbor README.TXT – pokyny pre správne použitie aplikácie.
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Dodatok B
Kalibračný vzor
Obrázok B.1: Použitý kalibračný vzor, zdroj: OpenCV [17]
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Dodatok C
Kalibračné koeficienty použitej
kamery
%YAML :1.0
calibration_time: "01/30/13 17:37:35"
nframes: 4
image_width: 1920
image_height: 1088
board_width: 9
board_height: 6
square_size: 25.
flags: 0
camera_matrix: !!opencv -matrix
rows: 3
cols: 3
dt: d
data: [ 1.5787297491120964e+003, 0., 8.8275323712547925e+002, 0.,
1.6182374344185657e+003, 5.3572981889268181e+002, 0., 0., 1. ]
distortion_coefficients: !!opencv -matrix
rows: 5
cols: 1
dt: d
data: [ -5.8320065298158519e-001, 1.3910162074667141e+000,
4.2273366312433761e-003, 1.5091057805630425e-002,
-1.9447381547829719e+000 ]
avg_reprojection_error: 4.4344774348004021e+000
per_view_reprojection_errors: !!opencv -matrix
rows: 4
cols: 1
dt: f
data: [ 4.18334770e+000, 4.72496176e+000, 3.36864614e+000,
5.24260616e+000 ]
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Dodatok D
Formát konfiguračného XML
súboru
<?xml version="1.0"?>
<opencv_storage >
<inputvideo >
X:\ videozaznam.mpg
</inputvideo >
<camera >
X:\ konfiguracne_koeficienty_kamery.yml
</camera >
<inputdata >
X:\ data_navigacnej_platformy.dat
</inputdata >
<outputdata >
X:\ vystupny_subor_vyhodnotenia_polohy.txt
</outputdata >
<offset ><!-- stotiny sekundy uplynuté od začiatku záznamu
navigačnej platformy do začiatku videozáznamu -->
100
</offset >
<period > <!-- interval detekcie v sekundách -->
1.0
</period >
<visualize >
true
</visualize >
<runways >
X:\ runway1.xml X:\ runway2.xml
</runways >
</opencv_storage >
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Dodatok E
Formát XML súboru modelu
pristávacej dráhy
<?xml version="1.0"?>
<opencv_storage >
<name >
"03C"
</name >
<azimuth >
25
</azimuth >
<THR_coord type_id="opencv -matrix">
<rows >3</rows >
<cols >1</cols >
<dt >d</dt >
<data >
49.0213 17.434 223.5 </data ></THR_coord >
<edgepoints type_id="opencv -matrix">
<rows >4</rows >
<cols >3</cols >
<dt >d</dt >
<data > <!-- vrcholy obrysu vizuálnej identifikácie
prahu dráhy s počiatkom súradnícovej sústavy v bode
THR_coord orotované o azimut -->
13.6 -6.34 0.
-13.6 6.34 0.
-0.916 33.528 0.
26.273 20.85 0.</data ></edgepoints >
</opencv_storage >
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