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vABSTRACT
The Convolutional Neural Network (CNN), a variant of the Multilayer
Perceptron (MLP), has shown promise in solving complex recognition problems,
particularly in visual pattern recognition. However, the classical LeNet-5 CNN model,
which most solutions are based on, is highly compute-intensive. This CNN also suffers
from long training time, due to the large number of layers that ranges from six to
eight. In this research, a CNN model with a reduced complexity is proposed for
application in face recognition and finger-vein biometric identification. A simpler
architecture is obtained by fusing convolutional and subsampling layers into one
layer, in conjunction with a partial connection scheme applied between the first two
layers in the network. As a result, the total number of layers is reduced to four.
The number of feature maps at each layer is optimized according to the type of
image database being processed. Consequently, the numbers of network parameters
(including neurons, trainable parameters and connections) are significantly reduced,
essentially increasing the generalization ability of the network. The Stochastic
Diagonal Levenberg-Marquadt (SDLM) backpropagation algorithm is modified and
applied in the training of the proposed network. With this learning algorithm, the
convergence rate is accelerated such that the proposed CNN converges within 15
epochs. For face recognition, the proposed CNN achieves recognition rates of 100.00%
and 99.50% for AT&T and AR Purdue face databases respectively. Recognition time
on the AT&T database is less than 0.003 seconds. These results outperform previous
existing works. In addition, when compared with the other CNN-based face recognizer,
the proposed CNN model has the least number of network parameters, hence better
generalization ability. A training scheme is also proposed to recognize new categories
without full CNN training. In this research, a novel CNN solution for the finger-vein
biometric identification problem is also proposed. To the best of knowledge, there is
no previous work reported in literature that applied CNN for finger-vein recognition.
The proposed method is efficient in that simple preprocessing algorithms are deployed.
The CNN design is adapted on a finger-vein database, which is developed in-house and
contains 81 subjects. A recognition accuracy of 99.38% is achieved, which is similar
to the results of state-of-the-art work. In conclusion, the success of the research in
solving face recognition and finger-vein biometric identification problems proves the
feasibility of the proposed CNN model in any pattern recognition system.
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ABSTRAK
Convolutional Neural Network (CNN) yang merupakan variasi kepada
Multilayer Perceptron (MLP) telah menunjukkan kebolehan dalam kerja pengecaman
yang rumit terutamanya dalam pengecaman corak visual. Walau bagaimanapun,
senibina klasik CNN iaitu LeNet-5, yang merupakan asas kepada kebanyakan
penyelesaian, mempunyai pengiraan intensif yang tinggi. CNN ini juga berhadapan
dengan masa latihan yang terlalu lama disebabkan oleh bilangan lapisannya dalam
lingkungan enam hingga lapan lapisan. Dalam kajian ini, model CNN dengan
kurang kekompleksan telah dicadangkan untuk diaplikasi pada pengecaman muka dan
pengesahan identiti biometrik urat jari. Senibina yang lebih ringkas telah diperolehi
dengan cara mencantumkan lapisan convolution dan subsampling ke satu lapisan,
dengan gabungan skim sambungan separa antara dua lapisan pertama dalam rangkaian.
Keputusannya, jumlah lapisan telah dikurangkan kepada empat. Bilangan petak sifat
pada setiap lapisan telah dioptimumkan berdasarkan kepada jenis pangkalan data yang
digunakan. Kesannya, bilangan parameter rangkaian (termasuk neuron, parameter
terlatih dan sambungan) nyata sekali dapat dikurangkan, terutamanya kebolehan
generalisasi yang lebih baik. Algoritma Stochastic Diagonal Levenberg-Marquadt
(SDLM) telah diubah suai dan diaplikasi dalam latihan rangkaian yang dicadangkan.
Dengan algoritma ini, kadar pembelajaran titik tumpu telah dipercepatkan untuk tumpu
dalam tempoh 15 epoch. Untuk pengecaman muka, CNN yang dicadangkan mencapai
kadar pengecaman sebanyak 100.00% dan 99.50% masing-masing untuk pangkalan
data AT&T dan AR Purdue. Masa pengecaman untuk AT&T adalah kurang daripada
0.003 saat. Keputusan yang diperolehi telah mengatasi kerja terdahulu. Tambahan
pula, apabila dibandingkan dengan reka bentuk CNN yang lain, senibina CNN yang
diusulkan mempunyai parameter rangkaian yang paling sedikit malahan ia mempunyai
kebolehan generalisasi yang lebih baik. Satu skim latihan juga telah dicadangkan untuk
mengecam kategori baru tanpa memerlukan keseluruhan latihan CNN. Dalam kajian
ini, penyelesaian CNN untuk masalah pengesahan identiti biometrik urat jari juga
telah dicadangkan. Sepanjang pengetahuan yang ada, tiada kerja sebelumnya yang
dilaporkan mengaplikasi CNN untuk pengesahan identiti biometrik urat jari. Kaedah
yang dicadangkan berkesan kerana algoritma pemprosesan mudah digunakan. Reka
bentuk CNN diadaptasi pada pangkalan data urat jari, yang telah dihasilkan sendiri dan
mengandungi 81 orang. Kejituan pengecaman sebanyak 99.38% telah dicapai, yang
hampir sama dengan keputusan yang diperoleh daripada kerja terkini. Kesimpulannya,
kajian ini telah berjaya menyelesaikan masalah pengecaman muka dan pengesahan
identiti biometrik urat jari membuktikan bahawa CNN yang dicadangkan boleh
dilaksanakan dalam sebarang sistem pengecaman corak.
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CHAPTER 1
INTRODUCTION
1.1 Overview of Pattern Recognition
Pattern recognition continues to be an active area of research since half a
century ago. The basic approach in pattern recognition is to transform raw images
through a series of image processing algorithms before applying the final stage of
classification. Examples of applications for pattern recognition includes: speech
recognition, handwriting recognition, object recognition, etc. Figure 1.1 shows a
common pattern recognition flow. The choice of sensors, preprocessing techniques
and decision making techniques depend on the characteristics of the problem domain.
Data 
acquisition Preprocessing
Dimensionality reduction 
& Feature extraction Classification
Input 
sample ResultSegmentation
Figure 1.1: Typical pattern recognition flow
The first stage of a pattern recognition system is data acquisition. In this
stage, raw data or images are collected from sensors or capture devices. Image
preprocessing is then performed, where transformations such as image enhancement,
image restoration, compression and morphological processing are applied [13]. Image
enhancement is applied to highlight certain features of interest in an image by
applying contrast transformation, Region of Interest (ROI) processing and noise
filtering. Then the image is restored by improving its appearance. This involves
recovering the original image that has been degraded by using a priori knowledge
of the degradation phenomenon and applying the inverse process. Image restoration
applies deblurring and noise reduction algorithm. Compression is then performed
to remove redundant data in the image. Typically, the image is converted to image
file formats such as JPEG (Joint Photographic Experts Group) image compression
standard. In morphological processing stage, it involves with the techniques to extract
