Abstract. We find the irreducible decomposition of the Weil representation of the unitary group U 2m (A), where A is a ramified extension of a finite, principal local ring R and the nilpotency degree of the maximal ideal of A is odd. We show in particular that this Weil representation is multiplicity free. Restriction to the special unitary group SU 2m (A) preserves irreducibility and multiplicity freeness provided m > 1.
Introduction
Weil representations of unitary groups over finite fields were first considered by Gérardin [G] , who gave an explicit formula for the Weil character as well as its decomposition into irreducible constituents. Since then, Weil representations of unitary and special unitary groups over finite fields have attracted considerable attention. For instance, Tiep [T] studies when the Weil constituents lead to globally irreducible representations; he also finds some Schur indices and provides a branching formula for the Weil character; Tiep and Zalesskii [TZ] show how to determine the Weil components of SU n (q) by their restrictions to standard subgroups; Hiss and Malle [HM] as well as Guranick, Magaard, Saxl and Tiep [GMST] show that the Weil constituents and the trivial module are the only irreducible modules of SU n (q) having "small" degree; Hiss and Zalesskii [HZ] decompose the tensor product of the Weil and Steinberg characters of U n (q) and prove this decomposition to be multiplicity free; Pallikaros and Zalesskii [PZ] show that the restriction of the Weil representation of U n (q) to certain subgroups is multiplicity free, while Pallikaros and Ward [PW] find necessary conditions for other types of subgroups to have this same property.
Weil representations of unitary groups over an unramified extension of a finite, principal, local ring were considered by Gow and Szechtman [GS] , who gave a formula for the Weil character which does not depend on Gérardin's formula for the field case. The decomposition of the above character into irreducible constituents was later obtained in [S] .
Weil representations of unitary groups over rings were studied by Gutiérrez, Pantoja and Soto-Andrade [GPS] , by first giving a presentation for such groups and then assigning suitable linear operators to the generators in such a way that the defining relations were preserved.
Let O be a local PID with maximal ideal p = 0 and finite residue field of odd characteristic q and let R be a ramified quadratic extension of O with maximal ideal P. There is an involution * of R with fixed ring O. The ring A = R/P 2ℓ inherits an involution from R whose fixed ring is R = O/p ℓ . Consider the unitary group U n (A) associated to a nondegenerate hermitian form h defined a free A-module V of rank n. Then U n (A) imbeds into the symplectic group Sp 2n (R) and Herman and Szechtman [HS] studied the Weil representation of U n (A) found through this imbedding. They obtained a decomposition of the Weil module into irreducible constituents as well as description of each constituent by means of Clifford theory. The group U n (A) is an extension of an orthogonal group O n (q) by a maximal congruence subgroup, while the unitary group considered in the unramified case [GS] is an extension of a unitary group U n (q) regardless of whether the underlying form is hermitian or skew hermitian.
There is a third possibility, namely to maintain the ramified extension R/O above, to select A = R/P 2ℓ−1 , whose fixed ring is R = O/p ℓ , and to ask that h be skew hermitian. The rank of V is now forced to be even and the corresponding unitary group U 2m (A) now imbeds into a symplectic group Sp(V, f ), where V is not a free R-module (except in the special case ℓ = 1, when U 2m (A) = Sp 2m (q)) and f is a nondegenerate alternating form arising from h. This small change from even to odd nilpotency length and from hermitian to skew hermitian form has a dramatic effect, as now U 2m (A) is an extension of a symplectic group Sp 2m (q). In fact, the orders of these various unitary groups as well as the geometry of the underlying hermitian and skew hermitian spaces were studied in [CHQS] and [CS] and found to be distinct in an essential manner. Thus, the single unramified case plus the two ramified cases are different and worthy of separate investigations.
The goal of this paper is to study the Weil module for U 2m (A) by means of its imbedding into Sp(V, f ) in the third case mentioned above, and to obtain its decomposition into irreducible submodules.
It turns out that the Weil module is multiplicity free and, much as in the symplectic case studied by Cliff, McNeilly and Szechtman [CMS1] , the Weil module has a top layer and a bottom layer, the constituents of the top layer are the various eigenspaces for the action of the center of U 2m (A), and the bottom layer is a Weil module for a unitary group U 2m (A), where A is a quotient of A. The degrees of the irreducible Weil components are determined. All of these constituents remain irreducible and non-isomorphic to each other when restricted to SU 2m (A) provided m > 1. In spite of the fact that V is not a free R-module, we are able to obtain a decomposition of the Weil module of Sp(V, f ) into 2ℓ non-isomorphic modules, a case which falls outside of the study made in [CMS1] .
Some of the preliminary material of the present paper concerning the Weil representation is modelled upon [CMS1] and is included here for the sake of completeness.
All representations are assumed to be finite dimensional over the complex numbers.
Rings and forms
Let O be a local PID with maximal ideal Os = (0) and finite residue field F q = O/Os of odd characteristic. Setting R = O[X]/(X 2 − s), we have R = O ⊕ Ot, where 1, t is an O-basis of R and t 2 = s. The ring R is also a local PID with maximal ideal Rt = Os ⊕ Ot and residue field R/Rt ∼ = F q . The ring R has an involution σ that fixes every element of O and sends t to −t.
Given any integer ℓ ≥ 1, we set A = R/Rt 2ℓ−1 and R = O/Os ℓ . Note that A (resp. R) is a finite, local, principal ideal ring with maximal ideal r = Aπ (resp. m = Rp), where π (resp. p) is image of t (resp. s) in A (resp. R) and residue field F q . Observe also that R imbeds into A = R ⊕ Rπ, that m = r ∩ R, and that the annihilator of π in R is n = Rp ℓ−1 = Aπ 2(ℓ−1) . The nilpotency degree of r is 2ℓ − 1 and that of m is ℓ, so that |A| = q 2ℓ−1 and |R| = q ℓ . In particular, either ℓ = 1 and A = F q = R, or else ℓ > 1 and A is not a free R-module.
Note as well that σ induces an involution, say * , on A which fixes every element of R and sends π to −π. The fixed ring of * is R. Setting
Observe that a − a * ∈ r for all a ∈ A, so the involution that * induces on A/r is trivial.
An alternative construction of (A, * ) is to start off with R as above, so that R is a finite, local, principal ideal ring with maximal ideal m = Rp having nilpotency degree ℓ ≥ 1 and residue field F q of odd characteristic, and then set
Then R imbeds into A = R ⊕ Rπ, where π is the image of X in A, the annihilator of π in R is Rp ℓ−1 , and π 2 = p. The involution of R[X] that fixes every element of R and sends X to −X induces an involution * on A.
We have a group homomorphism, called the norm map, A × → R × , given by a → aa * . Its kernel will be denoted by N. Thus
Lemma 2.1. The image of the norm map
Proof. Note first of all that [R × : R ×2 ] = 2. This follows from the fact that
It is clear that the image of the norm map contains R ×2 , so this image is either R × or R ×2 . The former is impossible. Indeed, as the involution that * induces on A/r is trivial, the corresponding norm map (A/r) × → (R/m) × is just the squaring map of F × q , which is not surjective. Thus, the image of the norm map has index 2 in R × , whence its kernel, namely N, satisfies
Let V be a nonzero free A-module of finite rank and let h : V ×V → A be a skew hermitian form. The latter means that h is linear in the second variable, * -linear in the first, and h(v, u) = −h (u, v) * for all u, v ∈ V . We assume as well that h is not degenerate, in the sense that the associated A-linear map [CS, Proposition 2.12 ] that V must has even rank, say 2n, and a "symplectic" basis, that is, a basis u 1 , . . . , u n , v 1 , . . . , v n satisfying
In particular, the isomorphism type of the corresponding unitary group
does not depend on the choice of h. This was not the case in [CS] . Identifying each a ∈ N with a·1 V , we can view N as a central subgroup of U.
We have a map f :
Alternatively,
for a unique f (v, w) ∈ R and some k(v, w) ∈ R. We readily see that f is an alternating R-bilinear form on V , which is now viewed as an R-module. We refer to f as the alternating form associated to h. We claim that f is nondegenerate, in the sense that the associated R-
Now every g ∈ U is naturally an invertible R-linear map from V to V preserving f , so U is a subgroup of the symplectic group
It is worth noting that if ℓ > 1 then V is not a free R-module. Indeed, let e 1 , . . . , e 2n be an A-basis of V . Then
Suppose V were R-free. Since P = Rπe 1 ⊕ · · · ⊕ Rπe 2n is a direct summand of V , then P is a projective R-module. Since R is local, it follows that P is free. But p ℓ−1 P = 0. When ℓ > 1 neither P nor p ℓ−1 are 0, so freeness is contradicted.
Given an ideal i of R we set
It is clear that V (i) is an Sp-invariant submodule of V .
Lemma 2.2. We have
In particular, r j V is an Sp-invariant R-submodule of V for every j ≥ 0.
. By [CS, Proposition 2.12] , the module V has a basis u 1 , . . . , u n , v 1 , . . . , v n satisfying (2.1). We have
Moreover, since
It follows that
Given an R-submodule U of V we will write
It is clear that U ⊥ is an Sp-invariant submodule of V provided so is U.
Lemma 2.3. Let U be any submodule of V . Then
Proof. This can be found in [CMS2, Lemma 2.1].
Lemma 2.4. Let I be an ideal of R with annihilator J. Then
Proof. This can be found in [CMS2, Lemma 5.4 ].
Corollary 2.5. Let i be an ideal of A with annihilator j. Then
Proof. Suppose first i = r 2i−1 , where 1 ≤ i ≤ ℓ. Then by Lemmas 2.2 and 2.4, we have
where j = r 2(ℓ−i) is the annihilator of i. Suppose next i = r 2i , where 0 ≤ i < ℓ. Then by Lemmas 2.2 and 2.4, we have
where j = r 2(ℓ−i)−1 is the annihilator of i.
Schrödinger and Weil representation
A linear character R + → C × is said to be primitive if its kernel does not contain any ideal of R but (0). Note that R + has q ℓ − q ℓ−1 > 0 primitive linear characters. We fix one of them, say λ :
We identify the center Z(H) = (R, 0) of H with R + . Note that Sp acts on H by means of automorphisms via g (r, u) = (r, gu).
Given an R-submodule U of V , we consider the normal subgroup
Proposition 3.1. The Heisenberg group H has a unique irreducible module, up to isomorphism such that Z(H) acts on it via λ. Its dimension is equal to |V |.
Proof. Let U be an R-submodule of V that is maximal totally isotropic relative to f . Extend λ to a linear character, say ρ, of H(U) so that ρ(r, u) = λ(r). Since λ is primitive, the stabilizer of ρ in H(V ) is easily found to be H(U ⊥ ). As U is maximal totally isotropic, U ⊥ = U, so the stabilizer of ρ in H(V ) is H(U) itself. Let Y = Cy be a 1-dimensional complex space acted upon by H(U) via ρ. By Clifford's irreducibility criterion, X = ind
, so X is the only irreducible H-module, up to isomorphism, lying over λ by [I, Exercise 6.3 ].
We fix a Schrödinger representation S : H → GL(X) of type λ, that is, a representation satisfying the conditions stated in Proposition 3.1. For g ∈ Sp, the conjugate representation S g : H → GL(X), given by
is also irreducible and lies over λ. By Proposition 3.1, S and S g are equivalent. By [CMS1, Theorem 3.1] there is a representation W : Sp → GL(X), called Weil representation of type λ, such that
We may thus view X as a module for the semidirect product H ⋊ Sp.
Definition 3.2. Let G be a subgroup of Sp. By a Weil representation of G of type λ we understand any representation W ′ : G → GL(X) satisfying (3.1) for all g ∈ G and k ∈ H. Since S is irreducible, Schur's Lemma ensures that the Weil representations of G of type λ are of the form
where τ is a linear character of G.
Given an totally isotropic R-submodule U of V , relative to f , we define X(U) be the fixed points in X of the subgroup (0, U) in X, so that X(U) = {x ∈ X | S(0, u)x = x for all u ∈ U}. Note that if the submodule U is Sp-invariant, then the subgroup (0, U) is normalized by Sp, whence X(U) is a CSp-submodule of X.
Proof. By considering a maximal totally isotropic R-submodule of V containing U, the construction of the Schrödinger module ensures the existence of a nonzero vector z ∈ X such that S(r, u)z = λ(r)z for all r ∈ R and u ∈ U. Thus Cz is an irreducible H(U)-submodule of X. Now H(U) is a normal subgroup of H and the H(U)-homogeneous component of Cz is {x ∈ X | S(r, u)x = λ(r)x for all r ∈ R, u ∈ U} = X(U).
The inertia group of Cz is the inertia group of λ, which we readily see to be H(U ⊥ ). By Clifford theory, we deduce the following:
Combining (3.2) with Lemma 2.3 we obtain
Given a finite group G, two G-modules P and Q and a finite G-set Y , we set
Proposition 3.4. For any subgroup G of Sp(V ), we have
Proof. This follows from [CMS1, Theorem 4.5].
Orbits
Lemma 4.1. Recalling that S = {a ∈ A | a * = −a}, we have
Proof. Since h is skew hermitian, h(u, u) ∈ S for all u ∈ V . By virtue of [CS, Proposition 2.12] , V has an A-basis u 1 , . . . , u n , v 1 , . . . , v n satisfying (2.1). Then
Proof. We claim that the Sp-orbits of V are
First of all, V \ rV is an Sp-orbit. Indeed, we know from [CMS2, Lemma 5.2] that V \ V (m) is an Sp-orbit while, on the other hand, Lemma 2.2 ensures that rV = V (m).
If ℓ = 1 we are done. Suppose henceforth that ℓ > 1. Care is required, as the actions of Sp and A on V do not commute.
We next verify that rV \ r 2 V is an Sp-orbit. Note that this set is Spstable, as rV \r 2 V = V (m)\mV . By [CS, Theorem 3 .1], if u, v ∈ V \rV , then u and v are in the same U-orbit if and only if h(u, u) = h(v, v). Let u 1 , . . . , u n , v 1 , . . . , v n and T have the same meaning as in the proof of the Lemma 4.1. Since the actions of U and A on V commute and U is a subgroup of Sp, it follows that every w ∈ rV \ r 2 V is Sp-conjugate to an element of πT . We wish to show that πT is inside an Sp-orbit. To see this, let πu 1 + prv 1 be an arbitrary element of πT . For u, w ∈ V satisfying f (u, w) = 0 the Eichler transformation τ u,w of V , given by
is easily seen to belong to Sp. Given t ∈ R, we set
By varying t ∈ R, we see that πT is inside an Sp-orbit. This proves that rV \ r 2 V is an Sp-orbit. Finally, since
and V \ rV is an Sp-orbit, it follows that r 2 V \ r 3 V is an Sp-orbit. Likewise, since
and rV \ r 2 V is an Sp-orbit, it is clear that r 3 V \ r 4 V is an Sp-orbit, and so on.
Lemma 4.3. We have
Proof. If ℓ = 1 then any nonzero vector of V is part of a symplectic basis and |S| = 1, so the result follows. Suppose next ℓ > 1. By [CS, Theorem 3 .1], if u, v ∈ V \ rV then u, v are in the same U-orbit if and only if h(u, u) = h(v, v). Now apply Lemma 4.1.
Lemma 4.4. We have
Proof. Let E be a set of representatives for the U-orbits of V \ rV . It is clear that every vector in rV \ r 2 V is U-conjugate to a vector in πE. Thus the map E → πE, given by e → πe, is surjective. We claim that it is also injective and, in fact, that if e 1 , e 2 ∈ E and πe 1 , πe 2 are Uconjugate then e 1 = e 2 . For this purpose we recall that n = m ℓ−1 and view rV as a module for A/n and consider the map q : rV × rV → A/n given by q(πv, πw) = h(v, w) + n, v, w ∈ V. Given g ∈ U, for all v, w ∈ V we have q(gπv, gπw) = q(πgv, πgw) = h(gv, gw) + n = h(v, w) + n = q(πv, πw), so the restriction of g to πV preserves q. Suppose g ∈ U satisfies gπe 1 = ye 2 . By above, q(πe 2 , πe 2 ) = q(gπe 1 , gπe 1 ) = q(πe 1 , πe 1 ), which means h(e 1 , e 1 ) − h(e 2 , e 2 ) ∈ n ∩ S = (0). Thus e 1 , e 2 are U-conjugate by [CS, Theorem 3.1] . Since e 1 , e 2 ∈ E, we infer e 1 = e 2 .
Lemma 4.5. We have
Proof. By induction on ℓ. If ℓ = 1 then, by Lemma 4.2, U = Sp has only two orbits on V , namely V \ {0} and {0}. Suppose ℓ > 1 and the result is true for 1 ≤ ℓ ′ < ℓ. By Lemmas 4.3 and 4.4, we have
Now V = V /r 2ℓ−3 V is a free module over A = A/r 2ℓ−3 of rank 2n. For a ∈ A and v ∈ V set a = a + r 2ℓ−3 ∈ A and v = v + r 2ℓ−3 V ∈ V .
Note that A inherits an involution * from A, given by
We further let R = R/m ℓ−1 , and for r ∈ R we set
We see that R imbeds into A, that R is the fixed ring of * in A, and that A = R ⊕ Rπ, where π 2 = p and the annihilator of π in R is Rp ℓ−2 . Observe that h gives rise to a nondegenerate skew hermitian form h : V × V → A, given by
Let U be the associated unitary group. Our inductive hypothesis applies, yielding O U (V ) = 2(q ℓ−2 + · · · + q + 1).
On the other hand, r 2 V is also a free A-module of rank 2n endowed with a nondegenerate skew hermitian form
It is clear that the map Ω : r 2 V → V , given by
is a well-defined isometry. Moreover, Ω commutes with the actions of U on r 2 V (by restriction) and V (inherited from the action of U on V ). Furthermore, by [CS, Theorem 4 .1], the canonical map U → U is an epimorphism. It follows that
Decomposition of X into irreducible U-modules
Suppose that ℓ > 1 and keep the notation introduced in the proof of Lemma 4.5. By Lemma 2.2, r 2ℓ−3 V = V (m ℓ−1 ), so that r 2ℓ−3 V is an Spinvariant R-submodule of V . Note that f gives rise to a nondegenerate alternating form f : V × V → R, given by
Observe that f is the alternating form associated to h. Let Sp and H be the associated symplectic and Heisenberg groups.
We have natural group homomorphism U → U, say g → g, shown to be surjective in [CS, Theorem 4 .1], and having kernel
Recalling that n = m ℓ−1 , we see that n 2 = (0), so nV is a totally isotropic R-submodule of V relative to f . Setting Bot = X(nV ), we see that Bot is an Sp-submodule of X.
It is easy to see that W (g)| Bot must be a scalar operator for any g ∈ Ω. Indeed, since the actions of U and A on V commute, we readily verify that Ω acts trivially on every element of (m, rV )/(0, nV ). On the other hand, by Proposition 3.3, Bot is an irreducible module for (m, rV )/(0, nV ). Schur's Lemma implies that W (g)| Bot is be a scalar operator for every g ∈ Ω. For our purpose, we need the stronger result that, for a suitable choice of W , W (g)| Bot = 1 Bot for every g ∈ Ω.
For this purpose, we consider the map (m, rV ) → H given by
It is a well-defined group epimorphism with kernel (0, nV ). Since the actions of U and A on V commute, we see that (5.1) is compatible with the actions U on H and H, in the sense that if g ∈ U and k ∈ H is the element corresponding to k ∈ (m, rV ) then
Let λ be the primitive linear character of R given by r → λ(pr), r ∈ R.
Let S : H → GL(Bot) be the representation of H obtained via (5.1), that is,
It follows from Proposition 3.3 that S irreducible and it is clear from (5.3) that the center of H acts on Bot via λ. It follows from Proposition 3.1 that S is Schrödinger of type λ. Let W : Sp → GL(Bot) be a Weil representation of Sp corresponding to S. The compatibility condition (5.2) then gives
Let W 0 : U → GL(Bot) be the representation defined by
Then (5.3) and (5.4) give
Since Bot is an irreducible (m, rV )-module via k → S(k) Bot as well as a U-invariant submodule of X, it follows from Schur's Lemma that there is a linear character τ : U → C such that
According to Definition 3.2, g → τ (g)W (g), g ∈ U, is a Weil representation of type λ. We have shown.
Theorem 5.1. Suppose that ℓ > 1. Then there is a Weil representation of U of type λ through which the congruence subgroup Ω acts trivially on Bot and the corresponding representation of U afforded by Bot is a Weil representation of type λ.
Recall that N = {a ∈ A × | aa * = 1}. For φ ∈ Irr(N), let
We refer to Y (φ) as the N-eigenspace of Y associated to φ. We know that Y is the direct sum of its N-eigenspaces, that is,
In general, one or more Y (φ) may be zero. We apply this to the Sp-module
Since N is a central subgroup of U, each Top(φ) is a U-submodule of X.
Theorem 5.2. Suppose that ℓ > 1. Then Top(φ) = (0) for each φ ∈ Irr(N).
Proof. By [CS, Propositon 2.12 ], V has a basis u 1 , . . . , u n , v 1 , . . . , v n satisfying (2.1). Let M (resp. Q) be the A-span of u 1 , . . . , u n (resp. v 1 , . . . , v n ) so that V = M ⊕ Q, where each of M, Q is a maximal totally isotropic A-submodule of V relative to h. Since |M| = |V | and f (M, M) = 0, it follows from Lemma 2.3 that M a maximal totally isotropic R-submodule of V relative to f . Take U = M to construct X as in the proof of Proposition 3.1. Then
It follows that the e v = (0, v)y, v ∈ Q, form a complex basis of X. Let T be a transversal for nQ in rQ. For t ∈ T , consider the element E t of X defined by
By construction, the E t , t ∈ T , are linearly independent. Therefore, by Lemma 2.2, Lemma 2.4 and Proposition 3.3, the span of all E t has dimension
We claim that, in fact, Bot is equal to the span of all E t . By above, it suffices to show that (0, nV ) fixes every E t . To see this, let w ∈ nV and v ∈ rQ. Then w = w M + w Q for unique w M ∈ nM and w Q ∈ nQ.
Since n 2 = (0), we have f (w M , w Q ) = 0. Moreover, because nm = 0, we have
Applying this to any t ∈ T , we see that
Consider the representation P : N → GL(X) given by (5.5) P (a)e v = e av , a ∈ N, v ∈ Q.
We claim that
To verify (5.6) we resort to the following formulae, which give the action of H(V ) on basis vectors e v , v ∈ Q:
It is now easy to use (5.5) and (5.7)-(5.9) to verify (5.6). All we require is that N preserves both Q and M (since they are A-submodules of V ) and that N is a subgroup of U and hence of Sp. Since S is irreducible, Schur's Lemma ensures the existence of a linear character ψ of N such that
Since multiplication by ψ merely shuffles the N-eigenspaces of Top, it suffices to prove that these eigenspaces are nonzero when N acts on X via P . For this purpose, let Y be the subspace of X spanned by all e v , v ∈ Q \ rQ. It is clear that Y is N-stable and that Bot ∩ Y = 0. Thus, Y imbeds as an N-submodule of the N-module Top. Let φ ∈ Irr(N). It suffices to show that Y (φ) = (0). Let v ∈ Q \ rQ. By (5.5), we have (5.10)
Since v ∈ Q \ rQ, for a, b ∈ N we have av = bv if and only if a = b. As the e w , w ∈ Q \ rQ, are linearly independent, it follows that (5.10) is a nonzero element of Y (φ), as required.
Theorem 5.3. The Weil module X has 2(q ℓ−1 + q ℓ−2 + · · · + 1) irreducible constituents for U, all non isomorphic to each other.
Proof. By induction on ℓ. In the classical case ℓ = 1 it is well-known (see Theorem 6.1 below) that X has two non isomorphic irreducible constituents for U = Sp.
Suppose ℓ > 1 and the result is true for 1 ≤ ℓ ′ < ℓ. By Theorem 5.2, Top is the direct sum of its N-eigenspaces, all of which are nonzero. By Lemma 2.1, there are |N| = 2|A|/|R| = 2q ℓ−1 such summands. By Theorem 5.1, we may assume without loss of generality that W is chosen so that the congruence subgroup Ω acts trivially on Bot and the corresponding representation of U/Ω ∼ = U is a Weil representation of primitive type. By inductive hypothesis, Bot is the direct sum of 2(q ℓ−2 + · · · + q + 1) of nonzero U-submodules. On the other hand, by Proposition 3.4 and Lemma 4.5, we have
It follows that the above summands of X are irreducible U-modules non isomorphic to each other.
Note 5.4. Suppose ℓ > 1. Then the irreducible constituents of Top are the |N| = 2q ℓ−1 eigenspaces for the action of N and, up to multiplication by a linear character of U, the remaining 2(q ℓ−2 + · · · + q + 1) irreducible constituents of X are the irreducible constituents of the Weil module Bot for the unitary group U, inflated to U.
Let SU stand for the special unitary group, namely the subgroup of U consisting of all unitary transformations whose determinant is equal to 1.
Theorem 5.5. Suppose n > 1. Then the Weil module X has exactly 2(q ℓ−1 +q ℓ−2 +· · ·+1) irreducible constituents for SU, all non isomorphic to each other. Thus, all U-constituents of X remain SU-irreducible and non isomorphic to each other.
Proof. The proof of Theorem 5.3 goes through verbatim, except that care is required at two points. Firstly, when ℓ = 1 we have SU = Sp, since Sp is generated symplectic transvections, whence every symplectic transformation has determinant equal to 1. Secondly, as seen below, [CS, Theorem 3 .1] and [CS, Theorem 4 .1] remain valid for SU.
An elementary proof that [CS, Theorem 4 .1] is true for SU can be found in [CS2] (the main ingredient being that SU is generated by unitary transvections).
We next show that [CS, Theorem 3 .1] is also true for SU. Indeed, suppose u, v ∈ V \ rV satisfy h(u, u) = h (v, v) . By [CS, Theorem 3.1] there is g ∈ U such that gu = v. Let a = det g. We readily see that a ∈ N. Since v ∈ V \ rV , there is w ∈ V \ rV such that h(v, w) = 1.
where W is free of rank 2 with basis {v, w} and W ⊥ is free of rank 2(n − 1). Since n > 1, there is t ∈ U such that t| W = 1 W and t| W ⊥ is multiplication by a −1 . Then tg ∈ SU sends u to v.
Decomposition of X into irreducible Sp-modules
The action of the central element −1 V of Sp on X is determined in [CMS1, §3] . If ℓ > 1 then V is not a free R-module, and it is conceivable that in this case a linear character Sp → C * be nontrivial on −1 V , thereby altering the dimensions of the eigenspaces of −1 V acting on X. This is not the case. Indeed, let u 1 , . . . , u n , v 1 , . . . , v n be an A-basis of V satisfying (2.1) and set
Moreover, the symplectic groups associated to U 1 and U 2 are isomorphic to Sp 2n (R) and Sp 2n (R/n), respectively. These groups are perfect, except when (n, q) = (2, 3), but even in this case the nontrivial central element is in the derived subgroup, as the index of the derived subgroup in SL 2 (R) and SL 2 (R/n) is 3. All in all, −1 U 1 and −1 U 2 are in the derived subgroups of Sp(U 1 ) and Sp(U 2 ), respectively, so −1 V is in the derived subgroup of Sp.
Theorem 6.1. The Weil module X has 2ℓ irreducible constituents for Sp, all non isomorphic to each other, with dimensions as indicated below.
Proof. The classical case ℓ = 1 follows from Proposition 3.4, the fact that U = Sp has two orbits on V , and that the eigenspaces X ± of −1 V acting on X are nontrivial. As for their dimensions, we have (see [CMS1, §3] , for instance)
Suppose ℓ > 1 and consider the ideals of A square (0), namely the ℓ ideals 0 = r 2ℓ−1 ⊂ r 2ℓ−1 ⊂ · · · ⊂ r ℓ .
It follows from Lemma 2.2 that each r i V , ℓ ≤ i ≤ 2ℓ − 1, is an Spinvariant R-submodule of V , clearly totally isotropic with respect to f . By [CMS1, Corollary 4.3] we have the following chain of ℓ + 1 distinct Sp-submodules of X:
which gives rise to the ℓ factor modules 
Moreover, it follows from Corollary 2.5 and the proof of [CMS1, Lemma 4.4 
In particular, the eigenspaces of −1 V acting on each Y i are nontrivial. Therefore, X is the direct sum of 2ℓ nonzero Sp-submodules. We infer from Proposition 3.4 that these modules are all irreducible and non isomorphic to each other.
7. Dimensions of the irreducible constituents of the U-module X
Here we find the dimensions of all irreducible components of the Weil module X for U. We keep throughout the notation introduced in the proof of Theorem 5.2 and let P : Sp → GL(X) be a projective representation satisfying
which extends the choice made in (5.5). Let X + and X − be the eigenspaces of P (−1 V ) with eigenvalues 1 and −1, respectively. As shown in [CMS1, §3] , the subspaces X + and X − are nonzero and invariant under all P (g), g ∈ Sp. We may thus consider the function c : Sp → C × , given by
According to [CMS1, Theorem 3 .1], the map W : Sp → GL(X), given by W (g) = c(g)P (g), g ∈ Sp, is a Weil representation. We are particularly interested in c(a), a ∈ N. Recalling the decomposition Proof. Since P restricts to a group homomorphism on N, so does c. To determine the linear character c| N : N → C × , let L be a subset of Q \ {0} obtained by selecting exactly one element out of every subset {v, −v} of Q \ {0}. Then e 0 and the e v + e −v , v ∈ L, form a basis of X + and the e v − e −v , v ∈ L, form a basis of X − . It follows from (5.5) and (7.1) that the image of c| N is contained in {1, −1} ⊂ C × . Since (1 + r) ∩ N has odd order, we deduce that c(a) = 1 if a ∈ (1 + r) ∩ N. Moreover, it is clear from (5.5) and (7.1) that c(−1) = (−1) (|Q|−1)/2 , as required.
Let G be the group of all linear characters of (1 + r) ∩N and consider the following subgroups of G:
± denote the eigenspaces of W (−1 V ) with eigenvalues ±1. For φ ∈ G, let X ± (φ) = {x ∈ X ± | ax = φ(a)x for all a ∈ (1 + r) ∩ N}. We claim that Proof. By induction on ℓ. The case ℓ = 1 is covered by Theorem 6.1. Suppose ℓ > 1 and the result is true for ℓ − 1. Setting A = A/r 2ℓ−3 , we have the groups N , G, G i , 0 ≤ i ≤ 2ℓ − 4, corresponding to A.
Note that the action of N ∩ (1 + r) on the basis E t+nV , t ∈ rQ, of Bot is like the above action but for the quotient space Q/r 2ℓ−3 Q ∼ = rQ/nQ, that is, the action of N ∩(1+r) on Bot is the same as on the permutation module C[Q/r 2ℓ−3 Q]. This gives dim Bot ± (φ) for every φ ∈ G by simply replacing ℓ by ℓ − 1 in the formulae of Proposition 7.2. Now a φ ∈ G 0 \ G 2 does not give rise to any linear character of N ∩ (1 + r), so that φ does not enter Bot, and after that G 2 \ G 4 corresponds with G 0 \ G 2 , G 4 \ G 6 corresponds with G 2 \ G 4 , and so on. The resulting cancellations in dim Top ± (φ) = dim X ± (φ)−dim Bot ± (φ) give stated dimensions of all irreducible constituents Top ± (φ) of Top. The others follow by inductive hypothesis via Theorem 5.1.
