In this study we suggest a chronology of the classical business cycle in Switzerland based on dating algorithms suggested in Artis et al. (2004) and Harding and Pagan (2002) . A further contribution of our study is that we determine the sensitivity of the chronology with respect to the particular GDP vintage used. For this purpose we employ a real-time database that contains 59 vintages of GDP data starting from 1997Q4 and ending in 2012Q2. We show that major changes in identified phases of the classical business cycle in Switzerland can be well traced to several benchmark revisions to the national accounts. In the absence of benchmark revisions the vintage-to-vintage variation exerts a comparatively minor effect on identified phases of the classical business cycle.
Introduction
Research on business cycles has a long tradition in empirical macroeconomics. At the national level, understanding business cycle dynamics and, in particular, ability to accurately date business cycle phases allows policy makers to react timely to current developments in the economy, with the aim to stabilise aggregate economic activity. It also allows ex post assessment of the effectiveness and timeliness of implemented stabilising policies. At the international level, tracking business cycles in different countries helps in investigating the degree of their synchronisation, which has important implications for monetary policy in common currency areas, for example. An earlier and very comprehensive attempt to construct a business cycle chronology for Switzerland is provided by Amstad (2000) . Amstad (2000) study distinguishes between four different concepts of business cycle (classical, deviation, acceleration-deceleration, and Schumpeter), different detrending methods (Hodrick-Prescott (HP) filter, Phase Average Trend (PAT)), and different reference time series (Gross Domestic Product (GDP), Industrial Production (IP)). Additionally, it dates the business cycle for both seasonally adjusted and unadjusted data. In all-encompassing effort, Amstad (2000: 35) reports results for 27 different chronologies, all ending in 1997Q4. Instead of attempting to update all 27 chronology variations of Amstad (2000) using recent data, we specifically focus on the chronology of the classical business cycle in Switzerland. The classical business cycle is referred to absolute declines and recoveries in economic activity. Our study extends the analysis of the classical business cycle reported in Amstad (2000) in several directions. Our most important contribution concerns the methodology of business cycle dating. Amstad (2000) applies the procedure suggested in Bry and Boschan (1971) for dating phases of the classical business cycle for quarterly GDP data. This procedure is characterised by several restrictive features, which have later been refined in the literature. The first limitation of the original Bry-Boschan (BB) procedure is that it is tailored for monthly time series. For quarterly time series Bry and Boschan (1971: 114) suggest to use constant interpolation, which sets monthly values equal to the values in the respective quarter. Interpolation is not optimal as it leads to spurious cycles with a period of three months (Proietti, 2005, p. 480) . The second restrictive feature is that the Bry-Boschan rule sets the dates of turning points in a purely deterministic manner. As a result, uncertainty related to dating of turning points is ignored. In order to overcome these two restrictive features, we apply the business cycle dating algorithm suggested in Artis, Marcellino, and Proietti (2004) (AMP) . The AMP algorithm shares several features with the BB algorithm. Similar to the BB procedure, the AMP algorithm imposes restrictions on the minimal duration of the whole business cycle and its phases, and it ensures that peaks and troughs alternate. As in the BB procedure, the AMP procedure determines timing of turning points using smoothed (pre-filtered) time series in order to lessen sensitivity to outlying observations. The difference between these two approaches is that rather than relying on moving-average filters utilised in the BB approach, in the AMP algorithm low-pass signal extraction filters with well-established theoretical properties are used. In particular, these filters are used to dampen fluctuations with one period less than the imposed minimal duration of the business cycle. The last but not least refinement over the BB procedure is that the AMP algorithm provides a measure of uncertainty around the turning points. This additional information is useful in determining how statistically strong the evidence is that a particular quarter features as a turning point. Finally, we complement the AMP dating algorithm with the business cycle dating procedure of Harding and Pagan (2002) in order to fine-tune the final turning points using the original time series in (log-)level. The dating procedure of Harding and Pagan (2002) is a direct translation of the Bry-Boschan rule to quarterly time series (henceforth, BBQ) and, similar to the original BB procedure, it produces a deterministic chronology. Our second contribution to the literature is that we make use of more recent data, which compared to the sample used in Amstad (2000) cover additional 15 years. We also utilise real-time vintages of GDP data released since 1997. In total we have 59 historical vintages in our data set. For each vintage we apply the AMP procedure in order to assess how sensitive the timing of business cycle phases is across different vintages. Finally, we note that -to the best our knowledge -this is the first attempt in the literature to apply the AMP algorithm to Swiss GDP data.
The paper proceeds as follows. Section 2 contains a description of the data set. In Section 3 the methodology of business cycle dating is explained. Section 4 presents the estimation results. The final section concludes.
Data
There are two federal agencies, the Swiss Federal Statistical Office (SFSO) and the State Secretariat of Economic Affairs (SECO), that are involved in publishing GDP estimates in Switzerland. The SFSO releases annual GDP estimates for year y in the following three steps. The first and second provisional estimates are released in the following years y + 1 and y + 2. The third and final estimate of GDP is released in year y + 3, i.e. three years later. All the releases typically take place in the beginning of September of respective years.
Over time a number of noteworthy changes in the production of national accounts in Switzerland were introduced by the SFSO. Since the middle of 1970s the European System of Accounts (ESA) have been adopted by the SFSO. From 1997 until 2003 the National Accounts conformed to the ESA78 standard. During this period vintages of real GDP are expressed in constant 1990 prices. Since 2003 the ESA95 standard have been adopted for the production of the national accounts. The corresponding vintages of real GDP are expressed in chained-linked prices using 2000 as the reference year. In 2005 quarterly production-side based estimates of economic activity were introduced in the process of GDP publication. In the end of 2008 the transition from direct to indirect seasonal adjustment of GDP data took place. The most recent significant change in the production of national accounts took place in the summer 2012 when the previous industry classification based on NOGA2002 ("Nomenclature Générale des Activités économiques") was replaced by the NOGA2008 classification. In addition, the reference year for chainlinking was changed to 2005. Naturally, the transition from one standard to another, or the adoption of a new industry classification, introduces revisions in annual data, which are by no means innocuous. For example, as a result of the recent update, the estimated GDP volume at current prices for the year 2010 was raised from CHF 550 billion to CHF 574 billion, which corresponds to an increase of about 4.3% in GDP. Of course, revisions to annual data also are caused by the incorporation of more accurate information from basis statistics.
The system of quarterly national accounts is maintained by the SECO. The SECO publishes GDP estimates for a quarter with a lag of about two months. In the production of quarterly national accounts the SECO relies on information provided by the SFSO, and a set of high-frequency indicators that are used for temporal disaggregation of annual figures, whenever these are available. For the current year, for which annual data are not available, the SECO produces forecasts by means of regression models using the same set of indicators. The SECO is also in charge of implementing seasonal adjustment of the quarterly time series.
Revisions of quarterly national accounts come from different sources. First, quarterly data have to be adapted to revisions in annual data. Second, reliance on auxiliary indicators for temporal disaggregation and out-of-sample forecasting also bring about revisions due to the following reasons: revisions of the high-frequency indicators, changes in the specification of the models used for temporal disaggregation, and changes in the information set due to non-synchronous releases and different publication lags of the indicators. The third source of revisions is related to the use of seasonal adjustment, as the incorporation of new data points leads to revisions in seasonal factors.
1 As a result, revisions to quarterly national accounts affect not only the most recent but also more distant observations. The real-time data set, used in our study, comprises all vintages of real GDP published by the SECO from 1997 until 2012.
2 The earliest vintage includes GDP data that ends in 1997Q4 and the most recent vintage has the last observation in 2012Q2. In sequel we refer to a particular vintage as GDP.YYQ, where YYQ stands for the last quarter for which data are available. For example, the vintage GDP.122 contains data through the second quarter of 2012. A publication lag of two months implies that this vintage was released by the SECO in the beginning of September 2012. All GDP vintages began in 1980Q1.
Methodology
The dating methodology applied here for the identification of classical turning points is based on the following three-step procedure. In the first step a model-based low-pass filter is applied to the log level of the GDP time series in order to extract a trend component free from high-frequency fluctuations. In the second step a preliminary set of turning points is identified by means of the business cycle dating algorithm of Artis et al. (2004) . At this stage we also apply the simulation smoother of Jong and Shephard (1995) in order to assess uncertainty around turning points arising from prefiltering. In the third step we apply the BBQ procedure of Harding and Pagan (2002) for final identification of turning points using the original time series.
Model-based low-pass filtering
A model-based decomposition of a time series into orthogonal trend and cycle components by means of an optimal class of filters was suggested in Proietti (2009a) . It generalises contributions of Pollock (2000) and Gómez (2001) by allowing the researcher to design a filter that takes the properties of the series under investigation into account. This approach also encompasses the very popular in applied macroeconomics Hodrick-Prescott filter.
In order to set up the necessary notation we first express a time series y t , t = 1, . . . , T, decomposed into low-frequency (trend, μ t ) and high-frequency (cycle, ψ t ) components;
The trend-cycle decomposition that corresponds to a local trend model can written as follows
where L and (1 − L) are the lag and difference operators, respectively. The properties of the filter depend on the parameter triple (m, r, λ). The parameter m corresponds to the order of integration of the trend. The parameter r denotes the number of unit roots at the Nyquist frequency, and λ is the smoothness parameter. The following values of these parameters (m = 2, r = 0, λ = 1600) correspond to the well-known specification of the Hodrick-Prescott filter. For fixed values of r and m, the relationship between the parameter λ and the cut-off frequency, ω c , used to separate the trend and cycle components is given by:
If we denote by q the length of a cycle period expressed in quarters, then the cut-off frequency is ω c = 2π/q. In the extracted low-pass component the amplitude of the highfrequency fluctuations with periodicity less thanuarters will be dampened. Proietti (2009a) suggests how optimal filters can be devised when a time series y t cannot be satisfactory represented by the decomposition in Equation (2). Instead, it is assumed that a time series y t has an ARIMA(p, q, d) representation:
where β is a constant, φ(L) and θ(L) are lag polynomials satisfying the requirements of stationarity and invertibility, respectively. Furthermore, the white-noise disturbance ξ t in Equation (3) can be decomposed into two orthogonal stationary processes
The trend-cycle decomposition, shown earlier in Equation (1), but this time based on the ARIMA representation in Equation (3), can be written as follows
Observe that the trend component μ t has the same order of integration as the original time series y t . The high-frequency component is stationary under the maintained assumption that m ≥ d.
The trend-cycle decomposition can be cast into state-space form and the corresponding estimates of the low-and high-pass components can be obtained by means of the Kalman filter and smoother. These estimates and the associated mean square errors in finite samples will depend on the ARIMA model maintained for y t . Artis et al. (2004) propose an algorithm for dating business cycle turning points as a further development of the algorithm proposed in Harding and Pagan (2001) and Harding and Pagan (2002) , which in turn is a modification of the algorithm of Bry and Boschan (1971) . There are two building blocks in the algorithm of Artis et al. (2004) : a Markov chain and a stochastic procedure of scoring Markov-chain transition probabilities. Assume that there are only two mutually exclusive states of the economy: expansion E t and recession R t . Further, the last observation of an expansion phase is defined as a peak P t and, accordingly, the last observation of a recession phase is a trough T t : 
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From EC t a transition is possible either to a peak P t+1 , ending the expansion phase, or to EC t+1 , continuing the expansion. Similarly, from RC t a transition either to T t+1 or RC t+1 is possible. From P t we end up in RC t+1 with probability one. From T t only a transition to EC t+1 is possible. Table 1 presents a transition matrix of the first-order Markov chain with four states S t , where π EP = Pr(P t+1 |EC t ) and π EE = Pr(EC t+1 |EC t ) are probabilities of visiting a peak, terminating the expansion phase, or continuing the expansion. Observe that π EP + π EE = 1. Similarly, we define π RT = Pr(T t+1 |RC t ) and π RR = Pr(RC t+1 |RC t ) = 1 − π RT . Such a specification of transition probabilities enforces an alternating pattern of peaks and troughs. It also automatically enforces a minimum phase duration of two quarters. For example, the sequence RC t−1 , T t satisfies this restriction as both quarters belong to the recessionary phase. Also observe that a peak and a trough cannot immediately follow one another. The AMP algorithm also requires that the minimum duration of a whole business cycle should be five quarters, as a direct translation of the original minimum cycle length requirement of 15 months (Bry/Boschan 1971) to the quarterly case. Such a requirement implies that we need a fifth-order Markov chain in order to describe state-to-state transitions. However, using the elementary states S t defined above, it can be written as a first-order chain with the following states:
t+1 is represented by a new state at time t + 1 (S t+1 ), which is one of the four elementary states described above, and the remaining four states are the most recent states from S * t , i.e. S * t+1 = {S t−3 , S t−2 , S t−1 , S t , S t+1 }. This fifth-order Markov chain has a very sparse transition matrix due to the introduced minimum cycle and phase duration rules. In fact, Artis et al. (2004) show that the number of admissible states in this chain is equal to 24 which are all presented in Table 2 . In the table, for each state S * t the admissible transitions to the next state S * t+1 are shown together with the associated transition probabilities π EP and π RT , given in parentheses. For those states from which only a single transition is possible the probability of the is set to one. Observe that in this fifth-order Markov chain the states S * t , where a peak (trough) occurs at both ends like in the state
The next step is to estimate the transition probabilities π EP and π RT for the time series of interest. The following classification of the states, provided in the last column of Table 2 , serves this purpose. The states S * t are classified into the following categories:
-The set S EP includes those states that are in the expansionary phase at time t (S t = EC t ) and from which a transition to a peak (S t+1 = P t ) is possible, denoted by s EP . -The set S P includes those states that in period t are in a peak (S t = P t ), denoted by s P . -The set S EE , that includes only one state S * 16 , that is in the expansionary phase at time t (S t = EC t ) but from which a transition to a peak (S t+1 = P t ) is not possible. This state is denoted by s EE . -The set S RT includes states that are in the recessionary phase at time t (S t = RC t ) and from which a transition to a trough (S t+1 = T t ) is possible, denoted by s RT . -The set S T includes states that in period t are in a trough (S t = T t ), denoted by s T . -The set S RR comprises the state that is in the recessionary phase at time t (S t = RC t ) but from which a transition to a trough (S t+1 = T t ) is not possible, denoted by s RR .
By pooling the expansionary and recessionary states we have S E = S EP ∩ S P ∩ S EE and
Similarly to Harding and Pagan (2002) , two sequences suggesting candidates for peak and trough are defined as follows:
where ETS t is a expansion-terminating sequence and RTS t is a recession-terminating sequence, such that if the respective conditions are satisfied ETS t and RTS t are assigned the logical value TRUE, and otherwise FALSE. The joint distribution of these sequences is determined by the associated probabilities P (ETS) t and P (RTS) t , which depend on the data generating process of actual time series. Generally, these probabilities cannot be derived analytically but they can be estimated by Monte Carlo simulation, as discussed below.
The sequences ETS t and RTS t can be used for scoring transition probabilities in the following way. If in a given period the state S * t belongs to the set of expansionary states from which a transition to a peak is admissible {S * t = s EP , s EP ∈ S EP } and ETS t+1 = 1, then transition to a peak in t+1, ending the expansion phase, takes place, i.e. 
a In parentheses are shown the associated transition probability from state S * t to another admissible state S * t+1 . For those states from which only one transition is possible, the corresponding probability is set to one. b The states S * t are classified according to their state at time t (S t ) and the admissible transition to a new state at time t + 1 (S t+1 ). We distinguish between the following state categories:
-the states that are in an expansionary phase at time t (S t = EC) and from which a transition to a peak (S t+1 = P) is possible, denoted by s EP ;
-the states that in period t are in a peak (S t = P, denoted by s P ); -the state that is in the expansionary phase at time t (S t = EC) and from which a transition to a peak (S t+1 = P) is not possible, denoted by s EE ;
-the states that are in the recessionary phase at time t (S t = RC) and from which a transition to a trough (S t+1 = T) is possible, denoted by s RT ;
-the states that in period t are in a trough (S t = T), denoted by s T ; -the state that is in a recessionary phase at time t (S t = RC) and from which a transition to a trough (S t+1 = T) is not possible, denoted by s RR .
{S * t+1 = s P , s P ∈ S P }. The associated transition probability π EP = Pr(P t+1 |EC t ) is computed as follows:
where 1 1(·) is the indicator function. If {S * t = s EP , s EP ∈ S EP } and ETS t+1 = 0, the expansion continues, i.e. {S * t+1 = s EP , s EP ∈ S EP }, and the transition probability is π EE = 1 − π EP . By symmetry, if in a given period the state S * t belongs to the set of recessionary states from which a transition to a trough is admissible {S * t = s RT , s RT ∈ S RT } and RTS t+1 = 1, then transition to a trough in t + 1, ending the recession phase, takes place, i.e. {S * t+1 = s T , s T ∈ S T }. The associated transition probability p RT is computed as follows:
If {S * t = s RT , s RT ∈ S RT } and RTS t+1 = 0, the recession continues, i.e. {S * t+1 = s RT , s RT ∈ S RT }, and the transition probability is π RR = 1 − π RT . Furthermore, if denote the information set available at time t comprising the sequences 1 1(ETS j ) and 1 1(RTS j ) for all j = 1, 2, ..., t by F t , then the conditional probability of the Markov chain visiting any state at time t given the information set F t is a 24 × 1 vector Pr(S * t |F t ). Starting from an initial vector of probabilities P(S * 1 |F 1 ), the conditional probabilities of future states Pr(S * j |F j ) are computed recursively for all j = 2, ..., T. The initial vector of probabilities can be chosen to be informative depending on the knowledge of the state of the economy in the beginning of the sample. In case the economy is in expansion (recession) in the first quarter of the sample, then equal positive probabilities will be assigned to all expansionary (recessionary) states in S E (S R ). Alternatively, if one is unsure about the initial state of the economy, then each element of Pr(S * 1 |F 1 ) is set equal to 1/24. The probabilities for each elementary state Pr(S t |F t ) as well as the probabilities that a given quarter belongs to an expansion Pr(E t |F t ) = Pr(EC t |F t ) + Pr(P t |F t ) or recession Pr(R t |F t ) = Pr(RC t |F t ) + Pr(T t |F t ) can be derived from Pr(S * t |F t ). Artis et al. (2004) suggest to apply the dating algorithm not to the original (log-)level time series y t but to its smoothed component μ t extracted using the model-based trendcycle decomposition in Equation (4). Analogously to the usage of the moving average filters in the Bry and Boschan procedure, by smoothing the original time series the influence of outliers on the identification of turning points is substantially reduced. Smoothing also allows the researcher to filter out high-frequency cycles the presence of which interferes with an accurate dating of business cycle phases. Since the trend component μ t is not observed, the dating algorithm is applied to the extracted sequenceμ t|T , where the subscript t|T indicates that for the trend extraction all available sample information was used, t ≤ T. Adoption of a model-based approach to signal extraction allows us to replace the indicator function 1 1(·) in Equations (5) and (6) with the respective probabilities of the terminating sequences P (ETS) t+1 and P (RTS) t+1 for scoring transition probabilities of the Markov chain. The simulation smoother suggested in de Jong and Shephard (1995) can be used in order to estimate these probabilities. The simulation smoother is a Monte Carlo procedure that repeatedly draws simulated samples from the posterior distribution of the trend componentμ (i) t ∼ μ t |y 1 , . . . , y T . By resorting to this simulation technique we incorporate the uncertainty that arises due to pre-filtering of the original time series into the process of turning point identification. As a result, for each quarter in our sample we obtain the relative frequency of this quarter being labeled as a peak or a trough. Correspondingly, we can determine how strong the evidence is in favour of identifying a particular quarter as a recessionary period, for example.
Final identification of turning points
The main innovative feature of the AMP dating algorithm is that it provides information on the uncertainty related to identifying turning points. However, traditionally a business cycle chronology is expressed as a deterministic binary sequence with fixed dates of turning points. In order to comply with existing practice, Proietti (2005, Section 6 ) suggests an optional step in which a final identification of turning points takes place using the original time series in (log-)level. Since the AMP algorithm heavily relies on the approach of Harding and Pagan (2002) , it is natural to apply the latter approach for this purpose.
3
The dating algorithm of Harding and Pagan (2002) is a direct translation of the Bry and Boschan rule from the monthly to the quarterly frequency. Therefore it is customary to refer to it as the BBQ algorithm. Having very much in common with the AMP procedure, the BBQ algorithm identifies local extremum points in the distance of ±2 quarters with respect to the reference quarter. It also establishes alternation of peaks and troughs and enforces a minimum duration constraints of two and five quarters on each phase and total cycle, respectively. Minimum depth requirements on a recession phase can also be easily introduced. Turning points are not allowed to occur in the first and last two quarters of the sample. If the distance between two candidate quarters for a peak (trough) is less than the minimum duration of the whole cycle, the quarter with the more extreme value of y t is chosen as a peak (trough). We follow Proietti (2005: 489) and require that the output drop at the trough compared to the previous peak should be at least 0.5% in order to qualify a candidate phase as recession. 
Results
Before describing estimation results, it is instructive to present more specific details about the modelling framework. Since the model-based trend-cycle decomposition in the AMP algorithm requires an ARIMA(p, d, q) model, we experimented with the following model specifications: ARIMA(0,1,0) or a random-walk model, ARIMA(1,1,0) and ARIMA(2,1,2), as suggested in Proietti (2009a) . Due to the fact that the results turned out to be robust across different models, we report only those based on the ARIMA (1,1,0) . We also set r = 0 and m = 2, conforming with the choice of Proietti (2005) . Since the full cycle minimum duration requirement is 5 quarters, the choice of the cut-off frequency is ω c = 2π/5, corresponding to λ = 0.524. This section is organised as follows. First, we establish the chronology of the classical business cycle on the basis of the most recent vintage GDP.122, as of the time of writing. Second, we apply the AMP algorithm to each of the 59 real-time GDP data vintages in order to assess how sensitive the identification of the business cycle phases is with respect to historical vintages. Finally, we follow a suggestion of a referee and compare turning points identified by the approach described above and those identified in Amstad (2000).
Turning points of the classical business cycle
In this sub-section we report the outcome of the dating procedures applied to the most recent GDP vintage available to us, as of the time of writing. This GDP vintage was released on 4th September 2012 by the State Secretariat of Economic Affairs. This vintage contains the official estimates of quarterly GDP through 2012Q2.
The outcome of the AMP algorithm is presented in Figures 1 and 2 . In Figure 1 the relative frequencies with which each quarter is designated a recession quarter are shown. In Figure 2 the relative frequencies with which each quarter is selected as a peak or trough (shown on the inverse scale) are presented. recessionary periods: the early 1980s, the early 1990s, around the year 2002, and, finally, the recent Great Recession. There is also some evidence of a recessionary period around 1995 and 1996, but this period is better qualified as a period of low growth rather than recession. As shown in Figure 2 , there is substantial uncertainty involved in identifying turning points of the classical business cycle, as there are several candidate quarters for peaks and troughs for which the algorithm assigns non-trivial relative frequencies. The exception is the period of the Great Recession when both peak and trough are sharply defined. The final set of turning points, identified by the BBQ algorithm, is displayed in Figure 3 . The corresponding chronology along with the characteristics of recessions in terms of deepness, duration, and steepness is presented in Table 3 . The duration of the recessions ranges from three to four quarters. The recent recession is the most severe one, exceeding previous recessions both in terms of deepness and steepness. Notes: A recessions terminates in a trough, an expansion terminates in a peak. a The measure of deepness is defined as the difference between a peak and a trough in log level of GDP.
b The measure of steepness is obtained by dividing deepness by duration.
Determining recession periods using real-time vintages
In this subsection we take into account the fact that GDP data undergo substantial revisions in Switzerland, mentioned in Section 2. These revisions affect not only the most recent data points but also extend back to the past. 5 In order to illustrate the extent of the revisions we present Figure 4 , where historical vintages of quarterly growth rate of seasonally adjusted GDP is presented. Every dot in this figure corresponds to an official estimate of quarterly GDP growth in the respective quarter. The revisions of quarterly growth can be substantial. For example, for the fourth quarter of 2008 the minimum reported estimate of the quarterly growth rate is −2.23 whereas the maximum estimate is −0.31, indicating a difference between these two estimates of almost 2 percentage points. It is also often the case that estimates of growth change their signs. For example, for the second quarter of 2009 the minimum estimate is −0.52, whereas the corresponding maximum is 0.22. This, of course, has serious implications for the identification of turning points, which may change from vintage to vintage. Therefore it is instructive to check to what extent the business cycle chronology derived using the recent vintage is robust across historical vintages. In order to investigate this, we apply the AMP algorithm to every historical vintage at our disposal. As mentioned before, we have 59 GDP vintages: the earliest vintage ends in 1997Q4 and the most recent vintage in 2012Q2. The relative recession frequencies are displayed in Figure 5 for every historical vintage. The darker the colour assigned to a particular quarter, the stronger is the evidence that this quarter belongs to a recessionary period. There is an easily recognisable pattern of dark spots in the figure related to benchmark changes in the production of GDP statistics.
The first benchmark change took place with the publication of the vintage GDP.034 when real GDP data began to be reported in chain-linked prices rather than constant prices of a base year. This benchmark revision practically eliminated weak signs of a recessionary period from the end of 1986 until the beginning of 1987. It also eliminated supporting evidence for a recession in the last quarters of 1993. At the same time it strengthened the evidence for a recessionary period in 1995 and indicated for the first time a recessionary period from 1998Q4 until 1999Q1.
The second benchmark revision was introduced with the release of the vintage GDP.054 when quarterly production-side accounts were incorporated into the process of GDP estimation. As a result of this benchmark revision a stronger indication of an earlier start of the first (1981-1982) and second (1991-1992) recessionary periods that were clearly identified in our sample. It also strengthened the support for a recession in 1996 and 1998Q4-1999Q1, but weakened the evidence for a recession in 1995.
The third benchmark revision came into effect with the publication of the vintage GDP.084 when a change from direct seasonal adjustment of GDP time series to indirect seasonal adjustment took place. This revision effectively eliminated any support for a recession in 1998Q4-1999Q1 and 2001. Finally, the effect of the latest benchmark revision (the vintage GDP.122) related to the change from industrial classification NOGA2002 to NOGA2008 has a comparatively minor effect. There is evidence that the two recessions in the early 1990s ended one quarter later. It also provides some evidence in favour of a recession in the end of 2001, which is consistent with evidence from the earlier, up to GDP.083, vintages. The recession around the beginning of 2003 also appears to be shorter than indicated by the previous vintages.
Summarising, the results suggest that in the absence of benchmark revisions those recessionary periods for which the highest relative frequency was assigned by the AMP algorithm are largely preserved across different vintages. However, benchmark revisions not only introduce noticeable changes in dates of the turning points identified using previous vintages but also can lead to complete elimination of a recessionary period from the business cycle chronology, as it happened to the recessionary period in 2001 related to the burst of the dot-com bubble.
Comparing our results with those of Amstad (2000)
Following the suggestion of a referee we exploit the fact in our real-time database there is a GDP vintage that ends in 1997Q4 similarly to that used in Amstad (2000) . This allows us to make a comparison between the chronology reported in Amstad (2000) and the turning points identified by sequentially applying the AMP and BBQ business cycle dating procedures.
6 Both chronologies are reported in Table 4 : the chronology based on the vintage GDP.974 in the left panel and the chronology of Amstad (2000: 39, Table  4 -3) in the right panel. The first observation to be made is that the peaks are identically determined by the Bry-Boschan procedure applied in Amstad (2000) and by the AMP procedure. The differences between the two chronologies are in determination of troughs for the recessions in the early 1980s and 1990s. The information in Figure 6 can be used to track the sources of these discrepancies. It displays the relative frequency with which a recession was assigned to each quarter using filtered GDP time series from which cycles with periodicity less than 5 quarters were removed. In case of the recession in the early 1980s, the largest relative frequency was assigned to 1982Q4, which coincides with the trough identified in Amstad (2000) . However, the BBQ algorithm identifies the ultimate trough in 1982Q3, i.e. one quarter earlier, as a result of the requirement that a trough should be a local minimum. We also can explain the discrepancy between the ending points of the recession that started in 1992Q2 as follows. Starting from the peak in 1990Q4 the Swiss economy underwent a prolonged period of low growth. This period lasts until the end quarter of the vintage in question, see Figure 6 . During a period of stagnation, dating turning points is an especially daunting task, as the uncertainty substantially increases. This can clearly be seen in Figure 6 , where from the peak in 1992Q2 until the last trough in 1996Q4 a non-trivial relative frequency of being identified as a trough was assigned for most quarters. For example, for the quarter 1992Q4 the assigned relative frequency was 0.39, making it a very strong candidate for a trough, which is consistent with a trough identified in Amstad (2000) . Another relatively high-ranked candidate for a trough is the quarter 1993Q3 with a corresponding relative frequency of 0.22. The ultimate choice between these two candidates is dictated by the restriction of a minimum duration of the full cycle of 5 quarters. Since we cannot fit a full cycle between the troughs in 1992Q4 and 1993Q3 we had to choose a more extreme minimum in the level of GDP, which is observed in 1993Q3. Summarising, the Bry-Boschan procedure applied in Amstad (2000) and the results of the BBQ procedure deliver quite similar turning points of the classical business cycle. However, the complementary application of the AMP algorithm provides additional information allowing the researcher to estimate the uncertainty involved in dating business cycles. As illustrated above, this uncertainty becomes more pronounced in periods of low growth. The differences in the timing of the identified turning points can be very well explained by resorting to this source of additional information.
Conclusions
In this study we suggest a chronology of the classical business cycle in Switzerland. We sequentially utilise the approach of Artis et al. (2004) , where the detection of business cycle phases is based on a simulated Markov chain that has to satisfy a number of constraints such as alternation of peaks and troughs and minimum duration of recession and expansion phases as well as of the whole cycle, and the BBQ approach of Harding and Pagan (2002) . The innovative feature of the former business cycle dating algorithm is that it allows us to measure the uncertainty around identified turning points. The latter algorithm is used in order to fine-tune the final turning points by relating them to local minima and maxima in the (log-)level of the original GDP time series. An additional contribution of our study is that we determined the sensitivity of the chronology with respect to the GDP vintage used. For this purpose we employ a real-time database that contains 59 vintages of GDP data starting from 1997Q4 ending 2012Q2.
We show that major changes in identified phases of the classical business cycle in Switzerland can be well traced to several benchmark revisions to the national accounts. In the absence of benchmark revisions the vintage-to-vintage variation exerts a comparatively minor effect on identified phases of the classical business cycle. Finally, we compare our results with those reported in Amstad (2000) using a comparable GDP data vintage released almost 15 years ago. There is a very high degree of coherence between the identified turning points. The minor differences can be well explained utilising information on the uncertainty of dating turning points from the Artis et al. (2004) procedure.
