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a  b  s  t  r  a  c  t
Streptococcus pneumoniae (pneumococcus) is a bacterium responsible for a wide spectrum of
illnesses. The surface of the bacterium consists of three distinctive membranes: plasmatic,
cellular  and the polysaccharide (PS) capsule. PS capsules may mediate several biological pro-
cesses, particularly invasive infections of human beings. Prevention against pneumococcal
related  illnesses can be provided by vaccines. There is a sound investment worldwide in
the  investigation of a proteic antigen as a possible alternative to pneumococcal vaccines
based  exclusively on PS. A few proteins which are part of the membrane of the pneumo-
coccus  seem to have antigen potential to be part of a vaccine, particularly the PspA. A vital
aspect in the production of the intended conjugate pneumococcal vaccine is the efﬁcient
production  (in industrial scale) of both, the chosen PS serotypes as well as the PspA protein.
Growing  recombinant Escherichia coli (rE. coli) in high-cell density cultures (HCDC) under a
fed-batch regime requires a reﬁned continuous control over various process variables where
the  on-line prediction of the feeding phase is of particular relevance and one of the focuses
of  this paper. The viability of an on-line monitoring software system, based on construc-
tive  neural networks (CoNN), for automatically detecting the time to start the fed-phase
of  a HCDC of rE. coli that contains a plasmid used for PspA expression is investigated. The
paper describes the data and methodology used for training ﬁve different types of CoNNs,
four  of them suitable for classiﬁcation tasks and one suitable for regression tasks, aiming at
comparatively investigate both approaches. Results of software simulations implementing
ﬁve  CoNN algorithms as well as conventional neural networks (FFNN), decision trees (DT)and  support vector machines (SVM) are also presented and discussed. A modiﬁed CasCor
algorithm,  implementing a data softening process, has shown to be an efﬁcient candidate to
be part of an on-line HCDC monitoring system for detecting the feeding phase of the HCDCprocess.
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cc o m p u t e r m e t h o d s a n d p r o g r a m s 
.  Introduction
treptococcus pneumoniae (pneumococcus) is a Gram-positive
acterium responsible for a wide spectrum of illnesses vary-
ng  from non-invasive, such as otitis and sinusitis, to severe
nvasive  diseases, such as meningitis [11,48,52,71].
The surface of the bacterium consists of three distinc-
ive membranes: plasmatic, cellular and the polysaccharide
PS) capsule. PS capsules may  mediate several biological
rocesses, particularly invasive infections of human beings
80].  Based on the structure and antigenic properties of the
olysaccharide, S. pneumoniae strains can be divided into
ore  than 90 structurally and antigenically distinct types,
hich  have been classiﬁed into serogroups (designated by
umbers)  and further subdivided into serotypes (designated
y  letters) according to the Danish designation system –
erotypes  that are structurally and immunologically closely
elated  belong to the same serogroup [39]. Serotypes dif-
er  from each other in relation to virulence, predominance
nd drug resistance [6]. Differences in the virulence char-
cteristics between pneumococcal serotypes are important
ince  available vaccines target only a few of the known
erotypes. The epidemiological proﬁle of a pneumococcal dis-
ase is strongly related to the prevalence of the corresponding
erotype and varies with time, geographic region and individ-
al’s  age [46].
Invasive  diseases, such as meningitis, happen mainly
uring the ﬁrst months after birth; a large number of pneu-
ococcal diseases in children are associated with a restrict
umber  of serotypes, which varies according to the geograph-
cal  region. In spite of the existing over 90 different serotypes,
ecent  data suggests that 11 serotypes are responsible for
pproximately 75% of worldwide S. pneumoniae infections. In
SA and Europe the most prevalent serotypes in children are
, 14, 19 and 23 [51] while in adults the most prevalent are 3,
,  7, 8 and 14 [29]. In developing countries it is common to ﬁnd
erotypes  1 and 5 in adults [64]. In Brazil, 45% of pneumococ-
al  diseases are caused by serotypes 1, 6B and 14. Serotypes 1
nd 6B are prevalent in all ages; serotype 14 is responsible for
 greater number of infections in children while serotypes 3
nd 4 are more  common in adults [13–15]. Prevention against
neumococcal related illnesses can be provided by vaccines.
urrently all the existing pneumococcal-related vaccines are
ased on the free occurrence of the capsular polysaccharide or
hen have the PS conjugated to a protein aiming at enhancing
rotection.
One  of the major difﬁculties in developing and commer-
ializing a pneumococcal conjugate vaccine in Brazil is the
arge  number of existing pathogenic serotypes in the country,
amely  1, 3, 4, 5, 6A, 6B, 9V, 14, 18C, 19A, 19F, 23F, corresponding
o  approximately 80% of the clinically isolated strains [14]. It is
ell known that the process of producing a conjugated vaccine
s  highly elaborated and complex, involving many  variables
nd  whose ﬁnal product yield is around 30%. The culture of
he  microorganism is a difﬁcult process since not all serotypes
row  in a similar way  in the same medium. These difﬁculties,
mong  many  others, reﬂect on the ﬁnal cost of the vaccine
hich  makes almost impossible its broad use in developing
ountries. o m e d i c i n e 1 1 1 ( 2 0 1 3 ) 228–248 229
There is a sound investment worldwide in the investigation
of  a proteic antigen as a possible alternative to vaccines based
exclusively  on PS [5,7,11,71,76]. A few proteins which are part
of  the membrane of the pneumococcus seem to have antigen
potential  to be part of a vaccine. Particularly the PspA has pre-
sented  itself as one of the most promising proteins, mainly
because  it is externally exposed to the polysaccharide capsule
of  the S. pneumoniae [17,49,50].
The work described in this paper is part of a broader project
that  investigates the viability of the design of a new pneumo-
coccal  conjugate vaccine customized to Brazilian most preva-
lent  PS serotypes. Three laboratories from the Biotechnology
Center of Butantan Institute (S. Paulo – SP) have already been
working  for a few years on subjacent areas to the project, such
as  the design of efﬁcient methods of bacterial polysaccharide
production and puriﬁcation [41–43,60] and the implications of
considering  as the carrier protein a surface protein from the
S.  pneumoniae capable of inducing protection [27,30,67,72,85].
One of the proteins of choice was  the PspA. A vital aspect in
the  production of the intended conjugate pneumococcal vac-
cine  is the efﬁcient production (in industrial scale) of both, the
chosen  PS serotypes as well as the PspA protein. This paper
particularly investigates the viability of an on-line monitoring
system,  based on constructive neural networks, for automat-
ically  detecting the time to start the fed-phase of a high-cell
density culture (HCDC) of the recombinant Escherichia coli (rE.
coli) that contains a plasmid used for PspA expression.
The layout of the paper is as follows. Section 2 presents
the  main aspects related to S. pneumoniae focusing on pneu-
mococcal  virulence factors and their role in colonization and
disease.  Section 3 describes a recent history of the various vac-
cines  against the pneumococcus, their main characteristics
and effectiveness, particularly taking into account the Brazil-
ian  population. Section 4 focuses on the fermentation process
for  growing rE. coli aiming at the production of the PspA pro-
tein  for vaccine purposes. Section 4.1 approaches some of the
technicalities  involved in high cell density cultures (HCDC) of
recombinant  organisms, particularly the control of the feeding
process  and Section 4.2 describes the composition and oper-
ational  conditions of four rE. coli cultivations, whose data are
used  in the monitoring experiments described in Section 6.
Section  5 ﬁrst presents a brief motivation for using construc-
tive  neural networks (CoNNs) and then describes the general
characteristics of ﬁve CoNN algorithms used in the experi-
ments  described in Section 6. Section 6 presents the data and
the  methodology used for training the CoNNs as the online
monitoring software for identifying the start of the feeding
phase  in HCDC cultures of rE. coli. Results of software sim-
ulations  implementing the ﬁve CoNN algorithms as well as
conventional  neural networks (FFNN), decision trees (DT) and
support  vector machines (SVM) are presented and discussed.
Finally  Section 7 summarizes the work done highlighting its
main  conclusions and contributions.
2.  S.  pneumoniae  –  main  characteristics,
resistance  and  virulence  factors
S. pneumoniae is commonly found in the respiratory tract
colonizing the nasopharyngeal cavity of the human host
 s i n230  c o m p u t e r m e t h o d s a n d p r o g r a m
with other co-resident microorganisms. Colonization begins
shortly  after birth and by the age of 12 weeks has increased
to  rates to those found in mothers (Wiley and Douglas, 1981,
as  cited in [39]). After colonization it persists for weeks (in
adults)  or month (in children) usually without any adverse
sequelae. This carrier state maintains the microorganism
within human populations, and induces some acquired B-cell-
mediated  immunity to reinfection [11,94].
Although colonization is usually asymptomatic, in speciﬁc
situations it can progress to disease when the colonizing S.
pneumoniae  spread to the paranasal tissues and lungs caus-
ing  mucosal infections, such as pneumonia, or then invade
the  bloodstream and cause meningitis. Persistent carriage of
pneumococci  allows for low-level and longlasting transmis-
sion,  thereby maintaining the non-invasive strains in human
populations  [91]. The pneumococcus is generally transmitted
by  direct contact with contaminated respiratory secretions
among people or through fomites (substances capable of
carrying  microorganisms) [87]. Those at greatest risk for infec-
tions  caused by S. pneumoniae are the elderly (≥65 years),
infants  and children younger than 2 years [21,22]. As pointed
out  in [47], although the incidence of invasive pneumococ-
cal  disease peaks for children aged 6–18 months, children
aged  up to 5 years remain at risk. Young children have poor
responses  to carbohydrate antigens [39]. This age group is par-
ticularly vulnerable to infection for several reasons, including
an  incompletely developed anatomy, an immature immune
system  response, and frequent exposure and colonization by
S. pneumoniae. Airway colonization by pneumococci is readily
detectable  in about 10% of healthy adults. Between 20 and 40%
of healthy children are carriers, and more  than 60% of infants
and  children in day-care settings can be carrier [91]. The ability
of  bacteria to survive but not grow in the presence of antibi-
otics  (known as antibiotic tolerance) is a precursor phenotype
to  resistance [90]. In addition to that, antibiotic misuse (e.g.,
antibiotics  prescribed for viral infections, dosages/duration of
the  treatment incorrectly prescribed, etc.), its excessive use as
well as its use in veterinary medicine have been stressing the
drug-resistance tendency.
In  the past the polysaccharide capsule was  considered the
primary  virulence factor of S. pneumoniae because nonencap-
sulated bacteria are almost completely harmless compared
with  the same encapsulated strain [48]. A table gathering 21
known  virulence factors in S. pneumoniae infection (including
several  proteins) is presented in [91]. In the table each viru-
lence  factor is described by its mechanism of action and an
associated  level of evidence (LE) varying from 1+ up to 4+,
meaning  1+: one or few animal studies; 2+: some evidence
from  several animal studies; 3+: conﬁrmed in several animal
studies  and 4+: conﬁrmed in people. Among the 21, only the
PS  capsule has LE = 4+ and the pneumolysin has LE = 3+. The
Table 1 – Pneumococcal proteins of interest (for a vaccine) and 
Opal’s criteria [91].
Protein LE 
Choline binding protein A (CbpA) 2+ 
Hyaluronate lyase (Hyl) 1+ 
Major autolysin (LytA) 2+ 
Neuraminidase (NanA) 1+  b i o m e d i c i n e 1 1 1 ( 2 0 1 3 ) 228–248
remainder 19 virulence factors have their LE values distributed
as:  eight have LE = 1+, eight have LE = 2+ and three have LE
between  1+ and 2+. As commented by the authors, “Many vir-
ulence  factors probably contribute to invasive pneumococcal
disease in people, but unequivocal evidence exists only for
pneumococcal capsules – the target of present vaccine formu-
lations”.
Capsular  polysaccharides are highly immunogenic
(although type-speciﬁc) and highly hydrated molecules
that are over 95% water; they are linked to the cell surface of
the  bacterium via covalent attachments to either phospho-
lipids  or lipid-A molecules [11,25,95]. They are composed of
repeating  single units (monosaccharides) joined by glycosidic
linkages.  The layer underneath the capsule, the cell wall,
consists  of polysaccharides and teichoic acid and serves as an
anchor for cell-wall-associated surface proteins [11]. Besides
typical  Gram-positive surface proteins, the cell surface of S.
pneumoniae  has several proteins that contribute as virulence
factors  for the microorganism. A number of reviews in the
literature  [7,48,76,80,91] describe the most well-known S.
pneumoniae  surface-exposed proteins and the virulence role
they  play. Studies have suggested that certain pneumococ-
cal  proteins could be used in vaccines [5,17,11,12]. Table 1
presents  several candidate proteins with their associated LE
value according to [91]. As suggested in [48], if antibodies
to  these proteins could offer better protection, they could
provide  the source of a pneumococcal vaccine to be used in
conjunction  with or in place of the more  traditional capsular
polysaccharide vaccine. . . The author goes on by saying that
some  of these proteins, such as PspA or Ply have already
shown potentials for use in an alternative vaccine approach.
PspA,  particularly, is expressed by all clinically relevant
capsular serotypes of S. pneumoniae [26].
3.  The  state-of-art  of  available
pneumococcal  vaccines
Vaccines against S. pneumoniae are known as pneumococcal
vaccines. The history of vaccines against S. pneumoniae goes
back  to 1911 with the development of a whole-cell pneumo-
coccal  vaccine [96]. In spite of a few attempts to develop a
pneumococcal vaccine over the few following decades, the
growing  interest in pneumococcal vaccines declined with the
discovery  and use of penicillin. Later on, however, the inter-
est  in pneumococcal vaccines was  revived as a consequence of
the  increasing antibiotic resistance among microorganisms. A
detailed history of developments of pneumococcal vaccines,
divided  into two time-periods, 1911–1950 and 1960–1991, is
presented  in [18]. Several other relevant articles cover histor-
ical  aspects of research work in pneumococcus and vaccines
their level of evidence (LE) according to van der Poll and
Protein LE
Neurominidase (NanB) 1+
Pneumococcal surface protein A (PspA) 2+
Pneumococcal surface antigen A (PsaA) 1+–2+
Pneumolysin (Ply) 3+





















































sc o m p u t e r m e t h o d s a n d p r o g r a m s 
uch as [4,20,93], to name a few. The pneumococcal vaccines
eveloped in the few last decades have been approached
ivided into two groups: identiﬁed in this paper as Sections
.1  and 3.2.
.1.  Vaccines  based  exclusively  on  PS  (pneumococcal
olysaccharide vaccines)  (PPSV  or  PV)
.1.1.  The  14-valent  polysaccharide  vaccine
t was  licensed in the US in 1978 and designed based on studies
eporting  that more  than 80% of S. pneumoniae infections were
aused  by the following 14 serotypes: 1, 2, 3, 4, 6A, 7F, 8, 9N,
2F,  14, 18C, 19F, 23F and 25 ([3], as cited in [64,18]).
.1.2.  The  23-valent  polysaccharide  vaccine
oth currently licensed 23-valent polysaccharide pneumo-
occal  vaccines (PV23), the Pneumovax 23 (manufactured by
erck & Company, Pennsylvania) and the Pnu-Imune 23 (man-
factured  by Lederle Laboratories, New Jersey) contain 25 g of
ach  of 23 puriﬁed capsular polysaccharide antigens of S. pneu-
oniae  (serotypes 1, 2, 3, 4, 5, 6B, 7F, 8, 9N, 10A, 11A, 12F, 14,
5B,  17F, 18C, 19A, 19F, 20, 22F, 23F, and 33F). The 23 serotypes
epresent at least 85–90% of the serotypes that cause inva-
ive  pneumococcal infection among children and adults in
he  US [65]. The vaccines are only moderately effective and
re  not prescribed for children younger than 2 years due to
he  poor antibody responses to the polysaccharides. Also, the
V23  have limited efﬁcacy for reducing the incidence of oti-
is  media, have no effect on nasopharyngeal carriage of the
acteria  and do not elicit a booster response with repeated
xposure to the bacteria [47].
.2.  Vaccines  based  on  PS  conjugated  to  a  protein
pneumococcal conjugate  vaccines)  (PCV)
n 1929 it was  shown by Avery and co-workers that the cova-
ent  binding of capsular PS to proteins (carriers) increased the
mmunogenicity of the PS [73]. Conjugate vaccines using PS
rom  different serotypes bounded to different proteins have
een  developed for S. pneumoniae. As pointed out in [12] the
inkage  of PSs to proteins is restricted: too much  carrier anti-
en  may  impair the antibody response to the PSs by antigen
ompetition or carrier-mediated epitope suppression; thus,
rotection  provided by conjugate vaccines is restricted to a
ertain number of serotypes.
Both tetravalent conjugate vaccines, PncD and PncT, pro-
uced  by Aventis Pasteur, contain the 6B, 14, 19F and 23F
Ss  conjugated to diphtheria and tetanus toxoid, respectively
92].  A conjugate vaccine against the pneumococcus (PCV7)
as  licensed in 2000 under the commercial name of Preve-
ar  (Wyeth, Europe) or Prevnar (Wyeth, USA) and has PS from
 serotypes: 4, 6B, 9V, 14, 18C, 19F and 23F conjugated to the
utated  diphtheria toxin CRM197. Within the US the seven
erotypes are responsible for 83% of invasive disease in chil-
ren  younger than 4 years of age, as reported in the study
bout  the efﬁcacy, safety and immunogenicity of the PCV7,
escribed  in [10].
There  are a few reports on clinical trials of a 9-valent PCV
hich,  besides the seven previously mentioned, also includes
erotypes  1 and 5 [14,28,56,63]. In Brazil, as well as in many o m e d i c i n e 1 1 1 ( 2 0 1 3 ) 228–248 231
developing countries, due to the high price of PCV vaccines,
they  are only accessible to a small fraction of the population.
In  the study described in [14], for children up to age 5 years,
9  serotypes: 1, 5, A, 6B, 9V, 14, 18C, 19F and 23F remained the
most  prevalent during the research period. As authors point
out,  in Brazil the estimated coverage against invasive pneumo-
coccal  diseases by PCV7 and PCV9 during childhood is ∼58.2%
and  ∼73.0%, respectively.
The  PCV Synﬂorix, produced by Glaxo-Smith-Kline is a 10-
valent  PCV and has PSs from the serotypes: 1, 4, 5, 6B, 7F,
9V,  14, 18C, 19F and 23F, which are conjugated to a conserved
homophillus carrier protein. In 2010 Pﬁzer introduced the Pre-
vnar  13, which contains six new serotypes (to the previously
7  of the 7-valent Prevnar) namely: 1, 3, 5, 6A, 7F and 19A con-
jugated  to the same carrier protein CRM197.
4.  Growing  recombinant  E.  coli
This section is organized into two sections. The ﬁrst focuses on
some technicalities involved in growing rE. coli in high cell den-
sity cultures (HCDC) stressing the importance a reﬁned control
over  a few relevant variables plays in a successful result – par-
ticularly  the on-line automatic detection of the beginning of
the  feeding phase. The second describes the material, meth-
ods  and laboratorial setup used in the four high-cell density
cultivations of rE. coli whose data were  used in the control
simulation experiments described in Section 6.
4.1.  High  cell  density  cultures  (HCDC)  –  main
characteristics
The so called recombinant proteins are proteins produced
by  microorganisms or animal cells that have been genet-
ically  modiﬁed for producing them. The modiﬁcations are
introduced  into the microorganisms (or cells) using expres-
sions  vectors. Generally an expression vector is a plasmid
especially designed (i.e., created in laboratory) to produce a
large amount of mRNA,  which can be translated into protein,
in  the microorganisms. Since the desired protein is produced
inside  the microorganism (or animal cell), it must be puriﬁed
away  from the host cell proteins by chromatography, following
cell  lysis [1].
In  principle all bacteria can be used for heterologous pro-
tein  production [89]. Many  of them, however, never come
close  to being used mainly due to the lack of information
about their regulation and mechanism, combined with the fact
that usually there are no vector and promoter systems com-
mercially  available. In general overexpressed recombinant
proteins accumulate in one of the three compartments of the
bacteria:  the cytoplasm, the periplasm, and the extracellular
space. As suggested in [23] the decision to target recombinant
proteins to the cytoplasmatic space, periplasmatic space or
culture  medium rests on balancing the advantages and disad-
vantages  of each compartment. The cytoplasm is usually the
ﬁrst  choice for heterologous protein production because the
higher  yield seems to be more  attractive [89].
E. coli is a Gram-negative bacterium which usually is the
microorganism of choice for the expression of a variety of
recombinant proteins. E. coli systems are largely used for
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industrial and pharmaceutical protein production. Its genetics
are  well understood and comparatively simple as well as easily
manipulated.  Also, it can grow to high densities on inexpen-
sive  media [40,53,54,61]. However cultivations for industrial
purposes often presents E. coli cells with a growth condition
highly  different from their natural environment, resulting in
deterioration in cell physiology and limitation in cell’s produc-
tivity  [24]. Fed-batch is often the cultivation method of choice
to  obtain high cell densities and, as a consequence, high pro-
ductivity  [62,86]. Fed-batch cultivation is a very common type
of  biotechnological process which corresponds to a bioreactor
to  which substrate is continuously fed while the microorgan-
isms  and products remain in the bioreactor until the end of the
process.  The control of such a bioprocess can be approached
in  a few different ways  and, depending on the approach, com-
putational  intelligence techniques can be used with different
goals  [70]. In order to achieve high cell density, the stresses that
usually  limit cell growth and recombinant protein expression
must  be removed, thus allowing continued growth and max-
imum  expression of recombinant products [59,78,84]. High
cell  density cultures of E. coli can be approached as a three-
phase  process: (1) batch phase, where microorganism growth
is  supported by the nutrients present in the initial medium;
(2)  fed-batch phase, where additional medium is supplied into
the  bioreactor, usually in an exponential feed rate and (3) the
induction  phase, where the heterologous protein production
takes  place after the addition of the adequate inductor [57,83].
As  pointed out in [45], a HCD cultivation can exceed 50 h
of  operation, requiring constant surveillance by skillful oper-
ators,  to adjust operational conditions in response to changes
in  the cell metabolism occurring in each phase. The detection
of  the right moment to shift from the batch to the fed-batch
phase  is a critical issue. On the one hand if the feed supply
starts  too early, growth inhibition by the substrate and/or pro-
duction  of organic acids due to the overﬂow metabolism may
occur.  On the other hand, if the feed supply begins too late,
the  duration of the time period under a shortage of nutri-
ents  may  lead to the loss of viability. In either situation, the
overall  process productivity regarding biomass formation (and
consequently  recombinant protein expression) will be greatly
affected  [55]. Growing rE. coli in high cell density cultures under
a  fed-batch regime requires a reﬁned continuous control over
various process variables; as mentioned before, the on-line
prediction of the feeding phase is of particular relevance and
interest  and one of the focuses of this paper, detailed in Sec-
tion  6.
4.2.  Material,  methods  and  operational  conditions
4.2.1. Strains  and  plasmid
(a) The N-terminal recombinant fragment of the PspA gene
from  clade 3 of family 2 (PspA3) of S. pneumoniae was  cloned
into  the pET37b+ plasmid vector (Department of Micro-
bial  Genetics, National Institute of Genetics Shizuoka-ken,
Japan) with a polyhistidine tag in the amino terminal, and
inserted  into E. coli BL21 (DE3). This construct was  kindly
provided by Dr. Eliane N. Miyaji (Centro de Biotecnologia,
Instituto Butantan, S. Paulo, Brazil).
(b) The N-terminal recombinant fragment of the PspA gene
from  clade 1 of family 1 (PspA245) of S. pneumoniae b i o m e d i c i n e 1 1 1 ( 2 0 1 3 ) 228–248
was  cloned into the pET37b+ plasmid vector (Depart-
ment of Microbial Genetics, National Institute of Genetics
Shizuoka-ken, Japan) with a polyhistidine tag in the amino
terminal, and inserted into E. coli BL21(DE3). This construct
was  kindly provided by Dr. Luciana C. C. Leite (Centro de
Biotecnologia, Instituto Butantan, S. Paulo, Brazil).
4.2.2.  Medium  preparation
The medium was  prepared as described in [57,83]. For prepa-
ration  of all media (i.e., pre-culture, batch and feeding media),
(NH4)2HPO4, KH2PO4, citric acid, EDTA and trace elements
were dissolved in distilled water, the pH was  adjusted to 6.3
with  NH4OH, and the solutions were sterilized for 30 min  at
121 ◦C. Stock solutions of MgSO4 and glycerol were  steril-
ized  separately for 30 min  at 121 ◦C. Thiamine and kanamycin
were  sterilized separately by ﬁltration. After cooling, all solu-
tions  were mixed, including polypropylene glycol 30% v/v as
antifoam agent. Preliminary studies employing different tem-
peratures were  conducted in shake ﬂasks, with agitation at
280  rpm for 14–22 h. Erlenmeyer ﬂaks (500 mL volume) con-
taining  50 mL  of batch medium Cultivation 1 (Table 2), with
20  g/L of glycerol, were used. After identiﬁcation of the most
suitable  conditions for growth and protein production, biore-
actor  runs were carried out to study the conditions selected
for  the high density cultures.
4.2.3.  Bioreactor  operation
The four HCDC (referred to as Cultivations 1–4) were  carried
out  in a 5 L in-house bioreactor monitored using the LabView®-
based software SuperSys HCDC® [44]. Table 2 details the batch
media  composition of the four cultivations and Table 3 their
feed  media composition. The pH was  controlled (on/off) (GLI
PRO  pH meter) at 6.7 during the batch phase and at 6.9 during
the  fed-batch phase, by addition of NH4OH (30%). The tem-
perature  was  set at 30 ◦C and dissolved oxygen concentration
(DOC) was  monitored by a dissolved oxygen probe (Mettler
Toledo  probe Inpro 6800, connected to a CE O2 transmitter),
and kept at 30% of saturation by a hybrid controller which
automatically altered both, the agitation speed (between 200
and 900 rpm) and the composition of the gas stream supplied
to  the bioreactor (by mixing pure oxygen with air).
The inlet gas ﬂow rate was  maintained at ∼4 L/min by
two  mass ﬂow controllers (GFC Aalborg). The broth permittiv-
ity  and conductivity were monitored using a biomass sensor
(Fogale  Nanotech) with on-line data acquisition via CFP. The
exhaust  gas composition was analyzed using a Sick/Maihak
S.710 analyzer. Supplementary feed supply was  controlled by
SuperSys HCDC® to match the exponential growth require-
ments,  as described in [44].
4.2.4.  Analytical  methods
Culture samples were  collected at 2 or 3 h for off-line mea-
surements of key variables (optical density, dry weight, organic
acids  and glycerol concentration). Biomass formation was  esti-
mated by the optical density and dry cell weight method.
Metabolites concentration and carbon sources consumption
were  measured by HPLC. A more  detailed description of the
laboratorial  experiments can be found in [45], where data col-
lected  from the four cultivations have also been used aiming
at  controlling the feeding phase of rE. coli cultivations.
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Table 2 – Batch media composition for the four rE. coli cultivations (Cultivations 1–3: PspA3 and Cultivation 4: PspA245).
Component Cultivation 1 Cultivation 2 Cultivation 3 Cultivation 4
Glycerol 40.00 g/L 40.00 g/L 40.00 g/L 40.00 g/L
KH2PO4 13.30 g/L 13.30 g/L 13.30 g/L 13.30 g/L
(NH4)2HPO4 4.00 g/L 4.00 g/L 4.00 g/L 4.00 g/L
Citric acid·H2O 1.70 g/L 1.70 g/L 1.70 g/L 1.70 g/L
Fe(III) citrate 100.80 mg/L 100.80 mg/L 100.80 mg/L 100.80 mg/L
CoCl2·6H2O 2.50 mg/L 2.50 mg/L 2.50 mg/L 2.50 mg/L
MnCl2·4H2O 15.00 mg/L 15.00 mg/L 15.00 mg/L 15.00 mg/L
CuCl2·2H2O 1.50 mg/L 1.50  mg/L 1.50  mg/L 1.50  mg/L
Zn(CH3COO)2·2H2O 33.80 mg/L 33.80  mg/L 33.80  mg/L 33.80  mg/L
Na2MoO4·2H2O 2.10 mg/L 2.10 mg/L 2.10 mg/L 2.10 mg/L
H3BO3 3.00 mg/L 3.00 mg/L 3.00 mg/L 3.00 mg/L
EDTA 14.10 mg/L 14.10 mg/L 14.10 mg/L 14.10 mg/L
MgSO4·7H2O 1.20 g/L 1.20 g/L 1.20 g/L 1.20 g/L
Thiamine 4.50 mg/L 45.00 mg/L 9.00 mg/L 45.00 mg/L
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.  Constructive  neural  networks  (CoNN)
nd  ﬁve  CoNN  algorithms
his section presents and discusses the general ideas and
elevant  aspects of ﬁve constructive neural networks (CoNN)
lgorithms  used in the simulated experiments for controlling
he  start of the feeding phase of rE. coli cultures, described
n  Section 6. The section is organized in six short sections:
ection 5.1 introduces neural networks (NNs) and gives the
otivations  for using CoNN algorithms. Each of the ﬁve fol-
owing  sections presents a brief description of one of the ﬁve
oNN  algorithms used in the control experiments, namely:
Section  5.2) Pyramid, (Section 5.3) BabCoNN, (Section 5.4)
hift,  (Section 5.5) Perceptron Cascade and ﬁnally (Section
.6)  Cascade Correlation. Except for BabCoNN all the others
re  well-known algorithms with detailed descriptions eas-
ly  found in the literature (see e.g. [34]) and, for this reason,
nly  BaBCoNN is described in more  detail. The ﬁrst four are
wo-class  classiﬁcation algorithms and the ﬁfth is suitable for
egression tasks.
Table 3 – Feed media composition for the four rE. coli cultivation
Component Cultivation 1 
Glycerol 696.00 g/L 
KH2PO4 0 
(NH4)2HPO4 0 
Citric acid·H2O 0 
Fe (III) citrate 40.00 mg/L 
CoCl2·6H2O 4.00 mg/L 
MnCl2·4H2O 15.00 mg/L 
CuCl2·2H2O 2.30 mg/L 
Zn(CH3COO)2·2H2O 16.00 mg/L 
Na2MoO4·2H2O 4.00 mg/L 
H3BO3 4.70 mg/L 
EDTA 13.00 mg/L 
MgSO4·7H2O 20.00 g/L 
Thiamine 4.50/L 
Kanamycin 25.00 mg/L 
Antifoam PPG 30% 1 ml/L  1 ml/L 1 ml/L
5.1.  A  brief  introduction  to  CoNNs
Similarly to other machine learning techniques, neural net-
work  (NN) algorithms can be characterized as supervised i.e.,
when  target values are known and the algorithm uses this
information, or as unsupervised, when such information is
not used by the algorithm (typically for dealing with situations
where  the information is not available). NN architectures can
be organized into two main groups: (a) feedforward, where the
connections  between neurons do not form cycles and (b) feed-
back  (or recurrent), where the connections may  form cycles.
NNs  may  also differ in relation to several other characteristics,
particularly in relation to the type of data they deal with – the
two  more  popular being categorical and quantitative. Learning
with  categorical targets is known as classiﬁcation while learn-
ing  with quantitative target values is referred to as regression;
classiﬁcation tasks can be approached as a particular type of
regression  tasks [69].Traditional  neural network training algorithms such as
Backpropagation [81] require the deﬁnition of the network
architecture, prior to training. Generally speaking, these
s.
Cultivation 2 Cultivations 3–4




40.00 mg/L 40.00 mg/L
4.00 mg/L 4.00 mg/L
15.00 mg/L 23.50 mg/L
2.30 mg/L 2.30 mg/L
16.00 mg/L 16.00 mg/L
4.00 mg/L 4.00 mg/L
4.70 mg/L 4.70 mg/L
13.00 mg/L 22.60 mg/L
20.00 g/L 20.00 g/L
4.50/L 4.50/L
25.00 mg/L 25.00 mg/L
1 ml/L 1 ml/L
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methods work well only when the network architecture is
appropriately  chosen. However, there is no general solution to
the problem of deﬁning a NN architecture for a given appli-
cation.  On the one hand, if the chosen architecture is too
small  the NN may  not be capable to represent the association
between inputs and outputs; on the other hand, if it is too
large,  it may  not be capable to generalize appropriately. Usu-
ally  the task of deﬁning a suitable architecture is approached
by  systematically deﬁning several different architectures (par-
ticularly varying the number of hidden layers and the number
of  hidden neurons per layer) and, as a subsequent task, train-
ing  and evaluating of each of them. At the end of the process,
the  one with the best performance is chosen. An alternative
to  this time-consuming procedure is the use of constructive
neural network (CoNN) methods, which construct the neural
network  architecture along (and as a result) of its training.
Several  proposals of CoNN algorithms can be found in the
literature,  all of them trying to solve the problem of deﬁning
the  best NN architecture for a given application, by dealing
with  both problems i.e., architecture and application, at the
same  time [38]. Typically CoNN algorithms start with a neu-
ral  network with no hidden neurons. The deﬁnition of the NN
architecture  as well as its training are an integrated process,
where  hidden nodes (generally Threshold Logic Units (TLU))
are  added to the network and subsequently trained, one at
a  time, until a stopping criterion (generally characterized by
a  satisfactory solution) is reached. In so doing, the process
of  determining the size and the architecture of the network
is  intertwined with the learning process. Among the most
well  known classiﬁers are: Tower and Pyramid [36], Tiling [66],
Upstart  [35], Pti and Shift [2] and Perceptron-Cascade [19]; each
of  them can be found in two different versions, suitable for
two-class  and multi-class problems respectively. There are not
many  constructive NN proposals to deal with regression prob-
lems.  The Cascade Correlation (CasCor) [33] is generally the
algorithm  of choice when dealing with such problems.
Generally a CoNN algorithm uses the Perceptron or any of
its  variants, such as Pocket or Pocket with Ratchet Modiﬁcation
(PRM)  [37] or then the geometry-based Barycentric Correction
Procedure (BCP) [74] to train each neuron (TLU) added to the
NN.  On the one hand the Perceptron is certainly the most well
known  algorithm for training a TLU and its wide use has con-
ﬁrmed  its importance, especially in Backpropagation trained
algorithms.  On the other hand the BCP has established itself
as  a good option compared to the PRM when used by CoNN
algorithms [8].
5.2.  The  Pyramid  algorithm
The Pyramid algorithm and its counterpart the Tower algo-
rithm,  both proposed in [36], are CoNN algorithms that
iteratively grow the architecture of a NN by adding hidden
layers  to it; each new hidden layer has only one TLU. Partic-
ularly  each new hidden node (deﬁning a new hidden layer)
created  by Pyramid is connected to every hidden node previ-
ously  added to the network, as well as to the input nodes. Each
step  of the learning phase expands the training patterns in one
dimension (i.e., the dimension that represents the last hidden
neuron  added). Considering that the ﬁrst step adds the ﬁrst
hidden  node to the network, the kth step adds the kth hidden b i o m e d i c i n e 1 1 1 ( 2 0 1 3 ) 228–248
node;  input to this neuron are the p + 1 input values from the
input  layer plus bias, as well as the output of the (k − 1) hidden
nodes  previously added to the network.
As it is well known, a single neuron can learn with 100%
precision only from linearly separable training sets. If that is
not the case, during the training phase, the Pyramid algorithm
continues to add neurons to the network (one per hidden layer)
until  a stopping criterion is satisﬁed. Generally three stopping
criteria  can be implemented: (1) the NN correctly classiﬁes the
training  set; (2) adding a new hidden neuron to the NN does
not  contribute to increasing its accuracy and (3) a predeﬁned
maximum number of hidden neurons has been reached. Pyra-
mid  and Tower differ only in the way neurons are connected.
Both  algorithms can be approached as incremental versions
of  the Perceptron algorithm.
5.3.  The  Baricentric-based  constructive  neural  network
algorithm (BabCoNN)
A neuron u produces what is called wrongly off errors when
positive  training patterns are misclassiﬁed by u as negative.
Similarly, it produces wrongly on errors when negative training
patterns  are misclassiﬁed as positive. CoNN algorithms have
different  strategies for dealing with these types of errors.
The  BabCoNN, proposed in [9], is a two-class CoNN
algorithm based on some of the concepts used by the
geometric-based algorithm (BCP) algorithm. Similarly to the
Upstart,  Perceptron Cascade (PC) and Shift algorithms, Bab-
CoNN  also constructs the network beginning with the output
neuron.  However, it creates only one hidden layer; each hid-
den  neuron added to it is connected to the input layer as
well  as to output neuron, similarly to Shift, although the con-
nections  BabCoNN creates do not have an associated weight.
While  Upstart, PC and Shift construct the network by adding
new  hidden neurons specialized in correcting wrongly-on or
wrongly-off errors, BabCoNN employs a different strategy to
add new hidden neurons to the network.
The network construction starts by training the output
neuron, using the BCP. Next, the algorithm identiﬁes all the
misclassiﬁed  training patterns; if there are none, the algorithm
ends  otherwise, it starts adding neurons (one at a time) to
the  unique hidden layer of the network, aiming at not having
misclassiﬁed patterns. A hidden neuron added to the hidden
layer  will be trained with the training patterns that were  mis-
classiﬁed  by the last added neuron. The ﬁrst hidden neuron
will  be trained with the patterns that were misclassiﬁed by
the  output neuron; the second hidden neuron will be trained
with  the set containing the patterns that the ﬁrst hidden neu-
ron  was  unable to classify correctly, and so on. The process
continues up to the point that no training patterns remain or
all  the remaining patterns belong to the same class. The pro-
cess  of building the network architecture is described by the
pseudocode  in Fig. 1, where E = {E1, E2, . . . En} represents the
training set containing n training patterns and each training
pattern  is described as Ei = 〈x1, x2, . . .,  xk, C〉, i.e., by k attributes
and an associated class C ∈ {–1, 1}.In  Fig. 1 variable output represents a single hidden neu-
ron  and variable hiddenLayer is a vector of hidden neurons;
both  variables deﬁne the NN. Function bcp() stands for the
BCP  algorithm, used for training individual neurons. Function
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Fig. 2 – Hidden neuron classiﬁcation process.emoveClassiﬁedPatterns()  removes the patterns that were  cor-
ectly  classiﬁed by the last added neuron and bothClasses() is
 Boolean function that returns ‘true’ if the current training
et  still has patterns belonging to both classes and ‘false’ oth-
rwise.  Due to the way  the learning phase is conducted by
abCoNN,  each hidden neuron of the network is trained using
atterns  belonging to a region of the training space (i.e., the
ne  deﬁned by the patterns that were misclassiﬁed by the pre-
ious  hidden neuron added to the network). This particular
spect  of the algorithm has the effect of introducing an unde-
irable  ‘redundancy’, in the sense of a pattern being correctly
lassiﬁed by more  than one hidden neuron. This has been
orted  out by implementing a classiﬁcation process, where
he  neurons of the hidden layer have a particular way  of ﬁring
heir  output. Fig. 2 gives an example of the classiﬁcation pro-
ess  in a 2D space and Fig. 3 describes the pseudocode of the
lassiﬁcation procedure.
Fig. 3 – BabCoNN classIn Fig. 2 the 2D patterns used for training the hidden neu-
ron  are represented by ‘+’ (positive) and ‘−’ (negative); b1 and
b2 are the barycenters of the regions deﬁned by the ‘+’ and
the  ‘−’ patterns respectively; W is the weight vector after the
training  and H is the hyperplane deﬁned by W and the bias. For
each class, its associate region is deﬁned as the hypersphere
whose radius is given by the largest distance between all cor-
rectly  classiﬁed patterns and the barycenter of such region. To
exemplify how a hidden neuron behaves during the classiﬁca-
tion  phase, let Yi = 〈y1, y2〉 (i = 1, 2, 3, 4) be a given set of patterns
to  be classiﬁed. As can be visualized in Fig. 2, four situations
can  happen:
(1)  The new pattern (Y ) lies on the positive region of classi-1
ﬁcation of the hidden neuron. The pattern Y1 is classiﬁed
positive by the neuron, that ﬁres +1.
iﬁcation process.
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(2) The new pattern (Y2) lies on the positive region, but now
laying  on the other side of the hyperplane; this would
make the neuron classify Y2 as negative. However, the neu-
ron  will ﬁre the value 0 since there is no guarantee that the
pattern  is negative.
(3)  The new pattern (Y3) lies on the outside of both regions;
in  this case the neuron ﬁres the value 0 independently of
the  classiﬁcation given by the hyperplane it represents.
(4)  The new pattern (Y4) lies on the negative region of classi-
ﬁcation of the hidden neuron. The pattern Y4 is classiﬁed
negative and the neuron ﬁres the value −1. Note that the
regions  may  overlap each other and, eventually, a pattern
may  lie on both regions. When that happens, the hid-
den  neuron (version used in the experiments described
in  Section 6) assigns the pattern the class deﬁned by the
hyperplane classiﬁcation. The pseudocode of the classiﬁ-
cation  procedure is described in Fig. 3.
In the classiﬁcation procedure described in Fig. 3, after each
hidden  neuron ﬁres its output, the output neuron decides
what  class the given pattern belongs to. The decision process
is  based on the sum of all the responses; if the resulting value
is  positive the pattern is classiﬁed as positive, otherwise, as
negative.  If the sum result is 0, the output node does the clas-
siﬁcation  of the pattern. The function classiﬁcation() returns the
neuron’s  classiﬁcation (1 or −1), this is the usual classiﬁcation
that uses weight vector and bias. Both functions belongsToPos-
itive()  and belongsToNegative() are Boolean functions. The ﬁrst
returns  ‘true’ if the pattern lies in the positive region and ‘false’
otherwise.  The second returns ‘true’ if the pattern lies in the
negative  region and ‘false’ otherwise. The Hlc vector stores the
classiﬁcations  given by all hidden neurons, for a given pat-
tern  and the last conditional command in the classiﬁcation
algorithm deﬁnes the class associated with the input pattern
X.
5.4.  The  Shift  algorithm
Like the Upstart and Perceptron Cascade, the Shift algorithm
[2]  also constructs the network beginning with the output neu-
ron.  Shift, however, creates only one hidden layer, iteratively
adding  neurons to it, each of them connected to the input neu-
rons  and to the output neuron. It also identiﬁes wrongly-on
and  wrongly-off errors and trains a hidden neuron to correct
the  most frequent between the two types of errors. Consider
a  learning situation with M training patterns and let vk be the
sum  of all inputs of the output neuron when the kth pattern
is  fed to the network. The training set of a wrongly-off neuron
has  all patterns i such that vi ≤ 0, 1 ≤ i ≤ M and of a wrongly-on
neuron, those such that vi > 0, 1 ≤ i ≤ M. In spite of training a
new  neuron to correct wrongly-on (or wrongly-off) errors, Shift
calculates  a weight associated with the connection between
the  new neuron and the output neuron based on the values of
vi, 1 ≤ i ≤ M.
5.5.  The  Perceptron  Cascade  algorithmThe Perceptron Cascade (PC) algorithm [19] is a constructive
neural network algorithm suitable for two-class classiﬁca-
tion  tasks with an architecture similar to that created by the b i o m e d i c i n e 1 1 1 ( 2 0 1 3 ) 228–248
Cascade  Correlation algorithm [33] (Section 5.6) and employs
similar  error-correction strategy to the one used by the Upstart
algorithm  [35]. PC grows the NN from the output node toward
the  input layer. It begins the construction of the network by
training  the output neuron. If this neuron does not classify
all  training patterns correctly, the algorithm begins to add
hidden  neurons to the network. Each new added hidden neu-
ron  is connected to all previous hidden neurons as well as
to  the input neurons. The new hidden neuron is then con-
nected  to the output neuron; each time a hidden neuron is
added,  the output neuron needs to be retrained. The addition
of  a new hidden neuron enlarges the space in one dimen-
sion.
The  algorithm has three stopping criteria: (1) the network
converges i.e. correctly classiﬁes all training patterns; (2) a
pre-deﬁned  maximum number of hidden neurons has been
achieved  and (3) the most common, the addiction of a new hid-
den neuron degrades the network’s performance. Similarly to
Upstart algorithm, hidden neurons are added to the network
in  order to correct wrongly-on and wrongly-off errors. Following
the  same strategy employed by Upstart, what distinguishes
a  neuron created for correcting wrongly-on or for correcting
wrongly-off errors caused by the output neuron is the training
set  used for training the neuron. To correct wrongly-on errors
the  training set used should have all negative patterns plus the
patterns  causing the wrongly-on errors. For correcting wrongly-
off  errors, the training set should have all positive patterns
plus  the negative patterns that cause wrongly-off errors. Unlike
Upstart,  however, the PC algorithm only adds and trains one
neuron  at a time in order to correct the most frequent between
wrongly-on and wrongly-off errors produced by the output neu-
ron.
5.6.  The  Cascade  Correlation  algorithm  (CasCor)
The Cascade Correlation (CasCor) algorithm is one of the very
few  CoNN algorithms suitable for modeling regression prob-
lems  and probably the most popular. As described in [33],
the  CasCor algorithm combines two approaches: (1) a net-
work  with an architecture that resembles a cascade and (2)
a  learning algorithm for training and creating new hidden
neurons. The main motivations that subsidized the CasCor
proposal  were the existing limitations concerning the train-
ing  time of Backpropagation. In the literature, the two main
problems  related to the Backpropagation training procedure
are  the deﬁnition of the network architecture and the exces-
sive  time for learning (see [58,68] for details). Also, there is the
possibility  that networks trained with Backpropagation lack
good  generalization capabilities and get trapped into a local
minimum  (see [31–33,79]). Additionally, as mentioned in Ren-
ner  [75], the search for a set of modiﬁable training parameters
aiming at a good performance can become a time-consuming
process.
Quoting Fahlman and Lebiere, “the learning algorithm
begins with no hidden units. The direct input-output connec-
tions  are trained as well as possible over the entire training
set.  With no need to back-propagate through hidden units,
we  can use the Widrow-Hoff or ‘delta’ rule, the Perceptron
learning algorithm, or any of the other well-known learning
algorithms for single-layer networks” [33]. In the experiments
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Table 4 – Variables describing each cultivation data register.
Variable Acronym (unit) Variable Acronym (unit)
(1) Stirring speed Agit (rpm) (6) Carbon dioxide evolution rate CER (mol/min)
(2) Air ﬂow rate F air (L/min) (7) Oxygen uptake rate OUR (mol/min)







































D(4) Permittivity Perm (pF/cm) 
(5)  Conductivity Cond (mS/cm)
escribed in this paper, the Quickprop algorithm, described in
31,32],  which shares some similarities with the Backpropaga-
ion  algorithm, was  used. The training process using CasCor
as  two steps: the ﬁrst trains the output weights and the sec-
nd  trains the new hidden neuron added to the network. The
wo  steps are repeated until a termination condition is sat-
sﬁed.  Basically, there are three termination criteria: (1) the
ddition  of a hidden neuron do not minimizes network’s mean
rror  – the most common; (2) the number of pre-estimated
idden neurons (here, 100) was  reached; or (3) the network
erfectly ﬁts the input data – the most improbable, at least for
eal-world  applications.
For  the experiments outlined in Section 6, the Quickprop
sed the hyperbolic tangent activation function; the algorithm
as  executed up to 100 iterations, the learning rate was  ini-
ially  set to 1, and had its value multiplied by 0.95 each time the
ondition  (100 mod  (100 – itr) = 0) was  satisﬁed, where itr rep-
esents  the number of the current iteration. The initial weight
ector,  for each neuron, was  randomly generated within the
nterval  (1, 2).
.  Neural  networks  as  monitoring  tools  for
igh  cell  density  cultivations  (HCDC)  –  inferring
he start-up  of  the  feed  process  in  HCDC
n the literature there have been many  different approaches
or  solving the problem of estimating the optimal feeding
trategies aiming a improving the outcome of a fed-batch
ioreactor. Among the many  proposals there are those based
n  mathematical methods for representing the kinetics and
ass  balances of the fermentation process, such as dynami-
al  programming as well as the data-driven methods, such as
eural networks [70]. Of particular interest in this paper is the
n-line  detection of the starting point of the fed-batch phase
f  cultivations of recombinant E. coli, through data-driven
lgorithms, here implemented as CoNNs. This section is orga-
ized  into two sections: Section 6.1 describes the available
xperimental data, their pre-processing and the methodology
mployed for training the NNs. Section 6.2 presents and dis-
usses  results using the ﬁve CoNN algorithms as well as FFNN,
T  and SVM.
Table 5 – Data characteristics of the four HCDCs (NNSF: batch ph
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6.1.  Methodology  for  training  and  evaluating  the  NNs
The data used for training and evaluating the neural networks
constructed-trained by each of the ﬁve CoNN algorithms were
obtained  in four laboratorial cultivations of HCDC of rE. coli, as
described in Section 4.
For the sake of simplifying notation the corresponding
data will be referred to as: dataset C1 (Cultivation 1), dataset
C2  (Cultivation 2), dataset C3 (Cultivation 3) and dataset C4
(Cultivation  4). A detailed description of the four cultivations
components, at the beginning of their corresponding batch
phase,  is given in Table 2. It is worth reminding that the ﬁrst
three  cultivations were  of rE. coli expressing PspA3 and the
fourth  was  of rE. coli expressing PspA245. In each cultivation
one  data register was collected at approximately every 10 s.
Each  data register (in the four datasets C1, C2, C3 and C4) is
described  by the values of the nine variables shown in Table 4.
It  is very important to mention that each dataset C1, C2, C3
and  C4 stores data registers collected from the corresponding
laboratorial cultivation until shortly after the feeding time has
been reached. This contributes to a high unbalance between
the  numbers of data registers representing the two scenar-
ios:  (1) no-need of supplementary feed (NNSF) and (2) in-need
of  supplementary feed (INSF), stored in each dataset. Table 5
shows  the unbalanced numbers.
Previously to its use, each dataset was inspected and an
extra  variable V, reﬂecting the need (V = 1) or not (V = 0) of sup-
plementary  feed, given the values of the variables describing
each  data register, was  added to the corresponding register.
The  addition of the extra variable made it possible to deal with
the  problem of identifying the starting point of the feeding
phase  as a classiﬁcation task, suitable to be solved by classiﬁ-
cation  algorithms.
As  described in Section 5, the four constructive neural
network algorithms Pyramid, BabCoNN, Shift and Perceptron
Cascade  are suitable for classiﬁcation problems. Their main
customized  characteristics adopted for the simulated experi-
ments  are summarized in Table 6. CasCor is included in Table 6
for  convenience since it has been used for a regression task, as
it will be described next. The choice of CasCor was  motivated
by  authors’ intent to investigate its use in classiﬁcation tasks.
The  adopted stopping criteria (i.e., the addition of hidden
ase; INSF: fed-batch phase).
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Table 6 – Main characteristics of the ﬁve CoNN algorithms implemented. HN: hidden neuron.






Pyramid PRM 1000 iterations 15 HN




Table 7 – Deﬁning the four training and four testing
datasets used for inducing the NNs.
Training dataset Testing  dataset
TD1: C2∪C3∪C4 C1
in  HCDC of recombinant E. coli. Each table groups results from
neural  networks induced by Pyramid, BabCoNN, Shift and PC
algorithms, having as input training sets described by: (a) allTD2: C1∪C3∪C4 C2
TD3: C1∪C2∪C4 C3
TD4: C1∪C2∪C3 C4
neurons up to a maximum of 15 as informed in the last column
of  Table 6) was  used having in mind that, throughout the whole
process  of growing the neural network, the best architecture
so  far was  kept. For the CoNN control experiments approached
as  a classiﬁcation task (results presented in Tables 8–10), the
training  and testing datasets are deﬁned as in Table 7.
As  mentioned before, CasCor is suitable for regression
tasks. To approach the classiﬁcation problem as a regression
problem the new variable (V) that identiﬁes a data register as
belonging to the batch phase or to the fed-batch phase, was
‘softened’.  The so called softening process aimed at modify-
ing  the crisp transition between both phases by replacing their
crisp boundary with a ‘soft’ boundary promoting, as much
as  possible, a smooth transition between the two phases.
As  the cultivation process progresses, data patterns gradu-
ally  become less representative of the batch phase and more
representative of the fed-batch phase. To implementing the
softening  process four new datasets were  created (CC1, CC2,
CC3  and CC4) by altering the value of variable V in their reg-
isters,  according to the Bell function (parameters: a = 500, b = 2
and c set as the value of the ﬁrst data register with V = 1,
corresponding to the center of the curve). The diagram in
Fig.  4 shows the corresponding process and Fig. 5 graphically
shows  the softening process, a strategy proposed in this work,
applied  to data registers in dataset C1.
The experiments using CasCor were conducted according
to  the scheme shown in Fig. 6. For each training set Tri (i = 1,
.  . .,  4) a neural network referred to as CasCori was  induced.
After that, the corresponding TDi was  input to CasCori and
a  threshold value i (associated to CasCori output neuron)
was  determined, according to formula given in Eq. (1). For-
mula  (1) is used for determining the corresponding threshold
value  associated to the output node of each induced CasCork
network (k = 1, . . .,4). The empirically established formula pro-
motes  a ‘balance’ between the three fed-batch crisp starts
Fig. 4 – The softening process applied to variable V
transforms datasets C1, . . .,  C4 into datasets CC1, . . .,  CC4
respectively.1000 iterations 15 HN
1000 iterations 15 HN
1000 iterations 15 HN
reﬂected in the original datasets that gave rise to the corre-
sponding modiﬁed training datasets used to induce CasCork.
A  few different strategies have been employed in an attempt
to  ﬁnd a suitable value for . The best results were  obtained
by  formula (1) which chooses the maximum value among the
outputs  produced by CasCor in the neighborhood of the data
region  where the supplementary feed should be provided. A
possible explanation for the success of formula (1) can be cred-
ited  to CasCor tendency to learn curves representing the data
by  approximating them from below. The user-deﬁned param-
eter  j represents a window of registers. In the experiments j





{CasCor(i), x ∈ TDk|V(x − 1) = 0 & V(x) = 1} (1)
6.2.  Results  and  discussion
To have a better understanding of the available experimental
data, Figs. 7 and 8 show the four datasets plotted in a 3D space,
represented by their values of agitation, permittivity and CO2
and Figs. 9 and 10 show them plotted in a 3D space, repre-
sented by their values of CER, permittivity and conductivity.
Tables 8–10 show results from the simulation experiments
for the automatic start-up of supplementary medium feedingFig. 5 – Softening the human expert decision (variable V –
in  the ﬁgure referred to as Output label) associated to each
data  register in dataset C1, using the Bell function.
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aFig. 7 – Scatter plots for agitation, permi
he nine variables listed in Table 4 (Table 8); (b) variables agi-
ation,  permittivity and CO2 molar fraction in the exhaustion
as  (Table 9) and (c) Carbon dioxide evolution rate, permittivity
nd  conductivity (Table 10). In the tables positive values stand
Fig. 8 – Scatter plots for agitation, permittivity and CO2 for datasets (a) C1 and (b) C2.
for  earlier predictions and negative values stand for later pre-
dictions.  As described in Section 6.1, each algorithm used as
training  dataset data from three cultivations and as testing
dataset  data from the fourth (e.g. training dataset = C2∪C3∪C4,
y and CO2 for datasets (a) C3 and (b) C4.
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Fig. 9 – Scatter plots for CER, permittivity and conductivity for (a) C1 and (b) C2.
Fig. 10 – Scatter plots for CER, permittivity and conductivity for (a) C3 and (b) C4.
Table 8 – Time difference between the feed start up estimated by the human expert and by each of the four induced
neural networks, taking into account three strategies for composing the training sets: (a) 1 register each 1.00 min; (b) one
register  each 1.40 min  and (c) one register each 3.33 min. Training and testing sets described by all variables listed in
Table 4. Notation (N/M): N = approximate number of data registers before or after the beginning of the fed-phase,
considering (a), (b) or (c), and M = number of hidden neurons created by the corresponding CoNN.
Testing dataset Pyramid BabCoNN Shift PC
Training and testing datasets described by 9 variables (table* 4)
(a) Training set: 1 data register at every 1.00 min
C1 49.2 min (295/3) 59.2 min (355/2) 19.5 min (117/8) 11.5 min (69/5)
C2 0 (0/9) 45.8 min (275/2) −20 s (−2/2) 35.8 min (215/14)
C3 18.5 min (111/12) 1 h 45 min (635/2) 2.8 min (17/8) 15 min (90/11)
C4 2 h 27 min (887/9) 2 h 27 min (887/2) 2 h 27 min (887/12) 1 h 04 min (384/12)
(b) Training set: 1 data register at every 1.40 min
C1 1 h 13 min (438/8) 38 min (228/3) 1 h 02 min (380/10) 1 h 48 min (648/8)
C2 19.5 min (117/9) 24 min (144/2) 2.8 min (17/10) 15.6 min (94/9)
C3 14.7 min (88/9) 28.3 min (170/2) 1 h (60/11) 23.5 min (141/5)
C4 2 h 27 min (887/8) 2 h 03 min (745/2) 2 h 28 min (887/5) 2 h 27 min (886/10)
(c) Training set: 1 data register at every 3.33 min
C1 −1.2 min (−7/14) 10.1 min (61/2) −1 min (−6/5) −1 min (−6/14)
C2 −10 s (−1/3) 11.1 min (67/2) 2.2 min (13/4) 10.6 min (64/13)
C3 25.5 min (153/11) 14.7 min (88/2) 25.5 min (153/2) 23 min (138/9)
C4 2 h 28 min (895/9) 2 h 01 min (704/3) 2 h 49 min (1021/7) 1 h 46 min (637/3)
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Table 9 – Time difference between the feed start up estimated by the human expert and by each of the four induced
neural networks, taking into account three strategies for composing the training sets: (a) 1 register each 1.00 min; (b) one
register  each 1.40 min  and (c) one register each 3.33 min. Training and testing sets described by variables Agit, Perm and
CO2. Notation (N/M): N = approximate number of data registers before or after the beginning of the fed-phase, considering
(a), (b) or (c), and M = number of hidden neurons created by the corresponding CoNN.
Testing dataset Pyramid BABCoNN Shift PC
Training and testing datasets described by variables Agit, Perm & CO2
(a) Training set: 1 data register at every 1.00 min
C1 50.1 min (301/14) 12.8 min (77/6) 38.0 min (228/12) 3.16 min (19/6)
C2 69.1 min (415/9) 3 h 07 min (1128/2) 1 h 10 min (424/7) 0 (0/5)
C3 −1.67 min (−10/2) 2 h 33 min (925/2) −1.67 min (−10/2) −1.16 min (−10/14)
C4 2 h 28 min (886/9) 4  h 27 min (1608/2) 2  h 36 min (943/1) 1  h 59 min (716/5)
(b) Training set: 1 data register at every 1.40 min
C1 37.8 min (227/5) 19.8 min (119/2) 1 h 18 min (469/4) 49.5 min (297/11)
C2 1 h 44 min (629/11) 36.0 min (216/2) 1 h 34 min (565/15) −1.16 min (7/13)
C3 −2.67 min (−16/2) 40.6 min (244/2) −1.67 min (−10/2) −1.67 min (−10/14)
C4 2 h 29 min (895/5) 28.3  min (170/2) 2 h 36 min (943/1) 1  h 59 min (716/4)
(c) Training set: 1 data register at every 3.33 min

















rC2 1 h 45 min (629/1) 26.7 min
C3 14.8 min (89/8) 39.6 min
C4  2 h 04 min (745/1) 28.5 min
esting dataset = C1 – see Table 7). The CoNN algorithms were
mplemented in Java and run on Windows.
Due to the excessive number of data registers (see Table 5),
ables  8–10 also present results from three different strategies
dopted  for reducing the number of training data registers,
amely: (a) selection (for composing the training dataset) of 1
ata register at every 1.00 min; (b) selection of 1 data register at
very 1.40 min; (c) selection of 1 data register at every 3.33 min.
ll  three tables also provide the number of hidden neurons in
he induced NN as well as the number of classiﬁcation errors
f  the NN when classifying the corresponding testing dataset.
Table  11 shows the results from the simulation experi-
ents for the automatic start-up of supplementary mediumeeding  in HCDC of rE. coli using NNs induced by the CasCor
lgorithm. Similarly to the previous tables, Table 11 also shows
esults  induced by the algorithm having as input training sets
Table 10 – Time difference between the feed start up estimated
neural networks, taking into account three strategies for compo
register  each 1.40 min  and (c) one register each 3.33 min. Traini
Cond. Notation (N/M): N = approximate number of data registers
considering (a), (b) or (c), and M = number of hidden neurons cre
Testing dataset Pyramid BABCoN
Training and testing datasets described by variables Cer, Perm & Cond
(a) Training set: 1 data register at every 1.00 min
C1 1 h 25 min (514/6) 50.5 min (30
C2 1 h 30 min (544/3) 1 h 30 min (5
C3 2 h 14 min (797/1) 2 h 10 min (7
C4 2 h 27 min (887/13) 1 h 29 min (5
(b) Training set: 1 data register at every 1.40 min
C1 1 h 26 min (513/1) 49 min (294/
C2 1 h 48 min (648/3) 1 h 08 min (4
C3 2 h 12 min (795/12) 2 h 22 min (8
C4 2 h 27 min (887/5) 2 h 05 min (7
(c) Training set: 1 data register at every 3.33 min
C1 1 h 26 min (514/1) 51.2 min (30
C2 1 h 09 min (416/1) 1 h 09 min (4
C3 2 h 27 min (881/1) 2 h 18 min (8
C4 2 h 28 min (887/8) 1 h 33 min (5/2) 1 h 44 min (624/1) 1 h 36 min (576/11)
/3) 9.2 min (55/3) 9.5 min (57/12)
2) 1 h 59 min (716/1) 1 h 59 min (716/5)
described by: (a) all the nine variables in Table 4; (b) variables
Agit,  Perm and CO2 molar fraction in the exhaustion gas and
(c)  variables CER, Perm and Cond. The second, third and fourth
column  show results obtained considering the same three
strategies  for selecting input registers as before, respectively.
Notation (N/M) employed in the table represents the same as
before.
As far as the constructive neural networks are concerned,
taking into account values shown in the four previous tables,
it  can be noticed that they estimate the feeding phase earlier
than  they should (considering the information provided by the
human  expert represented by variable V). One reason for such
bias  could be the unbalanced between the number of regis-
ters  representing the batch phase (NNSF) versus the number
of  registers representing the fed-batch phase (INSF), as shown
in  Table 5 (INSF  NNSF).
 by the human expert and by each of the four induced
sing the training sets: (a) 1 register each 1.00 min; (b) one
ng and testing sets described by variables CER, Perm and
 before or after the beginning of the fed-phase,
ated by the corresponding CoNN.
N Shift PC
3/3) 1 h 08 min (409/12) 48.8 min (293/11)
44/2) 1 h 07 min (412/3) 56.5 min (339/10)
89/2) 2 h 12 min (794/1) 2 h 10 min (784/14)
45/2) 2 h 27 min (887/5) 1 h 33 min (559/12)
2) 1 h 14 min (448/12) 50.5 min (303/10)
10/2) 1 h 09 min (417/14) 1 h 09 min (416/5)
57/2) 2 h 16 min (820/14) −4.6 min (−28/5)
27/2) 2 h 27 min (887/6) 2 h 2 min (887/11)
7/2) 58.3 min (350/7) 1 h 08 min (410/14)
16/3) 35.8 min (215/2) 1 h 36 min (576/12)
32/2) 2 h 26 min (879/4) 1 h 45 min (631/4)
62/2) 1 h 31 min (551/9) 1 h 14 min (446/15)
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Table 11 – Time difference between the feed start up estimated by a human expert (and softened by procedure described
in Fig. 4) and CasCor neural networks, taking into account three strategies (second to fourth columns respectively) for
composing the training sets: 1 register each 1.00 min; one register each 1.40 min  and one register each 3.33 min. Training
and testing sets described by three groups of variables: (a) all nine variables; (b) Agit, Perm and CO2 and (c) CER, Perm
and  Cond.
Testing dataset Training set: 1 data register
at every 1.00 min
Training set: 1 data register
at every 1.40 min
Training set: 1 data register
at every 3.33 min
Cascade correlation (CasCor)
(a)  All 9 variables
C1  17.5 min (105/1) 10.1 min (61/3) 12.6 min (76/2)
C2 5.2 min (31/2) 8.5 min (51/1) 1.8 min (11/3)
C3 −3.8 min (−23/3) −3.6 min (−22/3) −3.6 min (−22/2)
C4 16.2 min (97/4) 15 min (90/3) 18.7 min (112/4)
(b) Agit, Perm and CO2
C1 18 min (108/2) 15 min (90/2) 10.1 min (61/2)
C2 26.7 min (160/2) 26.5 min (159/2) 27.1 min (163/1)
C3 −3.6 min (−22/3) −3.8 min (−23/3) −3.8 min (−23/4)
C4 18 min (108/2) 24 min (144/4) 23.5 min (141/2)
(c) CER, Perm and Cond
C1  13.3 min (80/2) 25.5 min (153/5) 0.0 min (0/2)
C2 34.1 min (205/3) 5.5 min (33/1) 12.7 min (76/1)
C3 −3.5 min (−21/2) 
C4 24.1 min (887/3)
Focusing on results related to the induced classifying neu-
ral  networks, presented in Tables 8–10, it can also be seen
that  the sampling size of the training dataset has a strong
inﬂuence on the performance of the induced NNs. On aver-
age,  the classifying NNs have better classiﬁcation results when
their corresponding training sets are constructed by selecting
1  training register per 3.33 min. This result, however, is not a
general rule and consequently, it should be taken with cau-
tion.  On the one hand, an excessive number of training data
registers  may  overload the learning capability of some algo-
rithms  and, on the other hand, a reduced training dataset may
not  be enough to produce a robust generalization. Consider-
ing  the different simulation experiments related to classifying
NNs,  the ones induced by BaBCoNN were  the most stable as
far  as accuracy is concerned. An attractive characteristic of the
BabCoNN  algorithm is the size of the induced NNs (generally
smaller than those induced by other algorithms). In relation to
the other classiﬁcation algorithms, the PC was  the least stable
algorithm  since it had very good results in some experiments
and  had a very poor performance in others. Shift and Pyramid
had  similar performances, with best results when trained with
nine  variables.
Based on results shown in the previous four tables, there
is  no doubt that the best performances were obtained with
CasCor  networks (Table 11), with no signiﬁcant differences
when the training sets were  described by the set of 9 vari-
ables  or by either of its two chosen subsets (i.e., {Agit, Perm,
CO2} and {CER, Perm, Cond}). It is worth mentioning that the
two  variable subsets were  chosen based on human expertise
in  HCDC cultivations. The comparatively best results obtained
by  CasCor corroborates the idea that the task at hand can be
much  better characterized as a regression task than a classiﬁ-
cation  task, in spite of needing an adaptation step such as the
softening  process, suggested and implemented in this work.
Most  of the 36 performance values shown in Table 11 can
be  considered very good and are distributed as: (a) 10 of them
represent  the start of the supplementary feed within a time−22.0 min (−22/4) −3.6 min (−22/3)
20.5  min (123/2) 17.3  min (104/3)
interval  of 5 min  the most (earlier or later), of the time pre-
dicted  by the human expert; (b) 3 are within a 10 min  time
interval;  (c) 13 within a 20 min  time interval and ﬁnally (d)
10  are within approximately ½ h time interval. As far as the
strategies  for composing the training sets are concerned, the
best  results show a draw between choosing one data register
per  1.40 min  and 1 per 3.33, with 5 wins each. The 36 induced
CasCor  networks were quite small with their hidden neurons
numbers  (HN) distributed as: (a) 1 HN (5); (b) 2 HNs (14); (c)
3  HNs (11); (d) 4 HNs (5) and (e) 5 HNs (1). So, for generalizing
the four datasets a CasCor network with three input variables:
Agit,  Perm and CO2 would be a good choice.
The  main goal of the paper is to show that the human-
based monitoring and inspection process to detect the suitable
moment  to start the feed supply, can be successfully imple-
mented  using computational methods and, among them,
particularly, CoNN algorithms. CoNN algorithms are a con-
venient  type of neural network because they do not require
the  predeﬁnition of the NN architecture, prior to learning and,
consequently, the whole process can be simpliﬁed. Also, as
CoNN  algorithms deﬁne the NN architecture along with its
training,  their use does not require a parameter adjustment
phase (i.e., model selection) where several models should be
induced  and the best one (on a validation set) is chosen.
This process is computationally costly, requires more  available
empirical  data and can be unproductive in real world applica-
tions  since any modiﬁcation in either, training or validation
data,  can have a deep impact on the classiﬁer results. As con-
sequence,  a method that does not require model selection and
achieves  just about the same results, can be a better choice
over  a parametric method that requires a high cost phase for
model  selection.
Tables 12–14 present results related to experiments using
decision  trees (DT), support vector machines (SVM) and FFNN
(MLP),  for comparison purposes. The same approach and
conventions established before, for presenting CoNN related
tables,  have been adopted. The simulation experiments using
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Table 12 – Time difference between the feed start up estimated by a human expert and three classiﬁers: DT  (decision
tree), SVM (support vector machine) and MLP  (feed-forward neural network – multi-layer perceptron), taking into account
three strategies for composing the training sets: (a) 1 register each 1.00 min; (b) one register each 1.40 min  and (c) one
register each 3.33 min. Training and testing sets described by variables CER, Perm and Cond. Notation (N/M):
N = approximate number of data registers before or after the beginning of the fed-phase, considering (a), (b) or (c), and
M = number of hidden neurons (applies only to MLP).
Testing dataset DT SVM MLP
Training and testing datasets described by variables Cer, Perm & Cond
(a) Training set: 1 data register at every 1.00 min
C1 35.7 min (214) 23.8 min (143) –3.0  min (–18/6)
C2 48.2 min (289) 43.5 min (261) 1.8  min (11/8)
C3 18.5 min (111) 2 h 11 min (789) 18.5 min (111/15)
C4 35.2 min (211) 13.3 min (80) 9.8 min (59/17)
(b) Training set: 1 data register at every 1.40 min
C1 36.0 min (216) 35.3 min (212) 48.8 min (293/8)
C2 45.8 min (275) 44.3 min (266) 2.8 min (17/11)
C3 18.5 min (111) 2 h 11 min (789) 25.5 min (153/18)
C4 36.7 min (220) 14.5 min (87) 14.5 min (87/16)
(c) Training set: 1 data register at every 3.33 min
C1 46.5 min (279) 47.3 min (284) 49.0 min (294/12)













fC3 18.5 min (111) 
C4 13.3 min (80) 
T, SVM and MLP  were  done using MatLab on a Windows Vista
nvironment  (toolboxes Bioinformatics, Statistics and Neural
etwork).
The  implementation of the decision tree (DT) algorithm
sed the Gini’s diversity index as splitting criterion. During
he  construction of the decision tree the following heuristic
as  adopted: nodes in the tree needed to group more than
0  patterns to be further split. Also, pruning was  carried out
n  the ﬁnal tree [16]. The kernel used for implementing SVM
as  a Gaussian radial basis function with scaling factor of = 1 and the least square as optimization method [88,82]. The
eedforward  neural network (MLP) implements the Resilient
ackpropagation algorithm [77] which is considered to be a
ast variation of the popular Backpropagation algorithm [81].
Table 13 – Time difference between the feed start up estimated
tree), SVM (support vector machine) and MLP  (feed-forward neu
three strategies for composing the training sets: (a) 1 register ea
register each 3.33 min. Training and testing sets described by v
N = approximate number of data registers before or after the be
M = number of hidden neurons (applies only to MLP).
Testing dataset DT 
Training and testing datasets described by variables Agit, Perm & CO2
(a) Training set: 1 data register at every 1.00 min
C1 1 h 25 min (514) 
C2 48.2 min (289) 
C3  25.5 min (153) 
C4 50 s (5) 
(b)  Training set: 1 data register at every 1.40 min
C1 1 h 17 min (463) 
C2 48.0 min (288) 
C3 18.3 min (110) 
C4 50 s (5) 
(c)  Training set: 1 data register at every 3.33 min
C1 1 h 17 min (463) 
C2 48.2 min (289) 
C3 18.3 min (110) 
C4 1.0 min (6) 2 h 11 min (791) 2 h 11 min (789/18)
16.0 min (96) 16.0 min (96/15)
For each experiment, to deﬁne the MLP architecture to work
with,  several network architectures were considered (varying
the  number of neurons in the hidden layer from 2 to 25); the
one  with the best performance was  chosen. As can be seen
in  the third column of Tables 12–14, the number of hidden
neurons in the hidden layer varied, depending on the data.
DT  showed to be the most data dependent method among
all;  its data sensitivity can be detected by inspecting its unsta-
ble  results. On the one hand it had a stable performance when
attributes  CER, Perm and Cond were  used to represent data
(second  column of Table 12) and on the other, when using
attributes Agit, Perm and CO2, its performance improved in
C4  and degraded in C1 (second column of Table 13). When
data  was  described by all the nine attributes, its performance
 by a human expert and three classiﬁers: DT  (decision
ral network – multi-layer perceptron), taking into account
ch 1.00 min; (b) one register each 1.40 min  and (c) one
ariables Agit, Perm and CO2. Notation (N/M):
ginning of the fed-phase, considering (a), (b) or (c), and
SVM MLP
−2.2 min (−13) 6.8 min (41/15)
47.8 min (287) 0 s (0/10)
28.3 min (170) 20.0 min (120/12)
50 s (5) 50 s (5/4)
48.7 min (292) 37.7 min (226/7)
47.8 min (287) 24.0 min (144/5)
2 h 11 min (789) −1.7 min (−10/5)
50 s (5) 40 s (4/15)
1 h 25 min (513) 51.3 min (308/9)
48.2 min (289) 46.3 min (278/9)
2 h 12 min (794) −1.7 min (−10/8)
1 h 59 min (714) 50 s (5/8)
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Table 14 – Time difference between the feed start up estimated by a human expert and three classiﬁers: DT (decision
tree), SVM (support vector machine) and MLP  (feed-forward neural network – multi-layer perceptron), taking into account
three strategies for composing the training sets: (a) 1 register each 1.00 min; (b) one register each 1.40 min  and (c) one
register each 3.33 min. Training and testing sets described by all nine variables. Notation (N/M): N = approximate number
of data registers before or after the beginning of the fed-phase, considering (a), (b) or (c), and M = number of hidden
neurons  (applies only to MLP).
Testing dataset DT SVM MLP
Training and testing datasets described by variables all 9 attributes
(a) Training set: 1 data register at every 1.00 min
C1 1 h 17 min (463) 37.7 min (226) 35.7 min (214/12)
C2 6 h 36 min (2379) 6 h 36 min (2377) 0 s (0/9)
C3  25.5 min (153) 18.5  min (111) −1.3  min (−8/3)
C4 50 s (5) 2 h (720) 10.0 min (60/10)
(b) Training set: 1 data register at every 1.40 min
C1 1 h 17 min (463) 37.7 min (226) 36.7 min (220/8)
C2 6 h 36 min (2379) 11 h 30 min (4145) 0 s (0/11)
C3  25.5 min (153) 18.5 min (111) 4.3 min (26/9)
C4 50 s (5) 2 h (720) −1.3 min (−8/10)
(c) Training set: 1 data register at every 3.33 min
C1 1 h 17 min (463) 36.7 min (220) 36.7 min (220/12)
C2 6 h 36 min (2379) 11 h 34 min (4167) 0 s (0/17)
C3  25.5 min (153) 
C4 2 h 7 min (764) 
degraded in C2 (second column of Table 14). Results obtained
with  SVM followed a similar pattern to those of DT when
using  CER, Perm and Cond, except in C3, where its perfor-
mance  degraded. The best performances regarding SVM were
obtained  using data described by Agit, Perm and CO2 and tak-
ing  data registers at every 1.00 min. It is important to mention
that  SVM could also have its parameter tuned for model selec-
tion,  prior to learning, which would certainly reﬂect positively
on  its global performance. Also, a wide variation of SVM and
kernel  methods could be considered to handle this particular
problem; to pursue this path, however, would take us away
from  the current line of investigation and its main goal.
Taking  into account the results obtained with the ﬁve CoNN
as  well as with the DT, SVM and MLP  methods, described in the
previous  seven tables as well as effort (time), it can be said that
the  proposed softened CasCor had the best performance. As a
CoNN method the softened CasCor does not require the time
consuming  task of going through a model selection phase and,
as  far as results are concerned, it had a stable performance in
al simulation experiments.
Excluding  the softened CasCor, the best results were
obtained with the MLP  implementing the Resilient Backpropa-
gation;  its good results, however, were  partially due to the fact
that it was  the only method that went through a model selec-
tion  phase. MLP  results, however, corroborate the fact that the
on-line  prediction of the feeding phase in HCDC can be carried
out  by a controlling system implementing neural networks.
It  is worth mentioning that during the experiments the MLP
was  also implemented with Backpropagation; the approach,
however, was  unsuccessful in deﬁning a suitable threshold,
probably due to overﬁtting.
The  process of tuning parameters of a model can be highly
unproductive in real world applications, such as HCDC. Small
data  modiﬁcations, either in training or validation data, can
strongly  impact the results of a classiﬁer. Therefore, to get a
near best performance, model selection must be carried out
whenever  a new situation is presented or, then, periodically1 h 36 min (581) 16.8 min (101/22)
2 h 0.5 min (723) 17.3 min (104/16)
scheduled, since incoming data may  change and follow a dif-
ferent  pattern over time. In the light of this scenario a method
that  does not require model selection and achieves just about
the  same results, is preferred over a parametric method that
requires  a costly model selection phase.
7.  Conclusions
The main goal of research work described in this paper was to
propose, implement and analyze results related to the use of
computational  intelligent techniques, particularly construc-
tive  neural networks, for the on-line monitoring and control
of  sub-processes in high cell density cultivations of recombi-
nant  E. coli (BL21(DE3)). As mentioned in the introduction to this
paper, this research is part of a broader project aiming at inves-
tigating  the feasibility of producing a pneumococcal vaccine
conforming to Brazilian population PS serotype proﬁle. The
paper  also intended to contextualize the vaccine research area
particularly  related to the design and production of pneumo-
coccal  vaccines, stressing some of its many  problems and the
high  complexity involved in the whole process. The proposal
described  in Section 6 is part of the hybrid research area that
gathers  knowledge from Computational Intelligence, Chemi-
cal  Engineering, Microbiology and Molecular Microbiology, to
name a few, in an attempt to contribute to the processes of
vaccine  design and production, by investigation the proposal
of  CoNN as part of a computational system for detecting the
start  of the feed batch phase in rE. coli HCDC.
Results obtained using the proposed softened CasCor
networks are promising and can, in fact, support the expan-
sion  of CasCor networks into an on-line monitoring system.
As  reminded in [43], in spite of the incredible number of stud-
ies  about the immunogenic characteristics of PS vaccines, the
know-how  of large industrial scale production and puriﬁca-
tion  processes is not for free online access, the literature on
the  issue is scarce and most of it is related to patents.
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It is important to remind that the computational intelligent
echniques implemented in this work deal with sensor-
roduced data from HCDC environments; such types of
nvironments are dynamic, nonstationary and evolving, char-
cteristics that added an extra degree of challenge to achieve
he  main goal of the work. Nevertheless we believe that this
aper,  by investigating and showing the feasibility of the on-
ine  prediction of the feeding phase in HCDC environments,
as contributed to both: enlarging the scope of applications
f  computational techniques in nonstationary and evolving
nvironments, particularly of constructive neural networks
nd,  also, helping the automation of a vital process to the
accine  production in large scale.
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