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ABSTRACT 
There is an unprecedented increase in the number of real-time measurements 
produced by permanent, dense accelerometer arrays in buildings, an example being the 
Community Seismic Network. In the present work, damage identification techniques 
are developed by coupling such datasets with linear and nonlinear finite-element models 
of buildings. Damage in steel-frame buildings is manifested in localized areas as cracks 
in beam-column connections or as an average stiffness reduction. High-fidelity linear 
or nonlinear finite-element models are developed to allow for realistic behavior, 
including modeling nonlinearities associated with the opening and closing of cracks. L1 
regularization techniques and sparse Bayesian learning tools are further developed fully 
in the time domain to reduce ill-conditioning and account for the sparsity of damage. 
The effectiveness of the proposed methods in identifying the location and severity of 
damage is demonstrated using simulated acceleration data from a three-story steel frame 
building, and a 15-story building in downtown Los Angeles that is fully instrumented. 
INTRODUCTION 
Structural health monitoring for civil, mechanical and aerospace systems has been 
a subject of continuous research over the past few decades. As a result there exists a vast 
amount of different structural health monitoring (SHM) methods [1]. Physics-based 
model techniques, in particular, utilize the laws of physics to build the governing 
equations of motion that describe the behavior of the structure, and are able to identify 
the location and size of damage [2], as well as predict safety of the structure given the 
identified structural state. Existing work covers simulated data and linear finite element 
models [3], real data collected from small-scale steel building laboratory setups [4,5], 
or from full-scale sliced buildings on shake tables [6,7], full-scale low-rise reinforced 
concrete buildings [8], as well as nonlinear finite element models using simulated data 
from multi-story buildings [9]. 
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Monitoring of full scale civil infrastructures is still at a preliminary phase, with many 
of the damage identification techniques being challenging to implement effectively in 
practice. Limitations of existing SHM techniques stem mainly from modelling 
assumptions that give rise to inadequate mathematical models failing to describe 
complex nonlinear behavior. The uncertainties due to such modeling errors are further 
magnified by the limited number of sensors available and the unavoidable measurement 
errors. SHM algorithms addressing this ill-conditioned problem often lead to poor 
performance in terms of inaccurate predictions, missing damage events or initiating 
false alarms. 
Recently, there is an unprecedented increase in the number of real-time 
measurements produced by permanent, dense (one or more tri-axial sensors per floor) 
accelerometer arrays in buildings. An example of such arrays is the Community Seismic 
Network (CSN) [10]. CSN is a Cloud-based strong-motion network, currently 
comprising hundreds of inexpensive MEM accelerometers located in the greater Los 
Angeles area. The combination of building-specific high-fidelity non-linear 3D finite 
element models with such big-data sets provided continuously by the Cloud-based 
technology has the potential of unlocking new developments in model updating and 
damage identification techniques for assessment of structural condition during or after 
strong-motion earthquakes.  
In this work, L1 regularization [11] and sparse Bayesian learning tools [12,13] 
currently developed for linear models of structural behavior and using modal properties, 
are found to be suitable methods to account for the sparsity of the damage and to reduce 
ill-conditioning encountered in damage identification techniques. In the present paper 
we adopt and further extend the above methods to handle model nonlinearities that 
better reflect damage to the structure. To account for possible model nonlinearities, the 
damage identification problem is formulated fully in the time domain using response 
time history measurements. The effectiveness of the methodologies is explored using 
linear and nonlinear models with simulated measurements and damage scenarios from 
a 3-story steel frame building and an existing 15-story building in downtown Los 
Angeles that is instrumented. 
DAMAGE IDENTIFICATION UTILIZING RESPONSE TIME HISTORIES 
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k R k Nx  be the measured acceleration time histories, 
collected from a network of sensors, 0N is the number of measured degrees of freedom 
(DOF), and DN is the number of the sampled data at time instances kt k t
corresponding to a sampling rate t . Consider also a parameterized class of linear or 
nonlinear structural models used to model the dynamic behaviour of the structure and 
let 
NR  be the set of free structural model parameters to be identified using the
measured response time histories. The parameters of the model are associated with local 
properties (e.g. stiffness of elements or substructures) of the finite element model. 
Changes in the values of these parameters are indicative of damage in the structure. The 
model is parameterized so that the undamaged state corresponds to 0 , while 
damage corresponds to negative values of . To cover all possible damage scenarios, 
the number of parameters may be relatively large compared to the information contained 
in the data. Let { ( ; ) 1, , }
D
k k Nx  be the model predictions of the acceleration
time histories at the measured DOF, obtained for a particular value of . 
As mentioned above, damage in a structure is expected to be sparse (e.g. confined 
in a small number of stories in a multi-story building). Thus changes in the values of the 
parameters are expected to occur only in a few parameters. L1 regularization and sparse 
Bayesian learning techniques are used to enforce sparse changes in the values of the 
parameters due to damage. 
L1 Regularization Technique 
Regularization is a well-known approach to tackling ill-conditioned inverse 
problems. L1 regularization specifically is known to enforce sparsity in the solution 
[14]. Using L1 regularization, the objective function ( )
aug
J  to minimize is the
measure of mismatch between the measured and model-predicted response time 
histories, augmented by the L1 regularization term. More specifically: 
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Note that 
0
 here is the nominal (undamaged state) parameter values. It is easy 
to see that the second term of the objective function “pulls” the parameters towards 
their undamaged state, enforcing sparsity in the damage. A common method to 
choose the regularization constant b  is through the use of the L-curve [15]. 
Sparse Bayesian Learning Technique 
The sparse Bayesian learning (SBL) framework [12,13] is also used to identify 
sparse structural damage distributed throughout the structure. For this, prediction errors 
measuring the discrepancy between the measured and the model-predicted response 
time histories are modeled by zero-mean Gaussian distributions. The prediction errors 
of response time histories at different time instants are assumed to be independent 
Gaussian variables with equal variances 
2  for all sampling data of a response time 
history. The prediction errors between different responses are also assumed to be 
independent. To enforce sparsity, the prior distribution of the thi  model parameter i
is parameterized using a zero-mean Gaussian distribution with variance 1/ ia and the 
introduced parameters ia are used as hyperparameters (parameters of the prior 
distribution). 
Bayesian learning is used here to estimate the optimal values of the structural model 
parameters , the prediction error parameter 
2 and the prior hyperparameters
1[ , , ]Na a = . The idea is to develop the posterior distribution of the structural model 
parameters given the data, the prediction error parameter and the prior hyperparameters. 
The selection of the optimal values of the prediction error parameters and the prior 
hyperparameters is formulated as a model selection problem where the evidence is 
optimized with respect to prediction error parameters and prior hyperparameters.  
Following the sparse Bayesian learning formulation, the optimal value ˆ= (ˆ , )  
of the model parameter  for given  and   correspond to the most probable model 
maximizing the negative of the log posterior probability distribution function of the 
model parameters, readily shown to be given by 
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where ( )J , given by equation (2), is the average measure of the discrepancy between 
the measurements and the model predictions. It should be noted that the optimal value 
ˆ  depends on the values of the prediction error parameters  and the prior hyper-
parameters  . Finding the optimal values of these parameters is formulated as a model 
selection problem. Following Bayesian model selection and using asymptotic 
approximation to simplify the multidimensional evidence integral, valid for large 
numbers of data, it can be shown that among all values of the prediction error model 
parameters and the prior hyperparameters  , the most preferred values ˆj  and 
2ˆ
are the ones that maximize the evidence of the model, satisfying the following 
expressions  
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Note that equations (4) and (5) are nonlinear functions of 
2ˆ  and ˆj . In order to find a
solution, one requires the estimation of ˆ ˆˆ( , )  obtained by minimizing equation (3).
The structure of equations (3), (4) and (5) can be used to solve this problem in an 
iterative manner as follows. Select starting values for the prediction error parameters 
(0)ˆ and (0)ˆ and estimate (1) (0) (0)ˆ (ˆ , )  by minimizing equation (3). Iterate over
k until convergence is achieved, by performing the following two steps to update the 
current values of 
( 1)ˆ k , ( 1)k  and ( 1)k : 
- Minimize equation (3) for estimating ( ) ( 1) ( 1)ˆ (ˆ , )k k k  
- Update the values 
( )k
 and 
( )k using equations (4) and (5) with ˆ  replaced by the 
current 
( )ˆ k .
The proposed methodology considered here extends sparse Bayesian learning 
methodologies [12,13] developed for linear finite element models using modal data. Our 
formulation demonstrated the applicability of the method to linear and nonlinear finite 
element models based on full response time history measurements. 
APPLICATIONS 
Case 1: Three-Dimensional Single Bay 3-Story Moment Frame Building 
The first structure considered is a three-dimensional single-bay 3-story steel 
moment frame (Figure 1a). Guided by observed steel-moment frame damage patterns 
[16], we consider the structure to be damaged due to cracks that have developed in the 
beam-column connections. Fiber elements are used for the frames, allowing for realistic 
behavior associated with the opening and closing of cracks to be incorporated into the 
modeling. Due to the presence of a crack, the local stiffness is reduced when the crack 
is under tension, while its ability to bear compressive loads is unaltered when the crack 
closes under compression. To realistically model such stiffness changes due to the 
fracture of a connection we make use of small-length fiber elements for the beam ends 
with uniaxial bilinear stress-strain behavior at the lower or upper flanges of the beams. 
The model parameters are associated with the fiber uniaxial material modulus of 
elasticity in tension. The modulus of elasticity in compression remains unaltered and 
equal to the nominal undamaged value. As a result, nonlinearities due to crack opening 
are expected to be activated during low, moderate and severe earthquake events as well 
as ambient vibrations. 
The finite element model is developed in OpenSEES. The finite element analysis is 
fully integrated with Matlab where the formulations discussed in the previous section 
are implemented. The initial values of the model parameters are selected to be the ones 
corresponding to the undamaged state of the structure.  
In the results presented here, the model is parameterized so that one parameter per 
story is used. In each story the substructures associated with the parameter are the beam 
ends. Each story parameter accounts for the fractional change from the nominal values 
of the stiffness in tension of the flange fibers of the beam ends. This fractional change 
is assumed the same for all beam ends of a story. We simulate data by applying damage 
to the first story (50% reduction of the modulus of elasticity of the flange fibers in 
tension). The parameter values used for the simulated data are [ 0.5, 0, 0]. For
Figure 1. The two example structures considered. 
TABLE I: CASE 1 (3-STORY BUILDING) RESULTS 
Data Method θ1 (story-1) θ2 (story-2) θ3 (story-3) 
No error 
LSE (b=0) -0.4860 -0.0513 -0.0555
L1 (b=0.001) -0.4999 0.0000 -0.0001
SBL -0.4820 -0.0001 0.0000
Model & 
Meas. Error 
LSE (b=0) -0.4814 -0.1532 -0.1692
L1 (b=0.631) -0.4963 -0.0001 0.0000 
SBL -0.4979 0.0009 0.0000 
the measured data we assume we have one tri-axial accelerometer per floor. In the 
analysis we use only the horizontal DOF. Simulated data with and without measurement 
and modeling error are considered. The simulated data are generated by subjecting the 
building to a scaled version of an earthquake ground acceleration recorded at the Nishi-
Akashi station during the 1995 Mw6.9 Kobe Japan earthquake. Measurement error is 
considered by adding zero-mean Gaussian white noise in the simulated time history 
responses data, with standard deviation 1% of the response intensity. Model error is 
considered by perturbing the properties of the nominal model used to simulate the 
measurements. A zero-mean Gaussian perturbation from the nominal values is assumed 
with standard deviation 1% of the nominal values. 
Results regarding the parameter values obtained from different methods and cases 
are presented in Table I. The different approaches listed are normal least squares error 
which is L1 with the regularization constant fixed to 0b  (LSE), L1 regularization
with the regularization constant found through the L-curve criterion (L1), and sparse 
Bayesian learning (SBL). Both SBL and L1 are effective and robust in identifying the 
location and size of damage under the measurement and modeling errors considered. 
The SBL technique provides slightly better estimates than the L1 norm technique. 
Moreover, SBL converges faster, within a few iterations, while the L1 norm technique 
requires the solution of multiple optimization problems for different b  values in order
to construct the L-curve. The standard least squares method provides reasonable results, 
although it spreads out the detected damage to the other stories as well. L1 regularization 
and the SBL methods are expected to scale better for problems with larger numbers of 
parameters, where the ill-conditioning and sparsity of damage will be more dominant. 
Case 2: Multi-Bay 15-Story Building 
 The second structure considered is a real-world, multi-bay, 15-story building 
located in downtown Los Angeles (Figure 1b). The building is a moment resisting steel 
frame structure, with concrete shear walls at the basement levels extending up to the 
second story for drift control. This building is fully instrumented by the Community 
Seismic Network (CSN) with one to two sensors per floor. The linear finite element 
model is developed in OpenSEES and is calibrated using measured data from the CSN 
network. 
One stiffness-related parameter per story, for the lowest 4 stories, is used to 
parameterize the model. The parameter for a story is associated with the stiffness of all 
beam elements of the story. Damage is simulated by reducing the stiffness of the beams 
in the first story by 50%. Data is simulated from the nominal model with 50% reduced 
TABLE II: CASE 2 (15-STORY BUILDING) RESULTS 
Data Method θ1 (story-1) θ2 (story-2) θ3 (story-3) θ4 (story-4) 
No error 
LSE (b=0) -0.4588 -0.0230 0.0105 -0.0096
SBL -0.5000 0.0000 0.0000 0.0000 
Model & 
Meas. Error 
LSE (b=0) -0.4636 -0.0264 0.0110 -0.0133
SBL -0.4997 -0.0032 0.0000 -0.0003
stiffness in the first floor. The same excitation time history as in the first example case 
is applied. Different dataset cases with and without modeling and measurement errors 
are considered. The identification is done based on low amplitude vibrations so that the 
structure is in the elastic regime. For the measured data, like before, we assume that we 
have one tri-axial accelerometer per floor. In the analysis we use only the horizontal 
DOF. 
Results are presented in Table II for the standard least squares error approach (LSE) 
and the sparse Bayesian learning technique (SBL). The SBL approach provides superior 
results to the standard LSE approach for the different cases associated with the noise 
levels. As before, LSE is less effective in reliably estimating the location and size of 
damage, indicating slight damages in higher floors. 
CONCLUSIONS 
L1 regularization and sparse Bayesian learning techniques are developed and 
tested for their effectiveness for identifying the location and size of damage in buildings. 
Encouraging results are obtained by applying the methods to selected types of linear 
and nonlinear models of building and damage scenarios using simulated acceleration 
response time histories. The effectiveness of the methods is demonstrated to be robust 
to the modeling and measurement uncertainties considered. Further studies are needed 
to explore fully the capabilities of the proposed methods in relation to the large number 
of possible damage scenarios (for example the number of parameters, type of damage 
mechanisms, modeling fidelity, modeling nonlinearities) and the effect of modeling and 
measurement error, before one proceeds to validation with real measurements from 
actual buildings. Due to the large size of the finite element model, the computational 
effort can be quite significant, as in the case of the 15-story building considered in this 
study. For high fidelity nonlinear models introduced to model realistic damage scenarios 
due to cracks developed at the connections between the beam and the columns, the 
computations may exceed computer requirements.  Future work will also concentrate 
on managing computational effort utilizing model reduction and surrogate techniques. 
The proposed damage identification methodology, coupled with measurements 
produced by permanent, dense accelerometer arrays in buildings provided by the 
Community Seismic Network, is expected to unlock new developments in model 
updating and damage identification techniques for near real-time assessment of 
structural condition during or after a strong-motion earthquake.  
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