We give a pure combinatorial problem whose solution determines max-flow min-cut ratio for directed multicommodity flows. In addition, this combinatorial problem has applications in improving the approximation factor of Greedy algorithm for maximum edge disjoint path problem. More precisely, our upper bound improves the approximation factor for this problem to Ç´Ò ¿ µ. Finally, we demonstrate how even for very simple graphs the aforementioned ratio might be very large. Leighton and Rao [5] first introduced a relation between maximum multicommodity flow and minimum cut in undirected graphs. This relation has been used to develop novel tools for designing divide-andconquer approximation algorithms for NP-complete problems on undirected graphs (See Shmoys [7] for a survey). The directed variant of the problem appears much harder (e.g., it is NP-hard for ¾, the case which can be solved efficiently for undirected graphs). Despite persistent research efforts, the current bounds for directed graphs are weak. To state the bound, we need to define the problem more precisely. In a given directed graph , with capacities on edges together with a list of source-sink pairs of vertices called commodities, we want to find a minimum cut whose removal disconnects all source-sink pairs. In a recent work, Saks et al.
Khanna [1] this combinatorial problem has applications in improving the approximation factor of the greedy algorithm for the edge disjoint path problem (EDP) on directed graphs in which given a graph and source-sink pairs, our objective is to connect a maximum number of these pairs via edge-disjoint paths. Our upper bound improves the approximation factor for this problem from Ç´Ò µ [1] to Ç´Ò ¿ µ. Finally, we demonstrate how, even for very simple graphs, the integrality gap might be very large.
Cutting far pairs
In this paper we consider the more convenient formulation of the multicut problem as follows. Given a set of pairs Ì ´× ½ Ø ½ µ ´× Ø µ . We want to pick a set of vertices such that in the remaining graph there is no path from a × to Ø , ½ . We note that here × ½ Ø ½ × Ø can belong to . The LP relaxation for this problem is as follows:
The reason that we denote the optimal solution by is that in fact this LP is a dual of max-sum multicommodity flow problem in which we want to maximize the sum of flows from sources to sinks such that the total flow passing through each vertex is at most one. We now introduce our combinatorial problem.
The Cutting Far Pairs problem (CFP) can be defined as follows. Let ´Î µ be a simple unit capacity directed graph and let Ì be the set of all source-sink pairs such that the shortest distance in between source and sink is at least Ð. What is the size of the smallest cut in terms of Ò and Ð that separates all pairs in
The next theorem shows how the CFP problem captures the hardness of the integrality gap of the LP in Equation (1). Proof. Here, we show that there exists a cut of the desired size. First we initiate with an empty set. Then we add vertices to during a number of iterations. In the beginning of the th iteration, if there exists no × Ø path in the residual graph ( will be updated after each iteration) where × and Ø consist far pair in the original graph, we are done. Otherwise choose a far pair´× Øµ for which there exists a path from × to Ø in . Remove all vertices Ú of for which there exists no (simple) × Ø-path for far pairs´× Øµ which goes through Ú. We call the remaining graph ¼ . We now do a breadth-first search from × in graph ¼ and call the vertices at distance from × layer Ä . Also we let
. Since the layers are disjoint, there exists a layer of size at most ¿ Ð in . We add vertices of such a layer to and remove them from . Clearly after the termination of the algorithm, set is a directed multicut. We show that is in Ç´Ò ¾ Ð ¾ µ. Let ¼ be the total number of iterations of our algorithm. We double-count the number of´ µ-pairs in for which there exists a path from to in . This number is at most Ò ¾ . On the other hand, consider the iteration and a vertex Ú ¾ .
After cutting the edges within , either there is no path from Ú to Ø, or there exists no path from × to Ú. We consider the former case and the latter case has a very similar situation. We know that before cutting, there is a (simple) path È from × to Ø which goes through Ú. Thus there are at least Ð ¿ vertices of path È in to which there were paths from Ú, but now there is no path. Similarly, in the latter case, if there exists no path from × to Ú, there are Ð ¿ vertices in from which there exists no path to Ú now, but it was before. Thus for each vertices in , we separate at least Ð ¿ pairs of vertices that were connected before the th iteration. We now observe that the total number of vertices in is at most 
Further observations
In this section, we present some other approaches which are simple, however we think they give good insight to the problem. 
We note that if we continue the iterative rounding process, i.e., iteratively remove vertices whose Ü Ú is at least Î ½ « until we solve the problem, we obtain a final solution of size at most « . In fact, we conjecture that LP (1) has a basic optimal solution (see the exact definition in [4] ) in which in each step we have at least one vertex Ú of Ü Ú Ç´½ Ô Ò µ, and thus this iterative rounding process also gives an Ç´ÔÒµ-approximation. Proof. The proof follows from Theorem 2.1 (by removing a set of vertices whose deletion removes all path of length at most Ö), and then considering the multicut problem for the new instance as a set cover instance in which our objective is to remove a set of vertices which cover all × Ø-paths of length at least Ö. It is known that the integrality gap of LP (1) which is now the relaxation of set cover is ÐÒÅ (Å is the number of elements or paths in our case.)
We note that Corollary 2.2 says to obtain an integrality gap of ª´Ò¯µ, the instance must has an exponential number of × Ø paths of length ´polylog´Òµµ. At the first glance, it seems that layered graphs are very special cases, however the following theorem says that they capture the hardness of the problem for directed acyclic graphs (DAGs). Proof. The proof is simple. Consider the example of a DAG for which the integrality gap is in ª´Ò¯µ. We construct a layered graph with the aforementioned properties as follows. First, we consider a topological ordering for the DAG and consider each vertex as a layer. Then we stretch each edge by adding additional vertices on it such that all new edges goes only between layers. Also, for each source which is not in the first layer, we introduce a node in the first layer with a stretched edge to the previous source (we do similarly for sinks). One can easily observe that a DAG instance of Ò vertices and Ñ edges will be mapped to a layered graph instance of Ç´ÒÑµ vertices and Ç´ÒÑµ edges with desired properties. Since each cut in the latter graph corresponds to a cut in the former graph, the integrality gap of this new instance can not be in Ó´Ò¯ ¿ µ.
In the special case, any approximation factor of polylog´Òµ for layered graphs gives a polylog´Òµ approximation for DAGs that we believe they are as hard as general directed graphs.
The proof of the following Theorem is essentially the same as the proof of Theorem 4 of Rabani et al. [2] , and hence omitted. We note that since here we consider the vertex multicut instead of edge multicut, there is no need that the graph has bounded degree. 
