How clouds will respond to Earth's warming climate is the greatest contributor to intermodel spread of Equilibrium Climate Sensitivity (ECS). Although global climate models (GCMs) generally agree that the total cloud feedback is positive, GCMs disagree on the magnitude of cloud feedback. Satellite instruments with sufficient accuracy to detect climate change-scale trends in cloud properties will provide improved confidence in our understanding of the relationship between observed climate change and cloud property trends, thus providing essential information to better constrain ECS. However, a robust framework is needed to determine what constitutes sufficient or necessary accuracy for such an achievement. Our study applies a climate change accuracy framework to quantify the impact of absolute calibration accuracy on climate change-scale trend detection times for cloud fraction, effective temperature, optical thickness, and effective radius. With this framework, we demonstrate how more stringent absolute accuracy requirements for reflected solar and infrared cloud imagers enable improved constraint of SW and LW cloud feedbacks and the ECS by significantly reducing trend uncertainties for cloud fraction, optical thickness, and effective temperature compared to operational instruments. Additionally, more stringent absolute accuracy requirements compared to today's operational instruments would help to further constrain the aerosol indirect effect, the largest uncertainty in radiative forcing, by reducing water cloud effective radius trend uncertainty. This study demonstrates the application of this climate accuracy framework and the implications of its results within climate science. shortwave (SW) reflected (0.3 µm-3.5 µm) and longwave (LW) emitted (3.5 µm-100 µm) radi-37 ation at the top of the atmosphere (TOA) (Stephens et al. 1990; Chen et al. 2000; Stephens 2005). 38 On a global, annual scale, clouds reduce incoming SW (outgoing LW) irradiance by about 50 39 Wm -2 (28 Wm -2 ). Clouds, therefore, have a net cooling effect on Earth's climate system of about 40 22 Wm -2 , according to the CERES EBAF-TOA (Clouds and Earth's Radiant Energy System En-41 ergy Balance and Filled) data set (Loeb et al. 2009(Loeb et al. , 2012 Dolinar et al. 2014). Changes in cloud 42 macrophysical (e.g. height, amount) and microphysical (e.g. optical thickness, effective particle 43 size) properties induce positive (amplifying) or negative (dampening) feedbacks, thus contributing 44 to the Earth's climate system response to climate forcings and non-cloud feedbacks. 45 How clouds will respond to Earth's warming climate is one of the largest sources of uncertainty 46 among Global Climate Model (GCM) projections. Net cloud feedbacks in modeling experiments 47 comprising the fifth phase of the Climate Model Intercomparison Project (CMIP5) (Taylor et al. 48 2012) tend to be nearly neutral or positive meaning that CMIP5 models predict that clouds will 49 likely change such that they will cool the planet less as global mean surface temperature increases. 50 However, a significant amount of disagreement remains regarding the magnitude of the net cloud 51 feedback among CMIP5 model output (Flato et al. 2013). Estimating SW and LW cloud feedback 52 from observations requires global monitoring of observed decadal changes in the SW and LW 53 cloud radiative effect (CRE) (previously, cloud forcing), the difference between clear-sky and all-54 sky TOA irradiance (flux). Understanding the physical basis of CRE decadal trends requires a 55 comprehensive understanding of how global cloud properties that govern trends in SW and LW 56 CRE respond to changes in Earth's climate. 57 3
1. Introduction δ m p = 12∆t −3 (s n σ var ) 2 κ var )
(2)
In the current paper, we use σ var as the standard deviation of the variable's global, annual depending on how close to perfect it is desired for an observing system to be capable of detecting 162 a trend, a concept that can be quantified by taking the ratio between δ m and δ m p .
163
U a = δ m δ m p = 1 + (s n σ V cal ) 2 κ cal (s n σ var ) 2 κ var
In these studies, we assumed a standard satellite instrument lifetime of 5 years for the calibration 164 autocorrelation time, κ cal , and set a goal for the RS and IR CLARREO instruments to be 20% from 165 perfect, making U a = 1.2. This goal means that these instruments would be designed such that the 166 geophysical trends would be no more than 20% more uncertain than those trends calculated using 167 a perfect instrument. 168 s n σ V cal = (U 2 a − 1)(s n σ var ) 2 κ var ) κ cal (4)
Note that σ V cal is in the units of the cloud variable (or whichever geophysical variable is be-171 ing studied), not calibrated instrument units such as reflectance or brightness temperature. Also, 172 because ultimately the calibration instrument accuracy will be reported for some signal-to-noise 173 ratio or confidence level, we included s n on the left side of the equation as well. used the CERES/MODIS Aqua cloud properties to compute σ var and κ var . This study was con-202 ducted on global and annual scales to provide the most stringent spatial and temporal constraint 203 on accuracy requirements. Natural variability increases at smaller zonal and regional scales com-To address this, we used the Student-t statistical distribution to scale the standard deviation using 212 the degrees of freedom of our problem, rather than the Student-t value for an infinite number of 213 samples. This has an impact on the s n σ var and s n σ V cal products found in the equations above. For 214 example, rather than calculate the 95% confidence calibration uncertainty by using s n = 2, we use 215 the Student-t value for 10 degrees of freedom of s n = 2.228.
216
The natural variability parameters of the cloud properties evaluated in this study are shown in 217 
where C is the cloud property of interest (e.g. cloud fraction, optical thickness), and I is the 225 measurement in calibrated instrument units (reflectance or brightness temperature). We used the difference was a 10% relative difference from the full month value for cloud fraction. We therefore 256 decided to use 21-day averages for the remainder of our studies.
257
In setting up such studies, one should also consider the other design aspects of the new instru-258 ment. For example, the CLARREO Reflected Solar spectrometer has been designed to match 259 measurements with other sensors in space, time, and viewing angle (W13), meaning that the 260 CLARREO Reflected Solar instrument design allows for inter-calibrating with a MODIS-like in-261 strument across its full swath. We therefore evaluated cloud properties retrieved across the MODIS 262 full swath.
263
Global, 21-day cloud property means were calculated using MODIS data from the first three were used to determine the uncertainties in the regression slopes, allowing for estimation of the 272 uncertainty in the sensitivities, and, ultimately the determined requirements.
273
Upon calculating the requirements for each cloud property and each band it was clear that certain 274 cloud property-driven requirements served as limiting factors within each spectral band. Five of 275 these sensitivities (slopes) are shown in Table 2 for the band(s) predominantly used to calculate 276 each property: cloud optical thickness (0.65 µm), cloud fraction (11 and 12 µm), effective cloud 277 temperature (11 µm), and water droplet effective radius (3.8 µm). The sensitivities shown in Table   278 2 are the average sensitivities determined from the linear regressions discussed above. In these 279 cases discussed here, the relationships were linear across the increased and decreased changes, as 280 shown in Figure 1 with two examples: cloud optical depth and effective temperature.
281
The bands shown in Table 2 are not the only bands to which these four cloud properties were 282 sensitive. For example, the CPRS cloud mask is determined prior to calculating cloud optical depth 283 using the 0.65µm reflectance (R 0.65µm ), so although the optical depth is predominantly sensitive to 284 changes in the R 0.65µm , it is also sensitive to changes in the 11 and 12 µm brightness temperatures 285 (BT 11µm and BT 12µm ). Information in both of those bands is used in the cloud mask, changes in 286 which will, to some degree, impact the average magnitude of the cloud optical depth and other 287 subsequently retrieved cloud properties.
288
For simplicity and to clearly demonstrate a proof of concept for applying the climate accuracy 289 framework to cloud properties retrieved from cloud imagers, we have conducted these studies by 290 considering changes in each band individually. Evaluating changes in multiple bands simulta-291 neously remains for future study and would more realistically simulate potential changes in an 292 operational satellite instrument.
293
The results from these studies are dependent on the algorithm used. Alternate results can be 294 expected if a different algorithm (MODIS-ST cloud algorithms) or cloud imager and its corre-295 sponding algorithms (e.g. VIIRS) were used to determine these sensitivities. Combining the natural variability and sensitivity results allows for calculation of instrument 299 requirements (Eqns. 4 and 5). Using the initial CLARREO goal to design an instrument capable of 300 detecting trends with uncertainties no more than 20% (U a = 1.2) from that of a perfect instrument 301 (W13) as an example and starting point, we determined a relative σ var for the log 10 cloud optical 302 thickness (log 10 τ c ) of 0.621% and a κ var of 0.85 years (Table 1) . We then use Eqn. 4 to find s n σ V cal 303 for U a = 1.2. In this paper we discuss all requirements at 95% confidence (2σ ); however, recall 304 from Section 3a that we use s n = 2.228 for a signal-to-noise ratio of 2 because of the tendency 305 of shorter time series to underestimate variability. This resulted in a relative σ V cal of 0.170% (far 306 right column of Table 1) , and a 2σ V cal of 0.379% (i.e. at 95% confidence).
307
To compute the 2σ cal value, we used Eqn. 5 and the relative sensitivity of the CERES/MODIS 308 log 10 τ c to R 0.65µm gain changes, which we found to be 1.38 %/% ( The time to detect relative log 10 τ c trends for conceptual instruments with different calibration 314 uncertainties using Eqn. 1, including a perfect instrument with an instrument calibration uncer-315 tainty of 0% (Eqn. 2) are shown in Figure 2 . Figure 2a shows the length of time required to detect 316 optical thickness trends at different trend uncertainty levels (at 95% confidence) using conceptual 317 instruments with different calibration uncertainties in the 0.65 µm band. Figure 2b shows how 318 much longer it would take to detect a trend in cloud optical thickness with an imperfect instru-319 ment (i.e. one with some calibration uncertainty) than it would with a perfect instrument (i.e. one 320 limited only by natural variability).
321
Generally the detection times among different instruments span a larger range as the required 
338
We applied the forcing-feedback framework ∆RF = ∆ECS ∑λi, using the IPCC AR5 Effec-339 tive Radiative Forcing (RF) Fixed Sea Surface Temperature multi-model mean for doubled CO 2 , FIG. 5. For a range of 11 µm absolute calibration uncertainties, the time to detect trends (a) and the delay in detecting trends in cloud effective temperature (K/decade) with a real instrument compared to a perfect instrument (b) are shown linked with the Equilibrium Climate Sensitivity (ECS) (K) and LW Cloud Feedback (Wm −2 K −1 ). The gray shaded region shows the AR5 intermodel ECS range (2.1 K -4.7 K). The dashed line shows the requirement determined for an instrument capable of detecting trends within 20% trend uncertainty compared to a perfect observing system. V and M denote the absolute calibration accuracies in the 11 µm bands for VIIRS and MODIS, respectively. 
