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Abstract. Cet article propose une attaque par canal auxiliaire e´lectro-
magne´tique capable de reconstruire automatiquement un signal de type
image. Le syste`me propose´ permet l’extraction de donne´es compromet-
tantes embarque´es dans le signal intercepte´. Base´ sur l’apprentissage pro-
fond, le syste`me est capable d’extraire sur le jeu de test propose´ plus
de 57% de l’information pre´sente dans le signal intercepte´, et ce pour
diffe´rents type de signal vide´o qu’ils soient analogique ou nume´rique. Une
extension du syste`me est propose´e ayant pour but l’audit d’un syste`me
d’information graˆce a` un me´canisme automatique d’alarme en cas de
compromission du syste`me d’information vise´. Base´e sur une architec-
ture he´te´roge`ne radio-logicielle et processeur graphique, la solution est
de´ployable facilement dans un syste`me d’information existant manipu-
lant de l’information devant rester secre`te.
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1 Introduction
Tout appareil e´lectronique produit des e´manations E´lectro-Magne´tique (EM)
qui non seulement interfe`rent avec les appareils radio mais aussi compromettent
les donne´es traite´es par l’appareil dans le cas d’un Syste`me d’Information (SI).
Une tierce partie peut alors effectuer une analyse des canaux auxilaires et ex-
traire tout ou partie des informations d’origine, compromettant ainsi la confi-
dentialite´ du SI. Alors que les travaux pionniers du domaine se concentraient
sur les signaux analogiques [1], des e´tudes re´centes e´tendent l’exploit d’e´coute
par canal auxilaire EM aux signaux nume´riques et circuits inte´gre´s [2]. Le profil
de l’attaquant prend e´galement une nouvelle dimension avec les performances
accrues des radio-logicielles (plus commune´ment appele´es Software-Defined Ra-
dio (SDR) en anglais). Avec les re´centes avance´es en matie`re d’e´quipement ra-
dio, un attaquant peut s’appuyer sur un traitement du signal avance´ pour re-
pousser encore plus loin les limites de l’attaque par canal auxiliaire utilisant des
e´manations EM [3].
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Dans le meˆme temps, les progre`s de l’apprentissage machine ont ouvert la
voie a` l’interpre´tation automatise´e des donne´es intercepte´es. Utilisant de puis-
sants processeurs graphiques (Graphics Processing Unit (GPU) en anglais) et des
re´seaux neuronaux profonds, un attaquant peut extraire des mode`les ou meˆme
le contenu structure´ complet des donne´es intercepte´es et ce avec un haut degre´
de confiance et un temps d’exe´cution limite´.
Dans cet article, nous proposons une me´thode base´e sur l’apprentissage pro-
fond pour de´bruiter et interpre´ter un signal intercepte´. Nous de´montrons un
syste`me de bout en bout allant de l’interception a` l’interpre´tation, inte´grant
une SDR et un processus d’apprentissage profond qui respectivement de´tecte et
extrait l’information fuitant a` une distance de plus de 10 me`tres. Plusieurs config-
urations de syste`mes sont expe´rimente´es et e´value´es. A` partir des re´sultats, nous
proposons des solution de de´tection pour ce type d’attaque en inte´grant une re-
connaissance de caracte`re (Character Recognition (CR) en anglais) de´clenchant
automatiquement une alarme si la confidentialite´ du syste`me est compromise.
L’article est organise´ comme suit. La Section 2 pre´sente les me´thodes exis-
tantes pour extraire de l’information des e´manations EM. La Section 3 de´crit
la me´thode propose´e pour l’extraction automatique de caracte`res. Les re´sultats
expe´rimentaux et les performances de´taille´es sont expose´s dans la Section 4.
Une extension de la me´thode a` un syste`me de protection de la confidentialite´ est
propose´e dans la Section 5. Enfin, la Section 6 conclut le document.
2 E´tat de l’art
Van Eck et al. [1] ont publie´ les premiers rapports techniques re´ve´lant com-
ment des e´missions involontaires provenant de dispositifs e´lectroniques peuvent
eˆtre exploite´es et compromettre les donne´es. Alors que les premiers travaux du
domaine ciblaient les e´crans cathodiques et les signaux analogiques, Kuhn et
al. [2] proposent d’utiliser des attaques par canal auxiliaire pour extraire des
donne´es confidentielles des e´crans Liquid Crystal Display (LCD), visant ainsi
des donne´es nume´riques. Par la suite, d’autres types de syste`mes ont e´te´ at-
taque´s. Vuagnoux et al. [4] e´tendent le principe de l’attaque par canal auxiliaire
EM pour capturer les donne´es des claviers et, dans leurs travaux re´cents, Hayashi
et al. pre´sentent des me´thodes d’interception base´es SDR ciblant les ordinateurs
portables, les tablettes [5] et les smartphones [6]. Ricordel et al. [7] exposent eux
l’interception de signal vide´o e´manant de caˆbles Digital Visual Interface (DVI) et
High-Definition Multimedia Interface (HDMI). L’utilisation de SDR augmente
la surface d’attaque des organisations e´tatiques aux pirates informatiques. Elle
ouvre e´galement de nouvelles possibilite´s de post-traitement qui ame´liorent les
caracte´ristiques d’attaque. De Meulemeester et al. [8] s’appuient sur la SDR pour
ame´liorer les performances de l’attaque et trouver automatiquement la structure
des donne´es acquises. En re´cupe´rant les parame`tres de synchronisation du SI
cible´, le signal EM capture´ peut eˆtre transforme´ d’un vecteur en une image ma-
tricielle, reconstruisant les informations visuelles sensibles en deux dimensions.
Cette e´tape est appele´e rasterisation.
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Lors de l’extraction d’information visuelle a` partir d’un signal EM (intercep-
tion), une partie non ne´gligeable de l’information originale est perdue. Cette
perte entraˆıne une baisse du rapport signal sur bruit (Signal to Noise Ra-
tio (SNR) en anglais) et une de´te´rioration de la cohe´rence spatiale dans les
e´chantillons reconstruits dans le cas de donne´es image. Des me´thodes de de´bruita-
ge sont donc ne´cessaires. Le de´bruitage d’image par les techniques de traitement
du signal a e´te´ largement e´tudie´ car c’est une e´tape indispensable dans de nom-
breuses applications de vision par ordinateur. Block-Matching 3D (BM3D) est
une me´thode bien connue d’e´limination du bruit blanc Gaussien et a e´te´ pro-
pose´e par Dabov et al. [9]. BM3D utilise le seuillage et le filtrage de Wiener
dans le domaine de la transforme´e. Il sera utilise´ comme re´fe´rence dans les
expe´rimentations de la Section 4.
Les algorithmes d’apprentissage profond se sont re´cemment de´marque´s en
re´solvant de nombreux proble`mes de traitement du signal. Ces mode`les entraˆıne´s
ont une capacite´ extreˆme a` s’adapter a` des proble`mes complexes. Les architec-
tures re´centes de GPU ont e´te´ optimise´es pour prendre en charge les calculs
complexe d’apprentissage profond et ont favorise´ des re´seaux toujours plus pro-
fonds, extrayant des informations structure´es des donne´es et fournissant ainsi
des re´sultats la` ou` les algorithmes classiques e´chouent. Denoising Convolution-
nal Neural Network (DnCNN) [10] est un re´seau neuronal convolutif (Convo-
lutional Neural Network (CNN) en anglais) de´veloppe´ pour restorer la qualite´
d’image. DnCNN-B est imple´mente´ pour e´liminer le bruit Gaussien, sans con-
naissance pre´alable du niveau de bruit. D’autres techniques telles que les autoen-
codeurs de de´bruitage [11, 12] sont capables de de´bruiter des images sans restric-
tion sur le type de bruit. Les autoencodeurs apprennent a` associer leur entre´e
dans un espace latent (codage) et a` projeter a` l’inverse la repre´sentation latente
dans l’espace d’entre´e (de´codage). Les autoencodeurs apprennent un mode`le de
de´bruitage en minimisant une fonction de perte qui e´value la diffe´rence entre
la sortie de l’autoencodeur et la re´fe´rence. Des me´thodes avance´es, telles que
Noise2Noise [13], de´duisent des strate´gies de de´bruitage sans aucune donne´es de
re´fe´rence propre. L’algorithme Noise2Noise apprend une repre´sentation du bruit
en ne regardant que des e´chantillons bruite´s.
Dans le proble`me conside´re´, certaines composantes du bruit sont distribue´es
de fac¸on non ale´atoire et ont une cohe´rence spatiale. De plus, l’information est
endommage´e (partiellement perdue et re´partie sur plusieurs pixels) par le proces-
sus d’interception/rasterisation. Aucune des me´thodes pre´ce´demment expose´es
n’est adapte´e a` de telles natures de bruit et de distorsion des donne´es inter-
cepte´es, d’ou` le besoin d’un nouveau dispositif.
Il existe des approches conventionnelles pour prote´ger les dispositifs contre
l’e´coute clandestine. Ces approches apparaissent sous diffe´rents noms de code
tels que TEMPEST [14] ou Emission Security (EMSEC). Elles consistent en
des dispositifs de blindage [2] pour annuler les e´manations, ou en l’utilisation
de polices qui minimisent les e´manations EM [15]. Cependant, ces approches
sont soit des solutions couˆteuses, soit techniquement difficiles a` utiliser dans la
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pratique, surtout lorsqu’il s’agit de garantir la confidentialite´ des donne´es tout
au long du cycle de vie d’un SI complexe.
3 Attaque par Canal Auxiliaire Propose´e
3.1 Description du Syste`me
La Figure 1 montre la solution bout en bout propose´e. La me´thode propose´e re-
construit automatiquement les fuites d’informations visuelles dues a` des e´manati-
ons compromettantes. L’installation est compose´e de deux blocs principaux.
Pour commencer, l’antenne et le traitement SDR capturent dans le domaine
Radio Fre´quence (RF) les informations affiche´es qui ont fuite´. Ensuite, le sig-
nal de´module´ est traite´ par l’ordinateur hoˆte, qui extrait une version bruite´e
de l’image originale [2]. D’autres techniques de traitement d’image, exclues du
champ d’application du pre´sent document, sont ajoute´es pour ame´liorer le SNR
et ame´liorer la qualite´ de l’information extraite. La me´thode, base´e sur l’apprenti-
ssage profond, comprend les premie`res e´tapes suivantes : de´bruitage, segmenta-
tion, de´tection/localisation des caracte`res et reconnaissance des caracte`res. En-
fin, une transforme´e de Hough est applique´e pour la de´tection des lignes de texte
et un algorithme Bitap [16] est applique´ pour approximer les informations de
correspondance. L’installation comple`te de´tecte des e´manations vide´o compro-
mettantes (analogique ou nume´rique) et de´clenche automatiquement une alarme
si des informations critiques sont contenues dans ces e´manations. Les sections
suivantes de´crivent en de´tails comment la me´thode est entraˆıne´e et inte´gre´e.
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Fig. 1. La configuration expe´rimentale comprend : le syste`me cible attaque´ utilisant un
e´cran (1), affichant des informations sensibles, connecte´ a` un syste`me d’information (2)
; la chaˆıne d’interception comprenant un re´cepteur SDR (3) envoyant des e´chantillons
a` un ordinateur hoˆte (4) qui met en œuvre un traitement de signal comprenant un
de´bruiteur par apprentissage profond et une e´tape de CR.
3.2 Construction du Jeu de Donne´es d’Entraˆınement
Un effort substantiel a e´te´ fourni pour construire un processus qui ge´ne`re et
labellise de fac¸on semi-automatique les jeux de donne´es pour l’apprentissage
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supervise´. Chaque e´chantillon d’image est constitue´ d’un fond uniforme sur lequel
sont imprime´s des caracte`res divers. A` l’aide de ce processus, un corpus de 123
610 images de taille 256×256 pixels, propres au proble`me en question, a e´te´ cre´e´
pour servir d’e´chantillons d’images e´tiquete´s. Ils serviront de jeux de donne´es
d’apprentissage, de validation et de test.
La configuration propose´e de´bruite les e´chantillons intercepte´s, puis en extrait
le contenu, c’est-a`-dire les caracte`res de´tecte´s et leurs positions. L’espace d’entre´e
a` couvrir par l’ensemble de donne´es d’apprentissage est tre`s vaste et trois prin-
cipaux types de variabilite´ d’interception peuvent eˆtre observe´s. Premie`rement,
l’interception induit une perte importante de l’information existant a` l’origine
dans les donne´es intercepte´es. Cette perte elle-meˆme provoque des incohe´rences
dans la rasterisation des images et ces deux phe´nome`nes combine´s cre´ent un
bruit fort et difficilement pre´visible. Deuxie`mement, les e´manations EM peuvent
provenir de sources diffe´rentes, utilisant des technologies diffe´rentes, ce qui im-
plique diffe´rents e´chantillons intercepte´s pour la meˆme image de re´fe´rence. Le
jeu de donne´es et l’attaque propose´e couvrent les caˆbles et connecteurs Video
Graphics Array (VGA), Display Port (DP) vers DVI et HDMI. En plus de cette
variabilite´ inhe´rente a` l’interception, un troisie`me type de variabilite´ synthe´tique
est introduit pour re´soudre de manie`re robuste le proble`me de l’extraction des
caracte`res avec un mode`le entraˆıne´. Dans cet effort, de nombreux caracte`res
diffe´rents ont e´te´ introduits dans le corpus, pour eˆtre affiche´s sur l’e´cran de la
cible attaque´e. De taille 11 a` 70 points, les caracte`res sont a` la fois des chiffres
et des lettres, les lettres sont en majuscules et en minuscules. Des polices de
caracte`re varie´es, des couleurs de caracte`re et des couleurs d’arrie`re-plan, ainsi
que des positions de caracte`re varie´es dans l’e´chantillon ont e´te´ utilise´es. Compte
tenu de ces diffe´rentes sources de variabilite´, l’ensemble de donne´es a e´te´ con-
struit en essayant d’obtenir une e´qui-repre´sentation des diffe´rentes conditions
d’interception.
Le choix a e´te´ fait d’afficher sur l’e´cran cible un e´chantillon contenant plusi-
eurs patchs de 256× 256 pixels (comme sur l’image en haut a` gauche de la Fig-
ure 2). Pour la construction du corpus de donne´es, le fait d’avoir plusieurs patchs
permet d’introduire plus de variabilite´ dans le corpus a` nombre d’interceptions
e´quivalent. Le principal de´fi lors de la cre´ation de l’ensemble de donne´es re´side
dans l’acquisition des e´chantillons eux-meˆmes. En effet, une fois intercepte´s,
les e´chantillons ne sont pas directement utilisables. Le processus d’interception
produit des e´chantillons tels que celui de la Figure 2 (milieu-haut) ou` les car-
acte`res intercepte´s ne sont pas aligne´s (dans le temps et dans l’espace) avec les
e´chantillons de re´fe´rence respectifs. Nous introduisons une me´thode automatise´e
qui utilise les marges, artificiellement colore´es en rouge dans la Figure 2 (milieu-
haut), pour aligner les e´chantillons dans l’espace. Les marges sont de´tecte´es a`
l’aide d’une recherche brute-force de grands gradients horizontaux et verticaux
(pour trouver les marges verticales et horizontales, respectivement). Une e´tape
de validation est ajoute´e pour assurer l’alignement temporel, base´e sur l’insertion
d’un QRCode dans le patch en haut a` gauche. Si le QRCode est similaire entre
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Fig. 2. Une image de re´fe´rence est affiche´e sur l’e´cran cible´ (en haut a` gauche). Le
module d’interception fournit des e´chantillons non calibre´s (en haut au milieu). Des
marges verticales et horizontales (en rouge) permettent l’alignement et le retrait des
marges (en haut a` droite). Les e´chantillons sont ensuite mis a` l’e´chelle afin d’avoir la
meˆme taille que la re´fe´rence. Enfin, une division en patch est re´alise´e pour obtenir la
meˆme disposition que le set de re´fe´rence.
l’image de re´fe´rence et l’image intercepte´e, les patchs d’image sont introduits
dans le jeu de donne´es.
L’augmentation de donne´es [17] est utilise´e pour ame´liorer encore l’espace de
variabilite´ couvert par le corpus. Elle se fait ici sur les patchs. Des me´thodes
conventionnelles sont applique´es aux e´chantillons bruts pour les transformer
line´airement (flou Gaussien et me´dian, bruit sel et poivre, inversion de couleur
et normalisation du contraste).
3.3 Solution Imple´mente´e pour Intercepter les Donne´es
Compromettantes
Afin d’automatiser l’interception de donne´es compromettantes, le re´seau Mask
R-CNN [18] a e´te´ transforme´ en de´bruiteur et classifieur. D’autres me´thodes
plus simples d’apprentissage profond et de traitement du signal, examine´es dans
la Section 4.2, sont e´galement mises en œuvre pour e´valuer la qualite´ de la
proposition. Mask R-CNN est une solution adapte´e de Faster R-CNN [19]. Le
re´seau se compose de trois e´tapes. La premie`re e´tape est un re´seau convolu-
tif ResNet101 [20] qui extrait des caracte´ristiques des e´chantillons d’entre´e. La
deuxie`me e´tape est un re´seau de proposition de re´gions d’inte´reˆt (Region Pro-
posal Network (RPN) en anglais) qui propose des re´gions d’inte´reˆt (Region of
Interest (ROI) en anglais) en se basant sur les caracte´ristiques pre´ce´demment
extraites. Les ROI sont des re´gions de l’image ou` l’information me´rite une plus
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grande attention. La troisie`me e´tape classifie le contenu de chaque ROI et ren-
voie les coordonne´es des cadres de de´limitation (bounding box en anglais) de
chacune des ROI. La principale diffe´rence entre Faster R-CNN et Mask R-CNN
re´side dans une branche comple`tement convolutive (Fully Convolutionnal Net-
work (FCN) en anglais) supple´mentaire [21] fonctionnant en paralle`le de la clas-
sification et extrayant un masque binaire pour chaque ROI, fournissant ainsi une
localisation plus pre´cise de l’objet d’inte´reˆt.
Mask R-CNN n’a pas e´te´ conc¸u a` l’origine pour eˆtre utilise´ comme un de´brui-
teur, mais plutoˆt pour re´aliser de la segmentation d’instance. Cependant, il
correspond bien au proble`me cible´. En effet, le proble`me est similaire a` une
segmentation ou` le signal doit eˆtre se´pare´ du bruit. Par conse´quent, lorsqu’on
alimente correctement un re´seau Mask R-CNN entraˆıne´ avec des e´chantillons
bruite´s contenant des caracte`res, on obtient des listes de labels (c’est-a`-dire une
reconnaissance de caracte`res), ainsi que leurs bounding boxes (localisation des
caracte`res) et des masques binaires repre´sentant le contenu de l’e´chantillon orig-
inal propre.
Deux strate´gies peuvent eˆtre utilise´es pour l’application de Mask R-CNN
au proble`me de ce document. La premie`re ide´e est d’appliquer un moteur de
reconnaissance optique de caracte`re (Optical Character Recognition (OCR) en
anglais) a` la sortie de la segmentation de Mask R-CNN (coˆte´ gauche de la Fig-
ure 3) afin d’extraire les caracte`res des masques. Une deuxie`me possibilite´ est
d’utiliser la faculte´ de classification de Mask R-CNN (Figure 3 a` droite) et ainsi
obtenir une liste de labels sans utiliser de moteur OCR. Dans la pratique, la
seconde me´thode utilisant le classifieur de Mask R-CNN donne de meilleurs
re´sultats, comme expose´ dans la Section 4.2.
Note de
Conﬁance
Fig. 3. La sortie de Mask R-CNN peut eˆtre utilise´e de deux fac¸ons. Les masques de
segmentation peuvent eˆtre imprime´s (a` gauche) et traite´s par un OCR, ou le classifi-
cateur de Mask R-CNN peut directement infe´rer le contenu de l’e´chantillon (a` droite)
et afficher des informations de confiance.
Outre le re´seau ResNet101, Mask R-CNN est compose´ de plusieurs couches
comple`tement connecte´es (Fully Connected (FC) en anglais) pour la classifica-
tion. La strate´gie d’entraˆınement consiste en une initialisation utilisant des poids
pre´-entraˆıne´s [22] pour le jeu de donne´es MS COCO [23]. Le re´seau est ensuite
re´-entraˆıne´ pour correspondre parfaitement a` l’application. D’abord les couches
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FC sont re´-entraine´es, puis le ResNet101, couche par couche, de la couche de
sortie vers celle d’entre´e. Ceci est re´alise´ pour assurer la convergence et acce´le´rer
l’apprentissage.
4 Re´sultats Expe´rimentaux
4.1 Configuration Expe´rimentale
Le protocole expe´rimental est le suivant. L’e´cran intercepte´ est a` 10m de l’antenne
d’interception. Les fuites sont e´mises soit par un caˆble VGA, un caˆble DP-
vers-DVI ou un connecteur HDMI. Le syste`me d’interception est illustre´ par la
Figure 1. L’antenne est une antenne large bande bilog, la SDR retrouvant au-
tomatiquement les parame´tres [8] est une Ettus X310 recevant avec 100 MHz
de bande passante. L’ordinateur hoˆte qui effectue le post-calcul a un syste`me
d’exploitation Linux, une unite´ centrale de traitement (Central Processing Unit
(CPU) en anglais) Intel XeonW-2125, et un GPU Nvidia GTX 1080 Ti. L’ordina-
teur hoˆte rasterise les donne´es compromettantes en utilisant principalement le
CPU alors que l’OCR/de´bruiteur propose´ s’exe´cute sur le CPU et le GPU.
4.2 Comparaison des Performances d’Interception
La me´thode pre´sente´e a pour objectif d’analyser des e´manations compromet-
tantes. Une fois qu’un signal est de´tecte´ et rasterise´, les e´manations intercepte´es
doivent eˆtre classe´es comme compromettantes ou non. La Figure 4 illustre sub-
jectivement la diffe´rence de performance des diffe´rents de´bruiteurs imple´mente´s.
Nous proposons d’e´valuer la fuite de donne´es en fonction de la capacite´ d’un
mode`le a` extraire l’information originale. Nous utilisons comme mesure le rap-
port entre le nombre de caracte`res que notre me´thode classifie correctement
a` partir d’un e´chantillon intercepte´, et le nombre re´el de caracte`res dans la
re´fe´rence propre correspondante.
Tout d’abord, un e´chantillon contenant un grand nombre de caracte`res est
ge´ne´re´ de fac¸on pseudo-ale´atoire (semblable a` la construction d’un jeu de don-
ne´es). L’e´chantillon est alors affiche´ sur l’e´cran e´coute´ et les e´manations EM sont
intercepte´es. La me´thode de de´bruitage/extraction d’information propose´e est
applique´e et les re´sultats obtenus sont compare´s a` l’e´chantillon de re´fe´rence. La
me´thode utilisant Mask R-CNN produit directement une liste des caracte`res ex-
traits. D’autres me´thodes, mises en œuvre pour e´valuer l’efficacite´ de la me´thode
propose´e, utilisent le de´bruitage en combinaison avec l’ OCR Tesseract [24].
Tesseract est un moteur OCR performant, qui re´cupe`re des caracte`res dans des
images. Il produit une liste de caracte`res extraits d’un e´chantillon de´bruite´ et,
comme la sortie de Tesseract est du meˆme type que celle du Mask R-CNN,
des me´triques peuvent eˆtre extraites pour les comparer de manie`re e´quitable.
Le F-score (e´galement connu sous le nom de F1 score ou F-measure) sert a`
mesurer la pre´cision d’un mode`le. Le F-score est calcule´ a` l’aide de l’ Equa-
tion (1). Le F-score e´tant une mesure de classification binaire, un vrai positif est
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de´fini ici comme e´tant la reconnaissance d’un caracte`re existant re´ellement dans
l’e´chantillon de re´fe´rence. De meˆme, un vrai ne´gatif correspond a` un e´le´ment
qui n’a pas e´te´ trouve´ et n’existant pas dans la re´fe´rence. Un faux positif est
le fait de trouver un caracte`re non pre´sent dans la re´fe´rence et un faux ne´gatif
repre´sente le fait de ne rien trouver la` ou` un caracte`re existe.
F-score = 2×
precision× recall
precision+ recall
(1)
Dans l’E´quation (1), le F-score est calcule´ en utilisant precision et recall.
precision est le nombre de vrais positifs divise´ par le nombre de tous les positifs.
recall est le nombre de vrais positifs divise´ par le nombre d’e´chantillons perti-
nents, l’ensemble des e´chantillons pertinents e´tant l’union des vrais positifs et
des faux ne´gatifs.
Fig. 4. Trois e´chantillons (gauche, milieu, droite) affiche´s a` diffe´rentes e´tapes du flot
d’interception et de de´bruitage. De haut en bas: le premier patch est l’e´chantillon affiche´
a` l’e´cran (e´chantillon de re´fe´rence) ; le second patch est l’e´chantillon apre`s rasterisation
(patch brut) ; les troisie`me, quatrie`me et cinquie`me patchs sont les patchs de´bruite´s
via BM3D, autoencodeur et Mask R-CNN, respectivement.
Le Tableau 1 pre´sente les re´sultats de diffe´rentes me´thodes sur un ensemble
de donne´es de test de 12563 patchs. Toutes les me´thodes sont teste´es en utilisant
Tesseract, et compare´es a` la classification de Mask R-CNN utilise´ comme OCR.
Tesseract est d’abord applique´ sur des e´chantillons bruts (non de´bruite´s) comme
point de re´fe´rence. BM3D est la seule solution de de´bruitage classique teste´e.
Noise2Noise, AutoEncoder, RaGAN, UNet sont diffe´rents re´seaux d’apprenti-
ssage profond configure´s comme de´bruiteurs. Comme le montre le Tableau 1, la
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classification de Mask R-CNN surpasse nettement toutes les autres me´thodes.
La version de Mask R-CNN utilisant son propre classifieur est meilleure que le
moteur OCR Tesseract applique´ a` la sortie segmente´e de Mask R-CNN.
La Figure 5 trace en deux dimensions les scores de precision et de recall
des diffe´rentes configurations e´tudie´es. Ces figures nous montrent que, compare´
aux autres configurations, Mask R-CNN utilisant son propre classifieur (”MR-
CNN Standalone” sur la Figure 5) prend plus de de´cision (a` e´galite´ avec ”MR-
CNN+Tesseract”) et ces de´cisions sont meilleures.
BM3D a e´te´ utilise´ ici comme point de re´fe´rence pour des solutions base´es sur
l’apprentissage profond puisqu’il utilise des techniques classiques de traitement
d’image. Les scores de BM3D montrent qu’il n’est pas efficace pour l’application
conside´re´e. Les mauvaises performances de BM3D sont dues a` la nature complexe
du bruit adresse´, qui n’est pas seulement constitue´ d’un bruit blanc Gaussien.
De´bruiteur OCR F-Score precision recall
Brut
Tesseract
0.04 0.20 0.02
BM3D 0.13 0.22 0.09
Noise2Noise 0.17 0.25 0.12
AutoEncoder 0.24 0.55 0.15
RaGAN 0.24 0.42 0.18
UNet 0.35 0.62 0.25
Mask R-CNN 0.55 0.82 0.42
Mask R-CNN Mask R-CNN 0.68 0.81 0.57
Table 1. Performances de reconnaissance de caracte`re de plusieurs configurations util-
isant le de´bruitage et Tesseract ou la classification Mask R-CNN. Le classifieur de Mask
R-CNN surpasse les autres me´thodes avec un F-score de 0.68 sur le jeu de test.
Un autre indicateur cle´ de performance des algorithmes d’apprentissage pro-
fond est le temps d’infe´rence (Tableau 2). L’imple´mentation propose´e utilisant
Mask R-CNN infe`re les re´sultats d’une entre´e de 1200× 1900 pixels en 4.04s en
moyenne. Ce temps d’infe´rence, bien qu’infe´rieur a` celui de BM3D, est supe´rieur
a` celui des autres re´seaux utilise´s. Ne´anmoins, le temps d’infe´rence de Mask R-
CNN inclut tout le processus de´bruitage/OCR et fournit un score d’extraction
largement meilleur. Dans le contexte d’une e´coute continue des e´manations EM,
il fournit un compromis acceptable entre le temps de traitement et la perfor-
mance de de´tection.
5 Discussion des Re´sultats
5.1 Impact de la Proposition sur la Menace
Les protocoles de cryptographie re´cents sont tre`s difficiles a` de´chiffrer. Par
conse´quent, les attaques sont susceptibles de se de´placer la` ou` les informa-
tions sont les plus vulne´rables, c’est-a`-dire avant le chiffrement. Les attaques
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Fig. 5. Score recall et score precision pour les mode`les BM3D, Noise2Noise (N2N),
RaGAN, Autoencodeur (AE), UNet, Mask R-CNN (MRCNN) suivi par une recon-
naissance Tesseract. Le point ”Brut” correspond a` l’application de Tesseract sans
de´bruitage. Les scores pour Mask R-CNN utilisant son propre classifieur apparaissent
e´galement (MRCNN Standalone).
Denoiser OCR Inference Timing (s)
∅
Tesseract
0.19
BM3D 21.8
Autoencoder 1.15
Mask R-CNN 4.22
Mask R-CNN Mask R-CNN 4.04
Table 2. Temps d’infe´rence pour plusieurs configurations utilisant Tesseract ou le
classifieur de Mask R-CNN comme OCR. La taille de l’e´chantillon d’entre´e est de
1200 × 1900. La premie`re ligne correspond au temps d’exe´cution de Tesseract. La
version utilisant Mask R-CNN est plus lente que l’autoencodeur mais plus rapide que
BM3D.
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par canal auxilaire EM deviennent donc plus attrayantes pour des tiers voulant
extraire des informations sensibles. Pour effectuer des attaques par canal auxi-
laire, les attaquants doivent eˆtre assez proches pour intercepter des e´manations
compromettantes. Comme l’illustre la Figure 4, la me´thode propose´e base´e sur
l’apprentissage profond augmente la capacite´ a` extraire des informations du sig-
nal bruite´. Par conse´quent, elle repousse encore plus les limites de l’attaque.
La me´thode propose´e rele`ve le de´fi de reconnaˆıtre efficacement les caracte`res
dans des images bruite´es, la` ou` les approches traditionnelles e´chouent. Les fuites
EM involontaires produisent continuellement des e´manations compromettantes,
ce qui conduit a` une grande quantite´ de donne´es a` traiter lorsqu’on essaie de
de´tecter de l’information. Raisonnablement, cette analyse ne peut pas eˆtre faite
par un humain pour des raisons de temps et de couˆts. La solution consiste alors
a` automatiser la de´tection des fuites de donne´es a` l’aide de la me´thode propose´e
en essayant continuellement de reconstruire les donne´es.
5.2 Application a` la Protection de la Confidentialite´
Compte tenu des ame´liorations pre´ce´demment pre´sente´es au sujet des attaques
par canal auxilaire, il devient important pour les syste`mes critiques de de´tecter
et de pre´venir la fuite d’information. La me´thode que nous proposons peut eˆtre
transforme´e en une solution a` ce proble`me. Deux solutions principales peuvent
eˆtre propose´es. La premie`re consiste a` auditer un syste`me pour savoir quelle taille
de police est la limite sous laquelle il est the´oriquement impossible d’extraire des
donne´es compromettantes. Une fois cette taille de caracte`re connue, il suffit de
configurer le syste`me d’information pour afficher des caracte`res plus petits que
la taille critique. Une deuxie`me possibilite´ est d’afficher une bannie`re connue sur
l’e´cran cible et d’attendre en permanence que cette bannie`re soit de´tecte´e. Si elle
est de´tecte´e, il y a un risque de compromission des donne´es traite´es par le SI et
un indicateur peut eˆtre leve´ pour eˆtre traite´ ulte´rieurement.
Dans la section 4.2, les re´sultats du re´seau Mask R-CNN sont pre´sente´s
lorsqu’il est applique´ a` la re´cupe´ration de caracte`res individuels et inde´pendants.
Pour utiliser la me´thode propose´e a` des fins de protection, il est inte´ressant de
chercher des mots dans le signal qui fuite. Dans ce sens, un me´canisme simple
a e´te´ mis en place. Tout d’abord, Mask-RCNN est applique´ pour intercepter
les donne´es et fournir une liste de caracte`res inde´pendants avec leurs bounding
boxes. Cette liste de caracte`res est ensuite explore´e afin de rechercher des mots
d’alerte code´s en dur. Comme la me´thode ne re´cupe`re pas tous les caracte`res,
un rapport arbitraire de caracte`res reconnus ne´cessaires pour conside´rer un mot
comme de´tecte´ a e´te´ de´fini. Ce rapport est fixe´ a` 80% et peut eˆtre change´ facile-
ment pour renforcer ou re´duire le taux d’alerte. De plus, une ve´rification est faite
pour s’assurer que tous les caracte`res d’un mot sont de´tecte´s sur la meˆme ligne.
En effet, les bannie`res de se´curite´ sont toujours imprime´es sur une meˆme ligne
d’un document.
Comme Mask R-CNN re´cupe`re les caracte`res du jeu de donne´es de test avec
un score de 83% en utilisant une police supe´rieure a` 34 (Figure 6), ce me´canisme
d’extraction de mots peut assurer la leve´e d’une alerte de de´tection de mot dans
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Fig. 6. Nombre de caracte`res extraits par Mask R-CNN en fonction de la taille des
caracte`res. 83% des caracte`res de taille supe´rieure a` 34 Pt sont correctement extraits
(zone entre les deux lignes verticales vertes).
la plus part des cas. En effet, si 80% d’un mot est ne´cessaire pour le conside´rer
comme de´tecte´ et que le Mask R-CNN extrait 83% des caracte`res, la de´tection
est proche de certaine. Une fois le mot de´tecte´, un message d’alerte peut eˆtre
e´mis. Par exemple, dans la Figure 7, le mot ”CONFIDENTIAL” est de´tecte´ et
un message d’alerte est affiche´ a` l’e´cran pour avertir l’utilisateur d’une e´ventuelle
fuite de donne´es.
5.3 Extensions Possibles
La me´thode expose´e pre´sente un F-Score supe´rieur a` 0,6 sur un jeu de test con-
tenant 12563 patchs. Ce jeu de test pre´sente plusieurs types de variabilite´ obtenus
directement a` partir de signaux re´els intercepte´s. Le jeu d’entraˆınement contient
lui 98722 patchs et est compose´ d’e´chantillons bruts et augmente´s. En ce qui con-
cerne le processus de ge´ne´ration des jeux de donne´es, le nombre d’e´chantillons
d’entraˆınement repre´sente environ 5 000 interceptions comple`tes d’e´cran. Le
bruit traite´ e´tant complexe, il est envisageable d’ame´liorer les re´sultats en e´largi-
ssant le jeu de donne´es d’entraˆınement et en introduisant plus de variabilite´ pour
ame´liorer la couverture de l’espace d’entre´e. Une autre perspective d’ame´lioration
est l’inte´gration d’un re´seau de proposition de re´gions voisines. Pour chaque ROI
de´tecte´e, ce re´seau proposerait deux voisins (gauche et droite) pour ajouter du
contexte aux de´cisions et rendrait possible l’utilisation d’un mode`le linguistique
de type trigramme.
Le syste`me propose´ et son approche bout en bout permettant la de´tection
d’e´manations compromettantes sont ici base´s sur la reconnaissance de caracte`res.
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Fig. 7. Syste`me d’alerte propose´ : a) le syste`me a` prote´ger traite les donne´es sensibles
et affiche une bannie`re de´die´e indiquant ”CONFIDENTIAL” ; la SDR et l’ordinateur
hoˆte interceptent et rasterissent une e´manation compromettante (b) ; Mask R-CNN
de´bruite l’e´chantillon (c) et classifie les donne´es, de´clenchant une alerte car des donne´es
confidentielles sont de´tecte´es (d).
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Cette partie reconnaissance de caracte`res est re´alise´e par le bloc Mask R-CNN.
Mask R-CNN a e´te´ spe´cialise´ ici pour reconnaˆıtre des caracte`res mais il serait
possible d’e´tendre la me´thode a` d’autres motifs visuels en le re´-entraˆınant avec
une autre base de donne´es.
6 Conclusion
Ge´rer les donne´es tout en garantissant la confiance et la confidentialite´ est un
de´fi pour les concepteurs de syste`mes d’information. Nous pre´sentons dans cet
article comment la surface d’attaque d’une attaque par canal auxiliaire EM peut
eˆtre e´largie par l’introduction de l’apprentissage profond. Notre me´thode extrait
automatiquement plus de 57% d’une fuite d’information a` une distance de 10
me`tres. Nous proposons donc d’utiliser cette me´thode pour surveiller un syste`me
d’information de´ploye´ en temps re´el et de´tecter tout de´faut apparaissant sur le
syste`me. La proposition est imple´mente´e en logiciel et fonctionne sur un ordina-
teur avec GPU et un syste`me de SDR.
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