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As applications of materials continue to increase in complexity, there is a clear
needto quantitatively assess and optimize material performance in the presence
of uncertainties. Insufﬁcient knowledge of the physical phenomena at different
length scales, the lack of understanding of the way information propagates from
one length scale to another and the presence of inherent uncertainties leads to
material response that cannot be accurately predicted using deterministic mod-
els. In this work, a novel computational framework for uncertainty modeling
and design of complex systems is developed.
In the ﬁrst part of the thesis, computational tools for stochastic modeling of
material systems is discussed. Probability distribution functions (PDFs) provid-
ing a complete representation of microstructural variability is discussed. We
use the maximum entropy (MaxEnt) principle to compute a PDF of microstruc-
tures based on given information. Microstructural features are incorporated
into the maximum entropy framework using data obtained from experiments
or simulations. Microstructures are sampled from the computed MaxEnt PDF
using concepts from Gibbs sampling, computational geometry and voronoi-cell
tessellations. The MaxEnt technique is applied on a wide range of materials in-
cluding multi-phase and polycrystalline structures. These microstructures are
then interrogated in virtual deformation tests to compute the variability of non-
linear stress-strain curve, elastic moduli as well as fracture-initiation stress.In the second half, we explore the design of material systems in the presence
of uncertainties - both in input variables as well as design variables. The robust
design problem is posed as a stochastic optimization problem. The concept of
stochastic sensitivities is introduced and a stochastic gradient descent approach
is proposed to compute the optimal solutions. The sparse grid stochastic collo-
cation technique is utilized to accelerate computing the optimal stochastic solu-
tion. These techniques are used in conjunction with Finite Element techniques
for the simulation of physical phenomenon in material systems. The technique
is validated on stochastic inverse problems in thermal-diffusive systems and
problems involving ﬂow in porous media. Finally, examples on robust design
for large-deformation processes is discussed and scope for future work are dis-
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xviCHAPTER 1
INTRODUCTION
Development of new materials and the corresponding manufacturing pro-
cesses for advanced applications requires a signiﬁcant amount of expert knowl-
edge. The use of trial-and error design methodologies for such problems is both
time and cost ineffective. Insufﬁcient knowledge of the physical phenomena
at each length scale, the lack of understanding of the way information propa-
gates from one length scale to another and the presence of inherent uncertainties
leads to material response that cannot be accurately predicted using determin-
istic models. As applications of materials continue to increase in complexity,
there is a clear need to quantitatively assess and optimize material performance
in the presence of uncertainties. My PhD research is a ﬁrst step in addressing
some of the issues mentioned above and forms the basis for my future research.
The goal of my thesis is to develop an efﬁcient computational framework that
accounts for uncertainties and the inherently random nature of various complex
systems which will pave the way for robust control of such systems. Robust de-
sign in the current context implies design in the presence of uncertainties.
Computationalsimulationofengineeringprocessesinvolvesmodellingofarich
array of physical phenomena that occur at different length and time scales. Tra-
ditional discretization based methods often restrict the computation to a partic-
ular scale level e.g. molecular dynamics, ﬁnite-element method. Hence, there
has been an explosion in research to ﬁnd new multiscale methods that can tie
together simulation techniques that are optimal at different scale regimes, no-
table among them being [1, 2]. While a number of such multiscale techniques
are in vogue, a critical deﬁciency in these multiscale methods is the lack of un-
certainty modelling. Typically, the underlying physics in a multiscale process
1involves uncertainty at different length scales e.g. uncertainty in topology (mi-
crostructure grain shapes, sizes), uncertainty in process conditions (boundary
conditions, roughness) and uncertainty due to limitations of the computational
model (see Fig. 1.2). A more fundamental question in this context is how un-
certainty present in a particular length scale inﬂuences the physical phenomena
at another length scale. Any advance in multiscale methods thus requires a
fundamental characterization of uncertainty propagation. We will also need to
characterize and quantify as to how statistics evolve across length scales.
Forging 
velocity
Die/workpiece
friction
Die 
shape
Initial preform
shape
Uncertainty in 
constitutive 
relation Uncertainty in 
Texture
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grain sizes
Figure 1.1: A few of the numerous sources of uncertainties encountered
in materials processing. Process uncertainties include variabil-
ities in frictional/lubrication conditions, operating tempera-
ture/forging rates, etc. Material variabilities account for the
inherent heterogeneity of polycrystal materials and uncertainty
in the initial material state (e.g. due to unspeciﬁed prior ther-
mal treatment). Uncertainties introduced as part of the math-
ematical model are also numerous – constitutive law assump-
tions, representation of experimental response of the material,
etc. Finally, geometric uncertainty is important (variability in
preform shapes, dies and other tooling, etc.). Model uncertain-
ties introduced as a result of assumptions made regarding the
correlations between the design variables are also important.
For example, the randomness in the billet shape may play a
signiﬁcant role in the interface friction, but for simplicity it is
assumed that they are independent of each other. Finally, un-
certainties arising as a result of errors in legacy codes cannot be
neglected.
2Deterministic multiscale methods typically address problems involving
multiple levels of physical models and use multiple grids. Applications of
these ideas are found in many different areas, including coupling quantum
mechanics with molecular dynamics [3, 4, 5], coupling atomistics with contin-
uum theory [6, 7, 8, 9, 10, 11, 12], coupling kinetic theory with continuum the-
ory [13, 14, 15], coupling kinetic Monte Carlo methods with continuum theory
and homogenization theory [12, 16, 17, 18], and coarse-grained bifurcation anal-
ysis [19]. Some of the multiscale methods have combined operator upscaling
theory with techniques like VMS [20, 21, 22]. An effort to achieve a common
platform for developing multiscale methods was introduced as the heteroge-
neous multiscale method HMM in [23, 2]. In cases where the physics is gov-
erned by a single model e.g. PDE, a more sophisticated variational multiscale
method VMS [16, 24, 25] can be used. The philosophy of VMS and HMM is
to accurately capture the coarse scale by modeling the effect of ﬁne scales. The
techniques given here incorporate uncertainty and can be combined with such
multiscale frameworks to form a robust multiscale technique.
To motivate the problem, suppose we have a manufacturing process to forge
gears or connecting rods, say. We are interested in ensuring that the ﬁnal gear
is sturdy, has desirable strength and has uniform stresses throughout the gear
sample. Let us assume the material is a polycrystalline metal. There are a num-
ber of sources of uncertainties in such a problem: (i) macroscopic : forging ve-
locity, friction between workpiece and die, ambient conditions, initial shape of
workpiece and (ii) microscopic : geometry of microstructure, material proper-
ties across the workpiece (such as texture for a polycrystal), presence of voids
(its volume fraction) etc(ref. ﬁg. 1.1). One of the fundamental questions is: How
3do we model these sources of uncertainties? Can assumed models be used to ex-
plain all possible randomness? Suppose we are modeling uncertainty in forging
velocity, we may be justiﬁed in using a Gaussian model assuming that the mean
velocity is well known and there are ﬂuctuations about this mean due to small
vibrations in the machine (which is modeled as a standard deviation). However,
for modeling uncertainty in the geometry of microstructures or their material
properties, we need to justify the use of an appropriate and realistic stochastic
model. Hence, developing input stochastic models is a problem of fundament
interest, not just for polycrystalline materials but to model uncertainties in any
stochastic system. In addition to generating input stochastic models, the robust
design of complex systems pose some important questions such as: (i) How
to represent and quantify uncertainties? (ii) How to deﬁne stochastic sensitivi-
ties (in a gradient based optimization strategy)? (iii) Can existing deterministic
solvers be used for the design of such systems? and (iv) How to come up with
computationally efﬁcient tools for achieving the ﬁnal solution? The third ques-
tion is especially prominent since it will increase the outreach of the suggested
technique and bridge the gap between researchers working on developing new
physics and those developing tools to encounter uncertainties. Essentially, this
will mean that the stochastic simulator can be added on top of a black-box sim-
ulation model and this feature is called ”non-intrusiveness”. Additionally, with
the advent of machines with incredible processing speeds coupled with parallel
processing tools, it is incumbent upon the scientiﬁc community to explore the
gamut of complex problems that can be addressed now but was impossible to
solve earlier.
While the literature in the context of deterministic multiscaling has reached
4a rather mature level, it is surprising to note that the inclusion of randomness
and uncertainty in these simulations is severely under-emphasized. One critical
source of these uncertainties is in the assumption that experiments provide us
with deterministic values of problem parameters. This is quite a big assump-
tion due to two factors: (i) experiments themselves are prone to error and (ii)
lower the length-scale, parameters are uncontrollable and can vary across dif-
ferent experimental samples even at the same material point. This further leads
to questions on how uncertainty will propagate across length scales and how
do you account for uncontrollable sources of uncertainty. While this is a very
big research area and might require years of research, two critical questions will
be answered here: (a) How are uncertainty models obtained based on limited
experiments and (b) How do you design material systems in the presence of di-
verse sources of uncertainties.
One of the ﬁrst known and simplest techniques for uncertainty analy-
sis is the Monte-Carlo technique. While its implementation is quite simple,
the rate of convergence with respect to number of simulations is very slow.
Further, extensive research has been done on uncertainty quantiﬁcation tech-
niques like generalized polynomial chaos approach [26], support-space ap-
proach [27, 28], wavelet-based methods [29] for addressing diverse problems
in ﬂuid-ﬂow [26, 30, 31], transport phenomena [32] and other. These techniques
are affected by the curse of dimensionality [33]. Further, the equations are cou-
pled in nature for the spectral coefﬁcients and its implementation requires in-
trusion into the source deterministic code. Recently, researchers have come up
with the stochastic collocation technique which combines the advantages of the
Monte-Carlo and spectral schemes. This technique has the non-intrusive nature
5of Monte-Carlo technique while retaining the exponential convergence of spec-
tral schemes. The idea is quite simple - the unknown function is represented
as polynomials in the stochastic space using a set of pre-computed collocation
points. These provide speciﬁc error bounds on the computed stochastic solu-
tion. Though this has been used in the context of direct problems, it has not yet
been employed in the context of a design problem or inverse problem. Ideas
from the above-mentioned schemes are utilized in this work.
The organization of this thesis is as follows: In chapter 2, the principle of Max-
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Figure 1.2: A schematic of how uncertainty in the microscopic scales might
affect the macroscopic stress-strain response. The goal of the
current work is to ﬁnd if such uncertainty will be critical to real-
world components and to test how the inclusion of uncertainty
will affect their performance.
imum Entropy is introduced as a technique for stochastic modeling. This is
posed as an optimization problem and different techniques are discussed. Fi-
nally, a stabilized conjugate gradient based technique is proposed for the prob-
lem at hand. In chapter 3, the applications of the Maximum Entropy scheme
6is discussed with relevance to multiphase and polycrystalline microstructures.
Further, the homogenized stress-strain curves and stress to initiate fracture
are discussed. An information-learning approach to accelerate the process of
computing maximum-entropic solutions for in-situ monitoring is proposed.
In chapter 4, a stochastic-collocation based technique for robust design and
stochastic inverse problems is discussed. The stochastic space constructed is
data-driven. Convergence properties and error-bounds are also detailed. In
chapter 5, a suite of validation problems and the robust design problem is dis-
cussed. In chapter 6, conclusions based on the thesis-work is drawn and the
scope for future work is discussed.
7CHAPTER 2
STOCHASTIC MODELING - MAXIMUM ENTROPY TECHNIQUE
In this chapter, we provide the mathematical framework and algorithms that
will be utilized for constructing stochastic models for generic systems. Whilst
the algorithms and techniques detailed hold true for any generic system, we
discuss the techniques assuming the stochastic ﬁeld is for a microstructure. Of
course, this technique can be used for any other variable as long as its infor-
mation in incorporated into the algorithm. Another reason for choosing mi-
crostructures is that the information available in them is very complex to incor-
porate into optimization schemes, hence the extension to simpler problems will
be trivial. We ﬁrst discuss some previous literature work employing the maxi-
mum entropy(MaxEnt) technique for building stochastic models.
The applications of MaxEnt method for ill-posed inverse problems can be
found in many diverse ﬁelds. In [34], MaxEnt is used to translate sentences
from one language to another. Features extracted are context-sensitive words
from the language from which the translation occurs. For instance, one feature
that was utilized is the occurrences of left nouns. In yet another example [35],
MaxEnt principle is used for texture modeling. Herein, histograms of texture
images obtained after ﬁltering are used as features. Expected grain properties
are used to reconstruct the full distribution of grain size and shapes in [36]. An-
other application of MaxEnt has been in obtaining polygonal interpolants used
predominantly in ﬁnite elemets [37]. In all the above mentioned-examples, the
features from which the ﬁelds are reconstructed are drawn on the basis of their
importance in characterization of the respective models. The challenge in the
8afore-mentioned work lie in how to incorporate the particular set of features
and information representative of a particular problem in the stochastic model.
Herein, we primarily extract features that characterize microstructures and play
a signiﬁcant role in deﬁning and shaping their macro-properties (though the al-
gorithmic framework is generic for any stochastic model). Depending on the
class of microstructures to be reconstructed, features such as volume fractions,
correlation functions ,lineal path functions, grain sizes and orientation distribu-
tions are chosen [38].
The most fundamental quantity that we deﬁne for mathematical character-
ization of microstructures are their phase indicator functions. For a given real-
ization of the microstructure, the indicator function Ii(x;w) is used to represent
the presence of phase i at a point x in the problem domain [38] (w indicates the
current realization of the random process).
I
i(x) = 1;ifx 2 V
i
I
i(x) = 0;otherwise
V(i) representsthesub-domainswherephaseiispresent.
PN
i=1 Ii(x) = 1;8x, where
N denotes the number of phases. Hence, N-1 such Indicator ﬁelds are enough
to give a complete picture. This is very important for the class of multiphase
materials.
Microstructures are denoted as I (I standing for image). p(I) denotes the
probability of I being a microstructure sample, given the constraints. The fea-
tures of a microstructure are represented by fn(I) where n varies from 1;2; ;N,
N stands for the number of features that are matched. Mn denotes the prescribed
values of these features (or moments). E denotes the expectation operator and
9H denotes the entropy functional.
2.1 MaxEnt: an overview
Entropy, which is one of the fundamental measures for information quan-
tiﬁcation, was introduced by C.E.Shannon ([39]) in 1947. Mathematically
speaking, given a stochastic variable x which takes discrete values given by
x1; x2; x3;:::; xn, the informational entropy of x is given by
H(x) =  
n X
i=1
p(xi)log(p(xi)) (2.1)
The entropy of a continuous random variable is deﬁned analogously as:
H(x) =  
Z 1
 1
p(x)log(p(x))dx (2.2)
Following this mathematical quantiﬁcation of entropy, E.T.Jaynes introduced
the concept of Maximum Entropy (MaxEnt) in his revolutionary paper on Sta-
tistical Mechanics( [40] [41]). Suppose we have insufﬁcient knowledge about an
entity, MaxEnt provides a rationale to obtain the entire probabilistic variability
about the entity. The essence of MaxEnt can be summarized in the following
words:
The principle of maximum entropy(MaxEnt) states that amongst the probability
distributions that satisfy our incomplete information about the system, the probability
distribution that maximizes entropy is the least-biased estimate that can be made. It
agrees with everything that is known but carefully avoids anything that is unknown.
It is to be noted that the entropy function is convex and in an unconstrained
problem, it achieves the maximum when all the possible events are equiproba-
ble. This means that when we do not have any information about a system, the
10most unbiased prediction about the behaviour of the system is by assuming that
all possible outcomes are equiprobable. However, this fails to be the maximum
when we have some knowledge about the system. This knowledge is posed as a
constraint for the optimization problem. The distribution that is obtained hence
is the most uniform distribution possible while satisfying the constraints. Yet
another way to look at the MaxEnt method is as follows: The principle of max-
imum entropy(MaxEnt) states that amongst the probability distributions that satisfy
our incomplete information about the system, the probability distribution that mini-
mizes the kullback-liebler divergence with the uniform distribution is the least-biased
estimate that can be made.
Kullback-liebler(K.L) is a distance measure between two probability distribu-
tions. Minimizing the K.L. divergence is the same as maximizing the entropy
(uniformity) of a distribution. However, in this work, we resort to the original
method of maximizing the entropy.
2.2 MaxEnt as a constrained optimization problem
The MaxEnt formulation for the microstructure reconstruction problem is now
stated as follows.
Find:
p(I) = argmax
p
H(p)
H(p) = ( 
Z 1
 1
(p(I)logp(I)dI))
11with the given constraints
M1 = E(f1(I))
M2 = E(f2(I)) (2.3)
: : :
MN = E(fn(I))
A large number of optimization schemes have been proposed and discussed
for MaxEnt algorithms [42]. The type of algorithm is chosen so as to suit the
problem at hand. The traditional method for MaxEnt optimization is by uti-
lizing the method of lagrange multipliers [40]. In this method, the constraints
are imbibed into the objective function itself, each multiplied with its respective
lagrange multiplier.
C = H(p(I)) + 1(M1   E(f1(I)))
+2(M2   E(f2(I)))
+N(MN   E(fN(I))) (2.4)
A trivial step optimizing the cost function, C, gives the distribution p(I) in terms
of the lagrange parameters.
p(I) =
e 
P
n n fn(I)
R
e 
P
n n fn(I) (2.5)
The lagrange parameters are chosen so that they satisfy the given constraints.
When the number of constraints is small, the lagrange parameters can be it-
eratively varied (using simple gradient or Newton-Raphson scheme) to satisfy
the constraints. This method becomes computationally burdensome when the
numberofconstraintsbecomesigniﬁcantlylarge. Insuchcases, adualapproach
12[43] will be utilized whereby the problem is posed as an unconstrained opti-
mization problem in terms of the lagrange parameters.
Denoting
R
e 
P
n n fn(I) by Z, the dual optimization problem is : Find

 = argmin

 () (2.6)
 () = log(Z) +
X
n
nMn (2.7)
The function  () satisﬁes the following properties:
@ 
@i
=  E(fi) + Mi (2.8)
@2 
@2
i
= E(f
2
i )   (E(fi))
2 (2.9)
Hence, the optimum satisﬁes the constraints and is also a minima. This shows
that the dual problem is sufﬁcient for satisfying the constraints. However, a
stronger statement about the equality of the two methods can be made using
the Kuhn-Tucker theorem:
The maximum entropy model subject to constraints has the parametric form p(I)
where  can be inferred by minimizing the dual function  ().
Further,  () is smooth and convex in ([44]). A variety of optimization
schemes are available for ﬁnding the optimal  such as generalized iterative
scaling scheme [45], brown algorithm [46], gradient descent and conjugate gra-
dient algorithm.
The optimization algorithm that will be utilized here is motivated from the gra-
dient algorithms in [35, 47]. Gibbs sampling techniques will be used for gener-
ating samples from distributions [48, 35, 47]. However, updating schemes for
morphological features are incorporated into the algorithm which results in a
signiﬁcant reduction in computational time.
132.3 Stabilized conjugate gradient method
The optimization algorithm using the stabilized conjugate gradient method is
as follows:
1. Start from an initial guess of ;0 = 0 2 <m.
2. Obtain the Gradient of   at 0.
3. Set u0 =   5  (0).
4. Set v0=u0
5. Update the value of i+1 by minimizing   along the direction vi.
i+1 = minvii+1
6. Find ui+1 =   5 L(i+1)
7. Find the new conjugate direction (using a stabilized version of conjugate
gradients, [49]) as  =
(ui+1 ui):ui
ui:ui+jui+1:vij
vi+1 = ui+1 + vi
8. If 5 () is less than speciﬁed tolerance, stop. Otherwise go to step 5.
Brent’s method of line searching was employed by ﬁrst bracketing the minima
along the line between end points. Since the objective function at the subse-
quent iterative point depends on the previous point (explained later), the step
size cannot be arbitrarily large. Hence, a maximum step size is chosen depend-
ing on the speciﬁc problem that is solved. The presence of the stability term in
convergence properties is shown in ﬁgure 2.1. The computationally signiﬁcant
steps are evaluation of gradient of   and the line minimization algorithm. At
each instance of , the computation of   involves estimating the normalizing
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Figure 2.1: Convergence of the objective function (a) without stabilization
term (b) with stabilization. The convergence plot is shown for
the case of reconstruction of one-dimensional hard rods with
speciﬁed two-point probability functions.
function Z. Even considering a two-phase microstructure over a relatively small
64  64 grid, Z involves about 26464 operations which is prohibitively large for
solving using present-day computers. An importance sampling method is used
for ﬁnding the normalizing function at each iteration. At the start of the algo-
rithm, all conﬁgurations are equiprobable. This is because the ’s are 0 which
corresponds to the case when no constraints are imposed on the problem. When
no constraints are provided about a system, MaxEnt chooses the most uniform
distribution which is the equiprobable distribution. Further, note that the fol-
lowing holds for the partition function:
Z(
i+1) =
R
e
 
P
n i+1
n fn(I)dI
=
R e 
P
n i+1
n fn(I)
e 
P
n i
n fn(I) pi
n(I)ZdI
Z(
i+1) = Z
S
S X
s=1
e
 
P
n(i+1
n  i
n)fn(Is) (2.10)
where Is are generated from pi
n. Since the initial value of Z does not affect the
optima, a value of Z(0) = 1 was chosen (to ensure that Z always remains within
15the numeric range of normal computers). For computing the gradient, E(fm) is
required. This can be computed in a similar fashion as follows:
E(fm) = 1
S
Z(i)
Z(i+1)

PS
s=1 fs(I)e
 
P
n(i+1
n  i
n)fs(I)
2.4 Gibbs sampler for objective function and gradient compu-
tation
GibbsSamplingAlgorithmwasemployedtosamplefromthegivendistribution
which is explained in detail in ([48]). The algorithm is used to obtain samples
from a known distribution. These samples can be used to evaluate the integrals
over the entire sample space using importance sampling methods.
The Gibbs Sampling Algorithm involves the following steps:
1. Given Is, a point x is selected randomly under the uniform distribution.
2. Ix is drawn from the conditional probability ps(Ix=I x) where Ix is the value
of Is
x at x and I x denotes the indicator functions Is at the rest of the loca-
tions (at all points y 2 D , x).
3. The indicator functions are updated as Is+1
x = Ix and Is+1
 x = Is
 x.
4. Update s = s + 1 and go to step 1.
The analagous energy function for the Gibbs distribution in our case is
P
m mgm.
The 0s can be viewed as shape temperatures in tune with their deﬁnition in
statistical mechanics.
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Figure 2.2: The entropy function variation during a typical MaxEnt algo-
rithm. The entropy function plotted here is for the case of func-
tionally graded materials that is discussed in the section on
numerical examples. The plot is shown for the case of one-
dimensional hard rods reconstructed using two-point proba-
bility functions.
We use the updation algorithm given in [50]. Further details are provided in
the next chapter. A sample of the variation of entropy during the algorithm is
provided in ﬁgure 2.2.
2.5 MaxEnt versus stochastic optimization scheme
Some previous research work has been done in the literature for reconstruct-
ing microstructures from limited descriptors using the stochastic optimization
method[51,38]. Weﬁnditnecessaryandpertinenttohaveadiscussioncompar-
ing MaxEnt with this scheme. In this section, we sketch the fundamental differ-
ence between these two methods and detail the advantages and shortcomings
of the current method.
In stochastic optimization, a random microstructure is chosen as the starting
conﬁguration. The deviation of features (volume fraction, two-point correlation
17etc) of this microstructure from the speciﬁed feature is computed and termed
error. Pixels are randomly picked and assigned phase values so that this error
is minimized. This method assumes that the given constraints are exact and
tries as much as possible to attain conﬁgurations that satisfy the constraints.
In MaxEnt, the constraints are viewed as expectations over a sufﬁciently large
number of samples. Hence, the microstructure samples generated will have
ensemble properties that match the given constraints. This is more compatible
with the random nature of microstructures since only the expected values can
be assumed in a practical situation where we wish to generate microstructures
with given properties.
For illustrating the difference, consider the trivial example of reconstructing
two-phase microstructures on a 1616 grid that have a volume fraction of 0:5 of
phase 1. Stochastic optimization scheme converges to the set of microstructures
on the grid that have 128 pixels as phase 1(exactly half the amount). All such
conﬁgurations are equiprobable. No other conﬁgurations are accepted. On the
other hand, the MaxEnt scheme produces microstructures that are obtained by
sampling from a distribution of [0:50:5] at each pixel. Hence, using the Max-
Ent scheme, the microstructures are realizations of a pdf and they are drawn as
such. This distribution of samples from an underlying pdf is important for the
following reasons:
² The main reason for quantifying uncertainty at the micro-scale is to obtain
the statistics of material properties at the macro-scale. This uncertainty,
in turn, has an effect on the design of macro-components with speciﬁc
performance criterion.
18² Stochastic optimization assumes only microstructures that satisfy the
given constraint. However, in practical situations, constraints cannot be
deterministically obtained and the MaxEnt scheme accommodates this sit-
uation too.
Yet, the method is not without drawbacks. It is more computationally burden-
some than the stochastic optimization method. In situations where statistics
higher than the mean do not make a signiﬁcant difference in the performance of
the sample, the extra computational effort is deemed wasted.
2.5.1 MaxEnt: A statistical viewpoint
The problem of computing a probability distribution p(x) given the con-
straints in Eq. (2.3) is ill-posed. MaxEnt is a technique that is able to establish
a unique PDF p(x) that satisﬁes the given information. The maximum entropy
technique makes the problem well-posed by imposing additional restrictions
on the computed PDF. Utilizing the microstructural features such as grain sizes
and ODFs (fi), the PDF that is obtained using the MaxEnt technique is of the
following form [35]:
p
(x) =
e 
PN
n=1 n fn(x)
R
e 
PN
n=1 n fn(x)dx
(2.11)
where i represent the Lagrange multipliers that account for the N system con-
straints. This exponential form as seen in Eq. (2.11) is a central concept in the
MaxEnt formalism. It is the logarithmic term in the deﬁnition of information
measure of a distribution that manifests itself as the derived exponential dis-
tribution for p(x). The Lagrange-multipliers introduced in Eq. (2.11) form the
19sufﬁcient statistic set of the N-parameter exponential family. Availability of suf-
ﬁcient statistics implies that the PDF is uniquely known [52]. For instance, mean
and variance form the sufﬁcient statistic for a Gaussian distribution. We note
here that the problem of ill-posedness is effectively countered since the infor-
mation about the sufﬁcient statistics is available.
The N-parameter exponential distribution in Eq. (2.11) is commonly seen
in diverse ﬁelds with the Poisson and Gaussian distributions representing the
one- and two-parameter exponential families, respectively. However, we em-
phasize that this work deals with high-dimensional complex microstructures
whose PDF cannot be written in such mathematically simple form. Only sam-
ples from these distributions can be drawn.
2.6 Summary
In this chapter, a stabilized conjugate gradient based technique for stochas-
tic modeling using the MaxEnt scheme has been detailed. The constrained
convex optimization problem (for maximizing entropy) was converted into an
unconstrained problem using Lagrange Multipliers. The dual objective func-
tion and its gradients are computed using the Gibbs sampling technique. The
Polak-Ribiere based conjugate-direction update is used to compute the optimal
Maximum-Entropic solution.
20CHAPTER 3
STOCHASTIC MODELING OF MULTIPHASE AND POLYCRYSTALLINE
MICROSTRUCTURES
In this chapter, we show the utility of the MaxEnt algorithm for constructing
stochastic models of multi-phase as well as polycrystalline microstructures. The
physical basis of a material’s mechanical response stems from its microstruc-
tures and features at lower scales. We show how randomness in material behav-
ior can originate from randomness in microstructural features. Concepts from
the ﬁelds of computational geometry, information theory and optimization are
utilized to construct a probability distribution of microstructures that satisfy
the given information about the microstructure. Statistics of material properties
are then extracted by interrogating sample microstructures obtained from the
resultant probability distribution function (PDF). These property statistics are
important because they give a numerical estimate of how poorly the material
may perform when subjected to extremal conditions.
Some important concerns which are addressed in this chapter are: (i) how to
quantify uncertainties in the micro-scale based on limited observable behavior
at the macroscale, (ii) how to model microstructures and obtain microstructural
samples incorporating diverse sources of uncertainties, and (iii) how to obtain
statistics of homogenized plastic properties as well as fracture based properties
from this statistical description of microstructures.
213.1 Reconstructing multiphase microstructures
3.1.1 Microstructural features
We ﬁrst quantify the morphological features that will be used to represent mul-
tiphase microstructures. The following are some commonly used characteristics
(refer ﬁgure 3.1):
1. Two point correlation function: This is the expectation that end points of a
line of ﬁxed length lie in a given phase.
2. n-pointcorrelationfunctions: Thisisanextensionofthepreviousfunction.
It is the expectation that n points with speciﬁed distances lie in a given
phase.
3. Surface correlation functions: They contain information about interfaces
in the medium.
4. Lineal path functions: They contain information about connectivity of the
medium. Theyquantify theexpectationvalue thataline segmentoflength
r lies wholly inside a given phase.
Similarly, we deﬁne the class of polycrystal microstructures using (a) lower-
order moments of grain sizes and (b) orientation of individual grains. For realis-
tic representation of input microstructures driving our computation examples,
unless the micorstructural features have analytical description, we utilize either
experimental samples or mimic them using phase ﬁeld simulations.
22r
r
r
z
S2(r)
L(z)
FSS(r)
FSV(r)
Figure 3.1: Various characteristics for determining microstructures are de-
picted. The symbols stand for: L: lineal path, S 2: two
point correlation,FSV: surface-volume correlation,FSS: surface-
surface correlation.
3.1.2 Updating features during MaxEnt algorithm
Though the generic mathematical framework was detailed in the last chapter,
we omitted the scheme for updating microstructural features (needed in Gibbs
sampler) which is problem-speciﬁc. Employing this technique, each additional
microstructure sample is obtained by updating the previous microstructure
rather than starting from scratch. For two-point correlation functions, we use
the updating algorithm given in [50]. We extend it to other correlation functions
such as lineal path function as shown below.
Lineal path function is deﬁned as: Li(r) = E(Ii(x)Ii(x+n1)Ii(x+r)). Here n1
denotes a unit step in the direction speciﬁed by r. This is computed for the orig-
inal image. During Gibb’s sampling algorithm, pixels are continually updated
and it is desired to compute the updated lineal path functions. The scheme for
updating is derived as follows:
Step 1.L(r) = 1
V
R
Ii(x)Ii(x + n)Ii(x + r)dx
23Step 2. Replace Ii(x) with Ii(x)+a(x  x0) where the pixel at x’ is being updated.
Step 3. Plugging this form into the integral for each of the points x; x+n; ; x+r,
we obtain the following form:
Lnew(r) = L(r)
+
a
V
((I
i(x
0 + n)I
i(x
0 + 2n)I
i(x
0 + r))
+I
i(x
0   n)I
i(x
0 + n)I
i(x
0 + (M   1)n)
+
: : :
+I
i(x
0   Mn)I
i(x
0   (M   1)n)I
i(x
0   n))
+(r)[(I
i(x
0) + a)
M+1   I
i(x
0)
M+1   a(M + 1)I
i(x)
M]
3.1.3 Elastic properties and their statistics
A ﬁnite element scheme is used for computing the homogenized elastic proper-
ties of the microstructure. Since the input microstructure is pixel based, it is con-
venient to have each pixel as an element with a phase being attributed to it. The
ﬁnite element program takes as input the pixel based microstructure and elastic
properties of each phase that occurs in the microstructure. The ﬁnal outcome
is the effective elastic property that the microstructure exhibits. The common
methods employed to ﬁnd the effective elastic properties are as follows:
1. EnergyMethods: Herethetotalenergyperunitvolumeforthemicrostruc-
ture is computed. This is equated with the effective energy of an equiva-
lent homogeneous medium with uniform properties.
En =
1
2
EC
ef f
 E (3.1)
24where En is the total energy computed by techniques such as ﬁnite ele-
ments/ﬁnite difference and C
ef f
 denoted effective properties.
2. Another way to compute the same is by using stress averaging methods.
Here the expression for average value of stress is given by
<  >= C
ef f
 E (3.2)
The method that is used here works by the ﬁnite element method on a pixel
based mesh. A variational approach is used, whereby, for a given microstruc-
ture subject to external strain, the ﬁnal elastic displacement distribution is ob-
tained such that the total energy stored is minimized, or the gradient of the elas-
ticenergywith respectto the displacementis zero. Further details of themethod
employed are given in [53]. The microstructure samples that are generated us-
ing the Gibbs sampling technique are subjected to FEM analysis to estimate the
effective properties. Finally, the pdf of the number of samples occurring within
each zone of elastic moduli is plotted as a histogram.
In order to test the method, samples of microstructure are generated and it
is ensured that they are within property bounds predicted using the Hashin-
Shtrikman bound [54] theory. Variational principles employing the effective
energy functional are utilized in this regard. Two classical methods, one em-
ploying minimum potential energy principle and the other utilizing minimum
complementary energy principle are utilized to construct the bounds on effec-
tive properties. In the ﬁrst principle, trial strain ﬁelds which satisfy the effective
strain ﬁelds of the specimen is constructed. In contrast, the second principle uti-
lizes trial stress ﬁelds which are equivalent to the effective stress ﬁelds. Various
samples generated are checked to be within the bounds predicted by the theory.
253.1.4 Stochastic modeling of one-dimensional hard-rods
This example is chosen to illustrate the effects of incorporating higher order
information about the microstructure on property statistics. Analytical expres-
sions are available for two-point and lineal path correlation functions of 1d hard
rod structures [38]. Two means of reconstructions are considered in this sec-
tion: (i) Reconstructing hard-rods from two-point correlation functions alone
(ii) Reconstructing hard-rods from two-point and lineal path functions. Lineal
path functions incorporate connectivity data that is absent in the ﬁrst instance.
Hence, the information provided in case (ii) determines the 1-d hard rod struc-
tures more accurately. The two-point correlations are characterized by the fol-
lowing equation:
S
2(r) = 1   2  2 +
jr=dj X
g=0
(1   2)
e (r=d a)
g!
  r
d   g
a
!g
The connectivity data for 1d hard rods is incorporated using the following lineal
path function:
L
2(r) = 2  (1   r=d)ifr <= d
= 0;otherwise (3.3)
The MaxEnt scheme that was explicated is applied to this problem and samples
characterizing the distribution with maximum entropy obtained. For the case
of two-point probability functions alone, the maximum line search parameter
in bracketing for the Brent’s line search was taken to be 25 whereas for the case
where lineal path function is used, the value is taken to be 10. The values were
chosen by trial and error to ensure that the rate of convergence is not very slow
while the noise effects do not become rampant. For both cases, 30 gibbs itera-
tions were performed on each pixel of the microstructure sequentially. Samples
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Figure 3.2: (a) Samples of 1d hard rod microstructures generated from the
MaxEnt distribution using two-point correlation functions (b)
Statistics of elastic properties computed using FEM for sam-
ples generated as in (a).The dotted lines show the Hashin-
Shtrikman bounds for the problem.
of 1d hard rods hence obtained and their property statistics are shown in ﬁg-
ures 3.2 and 3.3. The statistics of properties clearly shows that in the case
of incorporating more amount of information (connectivity information in the
form of lineal path functions), the statistics are more sharp indicating that the
class of microstructures satisfying this condition is more well-deﬁned. In the
former case, the given information is highly insufﬁcient and that is manifested
in the form of a signiﬁcant variation of property statistics. Further, the extreme
values of the properties (bounds) obtained using Hashin-Shtrikman principle
[54] are shown as dotted lines.
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Figure 3.3: (a) Samples of 1d hard rod microstructures generated from
the MaxEnt distribution using two-point probability and lin-
eal path functions (b) Statistics of elastic properties computed
using FEM for samples generated as in (a). The dotted lines
show the Hashin-Shtrikman bounds for the problem.
3.1.5 Reconstructing porous microstructures
This example deals with materials having short range order([51]). To illustrate
the practical signiﬁcance of such correlation functions, the interparticle inter-
action between ﬂuid particles may be considered. Herein, we assume that the
reconstructed microstructures are isotropic and homogeneous, that is, the cor-
relation functions are independent of the direction and are identical throughout
the microstructural domain. Some examples of such materials include porous
media, randomly polymerized plastics, and glasses. Our aim is to reconstruct
these materials from their two-point correlation functions.
S 2(r) = 
2
2 + 12e
  r
ro sin(kr)
kr
(3.4)
ro is called the correlation length and controls the correlation distance. Also,
k = 2
ao where ao controls the oscillations of the correlation function. Various cor-
relation lengths are modelled by a simple variation of the r0 parameter. A grid
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Figure 3.4: (a) Samples of porous microstructures generated from the
MaxEnt distribution using two-point probability functions (b)
Statistics of elastic properties computed using FEM for samples
generated as in (a)
size of 32x32 was chosen for this problem. Initial values of lagrange parameters
were taken to be equal to 0 and a maximum line search coefﬁcient was set to
be 25 in the bracketing stage of brent’s line search algorithm. The value was
chosen iteratively so that convergence is not too slow while ensuring that the
noise effects do not become rampant. Sequentially through each pixel of the
microstructure, 75 Gibbs iterations were performed and it was ensured that the
relevant statistics of the ensemble of microstructures have attained equilibrium
(they do not change with increase in Gibbs iterations). Figure 3.4 shows some
samples of porous materials with short range order that are reconstructed us-
ing the MaxEnt scheme. The elastic property statistics and the bounds in elastic
properties obtained using the Hashin-Shtrikman principle are also depicted.
293.2 Reconstructing polycrystal microstructures:
3.2.1 Features of polycrystalline microstructures
In this section, we will emphasize schemes to incorporate polycrystalline fea-
tures - namely grain size and orientation distribution function which play a key
role in characterizing the plastic properties of a material [55]. Expected val-
ues and lower moments of grain sizes can be readily inferred from experimen-
tal samples by using the calliper diameter or Heyn intercept measures. In the
Heyns intercept method [56], a network of parallel equidistant lines of known
length are placed over the microstructure image over several orientations and
the number of grain boundary intersections with each test line is measured.
Histograms of the intercept length distribution (mean intercept length versus
number of test lines possessing the mean intercept length) are used as a fea-
ture parameter for the grain size distribution. The main task that we focus on
is two-fold: obtaining the distribution of grain sizes and then reconstructing
microstructures that satisfy this information. To make the problem computa-
tionally tractable, grains in the shape of regular polygons will only be consid-
ered. The task, once the distribution of grain sizes is obtained, is a classical
inverse topological problem: ﬁnd the arrangement of grains in a microstructure
wherein the grain sizes are sampled from the distribution obtained using Max-
Ent. The latter part is much more complex and challenging for the case of poly-
hedral microstructures since the task lies in selecting a set of voronoi centers,
the tessellation through which will satisfy the given grain size information. To
each grain, an orientation distribution function is attributed which is explained
in the sequel.
30The following are the steps that are followed in this regard:
² A set of samples of the desired microstructure is provided.
² Average and some lower moments of grain sizes are extracted from this
set depending upon the number of samples.
² Microstructures are constructed whose ensemble properties match the
given grain size information.
Grain sizes are inadequate to characterize the plastic properties of microstruc-
tures. This is because the textures play a major role in deciding how the material
behavesandtheirinformationhastobeincorporatedinthealgorithm. Expected
values of orientation distribution function are extracted for the microstructure.
To each grain of the microstructure that is present in the microstructure recon-
structed above, an ODF is attributed which is drawn from the MaxEnt distribu-
tion that satisﬁes the given ODF information.
First, the ODF is deﬁned as follows:
f(Q)dQ =
dV(Q)
V
(3.5)
This is similar to volume fraction except that the space is composed of orien-
tations. For this problem, the orientations will be directly sampled from this
orientation distribution function. Details of the algorithmic implementation are
similar to the previously explained MaxEnt methods. Further details about the
Gibbs sampling technique are provided in [57].
313.2.2 Parallel Gibbs sampling algorithm
The serial version of the Gibbs sampler starts from a random microstructure and
after a period known as burn-in, generates microstructures that are sampled
from PDFs of the form given in Eq. (2.11). Samples generated after the burn-in
period are accepted as microstructural samples from the desired distribution.
To reduce the computational cost, different initial random microstructural sam-
ples are used as input to the Gibbs sampling algorithm. Each randomly chosen
starting microstructure evolves via the Gibbs sampler to generate microstruc-
tural samples from PDFs of the form given in Eq. (2.11). In the Gibbs sampling
scheme, we start from a random microstructure Is and iteratively converge to
microstructures which are drawn from the MaxEnt distribution.
Since the ODF is represented as a high-dimensional random ﬁeld, a par-
allel Gibbs sampling algorithm is implemented for computing the PDF of ODFs
that is brieﬂy described next [58, 59]. Let Ifg denote the feature (orientation) of
the microstructure at a speciﬁc grain g. The microstructure is considered as an
aggregate of such grains. Since computing the MaxEnt PDF involves a signiﬁ-
cant cost in the evaluation of the denominator of Eq. (2.11) (partition function),
the Gibbs sampler constructs a conditional PDF based on the complete PDF
and samples, instead, from this conditional (step 2 below) [60]. Sampling from
this conditional PDF remains a trivial task by utilizing a quasi-random number
generator. A random number is selected and the grain orientations are chosen
based on the cumulative distribution function of the conditional distribution.
For textures, the parallel version of the Gibbs sampling algorithm for comput-
ing integrals over large-dimensional spaces involves the following steps:
321. Given Is, the starting microstructure, the grains present in each compute
processor i are denoted as gi1;gi2;:::;giG where the total number of grains
present is just number of processors  G. A random ODF is assigned to this
microstructure.
2. For each grain j in each of the processors i, sample at the next iterative
step (If
s+1
gij ) is drawn from the conditional probability p(If
s
gij=If
s
 g), where
If
s
gij is the value of the feature If
s at grain gij and If
s
 g denotes the value
of If
s at all other grains h such that h , gij. The conditionals are over the
microstructural features at the previous iterative point s, which is known.
These have an exponential form similar to Eq. (2.11). This step is executed
over all grains over all processors. Note that the ODF feature based on
which the orientations of grains are sampled remains constant in this step.
3. The updated microstructure image is deﬁned using the newly sampled
features If
s+1. The conditional probability distribution function will also
be updated based on these newly sampled features.
4. The value of s is incremented (s = s + 1) and we restart from step 2.
3.2.3 Input information
In instances where experimental microstructure images are unavailable, we uti-
lize the phase ﬁeld method to mimic experimentally obtained microstructures
using the grain growth and nucleation process. In a phase ﬁeld model, the
grain boundary is approximated as a diffuse-interface. At each point on the
microstructure, a ﬁnite number of phase ﬁeld variables are deﬁned. Inside each
grain, a single phase ﬁeld variable takes a value of 1 while all others are 0. Grain
33boundaries are regions where no phase ﬁeld variable takes a value of 1. Another
way of deﬁning a grain boundary is the set of regions where at least one phase
ﬁeld variable has a ﬁnite gradient. A phase ﬁeld simulation runs by initially
assigning a very small phase ﬁeld value to each point of the microstructure and
evolving these variables based on the physics of grain coarsening. In [61], a free
energy function modeling grain boundary migration with velocities dictated by
the mean curvature of grains has been used. The phase ﬁeld simulation was
computed here using the scheme explained in [62].
Let i, i = 1;:::;Q represent Q distinct phase ﬁeld variables. The ’s evolve
according to the Ginzburg-Landau equations which are given by:
di(r;t)
dt
=  Li(
dfo
di
  i 5
2 i);i = 1;2;:::;Q (3.6)
where Li are kinetic coefﬁcients that are related to the grain boundary mobility,
t is time and fo deﬁnes the total free energy that is given by,
fo(1;2;:::;Q) =
Q X
i=1
( 

2

2
i +

4

4
i) + 
Q X
i=1
Q X
j,i

2
i
2
j (3.7)
A ﬁnite difference scheme computed using ﬁrst-order neighbors is used to com-
pute 52()i and an explicit Euler scheme is used for discretizing the time evo-
lution of i. The initial values of i are randomly assigned between  0:001
and 0:001 which represents very low order parameters (indicating liquid state)
throughout the domain [62]. Due to this randomness, nucleation sites will be
random in nature.
In the examples considered, we utilized 60 phase ﬁeld variables on a 6464
64 grid. Since such a huge amount of data cannot be stored in a single compute
processor, the data was parallelized and only
PQ
i=1 2
i was stored in the master
34processor. An isotropic mobility of L = 1 is used. The values of other constants
that were utilized are:  = 1,  = 1,  = 1 and  = 2.
Further, for computation purposes, a parallel version of the algorithm is uti-
lized. Due to the large number of phase ﬁeld variables in the microstrcuture,
we utilized a combination of data parallelism and function parallelism tech-
niques. A grain boundary map resulting from phase ﬁeld simulations is shown
in Fig. 3.5.
Figure 3.5: Topological grain boundary map generated using phase-ﬁeld
simulation techniques. The variable on the ﬁgure represents
regions of space where at least one of the phase ﬁeld variables
has a gradient of 0.
The microstructures generated using the phase ﬁeld method were pro-
cessed to extract grain size information. For 3D microstructures used in this
work, the grain volume information was utilized. This can be trivially extracted
since we have information about each distinct grain over a ﬁnite grid. Based on
this extracted information, a distribution of grain sizes is constructed using the
MaxEnt principle.
353.2.4 Microstructure modeling
Techniques commonly used to represent microstructures are based on phase
ﬁeld, level set, pixel-based and voronoi tessellations [63, 64]. Herein, we uti-
lize the phase-ﬁeld microstructure representation for simulating microstruc-
tures that provide input constraints for the MaxEnt problem as discussed in the
previous section. We use voronoi-cell tessellations for modeling reconstructed
microstructures sampled from the MaxEnt distribution. Voronoi cell tessella-
tions of space, which are used to model microstructures, are constructed as fol-
lows: A set of generator points is chosen and a partition/tessellation of the 3D
space in which the microstructures are to be reconstructed is made based on this
generator set. If we have a set of generator points, say n1;n2;:::;np, the voronoi
cell tessellation attributes to each point in space, a point between 1 to p. A point
is assigned to the cell whose generator point is closest to this point.
The information about the voronoi cell microstructures is stored in the follow-
ing format. An array is used to store all the vertices that are present in the
microstructure. For representing the grains of the voronoi structure, a cell-list
representation is utilized. A cell-list representation comprises of an array with
varying number of columns for each row, each column denoting a vertex asso-
ciated with that grain. This is preferred since each grain has a different number
of vertices associated with it. Additionally, we store a matrix containing all the
voronoi cell surfaces, that is, the grain boundaries. This matrix comprises of the
four scalars corresponding to the representation of planes. This information is
essential to ensure non-duplication of grain boundaries, that is, when we math-
ematically represent two different cells we can check if a surface is duplicated.
Based on a convex hulling algorithm [65], bounding lower-order facets (grain
boundaries) are generated for each grain.
36Grains with very small volumes are identiﬁed and removed. As a ﬁrst
stage, all vertices that are within a small distance (1e   3) are grouped. Each
group is associated with an unique master vertex that will represent that group.
Then a search is made on all the cells of the microstructure. If a cell contains two
or more vertices that fall within the same group, the vertices are replaced with
the master vertex of that group. The remaining vertices are replaced with their
master nodes (if they are in some group). Using this method, the fundamental
property that the voronoi-tessellations ﬁll the entire space is not violated. This
also ensures that extremely small grains are removed to improve the feasibility
of properly meshing the microstructure.
Two popular schemes are available for the ﬁnite element modeling of the
microstructures: voxel based meshing (regular meshing) and tetrahedral mesh-
ing (free meshing). In this work, we rely on discretizing grain boundaries using
tetrahedral elements that ensure that each element lies entirely within a grain
by aligning the base of tetrahedrons with grain boundaries. However, the ele-
ments near the intersection of three grains are skewed since these elements are
dictated by the shape of corners. This results in poorly shaped elements in-
volving either very low or high angles. The skewness is increased in the high
deformation regime and may involve twisting of the grain over itself resulting
in an invalid mesh. This inefﬁciency is effectively countered with a small grain
being collapsed accommodated by the growth of its neighboring grains. The
basic tradeoff between meshing based on voxels and tetrahedrons lies in ac-
curacy versus model complexity. While in the former case the boundaries are
approximated using voxels which entirely lie within a grain, the latter case is
characterized by twist of tetrahedral elements which lie close to points where
three grains meet. We convert the tetrahedral mesh to a hexahedral mesh (di-
37viding each tetrahedron into four hexahedrons) for computing homogenized
properties of microstructures.
3.2.5 Techniques for 3D polycrystalline microstructure recon-
struction
We compute lower-order grain size moments (such as mean, variance etc.)
using a given set of microstructure samples that were here obtained from phase
ﬁeld simulations. Based on these, a PDF of grain sizes is computed using the
MaxEnt scheme. This PDF remains maximally random in microstructural di-
mensions (statistics) that were not provided about the system. To account for
uncertainty on the (unspeciﬁed) higher-order grain distribution moments, we
construct microstructural samples whose grain size distribution matches the
grain size distribution computed using MaxEnt. This reconstruction is made by
carefully choosing generator points of a voronoi-cell tessellation such that the
cell sizes match the grain size PDF computed using MaxEnt. For each voronoi-
cell tessellation, we compute its grain size features by discretizing it into voxels.
The number of voxels within each grain gives a measure of its volume. Details
of this scheme are provided below.
Let p(Gs) = argmaxpH(p) be the MaxEnt distribution computed from the
given lower-order moments of the grain size (Gs) distribution. Microstructure
voronoi-cell based samples are constructed from p(Gs) as follows:
381. The microstructural space is populated with points whose coordinates
are sampled using a quasi-random sequence (the Sobel sequence [66]).
This sequence ensures that newly sampled points maximally avoid the
points sampled before. The number of points is decided thus: Np =
size(domain)=E(Gs).
2. Each point is associated with a size that is drawn from the MaxEnt grain
size distribution. Spheres are constructed using the generated points as
centers. However, these spheres may overlap.
3. A forcing function is deﬁned to move these center points as follows:
F(i; j) = n(j;i)  (r(i) + r(j)   dis(i; j));
if r(i) + r(j) > dis(i; j)
F(i; j) = 0; otherwise
In the above equation, F(i; j) is the force exerted by point j on point i along
the direction n(j;i) which is along the line joining j to i. r(i) is the radius
associated with point i and dis(i; j) is the distance between points i and j.
4. After updating the points using the forcing function deﬁned above, a
voronoi cell tessellation is computed using these points as the voronoi
centers. The correlation coefﬁcient R between the grain size distribution
computed using MaxEnt and that computed from the voronoi cell tessel-
lation is evaluated. If Rcorr > Rcutof f, the algorithm is stopped. Otherwise,
we compute the new forcing terms and repeat the operation. For com-
puting different samples, different initial seeds are utilized for the Sobel
sequence.
Texture as a feature is slightly different from grain sizes and is a property
of the grains themselves. We impose orientations on the individual grains of
39microstructure samples computed from the MaxEnt grain size distribution. For
each microstructure sample that is obtained in voronoi-cell form, we impose an
orientation distribution that is sampled from a PDF of textures.
3.2.6 Homogenization scheme to compute stress-strain curves
We use polycrystal plasticity for computing the homogenized properties of
microstructures. The numerical homogenization used is based on Hill’s the-
orem which relates deformation at the macro-scale with deformation at the
boundaries of the microstructure [67]. Using a virtual work principle that re-
lates virtual displacements at the macro-scale with motion of the boundaries of
the microstructure, we establish a relationship between stresses at the macro-
scale and tractions at the boundaries of the microstructure. The constitutive
relationship for plasticity is based on evolution of slip systems in the polycrys-
talline material. A thermo-elastic-viscoplastic constitutive framework for the
response of single crystals is utilized in the homogenization model. In the ho-
mogenization technique, we account for the evolution of texture by solving the
ODF conservation equation. A fully-implicit Lagrangian ﬁnite element algo-
rithm for modelling microstructure evolution is utilized. The interested reader
is refered for more details to [68]. In the following examples, we virtually in-
terrogate microstructure samples from the MaxEnt distribution using tension
tests in order to compute the variability of the homogenized equivalent stress-
equivalent strain relation.
403.2.7 Microstructure reconstruction based on limited experi-
mental images
Figure 3.6: A polarized light micrograph of Aluminium alloy AA3302
600  600m2
In this example, we consider reconstruction of polyhedral microstructures.
An experimental image of Aluminum alloy is used to extract grain size infor-
mation(see Fig. 3.6). Using the average and variance of the grain size measure-
ments as constraints, MaxEnt distribution of grain sizes is obtained. Since eval-
uation of grain size is non-statistical, stabilization is not required and the con-
jugate directions conform with the well-known Polak-Ribiere formula. Brent’s
line search routine was utilized. A plot of the MaxEnt distribution is shown
in ﬁgure 3.7. Microstructures were randomly generated using voronoi tessella-
tions and those microstructures that have a correlation coefﬁcient (R2) of more
than 0.9 with the MaxEnt distribution were accepted. The MaxEnt distribution
for grain sizes and corresponding microstructure for some of the samples are
shown in 3.8. For the orientation properties, the constraint was chosen from
[69] wherein the ODF corresponds to microstructures obtained after pure shear
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Figure 3.7: The plot shows grain size distribution obtained using the Max-
Ent principle for an experimental Aluminium microstructure
specimen shown in the inset. Features extracted were the ex-
pected and variance of the grain sizes.
deformations. The MaxEnt ODF is obtained by constraining that the expected
orientations should match the given constraints. Orientations were chosen in
the euler angle space and further, orientations in two of the euler directions
were assumed to be ﬁxed (as in [69]). The ODF constraints and expected ODF
computed for a set of microstructures sampled from the MaxEnt distribution
are compared in 3.9. The original conjugate gradient algorithm employing the
Brent’s line search method was used with a maximum step size parameter of 10.
Samples from MaxEnt ODF were extracted and attributed to the grains obtained
in the previous case.
A set of microstructural samples were interrogated to obtain the ﬂow(plastic
equivalent-stress equivalent strain) curve. The full details of the method as well
as properties of individual crystals used are provided in [68]. With each associ-
ated sample, a ﬂow curve is generated and upper and lower bounds of the ﬂow
curve are obtained. The lack of sufﬁcient information about the microstructure
and its random nature resulted in bounds being developed rather than deter-
ministic properties. The property bounds for plastic properties are shown in
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Figure 3.8: (a) and (b) Samples of voronoi microstructures generated
which match the MaxEnt grain size distribution. The corre-
sponding voronoi cells generated are shown in the correspond-
ing ﬁgures below. The color intensities are used only to de-
pict the different grains. Since it is not possible to reconstruct
voronoi microstructures matching the MaxEnt distribution ex-
actly, distributions that have a correlation coefﬁcient, R2 > 0:9,
are accepted.
ﬁgure 3.10.
Distribution of fracture initiation stresses
Here, the software FRANK2D is utilized for computing stress to initiate fracture
in polycrystals. The virtual test that was performed is shown in Fig. 3.11. For
complete details of the fracture analysis, the reader is referred to [70]
By sampling microstructures from the maximum entropic distribution, a PDF
of the fracture initiation stresses is computed as shown in Fig. 3.12. This also
shows that the variance-to-mean ratio is much higher for fracture initiation
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Figure 3.9: (a) Orientation distribution function of a planar microstructure
that is given as the constraint. (b) Expected orientation distri-
bution function that is obtained from a set of microstructural
samples that have the maximum entropy. This resembles the
given ODF constraints very closely.
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Figure 3.10:The plot shows bounds on the equivalent-stress, equivalent
strain curves. These are the extreme values taken over a set of
samples which were interrogated independently .
stress (around80%) in contrast to homogenized stress-strain curves. The main
reason for such a behavior originates from the fact that the fracture initiation
stress is very local in nature and depends on how the grains are arranged in
the overall structure. However, the homogenized stress is an average over the
entire structure and hence, microscopic differences even out.
44Figure 3.11: A schematic of the tensile test to compute the fracture initia-
tion stress in polycrystal microstructures. Cohesive elements
are placed at all the grain boundaries and fracture is said to
initiate when one of the grain-boundary opens up.
3.2.8 Reconstruction using grain-size distribution - strong sam-
pling
Here, we compute variability in the stress-strain response of Aluminum poly-
crystals given: (i) a few (here 4) lower-order statistical moments of grain sizes
computed as averages over a limited number (here 5) of microstructural sam-
ples (here available through phase ﬁeld simulations, see Fig. 3.13) and (ii) aver-
age textural features available from a set of 25 samples. The number of samples
needed is higher for texture because grain orientations (ODFs) represent fea-
tures over a large dimensional space as compared to grain sizes. Sharp tex-
tures due to a process called oriented nucleation has been observed in Alu-
minum [71, 72] and used in this work as the given texture data. We simulate
textures in the Frank-Rodrigues space [73] using ODFs. An ODF is represented
in the Rodrigues space using a discrete set of 145 nodal values. The crystals
were taken to be 99:987% pure FCC-Aluminum and their stiffness tensor in the
crystal frame is given together with the saturation values of the slip system re-
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Figure 3.12: The plot shows a PDF of crack initiation stress using a PDF of
microstructures computed using the maximum entropy algo-
rithm. The variance-to-mean ration shows a very high value
of 80% and is signiﬁcantly bigger than the same ratio for ho-
mogenized stress-strain curves.
sistances and other material properties in [74]. Note that the randomness in the
input microstructrures is due to the random nucleation points used in generat-
ing them with the phase ﬁeld algorithm. The heuristic algorithm for generating
voronoi microstructures also employs a random set of seeding points (based on
the Sobel sequence) but these are rearranged based on the algorithm given in
Section 3 so that they match the information computed from phase ﬁeld simu-
lations.
The variability in the polycrystal response occurs due to randomness in
these two microstructural features - grain size and texture. Starting from a set
of 5 phase ﬁeld generated microstructures, we compute a few lower-order mo-
ments of grain sizes. Due to the small number of microstructure samples avail-
46Figure 3.13: Two out of the ﬁve samples of microstructures computed us-
ing phase ﬁeld technique that was used in problem 1.
able, the calculation of higher-order moments is not feasible. MaxEnt is thus
utilized to generate a distribution of microstructures that satisfy the given 4
moments while accounts for the uncertainty introduced from the lack of infor-
mation on higher-order moments. Once the MaxEnt distribution is computed,
the voronoi-cell microstructures whose grain size distribution matches the Max-
Ent PDF is reconstructed. Similarly, a PDF of ODFs based on an average value
of ODF is computed. We ﬁnally use homogenization techniques to compute
variability of plastic properties of Aluminum using samples computed from the
MaxEnt grain and texture PDFs.
In this problem, we extract the ﬁrst four moments of grain sizes. Grain
sizes are computed based on the volume of individual grains. Grain size distri-
bution of a microstructure is a function of how nucleation sites of grain growth
are distributed. The values of the ﬁrst four computed moments are as follows:
M1 = 0:39106e4; M2 = 0:26578e8; M3 = 0:21879e12; M4 = 0:200294e16. The values
were computed by measuring the four moments of each computed microstruc-
ture and taking their mean. The phase ﬁeld simulations that were utilized
in generating these microstructures utilized 60 different phase ﬁeld variables.
47The resultant grain size MaxEnt PDF is shown in Fig. 3.14. This PDF is com-
pared with a new Aluminum microstructure computed from the phase ﬁeld
simulations. The ﬁrst four moments of the microstructure were found to be
M1 = 0:37202e4; M2 = 0:26034e8; M3 = 0:21990e12; M4 = 0:20161e16. It is to be
noted that one voxel is approximately 12m in length. The comparison shows
that MaxEnt is able to capture randomness within the microstructures efﬁciently
and generate microstructure samples consistent with the information available
using phase ﬁeld simulations. The MaxEnt PDF accounts for unobserved in-
formation and is the most general mathematical form that can represent grain
sizes generated in this fashion. In addition, we show a comparison of utilizing
different number of input moments in computing the MaxEnt distribution and
the resultant plot is shown in Fig. 3.15.
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Figure 3.14: Computed grain size distribution using MaxEnt based on four
moments of grain sizes. This is compared with the grain size
distribution of a microstructure computed from phase ﬁeld
simulations.
We utilize the heuristic algorithm that is given in Section 3.2.5 to construct
voronoi-cell microstructures which match the MaxEnt grain size distribution.
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Figure 3.15: Comparison of MaxEnt PDF computed by incorporating dif-
ferent grain size moments from the phase ﬁeld microstruc-
tures.
The reconstructed microstructures correspond to a size of 60  60  60 voxels.
The reconstructed microstructures using a correlation coefﬁcient cutoff of 0:95
in the heuristic algorithm are depicted in Fig. 3.16. A check was made to ensure
that these statistical distributions are acceptable based on KL distance measure
between the PDFs. A low value of KL measure implies negligible distance be-
tween the distribution and this measure is quantiﬁed in Fig. 3.16 in terms of nats
(natural logarithmic measure).
On top of the topological uncertainty that was introduced from the grain
sizes, additional random dimensions are induced due to texture. Constraints
on the ODF computed are depicted in the left segment of Fig. 3.17. The con-
straint chosen is an ODF function representing sharp texture indicated by the
localization of intensities of orientations in the ﬁgure. The MaxEnt scheme is
utilized to construct a PDF of ODFs from the average ODF which is posed as
the constraint. This optimization scheme uses a parallel Gibbs sampling tech-
nique explained before. Each Gibbs sampling step involves 80 iterations (value
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Figure 3.16: (a,b) Comparison between grain size distribution of voronoi-
cell reconstructed microstructures with the MaxEnt distribu-
tion having the given correlation coefﬁcients. The corre-
sponding reconstructed microstructures are shown in (c) and
(d), respectively.
of s in the algorithm deﬁned in Section 2.3 is 80). Samples of reconstructed ODF
are also shown in Fig. 3.17. To each sample of microstructure reconstructed that
satisﬁes the MaxEnt grain size distribution, textures based on an ODF sample is
mapped. Orientations are assigned to individual grains based on the sampled
ODF.
A tension test with a strain rate of 0:01 per second was ﬁnally applied
on the microstructural specimens following our work in [68]. A statistical pop-
ulation of 45 different microstructural samples were computed from the Max-
Ent distribution and voronoi cell tessellations were used in representing the
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Figure 3.17: MaxEnt reconstructed samples of ODFs based on the given
ODF constraint shown on the left.
same. We ensured that a statistical set of 45 samples was sufﬁcient by perform-
ing a convergence test. We methodically increased the number of samples and
tested when the standard deviation due to a sequence of samples reaches a con-
stant value (Fig. 3.19). We note that the variations in the standard deviation
after a set of 35 specimens was quite small. The microstructures are discretized
with hexahedral elements using CUBIT [75]. A total of around 50000 elements
were utilized in the discretization process. The mean and standard deviation
of the equivalent stress-equivalent strain response are computed and plotted in
Fig. 3.18 for different number of statistical samples.
The information based on limited set of phase-ﬁeld simulations and ODFs
was inadequate to deﬁne an entire class of microstructures. To make this prob-
lem well-posed and to compute an unique PDF of microstructures, we used the
principle of maximum entropy. Additionally, based on the given limited infor-
mation, we were able to show how large the deviation in material properties
may be. Such variability has enormous practical applicability in predicting how
poorly the material may behave under adverse conditions.
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Figure 3.18: Mean and standard deviation of the homogenized stress-
straincurvescomputedusingastatisticalsetofdifferentnum-
ber of samples obtained from the combined grain/ODF Max-
Ent distribution.
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Figure 3.19: The ﬁgure shows plots of the standard deviation at two rep-
resentative points,A and B in the stress strain curve. After 35
samples, the plots show almost a constant trend.
3.2.9 Reconstruction using mean grain sizes - weak sampling
Theexampledetailedintheprevioussectionworkswellwhenweconsidervari-
ability in the grain sizes within a microstructure. This problem deals with an
important question that remains unanswered: Suppose we are not interested
52in the microstructural details per se, (i.e.) the physical phenomenon that we
model does not depend on the sizes of individual grains as such but only on
the mean grain size feature. Literature is replete with many instances of phe-
nomenon such as Hall-Petch effect that depend only on the mean grain size.
In such a situation, the variability of grain sizes within a microstructure be-
comes superﬁcial since clearly, different distributions may represent the same
mean grain size. Hence, we extract a different feature which quantiﬁes how
mean grain sizes vary across different samples. More speciﬁcally, in the previ-
ous problem grain size distribution was used as a characteristic to deﬁne a class
of microstructures. In this problem, we will use mean grain sizes to characterize
the class of microstructures. Statistics of grain sizes higher than the mean are
not utilized in this example. The MaxEnt distribution is deﬁned over a set of
microstructures, each characterized by its mean PDF. There does not exist any
physical relation with the previous problem. While the former problem em-
phasizes variability within a microstructure, the latter stresses variability across
microstructures. Hence, these two complement each other well. In this prob-
lem, correlations of the PDF corresponds to correlation between microstructure
and not between the grain sizes within a microstructure. Potential applications
of this example relates to predicting statistical behavior of random polycrystals
where the behavior is a function of mean grain sizes. In instances where we
characterize a microstructure using its mean grain size, the expectation value is
deﬁned over a set of microstructures as follows:
E(f(I)) =
1
N
N X
i=1
f(Ii) (3.8)
where I denotes the space of microstructures. The deﬁnition of moments is not
across an ensemble of grains but across an ensemble of microstructures (see
Eq. 3.8).
53This problem is driven by variability in mean grain sizes of different given Alu-
minum microstructural samples. As in the previous section, the average texture
features given are assumed to be sharply oriented. The crystals properties for
FCC-Aluminium are again taken from [74]. We have employed the heuristic al-
gorithm detailed in the previous section for reconstructing microstructures. The
variability in mean grain sizes as well as textures are utilized to deﬁne a PDF of
microstructures. Based on samples from this PDF and using a rate-independent
homogenization scheme, we compute bounds in the plastic stress strain curve
of Aluminum.
Using ﬁve input microstructures generated (Fig. 3.13) from 3D-phase ﬁeld
simulations, we compute the expected grain sizes (volumes) of each microstruc-
ture. Lower moments until the fourth-order of these (mean) grain sizes are
extracted and a maximum entropic distribution is computed. These four mo-
ments(see Eq. 3.8) are: M1 = 3:9027e3; M2 = 1:5293e7; M3 = 6:0173e10;andM4 =
2:3771e14. A value of, say M3 = 6:0173e10, implies that if we choose an ensemble
of microstructures and compute the third power of its mean grain size, it will
have an average value of M3. We use just ﬁve input microstructures because,
in practice, it may prove expensive to compute experimental microstructures at
different material points. Hence, the input information relies only on the lim-
ited set of microstructural samples. The resultant distribution based on two,
three and four mean-grain size moments is depicted in Fig. 3.20. Each point
in the x   axis corresponds to a microstructure with the corresponding value
as the mean grain size. Hence, the PDF just represents the probabilities of the
corresponding microstructures.
The MaxEnt distribution was computed using the stabilized version of
54the conjugate gradient algorithm. The computed distribution again shows that
the reconstructed distribution tends to have less uncertainty associated with it
when the input information is increased. This is a direct consequence of the
method involved in computing the MaxEnt distribution. The starting point is
a uniform distribution. The ﬁnal PDF is the one that matches the given in-
formation and is ‘closest’ to the uniform distribution. The term ‘closest’ is
in terms of Kullback-Liebler divergence. The reason for the system to go to-
wards lesser uncertainty as we incorporate more moments is simple: Let ph be a
maximum-entropic PDF computed based on higher number of moments and pl
be a maximum-entropic PDF computed based on higher number of moments.
If H(ph) > H(pl), then ph has a higher entropy than pl while simultaneously sat-
isfying the information content using lesser grain size moments. This is a direct
contradiction to the fact that pl has the highest entropy amongst all PDF’s that
match lesser number of grain size moments since ph has a higher entropy while
belonging to that class. Due to this contradiction, the entropy of ph should be
lesser than that of pl. The computed distribution also shows that the random-
ness induced due to MaxEnt reduces as we incorporate more information about
the source of randomness (incorporated using higher moments). We compute
voronoi-cell microstructures which are sampled from the MaxEnt distribution
using the heuristic algorithm described earlier.
Further, samples from the tail of the MaxEnt distribution were computed
to obtain bounds on the plastic properties. Samples near the tails are computed
as follows: Start randomly sampling from the MaxEnt distribution till a sample
which falls outside the 95% conﬁdence region is reached. 95% conﬁdence re-
gion is the region where 95% of random samples are expected to lie and this is
distributed evenly on either side of the mean. This is accepted as a tail sample.
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Figure 3.20: A MaxEnt distribution of mean grain sizes based on inputs
from 3D phase-ﬁeld simulations.
We choose one tail sample from each extreme of the MaxEnt distribution. Each
sample computed from the PDF corresponds to a microstructure with the cor-
responding mean grain size. Some microstructures that were sampled from the
tail are shown in Fig. 3.21. These were meshed using the commercially available
software CUBIT using hexahedral meshes as shown in Fig. 3.22. Such a mesh
ensures that there is compatibility between neighboring grains, that is, the grain
boundary is not distorted as is the case in a pixel based meshing scheme. The
ODF that was attributed to each microstructure is sampled from the same dis-
tribution as that detailed in the earlier example.
Finally, a rate-independent homogenization method is utilized to com-
pute bounds of the non-linear plastic properties of the reconstructedmicrostruc-
tures based on a simple tension test using a strain rate of 0:01 per second.
Bounds in the properties based on a set of 25 samples are shown in Fig. 3.23.
Herein, we have discussed a scheme to compute variability across dif-
ferent microstructures. The variability results due to difference between mean
56Figure 3.21: Samples obtained at locations A and B of Fig. 3.20.
Figure 3.22: A sample hexahedral mesh of a sample microstructure ob-
tained from the MaxEnt distribution.
grain sizes of these microstructures. The distribution of microstructures is com-
puted using the MaxEnt principle due to availability of limited information.
Tails of this distribution correspond to extremes of mean grain size and were
crucial in deﬁning bounds on the material behavior of Aluminum polycrystals.
We also saw how the incorporation of different amounts of information resulted
in stricter bounds.
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Figure 3.23: Bounds of the material strength computed from microstruc-
tures sampled near the tail of MaxEnt distribution.
3.3 Information-theoretic learning
We are motivated by two important aspects in building an information learning
machine for microstructural systems: (i) How fast can a class of microstructures
be generated and (ii) Can microstructures be predicted on the ﬂy when given
some information. An answer to both these questions is guaranteed by devel-
opingalearningmachine, i.e. trainanon-linearmapperthatcanbeusedtostore
dataandpredicttheoutput(microstructureclass)whengivensomeinformation
(moments). However, there is a critical difference between the learning machine
that we develop and conventional learning machines such as neural networks.
The input to our system is deterministic (lower order moments) while the out-
put is a PDF (of the form given in Eq. (2.11)). Hence, a good performance mea-
sure of the learning tool cannot be made based on mean squared errors. Some
learning tools that use information-theoretic principles for training non-linear
mappers are given in [76] [77]. The optimization measure that we introduce
here is different from what has been used in the stated references but we were
58motivated by them.
Information learning uses two main entities by which to quantify its per-
formance: (a) entropy and (b) mutual information. To quantify the distance
between two PDFs, we utilize the Kullback-Leibler divergence measure which
is given for any two distributions f and g as [78]:
KL(fjjg) =
n X
i=1
f(xi)log
f(xi)
g(xi)
(3.9)
where n represents the number of possible events. This measure is always non-
negative and becomes zero only if f(xi) = g(xi) for all i. Mutual information is
deﬁned as its special case when f and g take speciﬁc form as depicted in the
following equation:
I(X1;X2) =
n X
i;j=1
fX1X2(x1i; x2j)log
fX1X2(x1i; x2j)
fX1(x1i)fX2(x2j)
Since we are interested in supervised learning (learning where we try to com-
pute exact values rather than classify the inputs), mutual information measure
gains additional signiﬁcance. The desired data is always quantiﬁed as a PDF.
We refer to the process of maximizing mutual information between predicted
and desired outputs as information ﬁltering. This is a natural extension to lin-
ear ﬁltering techniques such as the Weiner ﬁltering where the emphasis stops at
the second moment.
The ﬁrst stage of an information-learning algorithm is to generate a database
of input-output pairs that we are interested in [79]. Here, we depict as to how
MaxEnt distributions can be computed using an information learning approach.
We characterize the input as a 2-tuple (m,v) where m is a scalar that represents
the number of moments to be matched (maybe 2, 3, 4 or so on) and v is a vector
of size m that depicts the moment values. We ﬁrst train the learning machine
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Figure 3.24: Theﬁgureshowsaschematicoftheinformationlearningtech-
nique. A database comprising of MaxEnt optimized distribu-
tions is ﬁrst constructed. The weights and biases of the learn-
ing system are trained to predict the distributions given in the
data accurately. The computed learning system can then be
used to predict the MaxEnt distribution for any new set of
given constraints. For each value of m, we train a new sys-
tem.
whose performance is determined by the K.L. divergence between the distribu-
tion predicted by the machine versus the MaxEnt distribution. We run a set of 50
to 75 MaxEnt optimization problems and store the set of 2-tuples in a database.
Then we construct a learning machine as detailed previously where the goal is
to optimize the K.L. distance. A schematic of the same is shown in Fig. 3.24.
Mathematically, we pose the following learning problem:
min:V =
T X
i=1
KL(f(yi)jjg(˜ yi)) (3.10)
where T is the number of entries in the database that we want to train. For clar-
ity, we represent yk as the variables during the training stage of the information
learning machine. The PDF, f, is of the form
f(yi) = exp( 
N X
j=1
jy
j
i)=
n X
i=1
exp( 
N X
j=1
jy
j
i)
60while g is of the form,
g(yi) = exp( 
N X
j=1
ˆ jy
j
i)=
n X
i=1
exp( 
N X
j=1
ˆ jy
j
i)
’s are the data available in a database and correspond to the Lagrange mul-
tipliers computed using MaxEnt. ˆ ’s are those values which are predicted by the
information learning machine. Our task is to ensure that the Kullback-Liebler
divergence between the predicted and actual distribution is minimized.
In our information learning paradigm, the Lagrange multipliers ˆ  predicted
by the learning machine are given as:
ˆ  = W2tanh(W1M + b1) + b2 (3.11)
where M denotes the vector of input moments for the MaxEnt optimization
problem. We employ a back-propagation algorithm which requires the gradi-
ent of objective function with respect to the weights and biases. Using a simple
chain rule, we can decompose this task for example as:
@V
@W1
=
@V
@ˆ 
@ˆ 
@W1
(3.12)
However, the objective function can be written explicitly in terms of ˆ  as:
V =  
PT
k=1
PN
i=1[(ik   ˆ ik)M(xijik)
 log(Z(ik)) + log(Z(ˆ ik))]
where ik denotes the ith moment of the kth sample and Z(jt) =
Pn
i=1 exp( 
PN
j=1 jtx
j
i). Hence, its derivative is easily computed as:
@V
@ˆ ik
= E(x
ijik)   E(x
ijˆ ik) (3.13)
The gradients of ˆ  with respect to the weights and biases can be easily computed
as: (i) @
@W2 = tanh(W1M +b1) (ii) @ˆ 
@W1 = ( @ˆ 
@b1)M (iii) @ˆ 
@b1 = W2sech2(W1M +b1) and (iv)
@ˆ 
@b2 = 1.
61The back-propagation approach starts with an arbitrary weight/bias set (W1,
b1, W2 and b2) and converges towards actual values by using the following up-
dates:
W
i+1
1    W
i
1   
@V
@W1
W
i+1
2    W
i
2   
@V
@W2
b
i+1
1    b
i
1   
@V
@b1
b
i+1
2    b
i
2   
@V
@b2
The weights and biases are constantly updated until we reach a stage where the
K.L. divergence between the predicted distributions and the actual distributions
is very small (less than a pre-set tolerance).
A very commonly used optimization technique for training networks is the
Levenberg-Marquardt scheme (which is a second-order method). This is specif-
ically suited for problems involving mean square errors. This technique uses
only the Jacobian information (derivative of objective function with respect to
the weights) to train the network. However, we use the Kullback-Leibler diver-
gence measure as our objective function. In such a case, the update of weights
becomes W =  (J0) 1J where J0 is the derivative of the Jacobian matrix with
respect to W while J itself contains the derivatives of the objective function with
respect to W’s. Since the computation of J0’s may be computationally expensive,
we use a ﬁrst-order gradient descent method. We can also ensure stability by
carefully choosing learning rates of the gradient descent scheme. In the tech-
nique, the value of  is adaptively updated. Initially  is chosen as 0:01. If the
objective function decreases at the current iteration,  is increased 1:1 times and
if it increases, it is decreased by a factor of 0:7. In Fig. 3.25, we have shown the
convergence plots of the objective function for m = 3. Further, the time taken
62for computing the MaxEnt distribution using learning tool was of the order of
milli-seconds while it takes a few minutes to perform the optimization using
MaxEnt. This three-order improvement in computational complexity will be
extremely useful when extracting information and predicting microstructural
classes in-situ.
To test the optimization scheme, we run a sample problem initially. We
choose m = 3 and generate a database with 45 entries, each computed using
MaxEnt. The comparison of the deviation between predicted distribution at a
particular iteration and the distribution predicted using MaxEnt is compared.
It is apparent that once the network is trained, the distributions predicted us-
ing information learning and that computed using MaxEnt resemble each other
very well. Another test example with m = 4 was performed and the results are
plotted in Figs. 3.25, 3.26.
As an example problem, we create three databases. These databases com-
prise of the following information: m signifying the number of input moments,
v the values of each moment and , the Lagrange multipliers computed using
MaxEnt, which also parameterize the PDF computed using MaxEnt. The three
databases which we construct, D1, D2 and D3 have m values 2, 3 and 4, respec-
tively. To construct the database, we randomly generate microstructures which
have a mean grain volume between 350 to 600 voxels. This choice was rather
arbitrary and was selected to reduce the number of optimization problems to
be solved (each entry in the database is computed by solving an optimization
problem). Number of samples for each of the cases ranged between 50 to 75.
This method will work even if we consider a wider range in the ﬁrst step (say,
150 to 1000 voxels) and correspondingly increase the number of entries in the
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64database. It is important to note here that this method will not work for extrapo-
latory points. This is due to the fact that the Lagrange parameters computed us-
ing MaxEnt optimization need not vary smoothly between two selected points.
Hence, there maybe steep gradation in ’s outside the range of the database
which is not captured. Of course, there is a good chance that extrapolatory be-
havior may be captured in some situations but there is no guarantee that it will
do so. Another critical aspect is to note the training of network when consider-
ing different m values. The training parameters (weights and bias) will be dif-
ferent for different m’s even if some of these match. For instance, if D1 has some
speciﬁc ﬁrst two moments and if D2 has the same ﬁrst two moments but differs
only in the third moment, we cannot just update the parameters of the learning
network for D1. This is due to the fact that the Lagrange parameters do not
provide an estimate of the moments as such. Hence, we carry out the optimiza-
tion procedure chalked in the previous section for these three databases. Let us
call the trained network as L1, L2 and L3, respectively. The output predicted
using information learning using these three networks are shown in Fig. 3.27.
The moment values were taken from phase-ﬁeld simulation data and are also
shown in the ﬁgure. The ﬁrst two moments, 1 and 2 were used with L1, ﬁrst
three with L2 and so on.
3.4 Summary
In this chapter, some applications of the MaxEnt technique applied to multi-
phase as well polycrystalline materials. We validated the model by computing
a new experimental microstructure image and testing its features against the
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Figure 3.27: The ﬁgure shows a comparison between the distributions
computed from three different learning machines L1, L2 and
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Maximum entropic distribution. In addition, numerical examples were show-
cased to compute a probabilistic description of material properties. An infor-
mation learning algorithm using concepts from error entropies was further em-
ployed to accelerate the process of computing maximum-entropic distributions.
66CHAPTER 4
STOCHASTIC OPTIMIZATION - MATHEMATICAL DEVELOPMENTS
Thus far, we have detailed a technique for uncertainty modeling of material
systems. Now, we will move on to designing such systems in the presence of
uncertainties. In this context, we provide a generic framework for stochastic
optimization keeping in mind that such an algorithm can be used for stochas-
tic inverse and robust design problems. Stochastic optimization is the process
of computing certain parameters of a system when either these parameters
are random, some known properties of the system are random and/or when
measurement data are given in the form of a probability distribution function
(PDF). Many problems fall in this category including stochastic inverse prob-
lems where the emphasis is in computing PDFs of parameters when a PDF of
measurement data is provided. To simplify things, we will refer to stochastic
inverse problems frequently while keeping in mind that we are looking at the
general class of stochastic optimization problems. Stochastic inverse problems
are rife in the context of estimating boundary heat ﬂux and heat transfer coefﬁ-
cients from temperature measurements or computing initial concentration (con-
tamination source) proﬁles from concentration measurements at a later time.
The main goal of this work is to build an efﬁcient computational model that
can solve stochastic optimization problems. The transition from determinis-
tic optimization problems to stochastic optimization problems has its share of
problems and pitfalls - How will you ﬁnd descent directions at different itera-
tive stages in the algorithm (which will be stochastic) in a gradient-based op-
timization framework? How will the random dimensions be resolved - using
Monte-Carlo or more advanced techniques? The answers to these questions are
67quite pertinent with respect to computational efﬁciency as well as the amount of
coding required to overhaul existing deterministic solvers. To simplify the en-
suing discussion , we will be referring frequently to the Stochastic Inverse Heat
Conduction Problem (SIHCP) though the concept is by no means restricted to
this particular problem.
Deterministic techniques for inverse problems involving heat conduction
applications are detailed in [80]. In a practical situation where analytical esti-
mation of heat ﬂuxes is not possible, the problem of estimation of heat ﬂuxes is
posed as a inﬁnite-dimensional functional optimization problem. Numerically,
theheat ﬂuxis representedusing aﬁnite number ofparameters and theproblem
is posed as a ﬁnite dimensional optimization problem. Techniques using itera-
tive regularization schemes are discussed in [81, 82]. In [83], an adjoint based
approach is employed to compute PDFs of heat ﬂuxes based on PDFs of tem-
peratures. A polynomial chaos approach is employed to resolve the stochastic
dimensions present in the problem. In [84], a similar problem is resolved using
a Bayesian approach.
The simplest and most intuitive means to deal with randomness in the sys-
tem is the use of Monte-Carlo techniques - compute optimal parameters for
many deterministic realizations of the system and thereby, compute the PDF
of parameters. However, the convergence of Monte-Carlo schemes is extremely
slow and in systems where it is computationally expensive to obtain solutions
for deterministic algorithms, the task of stochastic optimization becomes in-
creasingly burdensome. The idea used herein is based on stochastic collocation
which carefully chooses realizations of the system where computations will be
made such that the convergence with respect to the number of stochastic dimen-
68sions is signiﬁcantly better than Monte-Carlo schemes. Further, this technique
relies on interpolating the unknown function in the stochastic space. The math-
ematical formalism for doing the same follows from the sparse-grid stochastic
collocation scheme [85].
We develop a generic mathematical framework incorporating the sparse-
grid collocation framework for solving high-dimensional SIHCPs. We motivate
the need for this method by highlighting the main drawbacks of the stochastic
adjointapproachin[83]-(a)inabilitytoperformwellunderincreasinglyhigher-
order of stochastic dimensions and (b) assumption that the data is provided
directly in the stochastic space rather than constructing this stochastic space.
In [83], evaluations of the temperatures done using the Generalized Polynomial
Chaos approach (GPCE) involves a set of coupled problems. To overcome this
disadvantage, a sparse grid stochastic collocation technique is utilized here [86]
wherein the direct problem is solved at speciﬁc collocation points in the stochas-
tic space. Each direct problem is decoupled and hence, computational complex-
ity is signiﬁcantly reduced. In addition, we develop a framework for computing
stochastic sensitivities from a series of deterministic sensitivity problems. This
is needed for computing stochastic gradients in the steepest gradient descent
scheme. In order to compute these, we derive a scheme where we only eval-
uate deterministic sensitivities at speciﬁc collocation points. Another distinct
advantage to using such an approach is the minimum coding effort to overhaul
existing deterministic solvers. Further, we develop a scheme for computing the
stochastic space representation of a function given its PDF.
It is important to discuss the situations where this approach will be useful
and where this cannot be used. To start with, we need to start with a PDF of data
69(i.e.) we are monitoring a system in which some source of randomness deems
physical data to be uncertain. In situations where the only source of random-
ness is the presence of uncertainties in the measurement device, we usually take
only one or limited measurements. In such situations, the concept of stochastic
sensitivities becomes non-physical and an overkill since the actual parameters
are deterministic. Yet, the concept of stochastic sensitivity serves as an useful
tool to obtain a quantitative assessment of the propagation of uncertainty from
the measurements to the parameters. It remains that the best use of the devel-
oped methodology will be achieved if a PDF of the data is available.
4.1 Mathematical preliminaries
We start with the mathematical notation used and preliminaries needed for the
subsequent analysis of the stochastic inverse problem of interest.
A probability space is speciﬁed as (
, F, P), where 
 is the sample space
of elementary events, F is the -algebra F  2
 and P is a probability mea-
sure. The -algebra consists of all allowed permutations of the basic outcomes
in 
 [87].
A discrete random variable is deﬁned as one that maps each point on the
sample space to a corresponding point on the real line according to the proba-
bility measure which takes values between 0 and 1. A continuous random vari-
able is deﬁned as one that maps each inﬁnitesimal region on the sample space
to a corresponding value on the real line according to a probability measure.
In short, a real-valued random variable X can be written as X : (
;F;P) 7! R.
For notational convenience, a random variable will be denoted as X(
) 7! R
70where 
 denotes (
, F, P). A space-time stochastic process will be represented
as w(x;t;) where x, t and  denoting dependence on space, time and the sample
space. In all subsequent references,  will be referred to as the random dimen-
sion.
To simplify the presentation herein, we use a stochastic inverse heat conduc-
tion problem (SIHCP) for introducing the solution methodology. Other stochas-
tic problems are introduced in the examples section in the next chapter. The
source of randomness considered in the SIHCP include the following:
² Uncertainties in boundary heat ﬂux: q(x;t) = g1(x;t;), where x 2 @Dd (the
boundary where heat ﬂux is speciﬁed), t 2 [0 T] and  2 
.
² Uncertainties in thermal conductivity for heat conduction problems:
k(x) = g2(x;), where x 2 D (the problem domain) and  2 
.
² Noise in the measuring sensor/device resulting in varying data at the
same sensor location and time when the experiment is repeated under oth-
erwise identical conditions.
The random boundary conditions and thermal property deﬁne a ﬁnite dimen-
sional random support space described by the truncated descriptor (random
vector)  (see also Section 4.3.1):
 = [
1;
2;:::;
N] : 
 ! R
N: (4.1)
Weusuallydenotetheapproximationsofthefunctionsg1 andg2 byg1(x;t;)and
g2(x;), respectively, where the dimensionality N of the stochastic support space
is chosen depending on the particular problem. Any ﬁeld variable associated
with heat conduction (e.g. the temperature or heat ﬂux ﬁelds) are deﬁned in
this stochastic support space.
71It is to be noted that herein, instead of dealing with PDFs directly, we use the
concept of stochastic spaces for numerical solution of the problems. Stochastic
space is the space of  = [1;2;:::;N] where i may represent either uniform or
normally distributed random variables. Any construct on the stochastic space
has an unique PDF associated with it. However, an arbitrary PDF may be as-
sociated with more than one stochastic space. The construction of stochastic
spaces from PDFs is the focus of the next section.
4.2 Stochastic data input model
Our interest is on inverse problems driven by random data. In the particular
case of the SIHCP, the data are assumed to be available as a PDF (e.g. temper-
ature at a given point in the domain). For experimentally driven data, one can
imagine a sequence of repeated experiments of the same heat conduction pro-
cess that due to the randomness in the heat ﬂux and/or conductivity generates
different realizations of the temperature ﬁeld that with some algebraic manipu-
lation is here expressed as a PDF.
Since the stochastic space is a mathematically convenient space for perform-
ing the task of stochastic optimization, we need to convert the available data as
a PDF to the stochastic space ﬁrst. This also helps in a compact representation
of the input PDF - input PDFs ideally require the values in a number of bins
to store information whilst the stochastic space can be represented using only a
limited set of coefﬁcients. For instance, the stochastic space for normal random
variables can be represented using two coefﬁcients - its mean and its standard
72deviation. In general, we assume that any arbitrary PDF can be represented us-
ing polynomials in the stochastic space. Unlike GPCE, the representation here
does not necessitate an assumption of orthogonality amongst the polynomials.
Nevertheless, we will use polynomials from the Askey family due to the conve-
nience in representing arbitrary combinations of polynomials therein.
Suppose that the given PDF is of the form pgiven(f). The task is to compute
an appropriate dimension of  as well as the representation in this space. Recall
that  is deﬁned by the support of the boundary conductivity and the support of
the boundary heat ﬂux (that for the case of the inverse problem is not known).
Our objective here is to extract the dimensionality of the support space through
the given data. Herein, we restrict 
0s to have either normal or uniform distri-
bution though the algorithm is generic in nature and can be extended to other
distributions. Potentially, CDFs can be utilized to construct the stochastic space.
However, thismeansthataindependentrandomvariableischosenforeachsen-
sor location which is both non-practical as well as computationally inefﬁcient.
Also, sharp PDF’s cannot be accurately captured if we use a one-dimensional
CDF. Hence, the following algorithm is carried out for constructing the stochas-
tic space from pgiven(f) using two choices- has normal distribution and  has
uniform distribution:
1. Set k = 1
2. Set N = k and P = 0.
(a) The representation in support space is given by f() =
PP
i=0 fi i()
where  = [1;2;:::;N]
73(b) Compute the set of parameters fi by optimizing:
R
(pdf(f())  
pgiven(f))2df using the Nelder-Mead algorithm.
(c) Iftheoptimalobjectivefunctionisgreaterthantolerance, set P = P+1.
If P  6, continue with Step 2. If P > 6, go to Step 3. If optimal
objective function is less than tolerance, terminate.
3. Set k = k + 1 and go to Step 2.
Nelder-Mead is a commonly used nonlinear optimization algorithm for ex-
tremely complex search spaces which is the situation herein. The technique em-
ploys the simplex technique at successive iterations and gradually approaches
the optimal solution. For further details, the interested reader is referred to [88]
and MATLABTM is employed for the solution of this problem. This does not af-
fect the time involved in the main algorithm since this is used as a preprocessing
step.
4.3 Solving SPDEs
As part of the solution of the stochastic inverse problems, one needs to utilize
computational tools for the solution of direct SPDEs. The governing SPDEs are
represented in general as Lu = 0. The boundary conditions are represented as
Bu = 0 in @D = @Dd [ @Dn. The problem is to compute u 2 D  [0;T]  
.
744.3.1 Karhunen-Lo` eve (KL) expansion
Stochastic problems are driven by input uncertainty in boundary/initial con-
ditions as well as by uncertainty in the problem parameters (e.g. conductivity
in a heat conduction problem). The uncertainty in the input variables is com-
monly represented through a Karhunen-Lo` eve (KL) expansion. For a stochastic
process, w(x;t;) with covariance function R(x;t1;y;t2) where x, y are spatial co-
ordinates and t1, t2 are temporal coordinates, its KL expansion is written as
w(x;t;) =
1 X
i=1
p
i
i()fi(x;t) + ¯ w(x;t); (4.2)
where ¯ w(x;t) denotes the mean of the stochastic process and fi()g1
i=0 are random
variables spanning the probability space (
, F, P). The scalars i and determin-
istic functions fi(x;t) are the eigen-pairs of the covariance function, i.e.
Z
T
Z
D
R(x;t1;y;t2)fn(x;t1)dxdt1 = nfn(y;t2); (4.3)
where D and T are the spatial and temporal domains of interest. This expan-
sion can be used only if the covariance function is known a priori and hence,
only suitable for input random ﬁelds. The expansion is usually truncated to N
terms that deﬁne the dimensionality of the problem. For example, if we con-
sider uncertainty only in the conductivity, the vector  = [1;2;:::;N] deﬁnes
our stochastic support space assuming that the correlation kernel for conductiv-
ity is known.
4.3.2 Generalized Polynomial chaos expansion (GPCE)
The idea behind GPCE is to expand a random process spectrally in terms of
polynomial functions. The expansion depends on the type of random variable
75under consideration. Suppose we consider a set of independent, identically dis-
tributed (iid) Gaussian random variables fi()g1
i=0. The polynomial chaos repre-
sentation of this random process can be written as:
w(x;t;) = a0(x;t)H0 +
1 X
i1=1
ai1(x;t)H1(
i1())
+
1 X
i1=1
i1 X
i2=1
ai1i2(x;t)H2(
i1();
i2()) + :::; (4.4)
where Hp(); p = 1;2;::: are Hermite polynomials in (1();:::). The above equa-
tion can be re-written in a compact form as follows:
w(x;t;) =
1 X
i=0
wi(x;t) i(); (4.5)
where there is one-to-one correspondence between the functionals Hp() and
 i() [89].
4.3.3 Solution to SPDEs computed using GPCE
Substituting for u into the governing SPDE, we have L(
PP
i=0 ui(x;t) i()). Tosolve
for the unknown coefﬁcients, ui, a Galerkin projection of the above equation
onto each polynomial basis  i() is done to ensure that the error is orthogonal to
the functional space spanned by the ﬁnite dimensional basis  i() [90, 91, 92].
< L(
P X
i=0
ui(x;t) i()); j() >= 0: (4.6)
The main disadvantage of the GPCE method is that the number of terms
grows combinatorially with the number of stochastic dimensions and the equa-
tions for computing the unknown coefﬁcients are coupled. Since the inverse
76problem requires repeated solutions to such direct problems, we utilize a sparse
grid collocation method for the solution of such direct problems.
4.3.4 Stochastic collocation method (SC)
In the stochastic collocation method, we compute solutions at certain ﬁxed loca-
tionsinthemultidimensionalstochasticspaceanduseinterpolatingfunctionsto
represent the solutions at other stochastic points [85, 93, 94]. The interpolating
functions are mutually orthogonal and the resulting equations are decoupled.
This approach is called the collocation approach and the points are called the
collocation points.
Let  represent a point in the random space    RN, N denote the space of
all N-variate polynomials and 
p
N denote the subspace of polynomials of total
degree at most p. The problem of interpolation can be stated as follows: Given
a set of points N = figM
i=1 in the N-dimensional random space   and the smooth
function f : RN ! R, ﬁnd the polynomial If such that If(i) = f(i); 8 i =
1;::::; M. It is to be noted that i = (i). The polynomial approximation If can
be expressed using the Lagrange interpolation polynomials.
If() =
M X
k=1
f(k)Lk(); (4.7)
where Li(yj) = ij. The value of the function at any point  2   is approximately
If().
77Solution to SPDEs computed using stochastic collocation
In the collocation scheme, the stochastic space is approximated using interpo-
lating functions which are mutually orthogonal in nature. To represent the
solution at any point in the stochastic space, the unknown u() is written as:
u() =
P
i u(i)Li(). Substituting into the governing equation, Lu = 0 for u, we
have L(
PM
i=1 u(i;x;t)Li()). Using a Galerkin projection onto the space of the
interpolating polynomial themselves, we obtain an equation of the form:
L(u(x;t;i)) = 0; (4.8)
which is decoupled with respect to each of the coefﬁcients u(i).
Construction of interpolating polynomials for one dimensional random vari-
able
The best interpolant, If is chosen to ensure that the error induced by utilizing
this interpolant goes to 0 as the number of collocation points increases. Math-
ematically, it has been shown that by choosing Chebychev node based interpo-
lating polynomial:
k f   If k1 Cn
 klog(n); (4.9)
where n denotes the number of points and f 2 Ck. In general, for one-
dimensional functions, Gauss points and Chebechev points have the least in-
terpolation error.
78Extension to multi-dimensional randomness - The Smolyak algorithm
A trivial means to extend the above-mentioned scheme for multi-dimensions is
by constructing a simple tensor product space. However, this leads to the prob-
lem of curse of dimensionality as the number of points grows exponentially. As
a result, we employ computationally efﬁcient schemes of searching through the
stochastic space.
The Smolyak’s algorithm is a way to reduce the number of collocation points
necessary for the interpolation in multi-dimensional random space while simul-
taneously ensuring that the error does not increase signiﬁcantly. This has been
explained in [86] wherein the sparse grid interpolant is given as:
As;N(f) =
X
s N+1jijs
( 1)
s jij:
 
N   1
s   i
!
:(I
i1 
 ::: 
 I
iN); (4.10)
with AN 1;N = 0, i = (i1;:::;iN) and jij = i1 + ::: + iN. Denoting i = Ii   Ii 1 as the
incremental interpolant, the Smolyak interpolation can be written as:
As;N(f) =
X
jijs
(
i1 
 ::: 
 
iN)(f)
= As 1;N(f) +
X
jij=s
(
i1 
 ::: 
 
iN)(f); (4.11)
which has the error bounded as:
kf   As;N(f)k = O(M
 2jlog2Mj
3(N 1)); (4.12)
where M is the number of interpolation points.
Further details of the algorithm are given in [95] and [96, 97]. Algorithms for
integrations based on sparse grids are provided in [98, 99]. Such a sparse grid
algorithm was ﬁrst used for stochastic applications recently in [86] for tackling
79natural convection problems and in [100] for tackling diffusion problems in ran-
dom heterogeneous media.
4.4 The stochastic inverse heat conduction problem (SIHCP)
Let D be a bounded region in Rd, d = 1;2;3 with boundary  . Let the thermal
conductivity k(x;) and heat capacityC(x;) be random ﬁelds. Let the boundary
  be divided into  h and  0 with  h\ 0 = ;, where,  h is the part of the boundary
  with known thermal boundary conditions (here, heat ﬂux). There is no loss
of generality in this assumption since problems where there is a boundary con-
dition of the form T = T0 can also be dealt with using the methodology given
below. The PDF of heat ﬂux on the boundary  0 is considered unknown. We
have to compute the PDF of the unknown stochastic ﬂux on the boundary  0
that yields the PDF of the measured stochastic temperature Y(x(Di);t;) at spe-
ciﬁc points Di where i = 1;2;:::; s, s represents the number of sensors where data
is measured (ref. Fig. 4.1).
0 G
h G
i D
Figure 4.1:The ﬁgure shows a schematic of the SIHCP problem.  0 repre-
sents the boundaries where the heat ﬂux is to be computed,  h
represents the domain with known heat ﬂux and Di represents
speciﬁc points where PDF of temperature is provided.
80The stochastic partial differential equations involved in the direct heat con-
duction problem are summarized below:
C
@T
@t
= r  (krT); (x;t;) 2 (D;T;
);
T(x;0;) = ˆ T(x;); (x;t;) 2 (D;
);
k
@T
@n
(x;t;) = q(x;t;); (x;t;) 2 ( 0;T;
);
k
@T
@n
(x;t;) = ˆ f(x;t;); (x;t;) 2 ( h;T;
); (4.13)
The heat ﬂux q on the boundary  0 is used here as a parameter, thus for any
given q one can compute the solution T(x;t;;q) (for simplicity denoted above
as T(x;t;)) of the above system of equations using the methodologies detailed
earlier. It is to be noted that even a deterministic ﬂux applied along  0 leads to a
stochastic temperature response at sensor points Di. This is due to propagation
of uncertainty in material data and given thermal conditions to the temperature
solution.
We are seeking for a heat ﬂux that minimizes the L2-error norm between
the measured and actual temperatures as computed at the sensor locations. In
particular, one looks for a ﬂux ¯ q(x;t;) 2 L2( 0  T  
) such that:
J(¯ q)  J(q); 8 q 2 L2( 0  T  
); (4.14)
where, L2( 0  T  
) is the space of all mean square integrable stochastic pro-
cesses deﬁned over the spatial and temporal domain  0 and T.
J(q) =
1
2
kT(x;t;;q)   Y(x;t;)k
2
L2(DiT
)
=
1
2
Z
T
Z


s X
i=1
fT(x(Di);t;;q)   Y(x(Di);t;)g
2 dP dt; (4.15)
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Figure 4.2: The ﬁgure shows a schematic of the technique used to solve the
SIHCP problem.
where T(x;t;;q)  T(x;t;;q( 0;t;)) is the solution of the parametric direct
stochastic heat conduction problem and
R


dP denotes an integral with respect
to the probability measure on (
, F, P).
Remark 1. The problem stated in Eq. (4.15) can correspond to different phys-
ical scenarios. For example, Y(x;t;) can represent data collected at the sensor
locations from repeated runs of the same experiment. Each run of the exper-
iment leads to variability in the measured data due to the randomness in the
boundary conditions or thermophysical data. Y(x;t;) may also represent data
polluted with noise.
The task of computing the solution to the inverse problem is divided into the
following tasks (see also Fig. 4.2):
82² Pre-processing - Obtaining measurement of temperature in a discrete form
and computing its probability mass function
² Stochastic optimization -
1. Auxiliary optimization problem deﬁned to represent the input data
in stochastic space
2. Solution of direct SPDEs and sensitivity SPDEs
3. Solution to the stochastic optimization method using stochastic gra-
dient based algorithms
² Post-processing - Conversion of discrete problem parameters to their re-
spective PDFs
4.5 Stochastic sensitivities
4.5.1 Deﬁnition
The main difﬁculty in solving the optimization problem deﬁned in Eq. (4.15)
is the calculation of the gradient J0(q) of the cost functional in the function
space L2( 0  T  
). Stochastic sensitivities are interpreted as the change
in PDF of the temperature at the sensor locations when the PDF of the heat
ﬂux q is perturbed. The sensitivity temperature ﬁeld (directional derivative)
(x;t;;q;q)  DqT(x;t;;q) is deﬁned as the linear part in q in the Taylor
expansion of the process T(x;t;;q + q) i.e.
T(x;t;;q + q) = T(x;t;;q) + DqT(x;t;;q) + O(kqk
2
L2( 0T
)) (4.16)
83where q  q(x;t;).
4.5.2 Governing equations
The stochastic sensitivity problem is deﬁned by linearization of the system of
Eqs. (4.13). The governing equations for computing the sensitivity of the tem-
perature with respect to the heat ﬂux are summarized below [83].
C
@
@t
= r  (kr); (x;t;) 2 (D;T;
);
(x;0;;q;q) = 0; (x;) 2 (D;
);
k
@
@n
(x;t;;q;q) = q(x;t;); (x;t;) 2 ( 0;T;
);
k
@
@n
(x;t;;q;q) = 0; (x;t;) 2 ( h;T:
): (4.17)
It is to be noted that q(x;t;) drives the sensitivity problem and hence, it is
important to deﬁne it numerically.
4.5.3 Numerical deﬁnition of perturbations
There are a number of issues regarding the numerical implementation of
stochastic sensitivities which include - (i) What is q?, (ii) How do you ensure
that q+q remains normalized and (iii) Which technique is used to solve the set
of Eqs. (4.17). Stochastic sensitivities are essential to solve stochastic optimiza-
tion problems using gradient-based approaches. Since q is a stochastic ﬁeld,
84we explore if this perturbation can be deﬁned by either perturbing speciﬁc co-
efﬁcients in its spectral expansion or values of q at collocation points.
Method I: perturbation of spectral coefﬁcients
The unknown random parameters are represented as:
q(x;t;) =
N X
i=0
qi(x;t) i(): (4.18)
The perturbation q can be deﬁned using perturbations to qi. This is because
the resultant PDF will still be normalized as justiﬁed below.
Normalization: Let pdf(:) be denoted as h(:) and let cdf(:) be denoted as H(:).
We have:
h(q) =
@H
@q
; (4.19)
where H(ˆ q) = Prob(
PN
i=0 qi i()  ˆ q). Hence,
Z 1
 1
h(q)dq =
Z 1
 1
@H
@q
dq = H(1)   H( 1) = 1: (4.20)
Note that the GPCE should not be interpreted as a direct representation of the
PDF and hence, normalization is not an explicit constraint while using GPCE.
The spectral coefﬁcients themselves do not lend any constraints to make the
PDF normalized.
85Method II: perturbation of heat ﬂux at collocation points
Perturbation in a collocation coefﬁcient of a stochastic variable implies a valid
perturbation of the PDF of the stochastic variable by ensuring its normality. Let
us consider interpolation of the heat ﬂux q with Lagrange polynomials using
the Smolyak quadrature rule:
q(x;t;) =
X
qi(x;t)Li(): (4.21)
The proof directly follows from the relations given in the previous part. The
only dependence on  is in the interpolating function Li(). Hence, each coefﬁ-
cient qi(x;t) may be perturbed independently and arbitrarily.
Equivalence between perturbations in the spectral space and collocation
space:
Incertaincontexts(wherethenumber ofrandomdimensions issmall), itmaybe
desirable to use the GPCE expansion for the solution to the direct problem but
use a collocation scheme for interpretation of the random ﬁelds. For instance, in
bifurcation problems (such as ﬂuid ﬂow problems near laminar-turbulent tran-
sition point), the collocation scheme may lend itself to simpler interpretation
since each realization is associated with either laminar or turbulent ﬂow. We
might utilize GPCE solvers in situations where there are a very small number
of random dimensions. We show how perturbations in the spectral space and
those in stochastic space are equivalent and can be computed from each other.
This also serves the purpose of interpreting the relationship between the spec-
86tral coefﬁcients and the value of random ﬁeld at stochastic collocation points.
If q(x;t;) = qs(x;t) s() for some s, then qs(x;t) s() =
P
i q(x;t;i)Li()
where the i’s are the cubature points and  is any point in the random support
space. From the last equation we can then derive that the perturbation at each
collocation point is given as:
q(x;t;i) = qs(x;t) s(i) (4.22)
This essentially means that since the GPCE coefﬁcients are global in nature, a
perturbation in a single GPCE coefﬁcient implies that the heat ﬂux is perturbed
at each collocation point.
Similarly, if we consider a perturbation q(x;t;) = q(x;t;s)Ls() at the cu-
bature point s, then the corresponding perturbation to each coefﬁcient i of the
PCE expansion of q is given as follows:
qi(x;t) =
R
q(x;t;s) i()Ls()dP
R
Li()Ls()dP
: (4.23)
This means that a perturbation in a speciﬁc collocation point will affect each
individual coefﬁcient of the GPCE expansion. As a result, we can associate a
speciﬁc q(x;t;) with either perturbations to its GPCE coefﬁcients or perturba-
tions at speciﬁc collocation points as shown in Fig. 4.3.
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Figure 4.3: The ﬁgure shows how a speciﬁc q can be associated with (a)
on left, the perturbation of GPCE coefﬁcients of the heat ﬂux
and (b) on right, the perturbations of heat ﬂux at speciﬁc points
in the stochastic space.
Implementation in spatial and temporal coordinates
In both the schemes dealt with in the previous section, the perturbation of the
coefﬁcients are in the form: qi(x;t). We show how this perturbation will be
implemented numerically.
q(x;t) will be represented using its value at speciﬁc points in space and time
q(xj;tk). The continuous ﬁeld q(x;t) is extracted from q(x;t) by using linear in-
terpolants in space and time. Finite element and ﬁnite-difference schemes are
utilized for space and time, respectively. We sequentially choose qi(x;t) 
qi(xj;tk) for each i. Hence, the number of sensitivity problems computed for
each i is the product of the number of spatial and temporal degrees of freedom
(DOF). Also, qi(xj;tk) = , if x = xj and t = tk and 0 otherwise.  is chosen to be
0:001 in all our computations.
884.5.4 Solution to the sensitivity equations
Using the stochastic collocation technique, the sensitivity ﬁeld as deﬁned in
Eq. (4.17) is here represented as (x;t;;q;q) =
P
i (x;t;i;q;q)Li() where
each of the (x;t;i;q;q) is deﬁned from the solution of a deterministic sensi-
tivity problem deﬁned in Box I.
Box I: Sensitivity problem for heat conduction using stochastic collocation
C
@(x;t;i;q;q)
@t
= r  (k(i)r(x;t;i;q;q));
(x;0;i;q;q) = 0 (x;) 2 (D;
);
k(i)
@(x;t;i;q;q)
@n
= q(x;t;i) (x;t;) 2 ( 0;T;
);
k(i)
@(x;t;i;q;q)
@n
= 0 (x;t;) 2 ( h;T;
):(4.24)
Similarly using perturbations to the GPCE coefﬁcients, the sensitivity ﬁeld
can be represented as (x;t;;q;q) =
P
i (x;t;i;q;q) i() where each of the
(x;t;i;q;q)isdeﬁnedfromthesolutionofadeterministicsensitivityproblem
deﬁned in Box II.
Box II: Sensitivity problem for heat conduction using a GPCE approach
C
@k(x;t;;q;q)
@t
=
X
j
r  (< k(x;) j() k() > rj(x;t;;q;q));
k(x;0;;q;q) = 0; (x;) 2 (D;
);
< k(x;t;) j() i() >
@j(x;t;;q;q)
@n
= qi(x;t); (x;t;) 2 ( 0;T;
);
< k(x;t;) i() j() >
@i(x;t;;q;q)
@n
= 0; (x;t;) 2 ( h;T;
)
Note that the equations for  are uncoupled in Box I while they are coupled in
89Box II. While the stochastic collocation technique was employed for solution of
stochastic sensitivity PDE in Box I, the GPCE technique was employed in Box II.
4.5.5 Discrete optimization problem
It is apparent that the stochastic optimization problem explained in the previous
section has to be posed discretely so that numerical schemes can be used to
compute the solution. We have shown how each DOF - the spatial, temporal as
well as stochastic dimensions - will be discretized. Hence, we are interested in
ﬁnding the tuple, qv = [q0q1:::qN 1qN] so as to minimize the objective function,
J(q) (q is trivially constructed from qv by using the corresponding interpolant).
As a result, we reduce the problem to the following form in the stochastic
space (qi here refers to the values of q at the cubature points):
q

v = argminqiJ(x;t;;
X
i
qiLi()): (4.25)
A similar problem can also be deﬁned by using the spectral expansion on q
(qi here refers to coefﬁcients of q in its GPCE expansion).
q

v = argminqiJ(x;t;;
X
i
qi: i()) (4.26)
In this work, we will concentrate in the problem of Eq. (4.25). For a gradient
optimization approach to this problem, we will need to utilize sensitivities of
the form: Sjki(x;t) =
(x;t;i;q;q(xj;tk;i))
q(xj;tk;i) , where the continuum sensitivity  is here
deﬁned from the solution of the problem of Box I evaluated for the speciﬁc q
as deﬁned.
904.6 Error estimates
We have, so far, introduced a number of discrete measures to approximate con-
tinuous ﬁelds. In this section, we discuss the following aspects - (i) How good
is the value of the objective function due to approximation of the heat ﬂux us-
ing stochastic collocation? (ii) Whether optimal solution computed in a higher
stochastic space is at least as good as that computed using a lower stochastic
space? (iii) Does the objective function have a unique minimizer computed in
terms of qv.
4.6.1 Error estimates for GPCE
We need to show that as we increase the number of terms in the GPCE expan-
sion, the objective function is represented more accurately. The temperatures
are represented as: T =
PM
i=0 Ti i(). We need to prove that:
k J(q)   J(
M X
i=0
qi i()) k1 ! 0:
We have:
k J(q)   J(
M X
i=0
qi i()) k1= max j J(q)   J(
M X
i=0
qi i()) j
= max j
1
2
s X
i=1
Z
dt
Z
(T   Y)
2   (
M X
i=0
Ti i()  
M X
i=0
Yi i())
2dP j

1
2
s X
i=1
Z
dt max j
Z
Z
2   (
M X
i=0
Zi i())
2dP j :
91where Z = T   Y. It has been shown that:
j
Z
Z
2   (
M X
i=0
Zi i())
2dP j  f(M); (4.27)
where f(M) has been found from numerical experiments to be an exponentially
decaying function of M. The function f(M) has also been explicitly computed
for the original polynomial chaos in [101].
4.6.2 Error estimates for stochastic collocation
We need to show that:
k J(q)   J(Iq) k1 ! 0: (4.28)
To show this, consider the following:
k J(q)   J(Iq) k1 = max j J(q)   J(Iq) j;
= max j
1
2
s X
i=1
Z
dt
Z
(T   Y)
2   (IT   IY)
2dP j;

1
2
s X
i=1
Z
dt max j
Z
Z
2   (IZ)
2dP j;
where Z = T   Y.
j
Z
Z
2   (IZ)
2dP j 
Z
j Z   IZ jj Z + IZ j dP

Z
j Z   IZ j 2  max(j Z j;j IZ j)dP
 C(Z)M
 2 j log2M j
3(N 1);
where C is independent of the number of interpolation points M used and
depends only on Z. The last relation follows from [95]. Hence, we can conclude
92that as the number of points M increases, the approximated objective function
is close to the true objective function.
4.6.3 Convergence with respect to number of stochastic dimen-
sions
During the inverse problem, we often do not know the number of stochastic
dimensions inherent in the problem. This is constructed using an auxiliary op-
timization problem and we have to ensure that the optimal solution converges
as the number of stochastic dimensions increases.
Suppose we assume that there are k stochastic dimensions, then the param-
eters can be written as q(
k)  q(1;2; ;k) 2 Qk. Let q(
k) be the opti-
mal solution computed using k stochastic dimensions and q(
k+1) be the so-
lution computed using k + 1 stochastic dimensions. We have to show that
J(q(
k+1))  J(q(
k)).
Given q(
k), a corresponding r(
k+1) can be constructed trivially as follows:
r(
k+1) = q
(
k):
Since q(
k+1) is the optimal solution computed using k+1 stochastic dimensions,
we know that:
J(q
(
k+1))  J(s(
k+1))8s 2 Q
k+1: (4.29)
In particular,
93J(q
(
k+1))  J(r(
k+1)) = J(q
(
k)):
Hence, it is apparent that the objective function should only reduce if we
increase the assumption about the number of stochastic dimensions. This is due
to the fact that we can make a trivial construction of a new parameter set in the
new space that gives the same objective function.
4.6.4 Convergence of problem parameters
In the following, qi should be interpreted as speciﬁc discrete coefﬁcients that
were detailed in the previous section (qv). We know that:
J(q) =
1
2
s X
i=1
Z
dt
Z
(T(q)   Y)
2dP; (4.30)
@J(q)
@qn
=
s X
i=1
Z
dt
Z
(T(q)   Y)
@T
@qn
dP; (4.31)
@2J(q)
@q2
n
=
s X
i=1
Z
dt
Z
f(
@T
@qn
)
2 + (T(q)   Y)
@2T
@q2
n
gdP: (4.32)
In the problems that we consider, the solution to the sensitivity equations are
independent of the parameter (i.e.) the sensitivity problems are driven by a qi
and do not depend on the speciﬁc values of the parameters, qi. Hence, @2T
@q2
i
= 0
for problems dealt with herein. However, it remains that for problems where
that term is not 0, a much more detailed analysis is required. An instance of
such a scenario is for problems in geophysics wherein material properties of a
medium are to be computed by passing waves or ﬂuid through the media.
Now:
@2J(q)
@q2
i
=
s X
i=1
Z
dt
Z  
@T
@qi
!2
dP > 0: (4.33)
94J is a concave function of qi and hence:
k J(q

i)   J(qi) k1 ! 0 )k q

i   (qi) k1 ! 0: (4.34)
As a result, the optimal solution in the stochastic space converges towards the
true solution. We now describe how all the tools developed so far will be uti-
lized to develop a stochastic optimization algorithm.
4.7 Optimization scheme
As we had discussed earlier, the aim is to compute a ﬂux ¯ q(x;t;) 2 L2( 0T 
)
such that:
J(¯ q)  J(q); 8 q 2 L2( 0  T  
): (4.35)
The strategy employed here is built on (a) the ability to solve stochastic opti-
mization problems with minimal overhaul of existing deterministic codes and
(b) be versatile enough to work for a wide range of PDEs. To satiate this need,
we employ only direct and sensitivity PDE’s for computing the optimal solu-
tion. It is to be noted that the efﬁciency of the optimization algorithm can be
improved for speciﬁc problems by solving an auxiliary set of equations. For in-
stance, the use of adjoint equations may be utilized in a SIHCP setting wherein
conjugate gradient algorithms could be employed. However, the derivation of
adjoint operators may not be feasible in complicated ﬂuid ﬂow problems and it
is in this spirit that we stick to employing steepest descent schemes in this work.
This ensures that the algorithm is generic in nature while more sophisticated al-
gorithms can be derived for speciﬁc problems.
95The objective function can be written as:
J(q(x;t;)) =
1
2
s X
k=1
Z X
i
X
j
(T(x(Dk);t;i)   Y(x(Dk);t;i))
(T(x(Dk);t;j)   Y(x(Dk);t;j))dt
Z
Li()Lj()d; (4.36)
where
R
:d implies that the integration is done as
R
:pdf()d. The integrals of
the form
R
Li()Lj()pdf()d are computed using Monte-Carlo schemes.
The steps to be followed in performing the task of stochastic optimization
is summarized in Box III. The measure Sjki drives the optimization procedure
which indicates the variation of physical ﬁelds when parameters at speciﬁc
points in space, time and stochastic space are perturbed.
Box III: Optimization scheme using perturbation at collocation points
96² Initialize values for q(xj;tk;i), q0(xj;tk;i) = 0. Set k=0. The
heat ﬂux is q0(xj;tk;) =
P
i q0(xj;tk;i)Li().
² Solve the direct problem to compute the objective function
J(qk(x;t;)). Terminate if k > 0 and J(qk+1)   J(qk) < tol.
² Solve a set of X  M sensitivity problems where
X represents the number of spatial and temporal
discretizations and M denotes the stochastic dis-
cretizations of q. Compute Sjki(x;t) (deﬁned earlier)
and dijk =
@J
@q(i;˜ xj;˜ tk) =
Ps
m=1
P
n
R
(T(x(Dm);t;n;q)  
Y(x(Dm);t;n))Sjki(x(Dm);t)dt
R
Li()Ln()d where dijk is
written in the form of a vector, say ds where s traverses the
whole range of ijk.
² Update k = k + 1. qk
i(xj;tk) = qk 1
i (xj;tk) + dijk where
 =   dTd
dTRd. If s = ijk and t = lmn, then Rst =
Ps
m=1
R
Sijk(x(Dm);t)Slmn(x(Dm);t)dt. Go to step 2.
NOTE:It is to be noted that a similar technique can also be established by
utilizing the GPCE scheme for representing the unknown heat ﬂuxes.
For the solution of eigen-value problem while using Karhunen-Loeve expan-
sion, the SLEPC parallel eigen-value solver was utilized. In addition, all compu-
tations utilized the PETSC library and were parallelized using MPI. The com-
puting clusters available in Cornell Theory Center (CTC) and at MPDC were
utilized for performing the computations.
974.8 Summary
In this chapter, we have detailed a technique for stochastic optimization of
generic systems. The concept of stochastic sensitivities was introduced and the
stochastic collocation was employed to compute the stochastic sensitivities. A
stochastic gradient based approach is employed to compute the optimal solu-
tion. Thestochasticspacewherethecomputationsareperformedisdata-driven.
Finally, error bounds and proof of convergence of the technique is also detailed.
98CHAPTER 5
STOCHASTIC INVERSE PROBLEMS AND ROBUST DESIGN OF
COMPLEX SYSTEMS
In this chapter, we show some applications of the sparse-grid collocation based
stochasticoptimizationtechnique. Weﬁrstvalidatethetechniqueusingstochas-
tic inverse problems and then extend it to robust design problems.
5.1 One-dimensional stochastic inverse heat conduction
A Gaussian triangular heat ﬂux (see Eq. 5.1 and Eq. 5.2) is applied at the left end of
a one-dimensional heat conducting rod of length L = 1 units while the right end is
insulated. The temperature is measured at a speciﬁc sensor location at x+ = 0:3 in the
time interval [0;1] and it is desired to reproduce the ﬂux based on these temperature
measurements.
q
+
tri =
8
> > > > > > > > <
> > > > > > > > :
2:5t+; 0  t+  0:4
2:0   2:5t+; 0:4  t+  0:8
0; t+ > 0:8
(5.1)
q
+ = N(q
+
tri;0:1q
+
tri) (5.2)
The system of direct governing equations are given in Eq. (4.13) and the sys-
tem of sensitivity governing equations are given in Eq. (4.17).
The temperature measurements are taken at a point, x+ = d+ = 0:3 for all
times t+ 2 T = [0;1]. Deterministic values of k+ = 1 and C+ = 1 were used.
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Figure 5.1: The ﬁgure shows comparison of the measurement PDF with
the PDF constructed by solving the auxiliary optimization
problem at time t+ = 0:2.
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Figure 5.2: The ﬁgure shows representation of measurement Temperature
in the support space (the corresponding PDF for t+ = 0:2 is
shown in Fig. 5.1).
An explicit ﬁnite difference technique (central-difference in space and forward
difference in time) with space discretization of x+ = 0:0025 and time discretiza-
tion t+ = 0:025 was used along with Monte-Carlo technique for obtaining the
random temperature ‘measurements’ (100 temperature measurements at each
time). The auxiliary optimization scheme was run to convert the temperature
100measurements to its representation in the stochastic space. Since the random-
ness comes due to a Gaussian variation of the heat ﬂux(Eq. 5.2), a value of N = 1
was sufﬁcient to represent the input randomness. The PDF of the temperature
at the sensor location at a speciﬁc time and its representation in the stochastic
space are shown in Figs. 5.2 and 5.1, respectively. It is to be noted that in Fig. 5.2,
the stochastic space construct for measurement data was using a linear polyno-
mial where  is a normal variable. For visualization purposes, since the support
is not ﬁnite, it was transformed into the uniform interval from 0 to 1. This is
done by using the transformation ˆ  =
erf()+1
2 where erf(:) is the error function.
The stochastic optimization scheme detailed earlier was utilized to compute
the optimal PDF of heat ﬂux based on the PDF of temperatures. For the solu-
tion of direct and sensitivity problems that are required during the optimiza-
tion procedure, a space discretization, x+ = 0:025 and a time discretization,
t+ = 0:025 were used in a ﬁnite element framework with linear two-noded
elements. Results using the SC and GPCE based optimization algorithms are
shown in Figs. 5.3 and Figs. 5.4 respectively. For performing stochastic opti-
mization using the sparse grid collocation scheme, we used a depth of interpo-
lation 8 and for solving using the polynomial chaos scheme, a third-order GPCE
expansion was used.
In Figs. 5.3 and 5.4, it is clear that till the fourth order moment of the heat
ﬂux is captured sufﬁciently. It is to be noted that there is a difference noticed at
the peak value owing to a step change in the derivative. The same trend is also
noticed in [80] and some problems in [83] as shown in Fig. 5.5 (where the solu-
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Figure 5.3: The ﬁgure shows comparison of the optimal ﬂux computed us-
ingtheSCschemewiththatoftheactualheatﬂux(theﬁrstfour
moments). Note that nth moment means E(:)n where E denotes
expectation operator.
tion is exactly the same everywhere except the peak values where a small error
is noticed). It is clear that the stochastic optimization framework developed is
accurate enough to capture randomness in the heat ﬂux.
NOTE: We show numerically that not only are the optimal heat ﬂux com-
puted using the spectral and collocation schemes the same but also sensitivities
computed at different stages in the algorithm. We construct a set of numerical
tests wherein different q’s are constructed by varying different coefﬁcients in
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Figure 5.4: The ﬁgure shows comparison of the ﬁrst four moments of the
optimal ﬂux computed using the GPCE scheme with that of the
actual heat ﬂux.
the GPCE expansion. Table 1 uses the measure Sjki(x;t) =
(x;t;i;q;q(xj;tk;i))
q(xj;tk;i) . In
Table 1, we use Sijk(0:3;0:025) where the arguments mean that sensitivities are
computed at the point x = 0:3 and time t = 0:025. Also, the indices in the sub-
script denote how the heat ﬂux was perturbed as explained below:
1. Sjki(:;:) indicates an heat ﬂux which is perturbed at x = xj, t = tk and  = i.
Since this is an one-dimensional problem, xj = 0 the only point where we
have a boundary heat ﬂux and we specify the perturbation to be at tk = 0.
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Figure 5.5: The ﬁgure shows the mean and standard deviation of the heat
ﬂux computed using the adjoint method [83].
2. Each row in Table 1 indicates perturbation of a speciﬁc GPCE coefﬁcient.
d is used to indicate the dimensionality of the problem and p indicates
which term is perturbed (the perturbation has a magnitude of 0:001). For
instance, a value of p = 3 in the table means that the third GPCE term
was perturbed which is 0:5  (32   1) for Legendre polynomials. Using
Eq. 4.22, the same was converted into perturbations at different stochastic
collocation points (chosen as Chebychev points with a depth of interpola-
tion, 8.)
3. The measure Sjki(:;:) is computed from (:) which is computed using both,
the GPCE as well as collocation techniques as deﬁned in Eqs. 4.25 and
Eq. 4.24 respectively. For stochastic collocation, statistics of Sjki(:;:) are
constructed and shown in Table 1 (the statistics are taken over the in-
dex i since i represents ). For GPCE, the values shown are statistics
of
(xj;tk;;q;q)
0:001 . These computed statistics are denoted by < x >(mean),<
104x2 >(second moment) and so on in Table 1.
0.0005 0.0003 0.0000 0.0000 0.0118 0.0118 -0.0001 0.0000 d=3, 
0.0027 0.0027 0.0000 0.0000 0.0916 0.0916 -0.0007 -0.0007 d=3, 
0.00272 0.00271 0.0000 0.0000 0.0915 0.0915 0.0000 -0.0000 d=3,       (*10-1)
0.00012 0.00012 0.0000 0.0000 0.0055 0.0055 0.0000 -0.0000 d=2,
0.0027 0.0027 0.0000 0.0000 0.0916 0.0916 -0.0007 -0.0007 d=2,        
0.0068 0.0068 0.0236 0.0236 0.0824 0.0824 0.2870 0.2870 d=2, 
0.0006 0.0006 0.0013 0.0013 0.0164 0.0164 0.0000 0.0000 d=1,    
0.0013 0.0013 0.0000 0.0000 0.0274 0.0272 0.0000 0.0000 d=1,   
0.0068 0.0068 0.0236 0.0236 0.0824 0.0824 0.2870 0.2870 d=1,   
Case
2
GPCE x
2
SGSC x
3
SGSC x
3
GPCE x 4
GPCE x
4
SGSC x
GPCE x
SGSC x
p=1 d
p=2 d
p=3 d
p=1 d
p=4 d
p=8 d
p=7 d
p=16 d
p=20 d
Table 1: The table shows a comparison of stochastic sensitivities computed us-
ing two methods - the GPCE technique and the collocation technique for a per-
turbation in a speciﬁc term of the GPCE expansion, p. SGSC refers to sparse
grid stochastic collocation and d refers to stochastic dimension.
5.2 Effect of problem input dimensions on the solution scheme
The effect of capturing the input stochastic dimensions is showcased in this ex-
ample. Itisclearthattheredoesnotexistauniquesupportspaceassociatedwith
a PDF. For instance, consider f(1;2;3) = a0+a11+a22+a33. If 1;2;3 are IID
normal random variables (with mean 0 and variance 1), then the sum of them is
also a normal random variable. As a result, the PDF of f can be reconstructed
usingjustonestochasticdimensionsinceitisjustarandomvariablewithasetof
different parameters. On the other hand, the chi-square distribution is not easily
separable. Hence, if we have, say, f(1;2;3;4) = a0 + a12
1 + a22
2 + a32
3 + a42
4,
then it is not necessarily reducible to a single stochastic dimensional form if we
choose, say normal or uniform random variables, to represent f(). Of course
we can argue that taking the inverse CDF of f, one can represent f using one-
stochastic dimension but this will not ﬁt into the auxiliary optimization scheme
105that we have detailed in this work. Additionally, this means that we are no
longer expanding f in terms of standard PDF’s (such as uniform or Gaussian)
and hence, the generality of the algorithm may be lost.
Hence, a one dimensional steady-state SIHCP problem with q(1;2;3;4) =
2:0+1:02
1 +0:92
2 +0:82
3 +0:552
4 was chosen at one end with the other end being
insulated. The strategy for computing measurement data, location of the sensor
nodes etc. are identical to the previous problem. The main difference with the
previous problem is that a steady state problem is chosen here as the heat ﬂux
is independent of time. In the ﬁrst stage, a PDF of measurement temperatures
was obtained at the sensor node and the optimization scheme for the auxiliary
problem discussed earlier was employed. The tolerance for convergence of the
auxiliary problem was set at 0:01. The optimization routine converged for a
stochastic dimension, N = 4 with a second order of expansion, P = 15 (i.e. till
the second order of expansion). The computed GPCE polynomial for the Tem-
perature is: Tmeas(1;2;3;4) = 3:9936+0:16941+0:24922+1:65693+0:42434+
0:0009(2
1  1)+0:005412 +0:000413  0:000614 +0:2334(2
2  1)+0:001823 +
0:001724+1:13731(2
3 1)+0:000734 0:0412(2
4 1). The computed distribution
is shown in Fig. 5.6. Utilizing the measurement data constructed, the stochastic
optimization algorithm was executed and the PDF of the reconstructed heat ﬂux
is shown in Fig. 5.7. The slight discrepancy in the PDF is due to inaccuracies in
exact representation of the given data on the stochastic space. Further, the Tem-
perature computed using the optimal heat ﬂux is shown in Fig. 5.8.
1060 2 4 6 8 10 12 14 16 18 20
0
0.02
0.04
0.06
0.08
0.1
0.12
PDF of computed representation
PDF of measurement data
Temperature
P
D
F
Figure 5.6: The PDF of temperature measurements as well as the com-
puted PDF based on the Nelder-Mead optimization algorithm
is shown in the ﬁgure.
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Figure 5.7: A comparison of the PDF of the actual heat ﬂux that was used
for the problem and the computed PDF of heat ﬂux. The dif-
ference arises due to a lack of exact representation of the input
PDF in the stochastic space.
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Figure 5.8: A plot of the PDF of the reconstructed temperature driven by
the computed heat ﬂux. It is clear that the difference in PDF be-
tween this temperature and the measured temperature arises
due to slight irregularities in an exact representation of the in-
put in the support space.
5.3 Problem 3: Two-dimensional SIHCP due to sensor mea-
surement errors
Consider the square domain as shown in Fig. 5.9 which is a unit domain in two
dimensions. Sensors are located near the boundary at a distance of d = 0:1 from
the boundary. The total number of sensors is 73. The material property k+ = 1 as
well as C+ = 1 throughout the problem domain. This problem was ﬁrst posed
in [83].
The sides corresponding to x+ = 1 and y+ = 1 are insulated while the ob-
jective of this problem is to reconstruct the heat ﬂux along sides x+ = 0 and
y+ = 0 given random temperature readings (as a PDF) from a sensor along the
108Figure 5.9: A schematic of the problem domain for the two-dimensional
SIHCP.
boundary  I.
The governing equations for the problem are given by:
@T+
@t+ = r(k
+rT
+); (x
+;t
+) 2 (D;T);
k
+@T+
@n
(x
+;t
+) = 0; (x
+;t
+) 2 ( h;T);
T
+(x
+;0) = sin(x
+=2)sin(y
+=2); x
+ 2  0;
T
+(x
+;t
+) = 0; (x
+;t
+) 2 ( h;T): (5.3)
The solution to this problem can be written as
T
+
g (x
+;y
+;t
+) = exp( 
2t
+=2)sin(x
+=2)sin(y
+=2): (5.4)
Corresponding to this temperature, the ﬂux along the side y+ = 0 can be written
as
qanal(x
+;0;t
+) =  =2exp( 
2t
+=2)sin(x
+=2): (5.5)
109Errors in desired temperatures are simulated as follows:
Desired temperature readings Y+(x+;y+;t+;) N(T+
g ;0:01T+
g )
Tg = exp( 2t+=2)sin(x+=2)sin(y+=2)
where (x+;y+) 2  I, t+ 2 T
Stochastic initial conditions Ti(x+;y+;) N(T0
i ;0:01T0
i )
T0
i = sin(x+=2)sin(y+=2)
where (x+;y+) 2 D
Since the input(Y+(x+;y+;t+;)) is given as a normal PDF, the construction of the
stochastic space converges after one iteration (using the auxiliary optimization
algorithm).
The domain is divided into 40  40 bilinear quadratic elements and a time-step
of t+ = 0:025 was chosen in the time interval [0 0:5]. A stochastic collocation
scheme with depth of interpolation 8 having 129 collocation points was chosen.
It is to be noted that during the stochastic optimization algorithm, the boundary
conditions in Eq. 5.3 are taken to be heat ﬂux BC’s (except the boundaries where
Temperature is 0).
Based on the stochastic optimization scheme given before, the reconstructed
mean heat ﬂux is shown in Fig. 5.10. The least amount of data is available near
the point x+ = 0;y+ = 0 and hence, the solution is approximate near that point
but as more data becomes available, it is clear that the original heat ﬂux is being
captured.
The standard deviation of the heat ﬂux is shown in Fig. 5.11. The surface is
rugged because while computing the measurement data, only a single indepen-
dent sample is available at each sensor location. The single sample may not hold
sufﬁcient information of the standard deviation.
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Figure 5.10: A comparison of the actual mean heat ﬂux(left) and the re-
computed mean heat ﬂux(right).
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15.4 Non-intrusive inverse problem using ANSYS
A semi-inﬁnite heat conducting solid is subject to heat transfer at the surface. A point
is chosen within this solid at a distance x = 0:7 from the surface and the temperature is
measured. Based on the PDF of temperature measurements, it is desired to reconstruct
the PDF of surface heat transfer coefﬁcients. The governing system of equations are
giveninEq.5.8. Non-intrusivenatureofthestochasticoptimizationalgorithmisshown
by employing ANSYS for performing the direct simulations.
In this problem, we will discuss the merits of utilizing stochastic-collocation
based optimization due to its non-intrusive nature. It is clear that if we already
have a direct solver, then the only additional information that is needed are the
sensitivities. We employ the direct differentiation approach to compute these
sensitivities but often these do not come integrated with commercial softwares
such as ANSYS TM or ABAQUS TM. Hence we use ﬁnite difference method by re-
peatedly calling ANSYS TM for computing the sensitivities. Hence, we will show
how we non-intrusively perform design using ANSYS TM.
A direct FEM solver with a different grid size is used to provide temperature
data within the solid. The governing equations are the same as the direct prob-
lem except that the boundary conditions will be modiﬁed as follows:
kA
@T
@n
= hA(T   Te) (5.6)
@T
@x
= 0 (5.7)
Tjy= 1 = 0 (5.8)
A deterministic version of this problem is available in the veriﬁcation manual of
ANSYS TM. The material properties used for this problem are: k = 54W=mK; =
7833kg=m3;C = 465J=kgK. The heat transfer coefﬁcient, h at the surface is as-
112sumed to be a random variable with PDF of the form given in 5.12. The so-
lution scheme is identical to the technique used for computing the heat ﬂux at
the boundary except for the fact that we now have a time independent con-
vection coefﬁcient. A level-8 collocation-based optimization scheme was em-
ployed. We tested our algorithm assuming that the convection coefﬁcient may
be uni-modal, bi-modal or multi-modal and show the results for different cases.
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Figure 5.12: (a) a schematic of the inﬁnite body for which we the design
is performed (b) a comparison of the PDF of convection co-
efﬁcient at the boundary - actual versus recomputed distri-
butions, for a uni-modal input PDF (c) a similar comparison
where the convection coefﬁcient is bi-modal and (d) compari-
son for a multi-modal case.
It is to be noted that such multi-modal distributions of convection coefﬁ-
cient are unlikely in a practical problem. Yet, instances where different sources
tend to affect speciﬁc modes of a random variable are not alien in the scientiﬁc
community . The aim of this problem is to ensure that our algorithm works for
situations where the input PDF is not necessarily smooth or uni-modal but can
113possess more than a single mode. Further, it showcases how a deterministic
solver can be used in a non-intrusive fashion to perform design. Physical two
dimensional problems will be dealt with next.
5.5 Two-dimensional SIHCP on a rolling body
In this section, a practical application of the SIHCP is discussed. Here we con-
sider rotating bodies that are subject to a boundary heat ﬂux (Fig. 5.13). It is
desired to reconstruct the heat ﬂux based on certain temperature sensors within
the rolling body.
Problem Deﬁnition: A two-dimensional rolling body(Fig. 5.13(a)) is subject to a un-
known heat ﬂux in one-quandrant on the outer boundary ( 3=4     =4 where 
is measured from positive x-axis). The inner-boundary is insulated while the rest of the
outer boundary is subject to a constant temperature of T = 25oC. The problem is to re-
compute the PDF of heat ﬂux given temperature measurements at four points as shown
in Fig. 5.13(b). The inner radius is 1:5m while the outer radius is 3:0m. The temperature
measurements are made at r = 2:8m and  =  135o; 45o;45o;135o. The thermal con-
ductivity is taken to be random with a given exponential correlation function. The phys-
ical problem is treated as quasi-static. The following are the problem parameters
usedforthisproblem: Numberofsensornodes=4, numberofstochasticdimen-
sions for thermal conductivity, which is known = 4 (obtained using eigen-value
decomposition and extracting eigenmodes with 99:5 percent energy), number of
unknowns in the equivalent deterministic optimization problem = 35360, num-
ber of spatial nodes where the heat ﬂux is unknown = 32.
114a b
Figure 5.13: (a) Mesh used for generating temperature data using forward
differences and (b) Mesh generated for the optimization prob-
lem. The sensors are numbered, starting from the fourth-
quadrant (clockwise) as: 1,2,3 and 4.
Figure 5.14: Some samples of the thermal conductivity within the rolling
specimen.
We assume a quasi-steady state problem. Hence @T
@t = 0 and we do not consider
boundary conditions containing time as a parameter. Naturally, the stochastic
optimization algorithms detailed are reduced to a simpler form owing to the
absence of a temporal dimension.
Such problems occur frequently in processes such as rolling where it is de-
sired to compute heat ﬂuxes at the roll contact regions. During rolling process
for manufacturing specimens, many practical problems such as the wear of the
115rolls, amount of coolant required at the contact zone, and stresses induced in the
workpiece as well as the rolls is determined by the amount of heat generated at
the contact zone. However, it is impractical to directly place thermo-couples in
the contact zone since they can easily wear away. Hence, a practical solution
to this problem is to embed thermocouples within the rolls and recompute the
heat ﬂux on the boundary using temperature measurements within the body.
We use a random thermal conductivity deﬁned by an exponential correla-
tion of correlation length, 10, f(r) = exp( r=10). The thermal conductivity, k, has
the following expansion:
k(r;;) = k0() +
1 X
i=1
p
ii()ki(x): (5.9)
Theresultanteigen-valueproblemwassolvedandtheﬁrstfourmodesofkwere
used in the ﬁnal analysis based on the eigenvalue decomposition. Some speciﬁc
samples of conductivity are shown in Fig. 5.14.
The temperature measurements obtained using the direct problem are
solved using the computational method given in [102]. For the measurement
data, the heat ﬂux at the boundary is taken as Gaussian for obtaining PDF of
temperature measurements. This is of the form qmean() = 100((
4)2 (  3
2 )2) and
q N(qmean;0:1  qmean). A central ﬁnite difference scheme in a two-dimensional
grid was employed with a Monte-Carlo scheme (1000 measurement samples)
for computing PDF of temperature data. The auxiliary optimization problem
converged within one additional dimension over that of the thermal conductiv-
ity (which is assumed known in the inverse problem too) due to the Gaussian
116nature of the heat ﬂux.
The task of recomputing the heat ﬂux is posed as an optimization problem.
During optimization, a ﬁnite element scheme with linear triangular elements is
used for the solution of direct and sensitivity problems. The governing equa-
tions of the problem in cylindrical coordinate system are given by:
1
r
@
@r
(r
@T
@r
) +
1
r2
@
@

@T
@
  !
@T
@
= 0; (5.10)
with the boundary conditions: k@T
@r = 0 when r = ri, k@T
@r = q(r) when r = r0,
 
4    
4 and T = Tcons for all other . w denotes the angular velocity and  is
the thermal diffusivity.
The objective function is plotted as a function of iterations as shown in
Fig. 5.15 wherein a collocation scheme with depth of interpolation 5 was uti-
lized. The convergence shown is also good.
Once the optimized values of the heat ﬂux were obtained, we compared the
temperaturestatisticsatthefoursensorlocationsoftheoptimizedheatﬂuxwith
the one used originally for the direct problem. Table 2 shows the comparison of
thesevaluestillthefourthmoment. Itis apparentthatthedetailedmethodology
captures the stochastic nature of the temperature proﬁles. Figures 5:16 and 5:17
show the comparison between ﬁrst four moments of the temperature proﬁle for
the actual and reconstructed temperature proﬁle.
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Figure 5.15: Objective function computed at different iterations for IHCP
problem on a rolling body.
50.943 49.870 19.059 18.756 7.133 7.056 26.703 26.559 2
39.85 39.748 15.861 15.830 6.313 6.305 25.125 25.109 3
45.54 44.73 17.53 17.30 6.7475 6.687 25.975 25.86 4
567.39 481.201 112.32 99.791 22.804 21.154 47.3247 45.6594 1
computed actual computed
actual computed Sensor 
location
( ) d T x ( ) d T x ( )
2
2
( )
( )
d
d
T x
T x
-
1 2 e ´ -
computed actual actual
( )
2
2
( )
( )
d
d
T x
T x
- ( )
3
3
( )
( )
d
d
T x
T x
- ( )
3
3
( )
( )
d
d
T x
T x
- ( )
4
4
( )
( )
d
d
T x
T x
- ( )
4
4
( )
( )
d
d
T x
T x
-
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Table 2: The ﬁgure shows the comparison of Temperature statistics at the four
sensor locations shown before.
Further, we compare the mean heat ﬂux in Fig. 5.18 and the second moment
of heat ﬂux in Fig. 5.19. The reason for such a large variation as shown in the
ﬁgures is due to the fact that we do not have sufﬁcient sensors along the contact
region. However, it is clear that the objective function for this heat ﬂux also is
almost 0.
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Figure 5.16: The ﬁgure shows (a) On top, the comparison of mean temper-
ature proﬁles using the optimized heat ﬂux with that using
the original heat ﬂux and (b) on bottom, comparison of the
second moments
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Figure 5.17: The ﬁgure shows (a) On top, the comparison of third and (b)
on bottom, fourth moments of temperature proﬁles of the op-
timized heat ﬂux versus the actual value of the heat ﬂux used.
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Figure 5.18: The ﬁgure shows comparison of mean heat ﬂux recomputed
using the stochastic optimization algorithm. There is an in-
sufﬁcient number of sensors(2) along the contact region.
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Figure 5.19: The ﬁgure shows comparison of second moment of heat
ﬂux recomputed using the stochastic optimization algorithm.
There is an insufﬁcient number of sensors(2) along the contact
region.
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Figure 5.20: The ﬁgure shows comparison of mean heat ﬂux recomputed
using the stochastic optimization algorithm using twelve sen-
sors around the rolling specimen.
To test if the effect shown above was due to insufﬁcient number of sensors
alone, wesolvedthesameproblembutnowwithanincreasednumberoftwelve
sensors (eight additional sensors in the contact region). Fig. 5.20 and Fig. 5.21
show the results with an increased number of sensors. It is clear from the results
that an important reason for the poor reconstruction of heat ﬂux earlier was the
insufﬁcient number of sensors and as we obtain more information, we can re-
construct the actual proﬁle of the heat ﬂux better.
5.6 2D Concentration reconstruction in porous media
In this section, stochastic inverse problems for 2D reconstruction of concentra-
tion proﬁles is undertaken. There is a porous medium and some contaminant is
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Figure 5.21: The ﬁgure shows comparison of second moment of heat ﬂux
recomputed using the stochastic optimization algorithm us-
ing twelve sensors around the rolling specimen.
injected into it. Based on the concentration proﬁle of the contaminant at a later
time, it is desired to reconstruct the initial contaminant concentration. Here,
we deal with a stochastic version of this problem, which is deﬁned as: Compute
the PDF of concentrations at a speciﬁc time based on concentration PDF’s at certain
sensor locations at a later time. Sources of uncertainties include randomness in
initial source location and measurement errors. This stochastic inverse problem
is posed as a stochastic optimization problem and the methodology detailed
earlier is utilized for computing the solution. For similar problems which were
tackled before, the reader is referred to [103], [104], [105] and [106].
The equations which govern ﬂow in porous media (originating from condi-
tions of mass balance) are given below
122
@c
@t
+ r  (cu)   r  (Drc) = ˜ cq;c 2 (D;T;
); (5.11)
r  u = q;t 2 [0 tl] (5.12)
u =  
K(x)
(c)
rp;
c(x;0;) = c0(x;);
Drc  n = 0;t 2 [0 tl];
ru:n = 0;t 2 [0 tl]:
In the problem deﬁnitions, c represents concentration, u represents velocity, q
denotes volume ﬂux rate at the wells, and c0 represents the initial concentration
proﬁle. The anisotropic dispersion coefﬁcient, D, is given by: D = fmI+ k u k
[lE(u)+t(I E(u))]g where E(u) = 1
kuk2u
u. m;l and t represent the molecular
diffusivity, longitudinal dispersion coefﬁcient and transverse dispersion coefﬁ-
cient, respectively.  represents the dynamic viscosity of the resident ﬂuid and
the variable  represents the porosity of the medium and is utilized to account
for the fact that the effective area for ﬂow is reduced in a porous medium. The
initial concentration c0(x;y) is taken of the form: c0(x;y) = e( ((x xc())2+(y yc())2)=2=2)
for simulating measurements. The set of sensitivity equations can be derived
from the set of direct equations 5.11 and 5.12 as follows:

@C
@t
+ r  (Cu)   r  (DrC) = ˜ Cq; C 2 (D;T;
); (5.13)
C(x;0;) = c0(x;);
DrC  n = 0;t 2 [0 tl]:
ru:n = 0
Crepresentsthestochasticsensitivityofconcentrationswithrespecttoperturba-
tions in c0(x;). In both the problems that follow, the values of some parameters
123are chosen as: q = 0:04;m = 0;l = 0:04;t = 0:004; = 0:1. Stabilized SUPG
ﬁnite element formulation is utilized for the solution of the direct and sensi-
tivity problems. Numerical details for solving these equations are provided
in [109, 110].
5.6.1 Randomness due to source of initial concentration
Problem Deﬁnition: We consider the task of reconstruction of initial concentration pro-
ﬁle in a porous medium t0 = 0 based on concentration measurements at a different time,
tl = 0:1. The governing equations are given in 5.12. The domain is of size [0;8][0;8].
xc() and yc() were chosen as Unif[0:15 0:35] and Unif[0:275 0:475], respectively.
Physically, the source of initial concentration is not deterministic due to
small perturbations or noise in its location. This is because the contaminant
cannot be injected at a point and depending on the inlet size of the injector, the
location of injected ﬂuid has some uncertainty associated with it. We model this
as uniform randomness in xc and yc.
We generate measurement data using a 64  64 grid (with a time step of
0:0025) and choose data at points corresponding to the sensor nodes of a 3232
grid, (i.e.), information at every other nodal point is extracted. This generated
dataisavailableasaPDFofconcentrationat sensorlocationsbytaking 500mea-
surements using Monte-Carlo sampling technique. The task is to recompute the
concentration at time, t = 0, and hence the concentrations at any other time us-
ing the concentration data at t = 0:1.
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Figure 5.22: The ﬁgure shows convergence of the objective function for the
inverse problem of estimation of initial concentrations based
on concentration measurements at a later time.
As a ﬁrst step, the auxiliary optimization problem was solved to con-
struct the stochastic space based on measurement concentrations. The auxiliary
problem converged at two stochastic dimensions using Hermite polynomials.
Though the trends between the PDF of measurement data and that constructed
using the support space representation are almost the same, the values are dif-
ferent at certain locations in the collocation space. This can be improved only by
choosing non-polynomial schemes for representation of the support space such
as representation using wavelet bases. For instance, the mean and standard
deviation at the location 0:25;0:375 was 0:6004 and 0:0414, respectively while
that of the reconstructed distribution was 0:6054 and 0:0480, respectively. The
stochastic optimization problem is driven by this support space representation.
125The inverse problem of computing the PDF’s of co(x;) based on concentra-
tion measurements at a later time instance is posed as a stochastic optimization
problem to minimize the objective function:
J(c0(x;)) =
1
2
kc(x;t;;c0(x;))   cm(x;t;)k
2
L2(DiT
) (5.14)
=
1
2
Z
t
Z
 
Z


fc(x;t;;c0(x;))   cm(x;t;)g
2 dP dx dt: (5.15)
Here cm represents the PDF of measured concentrations at the sensor locations.
Also, note that for the current example, the integral over t becomes superﬂuous
since we measure concentrations at just one time instance. This objective func-
tion is rewritten in the following form:
J(c0(x;)) =
Z
[
X
i
X
j
Z Z
(c(x;t;;c0(x;))   cm(x;t;;c0(x;)))
2dt
Z
Li()Lj()d]dx:
The actual values of the concentration at initial time is computed using:
˜ c0(x;) = argminc0(x;)J(c0(x;)): (5.16)
The stochastic optimization technique using a ﬁfth level sparse grid collocation
scheme was employed. The problem reduces to a deterministic optimization
problem of dimensions 148480. The direct and sensitivity equations are solved
during the optimization routine by using a spatial and temporal discretization
of 32  32 and 0:005 respectively. The mean and the standard deviation of the
reconstructed concentrations at t = 0:1 and t = 0:8 are shown in Fig. 5.23. The
resultsshowagoodcomparisonoftheﬁrsttwomomentswiththemeasurement
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Figure 5.23: Some statistics of the reconstructed concentrations (a) Com-
parison of the actual mean concentration and recomputed
mean concentration at t = 0:1 (b) Comparison of actual vari-
ance of concentration with the recomputed variance at t = 0:1
(c) Comparison of the actual mean concentration and recom-
puted mean concentration at t = 0:8 and (d) Comparison of ac-
tual variance of concentration with the recomputed variance
at t = 0:8
data.
A comparison of the PDF of the computed and the measured concentrations
is shown in Fig. 5.24. The difference is mainly due to the polynomial approxi-
mationofthesupportspaceforthemeasurementdata. Tofurtherimproveupon
the accuracy, a more general basis such as wavelet functions should be used in
the support space. However, it is clear that the proﬁle of the PDF is captured.
Remark2. ConventionalBayesianschemesfor thesolutionofthisproblemhave
been discussed in an earlier work [106]. While Bayesian is a reliable method for
estimating the mean solutions, it relies heavily on the prior for reliable estima-
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Figure 5.24: The ﬁgure shows comparison of the concentration of the in-
jected ﬂuid at t = 0:1 at the location (0.25 0.375) computed
using the stochastic optimization scheme. It also shows the
PDF of measurement data at the same point.
tion of higher order statistics of the solution. Even a small modeling variation
on the prior may induce huge errors if the choice of prior is non-physical. How-
ever, this problem does not occur in our method. The time taken for the solution
to converge as shown in Fig. 5.22 was 1 hr on a 24-node Intel 3.6 GHz cluster.
5.6.2 Randomness due to sensor errors
Problem Deﬁnition: We consider the task of reconstruction of initial concentration pro-
ﬁle in a porous medium t0 = 0 based on concentration measurements at a different
time, tl = 0:1. The measurement data are simulated with a deterministic source at
xc() = 0:25 and yc() = 0:375. The concentration measurements are prone to sensor
errors and the task is to reliably compute the initial concentrations. Error in data is
simulated using Gaussian measurement errors with standard deviation 0:005.
128This problem deﬁnition is more closely related to Bayesian type of problems
than what was dealt with in the previous example. Herein, we start with just
one set of data but these data themselves are inaccurate due to uncertainties
in the measuring instrument. The task is to recompute the initial concentra-
tions (which was actually deterministic (i.e.) xc() = 0:25 and yc() = 0:375).
In such situations where the actual parameters are deterministic, the concept
of stochastic sensitivity becomes superﬂuous and the stochastic optimization
problem itself over-parameterized. This is because though the actual problem
was deterministic, we started with an assumption that it is stochastic. Though
the technique herein is not speciﬁcally suited for such problems, the concept of
stochastic sensitivities can still be used as a mathematical tool.
The spatial discretization and temporal discretization for the solution to the
direct problem and sensitivity problem in measurement data as well as during
theoptimizationroutineareidenticaltowhatwasusedinthepreviousexample.
Using a stochastic optimization formulation similar to the previous example
and using depth of interpolation as 5, the optimal initial concentrations were
computed. From Fig. 5.25, it is apparent that the optimization scheme is able
to capture the source near [0:25;0:375]. The stochastic optimization tool should
not be seen as a tool for replacing the Bayesian scheme. It should, rather, be seen
as a complimenting tool and can be used when the available data is much more
than what a Bayesian scheme could handle.
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Figure 5.25: The ﬁgure shows (a) the actual initial concentration and (b)
the reconstructed concentration using stochastic optimization
scheme based on noisy measurements (with standard devia-
tion, 0:005) of concentration data.
5.7 Stochastic analysis of large deformation processes
In this section, we deal with uncertainties in systems undergoing large defor-
mations and look at computational techniques to study the same. For instance,
take the forging deformation process where an arbitrarily shaped workpiece is
formed to a desired shape by forcing it into the die. In such large deformation
manufacturing processes, it is necessary to ensure that the quality of the ﬁnal
product is good as well as the cost involved in the production of the product is
minimized. This has to be done in the presence of diverse sources of uncertain-
ties such as friction coefﬁcient, forging velocity, initial preform shape etc. These
processes are governed by constrained stochastic partial differential equations
(the constraints originate due to the presence of forming dies and the P.D.E.’s
are stress equilibrium equations). We employ the sparse-grid stochastic collo-
cation scheme for resolving the uncertain degrees of freedom. In the ﬁrst part
of this section, we deal with three model problems involving uncertainties in
130different sources and look at convergence of the stochastic solutions as well as
comparisons with Monte-Carlo techniques. In the second part of this section,
we deal with the robust design problem (designing systems in the presence of
uncertainties).
5.7.1 Uncertainty in initial conﬁguration
Herein, we will examine the effects of uncertainties in the initial conﬁguration
(shape) on the behavior of a specimen subjected to a plane strain tension test.
The shape of the specimen is assumed to be uncertain initially and this random-
ness is modeled by making a stochastic mapping from an initial deterministic
(rectangular) conﬁguration. This mapping is deﬁned as ˆ x() = x + a(y) where
a(y) = (2   y)2  0:0125 if y  :5. For simulation of large deformation processes,
a ﬁnite element implementation as shown in [111] was employed. It is to be
noted that this was done in the PetSc (Parallel Engineering Toolkit for Scientiﬁc
Computation) framework which resulted in signiﬁcant improvement in compu-
tational efﬁciency over pre-existing Diffpack solvers.
The uncertainties that we deal with here stems from imperfections in the ini-
tial specimen that we might fail to account for and the effect such imperfections
might have on the behavior of the specimen. Such imperfections lead to strain
localizations and even seemingly small imperfections might have a signiﬁcant
effect on the stress and strain distribution in the ﬁnal specimen.
For this problem, a power-law model is employed which has the following
form: f = ˙ 0

¯ 
s
n
where s = 150MPa, n = 5, ˙ 0 = 0:002s 1 and the elastic Lames
parameters are taken as  = 14;423MPa and  = 9615:4MPa: The material is
assumed not to harden. Also, one-quarter of the specimen (of length 1mm and
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Figure 5.26: The ﬁgure depicts (a) the convergence of stress PDF at the left
bottom corner of the specimen with increasing levels of inter-
polation (b) the mean stress computed using level-7 interpo-
lation of the stochastic collocation scheme (c) the mean stress
computed using the Monte-Carlo technique (5000 samples)
(d) the standard deviation of stress computed using level-7
interpolation of the stochastic collocation scheme and (e) the
standard deviation of stress computed using the Monte-Carlo
technique (5000 samples).
height 4mm) is modeled with symmetric boundary conditions at the bottom and
left surfaces. The specimen is pulled till the height reaches a value of 7:5mm.
Fig. 5.26(a) shows the convergence of equivalent stresses with increasing
number of stochastic collocation points. As the ﬁgure shows, each PDF rep-
resents the stochastic stresses computed using a different number of stochas-
tic collocation points. The PDF converges to that computed using Monte-
Carlo simulations (5000 simulations) as the level of collocation (number of
collocation points) is increased. Fig. 5.26(b) shows the mean stresses com-
puted using the stochastic collocation technique with level of interpolation, 7
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Figure 5.27: The ﬁgure depicts (a) the convergence of strain PDF at the
point of maximum stresses (left bottom corner of the spec-
imen) with increasing levels of interpolation (b) the mean
strain computed using level-7 interpolation of the stochastic
collocation scheme (c) the mean strain computed using the
Monte-Carlo technique (5000 samples) (d) the standard devi-
ation of strains computed using level-7 interpolation of the
stochastic collocation scheme and (e) the standard deviation
of strains computed using the Monte-Carlo technique (5000
samples).
while Fig. 5.26(c) shows the same computed using Monte-Carlo scheme. Sim-
ilarly, Figures. 5.26(d) and 5.26(e) show the corresponding standard deviation
of stresses. The ﬁgures show a very good comparison wherein the collocation
scheme was able to capture the solution with signiﬁcantly lesser computational
effort. The corresponding plots for the equivalent strains are shown in Fig. 5.27
and these follow trends similar to that seen for the stresses. Fig. 5.28 shows
the equivalent strain contours in extremal and the mean conﬁgurations. While
the mean conﬁguration has an equivalent strain of 0.65, a small perturbation in
the initial conﬁguration (10%) can have an effect of almost 50% on the strains
induced in the material. Such behavior imply that even small imperfections in
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Figure 5.28: The ﬁgure shows the plots of equivalent strains at the mean
and extreme conﬁgurations. A very small perturbation in the
initial shape results in almost 50% deviation in the equivalent.
material samples need to be accounted for when studying material behavior.
5.7.2 Uncertainty in state variable
In this problem, the response of a plane strain tension specimen due to material
heterogeneities is considered. A tension specimen with a total length of 10:2mm
with a gage section width of 1:4mm is chosen (Refer [107]). The scalar state vari-
able of the material is assumed to be uncertain with a mean value, s = 50MPa
and with the following exponential correlation kernel:
R(x;x + r) = exp
 
 
jrj
b
!
(5.17)
For this problem, we assume that the correlation length b = 5mm and  = 0:5.
These parameters determine how many terms will be required to represent the
stochastic function. This equation means that the randomness in state-variable
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Figure 5.29: The ﬁgure shows the eigen-values based on the decomposi-
tion of the correlation kernel given in Eq. 5.17. The ﬁrst three
eigen-modes contain more than 99% of the energy.
is a second-order process, (i.e.) the complete randomness can be represented us-
ing only a correlation measure. Since R(x;x+r) represents a continuous correla-
tionfunction, itisdiscretizedandonlyimportantdimensionsthatcanbeusedto
represent the variability is extracted. For a second order process, it is to be noted
that the stochastic ﬁeld can be written in terms of independent linear stochastic
functions. Such an expansion is referred to frequently as the Karhunen-Loeve
expansion and is of the form: s(r) = s0

1 +
P1
i=1 i
p
ifi(r)

. This is made using
its eigen-value decomposition as shown in Fig. 5.29. From this ﬁgure, it is ap-
parent that the ﬁrst three eigen-modes are sufﬁcient to represent the scalar state
variable. The corresponding eigen-modes are shown in Fig. 5.30. Also, speciﬁc
samples of the scalar state variable are shown in Fig. 5.31. As shown in these
ﬁgures, only one-fourth of the specimen is modeled. Symmetric boundary con-
ditions are imposed with the bottom surface ﬁxed in the y-direction and the free
surface on the right being constrained in the x-direction.
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Figure 5.30: The ﬁgure shows the eigen-functions for the ﬁrst three eigen-
values shown in Fig. 5.29.
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Figure 5.31: The ﬁgure shows some samples of the scalar state variable
constructed by sampling  from its Karhunen-Loeve expan-
sion.
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Figure 5.32: (a) The ﬁgure shows convergence of the PDF of stresses at
central cross-section of the specimen (bottom-most point in
the symmetric half that is modeled) using different levels of
interpolation. The PDF computed using level-6 stochastic col-
location matches the PDF computed using the Monte-Carlo
scheme very closely.
The sparse grid stochastic collocation technique was employed to get the
stochastic solution. Fig. 5.32 shows the convergence of the PDF of stresses as
the level of interpolation using the sparse grid stochastic collocation scheme is
increased. This plot looks like a Gaussian since the random variables,  were
Gaussian stemming from the exponential correlation kernel. Also, the plot
clearly shows that the solution using level 6 interpolation and the Monte-Carlo
simulations match very closely. Fig. 5.33 shows a comparison of the mean and
standard deviation of equivalent stresses computed using the stochastic collo-
cation and Monte-Carlo schemes. Thus, it is apparent that uncertainties in ma-
terial properties can be captured using the stochastic collocation technique.
137￿￿￿￿￿￿
￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿￿￿
￿￿￿ ￿ ￿￿￿ ￿￿ ￿￿￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿￿￿
Figure 5.33: The ﬁgure shows a comparison of mean and standard devia-
tion of stresses computed using level-6 stochastic collocation
scheme (corresponding left plots) and the Monte-Carlo tech-
nique (corresponding right plots. The ﬁgure shows that the
stochastic collocation scheme is very effective in capturing the
stochastic solutions with signiﬁcantly lesser number of collo-
cation points.
5.7.3 Uncertainty in ﬁber orientation
Herein, the effects of uncertainty in ﬁber orientation on the response of a com-
posite nozzle ﬂap is studied. A schematic of the nozzle ﬂap under study is
shown in Fig. 5.34. The total length of the ﬂap is taken as 1 mm. The pin-
eyes are assumed to be ﬁxed while an uniform pressure acts on the back of the
nozzle-ﬂap. An orthotropic Neo-Hookean strain energy function is assumed for
the problem and the corresponding elasticity tensor is given by [108]:
L
e = detF(2detF   1) ¯ C
 1 
 ¯ C
 1 + 2

 + detF(detF   1)

G + 8a 
 a 
 a 
 a +
4(a 
 a 
 I + I 
 a 
 a)   A (5.18)
The orthotropic nature of the ﬁber originates from the fact that the strength
of the material along the ﬁber orientation is typically much higher than the
138Figure 5.34: A schematic of a nozzle ﬂap employed in aerospace applica-
tions.
strength in the transverse direction. Hence, the behavior of the specimen as
a whole depends on the orientation of ﬁbers within the material. The vector, a
denotes the orientation of the ﬁber within the composite specimen and is repre-
sented as a = [cos sin 0]. This means that the ﬁbers do not have a compo-
nent along the z-direction. In practice, this ﬁber orientation cannot be controlled
accurately and hence, we consider this ﬁber orientation to be uncertain. The ori-
entation of the ﬁber angle is deﬁned using an exponential covariance kernel as:
R(x;x + r) = exp
 
 
jrj
b
!
(5.19)
The mean ﬁber orientation is assumed to be =4.The correlation length b is as-
sumed to be 1mm with the value of  taken to be 0:3. The ﬁrst two terms in the
K-L expansion are found to be important The constants that occur in the con-
stitutive equations are taken from [107]. Such a model is ideal for short ﬁbers
which is assumed for the above model. Fig. 5.35 shows samples of the ﬁber
orientation originating from the K-L expansion.
Employing an expansion with two stochastic variables, the sparse-grid col-
location scheme is utilized to solve the stochastic stress-equilibrium equations
and hence the behavior of the specimen. Fig. 5.36 shows a comparison of the
mean stresses computed with Level-6 collocation scheme and the Monte-Carlo
scheme (with 5000 samples) and Fig. 5.37 shows the corresponding plots for
the standard-deviation of stresses. When the pressure is applied, the portion
of the nozzle ﬂap to the right of the second ﬁxed pin acts as a cantilever beam.
139Figure 5.35: Some samples of the ﬁber orientation in the nozzle-ﬂap aris-
ing from a correlated ﬁeld of ﬁber-angles and decomposed us-
ing the Karhunen-Loeve expansion.
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Figure 5.36: The ﬁgure on the left shows the mean stresses computed
using the stochastic collocation technique and that on the
right shows the mean stress computed using the Monte-Carlo
scheme.
This leads to stresses being concentrated near the second pin. Further, the bend-
ing stresses are induced on both, the top and bottom layer of this beam. These
ﬁgures show very good comparison between the stochastic collocation and the
Monte-Carlo technique.
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Figure 5.37: The ﬁgure on the left shows the standard deviation of stresses
computed using the stochastic collocation technique and that
on the right shows the same computed using the Monte-Carlo
scheme.
5.8 Robust design of deformation processes
We adapt the methodology stated in Chapter 4 and section 5.7 to perform robust
design of deformation processes. In large deformation manufacturing processes
such as forging, it is necessary to ensure that the quality of the ﬁnal product is
good as well as the cost involved in the production of the product is minimized.
This has to be done in the presence of diverse sources of uncertainties such as
friction coefﬁcient, forging velocity, initial preform shape etc. We now deﬁne a
robust design problem in such a context as follows:
J() =
Z
(1(flash()) + 2(underfill())) p()d (5.20)
The objective is to minimize J. It is to be noted that the integral is taken over
a probability space deﬁned by the uncertain sources.  represents the control-
lable parameters which are usually the initial shape parameters for the forging
problem. In the mathematical formalism, we allow for uncertainties in . How-
ever, this is only used in checking the convergence of the stochastic direct and
sensitivity problems whilst in the robust design problem, these are taken to be
141deterministic. The objective function can now be written as:
J() = 1
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where N1 represents the number of ﬁnite element nodes which are yet to ﬁll the
die and N2 represents the number of nodes responsible for ﬂash. xd
j represents
the desired value of the coordinate which is given by the shape of the die. The
objective function can be written discretely as:
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We assume that the primary design variables are the shape parameters of the
workpiece that is undergoing deformation. These variables are designed based
on the diverse sources of uncertainties present. Taking the sensitivity of the ob-
jective function with respect to a particular realization of the shape parameter,
we have:
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It is to be noted that during the robust design procedure, we assume ’s are de-
terministic since the contrary do not make physical sense. However, we assume
142they are uncertain only to show comparison and convergence of stochastic sen-
sitivities.
5.8.1 Robust design of forming process
A simple large-deformation problem with the objective of forming the work-
piece to the shape shown in Fig. 5.38 is chosen. Details of the ﬁnite element
implementation of such a process is shown in [111]. A PetSc implementation
of the direct and sensitivity algorithms were implemented which resulted in
a signiﬁcant computational gain and is employed here. A stochastic analysis is
performed with the main uncertainty coming from the initial shape of the work-
piece and the forging velocity.
The stochastic collocation technique is employed by repeatedly solving the di-
Figure 5.38: The ﬁgure shows the shape of a rigid die to which the work-
piece has to be deformed.
rect problem for computing the PDF of problem solution. We ﬁrst check the
convergence and accuracy of the stochastic direct problem by comparing with
Monte-Carlo results. The plots shown in Figures. 5.39 and 5.40 show that the
solutions using increasingly higher level of stochastic collocation grids match
with the Monte-Carlo solution.
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Figure 5.39: The ﬁgure shows the convergence of the PDF of spatial loca-
tion of a point with initial location x0 = 0 at a time t = 10s. The
plot shows a convergence of the PDF towards that estimated
using Monte-Carlo simulation.
Further, acomparisonofthemomentsofstochasticshapesensitivity
@xi
j(();)
@1()
is shown in Fig. 5.41. The results show a good convergence of the stochastic sen-
sitivities as the level of interpolation increases. Finally, the objective function
is minimized for uniform variability in the forging velocity of the process be-
tween 0:09mm=s and 0:11mm=s. The best design occurs for a the shape parameter
values of  = [1:00137;0:995292;1:01149;1:04842]. The mean and extremal solu-
tions are plotted in Fig. 5.42. While the objective is clearly satisﬁed for the mean
forging velocity, it cannot be assured for all samples since the shape parameter
is assumed to be deterministic.
5.9 Summary
In this chapter, we have detailed how parameters of systems can be optimized
to improve the performance of systems in the presence of both controllable and
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Figure 5.40: The ﬁgure shows the convergence of the PDF of spatial loca-
tion of a point with initial location x0 = 0:5 at a time t = 10s.
The plot shows a convergence of the PDF towards that esti-
mated using Monte-Carlo simulation.
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Figure 5.41:The table shows a comparison of the stochastic sensitivity of
spatial location (occupyingx0 = 0:5) with respect to a pertur-
bation in the shape parameter, 1. Statistics of the stochastic
sensitivities computed using different levels of the collocation
technique are compared against those obtained using Finite
Difference and Monte-Carlo scheme.
uncontrollable sources of uncertainties. The mathematical scheme was vali-
dated using stochastic inverse heat conduction problem and stochastic inverse
concentration identiﬁcation problems. The main advantage of the technique
is its non-intrusive nature and this characteristic was showcased using a prob-
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Figure 5.42: Theﬁgureshows(a)theshapeoftheﬁnalworkpieceattheleft
tail of the forging velocity (0:09mm=s), (b) the shape of the ﬁnal
workpiece at the right tail of the forging velocity (0:11mm=s)
and (c) the shape of the ﬁnal workpiece at the mean forging
velocity (0:1mm=s).
lem where the technique is used in conjunction with the commercially available
software,ANSYS. The technique can also be used to solve problems where un-
certainty is induced by sensor errors. Finally, the applicability for a robust de-
sign problem is showcased as well.
146CHAPTER 6
CONCLUSIONS AND SUGGESTIONS FOR THE FUTURE RESEARCH
In this thesis, we dealt with two important problems relevant to generic com-
plex systems on - (i) how to model input uncertainties at microstructural length
scales based on limited experimental evidence and (ii) how to compute uncer-
tain parameters/design processes in the presence of diverse sources of uncer-
tainties? The thesis was a ﬁrst step in answering a very important question -
How to design process/material parameters to ensure that the component per-
forms reliably in the presence of diverse sources of uncertainties at different
scales. Whilst earlier works have, at most, employed analytical assumptions
on the input uncertainty, herein a data-driven approach for building stochastic
models is provided.
In the ﬁrst part of the thesis, a mathematical framework for building stochas-
tic models is motivated from the Maximum Entropy principle frequented in the
ﬁeld of information theory. The algorithm developed is very generic in nature
and can be applied to any material system. We showcased its applicability to
the stochastic modeling of two kinds of material systems - (a) multi-phase mate-
rials where information about volume fraction, two-point correlation statistics
as well as connectivity data (lineal path functions) is employed to construct the
stochastic material model and (b) poly-crystalline materials where information
about microstructure topology and texture is employed to build the stochastic
model. Further, samples of microstructure from this stochastic model are taken
and interrogated for their plastic stress-strain curves. While the low value of
5% for variance-to-mean ratio of the plastic properties show little propagation
147of uncertainties for such properties, the fracture stresses show as high a ratio
as 80%. The main reason for this difference originates from the fact that the
fracture stress is dependent upon the exact topology of the microstructure and
initiates at the weakest link in the microstructure. Hence, this property is very
local in nature. However, the homogenized properties tend to average out and
hence their variance is not magniﬁed. This is a very useful information that can
be used to evaluate factors of safety, do reliability based design and so on.
In the second part of the thesis, an algorithm for performing stochastic opti-
mization of generic systems is proposed. The problem builds a stochastic space
where optimization will be performed (which is data-driven in the case of in-
verse problems). The PDF of optimal parameters is computed by designing the
control parameters at speciﬁc collocation points in the stochastic space. The
error using this approximation is derived and the convergence of the objec-
tive function is shown, both theoretically as well as computationally. To val-
idate the technique, a suite of problems based on stochastic inverse problems
and stochastic concentration reconstruction problems are chosen. The derived
methodology seems to perform well and the PDF of problem parameters can
be computed based on the PDF of data. Further, the same technique can also
be employed for design of material systems. This is a very generic framework
and can be used on top of deterministic solvers - the only computational tools
required are a direct solver and a sensitivity solver.
There is tremendous scope for expanding this work. Some possible avenues
for future research are detailed below:
1481. High ﬁdelity optimization techniques: High ﬁdelity optimization schemes
that employ Hessian information (second derivative) will signiﬁcantly re-
duce the computational time and the number of iterations. If J represents
the objective function (for the stochastic inverse problem) and (Y) rep-
resent the parameters to be optimized where Y represents the stochastic
dimension, the Hessian matrix is deﬁned as Hij(Y) = @2J
(@i(Y))(@j(Y)) whereas
the sensitivity is deﬁned as: Si(Y) = @J
@i(Y). In a recent work, we showed
that it is sufﬁcient to compute Si(Y) at the collocation points Yk. Comput-
ing the Hessian Hij(Yk) (where i and j range from 1 to N, the number of
discrete ’s and k ranges from 1 to M, the number of collocation points)
has advantages stated as follows:
² Computational Complexity: The number of sensitivity simulations
needed to perform per iteration of the stochastic optimization itera-
tion is O(MN). The computational complexity involved in computing
the Hessian is O(M2N2). This means that if the number of stochastic
collocation points is one million, then the cost of evaluating the Hes-
sian will explode and become infeasible to compute.
² Accuracy: For functions which might have points of sharp change
in their value, the value of higher order derivatives will reduce in
accuracy if the technique assumes a certain order of continuity. In
general, the solution of the objective functions and sensitivities have
to be very accurate if we utilize the Hessian in the algorithm.
149Using stochastic quasi-Newton schemes, we could approximate the func-
tionnearthelocalminimaasaquadraticvariable, henceutilizingbothgra-
dient and Hessian information to arrive at the optima. The advantage is
that the computational complexity is O(MN) while the convergence rate is
improved from linear(for steepest descent) to quadratic(for quasi-Newton
schemes). Though different quasi-Newtonian methods exist including the
DFP scheme, Broyden scheme and the BFGS scheme, the latter has been
shown to be the most optimal [112]. The idea for computing stochastic
Hessians follows from a similar deﬁnition of sensitivities in [113]. For the
stochastic optimization problem, at each search iteration k, the stochastic
Hessian is deﬁned as Hk+1
ij (Ym) =Hk
ij(Ym)+
rk
i (Ym)rk
j(Ym)
P
p rk
p(Ym)sk
p(Ym)  
Hk
ip(Ym)sk
p(Ym)Hk
jq(Ym)sk
q(Ym)
P
p
P
q Hk
pq(Ym)sk
p(Ym)sk
q(Ym),
where rk(Ym) = rJ(k+1)   rJ(k) and k+1(Ym) = k(Ym) + ksk(Ym) where k
is computed by performing a line search to minimize J(:) along the search
direction sk. The search direction is computed by solving, Hk(Ym)sk(Ym) =
 rJ(k;Ym). A further area of investigation could be the convergence rates
and accuracy of other quasi-Newtonian methods such as the DFP scheme
and the Broyden scheme in a stochastic setting.
2. Stochastic reduced order models: In a recent work [114], a model reduc-
tion approach has been employed for greedy selection of points in the
stochastic space. However, this technique fails to account for multiple
sources of uncertainties and its applicability to large stochastic dimen-
sions may lead to the problem of curse of dimensionality. The idea we
propose here originates from the fact that repeated performance of sensi-
tivity/Hessian calculations results in computational overhead which can
be resolved by evaluating its reduced order model. The Hessian is written
as H=
P
kHkLi(Y). Now, Hk can be written as Hk(x; t;) =
P
i i(t)(x) ()
150where the basis vectors (x) and  () are obtained by a concurrent model
reduction in the spatial and parametric domains (similar to what we used
earlier in [115]). To generate the basis vectors,(x) and  (), we need to
perform a sequence of stochastic solutions and store the snapshots of the
Hessian for each simulation. This step will signiﬁcantly reduce the com-
putational time for evaluation of the Hessian during the optimization iter-
ations.
3. Adaptive Sparse Grid Collocation - In a recent work, an adaptive sparse-
grid collocation approach [116] was developed that can represent an arbi-
trary stochastic function to any desired accuracy level using an optimal set
of points in the stochastic space. Employing this, we were able to compute
solutions to PDEs with 75 stochastic dimensions. Since we have exact er-
ror bounds on the solution, the accuracy of computations no longer poses
an issue. Further, this results in a massive reduction in the number of
stochastic collocation points and as a result stores the Hessian in an opti-
mal manner.
The techniques stated above can be used along with efﬁcient numerical schemes
for process simulation to design very complex deformation processes.
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