Recently, Fuzzy Grey Cognitive Maps (FGCM) has been proposed as a FCM extension. It is based on Grey System Theory, that it has become a very effective theory for solving problems within environments with high uncertainty, under discrete small and incomplete data sets. The proposed approach of learning FGCMs applies the Nonlinear Hebbian based algorithm determine the success of radiation therapy process estimating the final dose delivered to the target volume. The scope of this research is to explore an alternative decision support method using the main aspects of fuzzy logic and grey systems to cope with the uncertainty inherent in medical domain and physicians uncertainty to describe numerically the influences among concepts in medical domain. The Supervisor-FGCM, trained by NHL algorithm adapted in FGCMs, determines the treatment variables of cancer therapy and the acceptance level of final radiation dose to the target volume. Three clinical case studies were used to test the proposed methodology with meaningful and promising results and prove the efficiency of the NHL algorithm for FGCM approach.
has been proposed by Salmeron (2010) . FGCM is based on Grey System 12 Theory (GST), that it has become a very effective theory for solving prob-13 lems within environments with high uncertainty, under discrete small and 14 incomplete data sets.
15
Most knowledge within decision-making processes is represented using 
25
The FGCM nodes are variables, representing concepts. The relationships 26 between nodes are represented by directed edges. An edge linking two nodes 27 models the grey causal influence of the causal variable on the effect variable.
28
Since FGCMs are hybrid methods mixing grey systems and neural networks, 29 each cause is measured by its grey intensity. Analysis and also a Nonlinear Hebbian learning rule by minimizing a given 43 criterion function was proposed (Papageorgiou et al., 2003a (Papageorgiou et al., , 2008 .
44
The outline of this paper follows. Section 2 presents briefly the Grey 
Grey Systems Theory

51
GST has become a very effective theory for solving problems within 52 environments with high uncertainty, under discrete small and incomplete 53 data sets (Deng, 1989) . GST According to the degree of known information, if the system information 58 is fully known (whole understanding), the system is called a white system,
59
while the system information is completely unknown is called a black system.
60
A system with partial information known and partial information unknown 61 is grey system.
62
GST contemplate the data fuzziness, because it can flexibly deal with it 
68
One stronger point of GST over fuzzy approach is that GST fits bet-69 ter with multiple meanings (grey) environments (Bellman & Zadeh, 1970; 70 Zadeh, 1965). Grey uncertainty emerge due to the lack of precise values.
71
In addition, the key difference between fuzzy and grey systems concepts is 72 intension and extension of the analyzed objects (Wu et al., 2005) . While 
77
D R A F T
A grey number is a number whose accurate value is unknown, but it is 78 known the range within the value is included. We denote an interval grey 79 number as ⊗G, and it is a grey number with both a lower limit (G) and denoted as ⊗G ∈ [G, +∞), and if it has only upper limit is ⊗G ∈ −∞, G, .
84
A black number would be ⊗G ∈ (−∞, +∞), and a white number is 85 ⊗G ∈ G, G , G = G. We have not information about black numbers and 86 we have the complete information about white numbers.
87
The transformation process of grey numbers in white ones is called white- 
(1) when δ = 0.5 is equal mean whitenization.
90
Moreover, we define the length of a grey number as (⊗G) =| G−G |. In is not a black number.
96
A more detailed explanation of grey numbers operations and FGCMs
97
can be found at (Salmeron, 2010) . tween them. FGCM, as FCM (Kosko, 1986 (Kosko, , 1996 , models human tacit 104 knowledge. A FCM can be represented as a 4-tuple
where N is the set of nodes, E are the set of edges between nodes, f the 
107
N is represented as a tuple
where n i are the nodes. E is represented as a 2-tuple
where e n i n j is the edge from node n i to node n j , and w(e n i n j ) is the weight 110 of the edge e n i n j . 
where N is the set of concepts and E are the set of edges between nodes, f 118 the activation function and r the nodes' state range.
119
As FCMs, N is represented as a tuple
where e n i n j is the edge from node n i to node n j , and ⊗w(e n i n j ) is the grey 
where i is the pre-synaptic (cause) node and j the post-synaptic (effect) one.
140 Figure 1 shows a FGCM example. 
The updated nodes' states (Salmeron, 2010) 
The unipolar sigmoid function is the most used one ( 
where 
Note that if negative weights are allowed, the nodes' range would be for grey relationships, lower limit (e ≤ 1 + w ij ) and upper one (e ≤ 1 − w ij ).
206
In our proposal, the base value w ij is calculated as weights in FCM (Pa- 
231
The proposed rule has the general mathematical expression,
where the coefficient η k is a very small positive scalar factor called learning This simple rule states that if C k i is the value of node C i at iteration 236 k, and C j is the value of the triggering node C j which triggers the node 237 C i , the corresponding grey weight ⊗w ji from node C j towards the node C i parameter minus the grey weight decay at iteration step k.
240
The training weight algorithm takes the following form:
where
and 243 ⊗C j · ⊗w
For sake of simplicity, we denote
and then
Using the former notation
Note that
and
At every simulation step the value of each node of FGCM is updated, using Also, we introduce three criteria functions for the proposed algorithm.
254
One criterion is the maximization of the objective function J, which has 255 been defined by Hebb's rule.
where z = f (y), and f is the sigmoid function.
257
The objective function J has been proposed for the NHL, examining
258
the desired values of output concepts (OCs), which are the values of the 259 activation concepts we are interested about. The J is defined as:
where l is the number of OCs.
261
The second criterion is the minimization of the variation of two subse-262 quent values of OCs.
where the term e is a tolerance level keeping the variation of values of OC(s)
264
as low as possible and it is proposed as e = 0.001.
265
The third criterion is the stability of the grey vector state. The Supervisor-FCM is described briefly in this section, before the pre- he takes a differential decision on the radiation therapy procedure.
299
The Supervisor-FCM was developed from experts knowledge, which ac- radiotherapy process is produced and represented in Figure 2 . The concepts 329 SC1-SC6 are the input concepts, whereas the concept SC7 is the output 330 concept describing the Final Dose received by patient during radiotherapy.
331
Two main objectives of the Supervisor-FGCM are needed to be satisfied.
332
The first one is to keep the amount of Final Dose (FD) which is delivered to 333 the patient, between some limits, an upper FDmax and a low limit FDmin. For these values of concepts, the Supervisor-FGCM is able to examine 381 if they are within the accepted limits for the radiotherapy execution. This is a similar case study than the second one, but the initial states 385 includes grey uncertainty. 
Discussion of results
387
The NHL algorithm for FGCM modeling methodology is introduced to relationships.
431
The greyness of a grey number ⊗G is mainly related to the length of about the behavioral characteristics of the grey system modelled.
443
It is observed from the Table 6 , where the updated values of grey weights that better describes and supports the decision making.
461
The evolutionary approaches were used to learn the supervisor-FCM
462
by finding a number of optimum weight matrices that better correspond to 463 acceptable radiation therapy, without to be able to cope with the uncertainty 464 in the medical domain.
465
The advantage of the proposed methodology is that it is able to compute 
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