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Abstract
This paper considers the task of matching im-
ages and sentences by learning a visual-textual
embedding space for cross-modal retrieval.
Finding such a space is a challenging task
since the features and representations of text
and image are not comparable. In this work,
we introduce an end-to-end deep multimodal
convolutional-recurrent network for learning
both vision and language representations si-
multaneously to infer image-text similarity.
The model learns which pairs are a match
(positive) and which ones are a mismatch (neg-
ative) using a hinge-based triplet ranking. To
learn about the joint representations, we lever-
age our newly extracted collection of tweets
from Twitter. The main characteristic of our
dataset is that the images and tweets are not
standardized the same as the benchmarks. Fur-
thermore, there can be a higher semantic cor-
relation between the pictures and tweets con-
trary to benchmarks in which the descriptions
are well-organized. Experimental results on
MS-COCO benchmark dataset show that our
model outperforms certain methods presented
previously and has competitive performance
compared to the state-of-the-art. The code and
dataset have been made available publicly.
1 Introduction
The advent of social networks has brought about a
plethora of opportunities for everyone to share in-
formation online in the forms of text, image, video
and so forth. As a result, there is a vast amount
of raw data on the Net which could be helpful in
dealing with many challenges in natural language
processing and image recognition. Matching pic-
tures with their textual descriptions is one of these
challenges in which the research interest has been
growing (Wang and Chan, 2018; Eisenschtat and
Wolf, 2017; Faghri et al., 2017; Lee et al., 2018).
The goal in image-text matching is, given an im-
An African giraffe stares through the spiral-
shaped horns of a Greater Kudu bull in this 
well-timed photo by Your Shot photographer 
Dries Alberts https://on.natgeo.com/2J0GRNO 
Ireland have spoiled the party for England
England have been beaten, their 18 match 
winning run ended #IREvENG
Figure 1: Motivation/Concept Figure: Given an image
(caption), the goal in image-text matching is to auto-
matically retrieve the closest textual description (im-
age) for that. Tweets are examples of collected dataset.
age, to automatically retrieve a natural language
description of this image. In addition, given a cap-
tion (textual image description), we want to match
it with the most related image found in our dataset
as shown in Fig. 1. The process involves model-
ing the relationship between images and texts or
captions used to describe them. This defines the
semantics of a language by grounding it to the vi-
sual world.
Many studies have explored the task of cross-
modal retrieval on the level of sentence and im-
age regions (Wang and Chan, 2018; Niu et al.,
2017; Karpathy and Fei-Fei, 2015; Liu et al.,
2017). Karpathy et al. (2014) work on match-
ing parts of an image objects with phrases by us-
ing dependency tree relations for sentence frag-
ments and finding a common space for represent-
ing fragments. Huang et al. (2017) propose a sm-
LSTM where they utilize a multimodal context-
modulated global attention scheme and LSTM to
predict the salient instance pairs. Recently, many
researchers (Huang et al., 2018; Yan and Mikola-
jczyk, 2015; Zheng et al., 2017; Donahue et al.,
2015; Lev et al., 2016; Mao et al., 2014; Gu et al.,
2018) introduced a neural network model for im-
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age caption retrieval consists of RNNs, CNNs, and
additional multimodal layers. Practically, one of
the reasons that these deep learning approaches
have been on the rise is the availability of abun-
dant information on the Web. The next section de-
scribes the proposed model.
2 Model
In this work, we introduce an end-to-end multi-
modal neural network for learning image and text
representations simultaneously. The architecture
is illustrated in Fig. 2. It consists of two main sub-
nets, a CNN for input image representation with an
embedding and an LSTM to map the captions into
the new space. The purpose of the model is to find
a mapping from the text and image to a common
space in order to represent them with similar em-
beddings. In this space, an image (text) will have
a similar representation to its text (image) but a
different one from other texts (images). Once the
model is trained, by feeding an image (text) to the
network, we find the most similar text (image).
2.1 Image representation
For our initial model, after removing the fully-
connected layer from ResNet-50 (Xie et al., 2017)
which has been pre-trained on ImageNet (Rus-
sakovsky et al., 2015), we treat the remaining lay-
ers as an image feature extractor. The inputs of
the network are 224×224 images and the output
is a 2048×7×7 feature vector. Therefore, a dense
layer with the size of text domain is added to the
end of the network. With the rest of the network,
this layer which is now part of the model, is trained
to produce image representations. If we call this
vector I , which is a representation of the input im-
age, then fimg is a visual descriptor that is the re-
sult of forward pass in the network. The forward
pass is denoted by Fimg(.), which is a non-linear
function and is defined as fimg = Fimg(I). Con-
ventionally, the image model is considered as one
part of our network with its pre-trained weights
to avoid computing a large number of learnable
parameters which is a time-consuming process.
Then, we add two 1024 fully-connected layers
to transform fimg(.) to an image feature vector
(vimg) computed by vimg = Wimgfimg(.) + bimg.
2.2 Text representation
Each input text (T ) is first represented by an n×d
matrix, with n being its length and d being the
size of the dictionary. To build the dictionary, stop
words and punctuation marks are removed and all
the words are stemmed using porter stemmer. In
addition, the removal of the special characters is
carried out and the remaining words are all in low-
ercase format. Each word in the final dictionary
is represented by a one-hot d dimensional vector
and every word can nd an index l in the dictionary.
Therefore, for an input sentence T with m words,
there is a d×m matrix as the following:
T (i, j) =
{
1 j = li
0 otherwise
where 1 ≤ i ≤ m and 1 ≤ j ≤ d.
Based on this definition, each text should have a
fixed length. In this study, since two datasets with
various distributions are employed, the length of
each sentence is considered a fixed number. In
order to meet this criterion, when there are sev-
eral sentences for one image, we concatenate all
the words and build a long description for that im-
age. When the length grows to be more than the
expected length, the extra words are removed and
when there are fewer words, zero-padding is ap-
plied. Therefore, we will have a 70×d dimension
space for the representation of the sentences.
The input of the text representation model is a
sequence of integer numbers. In the next step, a
word embedding is used to reduce the number of
semantically similar words or to remove the words
with low frequency, which are non-existent in the
dictionary, resulting in a new embedding space.
Since the vocabulary size is very large, the reduc-
tion is helpful in increasing the networks general-
izability. The new embeddings are then fed into
an LSTM (Gers et al., 2000) to learn a probability
distribution over the above-mentioned sequence in
order to predict the next word. The output of the
LSTM is not used for word-level labeling. Instead,
for the representation of the whole text, only the
last hidden state is utilized. Therefore, for the
input sentence T, its text descriptor denoted by
ftxt and using the function Ftxt(.), is computed
as ftxt = Ftxt(T ). The final word feature vector
(vtxt) is defined by ftxt(.).
2.3 Alignment Objective
Having an aligned collection of image-text pairs,
the goal is to learn the image-text similarity score
denoted by S(T, I) which is defined as follows:
S(T, I) = −E(vtxt, vimg)
where vimg and vtxt are the same-size image
and text representations which have been pro-
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Figure 2: Proposed end-to-end multimodal neural network architecture for learning the image and text representa-
tions. Image features are extracted by a CNN with 16 residual blocks and text features are extracted by recurrent
unit. Then the fully-connected layers join the two domains by feature transformation.
jected onto a partial order visual-semantic embed-
ding space. The penalty paid for every true pair of
points that disagree is E(x, y) = ||max(0, y − x)||2.
To compute the training loss, the image and text
output vectors (vimg, vtxt) have been forced to be
in the R+. By merging the image and text embed-
ded models as illustrated in Fig. 2, we achieve the
desired visual-semantic model. To learn an order
encoding function, we considered a hinge-based
triplet loss function which encourages positive ex-
amples to have zero penalty, and negative exam-
ples to have penalty greater than a margin:∑
(T,I)(
∑
T
′ (max{0, α− S(T, I) + S(T ′ , I)} − σ2(T ′))
+
∑
I
′ (max{0, α− S(T, I) + S(T, I ′)}))− σ2(I ′))
where S(T, I), the similarity score function, is
as described above while T
′
and I
′
are inferred
from the ground truth by matching contrastive im-
ages with each caption and the reverse. σ2(x) is
discrete variance written as
∑
n
x− µc
|n| . For com-
putational efficiency, rather than summing over all
the negative samples, we assumed only the nega-
tives in a mini-batch.
3 Experiments
3.1 Implementation
The proposed method has been implemented with
the TensorFlow (Abadi et al., 2016), and Python
ran on a machine with GeForce GTX 1080 Ti.
For initialization, the GloVe (Pennington et al.,
2014) word embeddings, trained on Twitter with
1.2 million vocabulary size, 27 billion tokens and
2 billion tweets, are employed. The training phase
starts with an Adam optimizer with learning rate
of 0.1 and a batch size of 16 and continues as long
as the amount of loss does not change. When it
happens, the learning rate is divided by 2. This
continues until the learning rate becomes 10−7.
Then, the batch size is doubled and the learning
rate is reset to 0.1. We repeat this process to opti-
mize the model. During the training, a grid search
over all the hyper-parameters is carried out in or-
der to conduct a model selection. For efficiency,
the training is performed in batches which allows
us to do real-time data augmentation on images in
CPU in parallel with training the model in GPU.
3.2 Evaluation
Given a sentence (image), all the images (cap-
tions) of the test set are retrieved and listed based
on their penalty in an increasing order. Then we
report the results using Recall and Median Rank.
Recall is a metric for assessing how well a system
retrieves information to a query. It is computed by
dividing the number of relevant retrieved results
by the total number of instances. In R@K, the top
K results are treated as the output and the Recall is
computed accordingly. Med r is the middle num-
ber in a sorted sequence of the retrieved instances.
To address this issue, other metrics can be taken
into account since the existing measures can be in-
trinsically problematic (Bernardi et al., 2016). For
instance, the retrieval of the exact image (text) is
not guaranteed. In these cases, since the exact
matches have not been retrieved, its score is con-
Task Sentence Retrieval Image Retrieval
Method R@1 R@5 R@10 Med r R@1 R@5 R@10 Med r
1K
te
st
im
ag
es
Random Ranking 0.1 0.6 1.1 631 0.1 0.5 1.0 500
STV (2015) 33.8 67.7 82.1 3 25.9 60.0 74.6 4
DVSA (2015) 38.4 69.9 80.5 1 27.4 60.2 74.8 3
GMM-FV (2015) 39.0 67.0 80.3 3 24.2 59.3 76.0 4
MM-ENS (2015) 39.4 67.9 80.9 2 25.1 59.8 76.6 4
m-RNN (2014) 41.0 73.0 83.5 2 29.0 42.2 77.0 3
m-CNN (2015) 42.8 73.1 84.1 2 32.6 68.6 82.8 3
HM-LSTM (2017) 43.9 - 87.8 2 36.1 - 86.7 3
SPE (2016) 50.1 79.7 89.2 - 39.6 75.2 86.9 -
VQA-A (2016) 50.5 80.1 89.7 - 37.0 70.9 82.9 -
2WayNet (2017) 55.8 75.2 - - 39.7 63.3 - -
sm-LSTM (2017) 53.2 83.1 91.5 1 40.7 75.8 87.4 2
RRF-Net (2017) 56.4 85.3 91.5 - 43.9 78.1 88.6 -
VSE++ (2017) 64.6 90.0 95.7 1 52.0 84.3 92.0 1
SCAN (2018) 72.7 94.8 98.4 - 58.8 88.4 94.8 -
Ours 47.5 81.0 91.0 2 48.4 84.3 91.5 2
GMM-FV (2015) 17.3 39.0 50.2 10 10.8 28.3 40.1 17
5K
te
st
im
ag
es
DVSA (2015) 16.5 39.2 52.0 9 10.7 29.6 42.2 14
VQA-A (2016) 23.5 50.7 63.6 - 16.7 40.5 53.8 -
VSE++ (2017) 41.3 71.1 81.2 2 30.3 59.4 72.4 4
SCAN (2018) 50.4 82.2 90.0 - 38.6 69.3 80.4 -
Ours 23.8 53.7 67.3 4 25.6 55.1 68.4 3
Table 1: Image and sentence retrieval results on MS-COCO. “Sentence Retrieval” denotes using an image as query
to search for the relevant sentences, and “Image Retrieval” denotes using a sentence to nd the relevant image. R@K
is Recall@K (high is good). Med r is the median rank (low is good).
sidered although similar ones have been matched.
3.3 Data Collection and Results
Several datasets have been published for image-
sentence retrieval task (Rashtchian et al., 2010;
Ordonez et al., 2011; Young et al., 2014; Hu et al.,
2017; Farhadi et al., 2010). We collect a dataset,
as a proof of concept, for evaluating and analyz-
ing our method to better showcase its ability to
generalize as well as for demonstrating the exten-
sibility of this type of solution to conversational
texts and unusual images. Moreover, we used MS-
COCO (Lin et al., 2014) to train and test the pro-
posed model. This dataset contains 123,287 im-
ages and 616,767 descriptions (Lin et al., 2014).
Each image contains 5 textual descriptions on av-
erage which collected by crowdsourcing on AMT.
The average caption length is 8.7 words after rare
word removal. We follow the protocol in (Karpa-
thy et al., 2014) and use 5000 images for both vali-
dation and testing, and also report results on a sub-
set of 1000 testing images in Table 1.
We collected 13751 tweets with 14415 images
by a crawler based on the Twitter API. To make
sure that the collection is diverse, we first created
a list of seed users. Then, the followers of the seed
accounts were added to the list. Next, the latest
tweets of the users in our list were extracted and
saved in the dataset. To make the data appropriate
for our task, we removed retweets, the tweets with
no images, non-English tweets and the ones that
had less than three words. This led the dataset to
have a relatively long description for each image
and at least one image for every tweet. At the final
step, the dataset was examined by two profession-
als and unrelated content was removed by them.
Fig. 1 shows samples of the extracted dataset. This
collection is different from currently existing ones
due to varied domains, informal texts and high
level correlation between text and image. For in-
stance, the tweets may contain abbreviations, ini-
tialisms, hashtags or URLs. On collected tweets,
our model improves sentence retrieval by 14.3%
relatively and image retrieval by 16.4% relatively
based on R@1. The dataset has been available.1
4 Discussion
We propose a multi-modal image-text match-
ing model using a convolutional neural network
and a long short-term memory along with fully-
connected layers. They are employed to map im-
age and text inputs into a shared feature space,
where their representations can be compared, to
find the closest pairs. Additionally, a new dataset
of images and tweets extracted from Twitter is in-
troduced, with the aim of having a characteris-
1Dataset, source codes and model will be publicly avail-
able after publishing the paper.
tically different collection from the benchmarks.
Whereas the descriptions in the benchmarks are
well-organized, our dataset has not been standard-
ized and the image-text pairs can contain high
semantic correlations. Also, because of a var-
ied number of domains existent in the extracted
dataset, the task of image-text matching becomes
even more challenging. Therefore, it can be used
to carry out new research and assess the robustness
of the proposed frameworks. Our experiments on
MS-COCO yield improved results over some pre-
viously proposed architectures.
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