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Abstract
We have derived the hierarchy of soliton equations associated with the untwisted
affine Kac-Moody algebraD
(1)
4 by calculating the corresponding recursion operators.
The Hamiltonian formulation of the equations from the hierarchy is also considered.
As an example we have explicitly presented the first non-trivial member of the
hierarchy, which is an one-parameter family of mKdV equations. We have also
considered the spectral properties of the Lax operator and introduced a minimal set
of scattering data.
1 Introduction
After the discovery of the inverse scattering method (ISM) in 1967 by the Princeton group
of Gardner, Greene, Kruskal and Miura [1] the study of soliton equations and the related
integrable nonlinear evolution equations (NLEEs) became one of the most active branches
of nonlinear science. In this pioneering paper, the Korteveg-de Vries (KdV) equation was
exactly integrated using the ISM. One year later, Peter Lax presented a method, which
would later be instrumental in the search of new integrable equations different from the
KdV[2]. This started numerous attempts to extend the range of application of the ISM
to other equations.
Three years had passed, when Gardner started the canonical approach to the NLEEs.
He was the first to realize that the KdV equation can be written in a Hamiltonian form
[3]. Soon after that, Zakharov and Faddeev proved that KdV equation is a completely
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integrable Hamiltonian system [4] and Wadati solved the modified Korteweg-de Vries
(mKdV) equation [5].
This explosion of interest in the soliton science led to the discovery of a completely new
world of unknown before integrable equations together with methods and techniques for
finding their exact solutions. We should mention some of those methods and techniques,
starting with the fundamental analytic solution (FAS), which was introduced by Shabat
[6]. Within this approach one can show that the ISM is equivalent to a multiplicative
Reimman-Hilbert problem (RHP), which is the basis for the dressing method invented by
Zakharov and Shabat [7, 8]. Another important result was derived by Ablowitz, Kaup,
Newell and Segur [9]. They showed that the ISM can be interpreted as a generalized
Fourier transform. This approach is based on the Wronskian relations, which are basic
tools for the analysis of the mapping between the potential and the scattering data.
They allow the construction of the ”squared solutions” of the Lax operator, which form a
complete set of functions and play the role of the generalized exponentials (see [10, 11, 12]
and the references therein). Another powerful technique we should mention here is that
of the so called recursion operators. This method has in principal a long history but the
application to the NLEEs started in [13] (see also [14] and [15]) where with the help of the
recursion operator the KdV equation was written in a compact form. Within the study of
the Nonlinear Schro¨dinger (NS) equation, considered in the rapidly decreasing case and
imposing the requirement that the squared Jost solutions of the auxiliary linear problem
are its eigenfunctions, the recursion operator was first introduced in [9]. The case of the
general matrix linear first order differential operator was studied in [16]. We should also
mention the Tzitzeica equation [17, 18], which was rediscovered as a soliton equation at the
end of the 1970s. Its Lax pair was discovered by Mikhailov [19] who demonstrated, that
Tzitzeica equation has a hidden Z3-symmetry, which becomes evident at the Lax pair level.
This led Mikhailov to the discovery of the reduction group, an important concept in the
Lax representation of soliton equations. He also solved the family of 2-dimensional Toda
field theories (of which Tzitzeica equation is a particular example) by using the dressing
method. The further development of all these methods and techniques and also their
numerous applications can be found for example in [20, 21, 22, 23, 24, 25, 26, 27, 28, 29]
and more recently in [30, 31, 32]. For a brief introduction to the very intriguing history
of the solitons and the ISM see, for instance, [33, 34] and also [22, 24, 27].
The theory of soliton equations deals with a class of nonlinear partial differential equa-
tions that admit exact solutions. That is why it is natural to study the soliton equations
from a group-theoretical point of view and to uncover the algebraic structures, which are
behind them. Investigations clarifying the algebraic structure of several classes of NLEEs
were, for the first time, started in the early 1980s in the Research Institute for Mathemat-
ical Sciences by the Kyoto group. Namely, M. Sato and Y. Sato in their studies discovered
the very remarkable fact that there is a transitive action of an infinite-dimensional group
on the manifold of solutions of the Kadomtsev-Petviashvili (KP) hierarchy and the cor-
responding Lie algebra is gl(∞) [35, 36].
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Another very important investigation, which shows deep and fundamental links be-
tween NLEEs and infinite-dimensional Lie groups and Lie algebras was done by Drinfeld
and Sokolov [37, 38]. In their papers, starting from an affine Kac-Moody algebra and
applying the method of Hamiltonian reduction, they obtained a one-parameter family of
Poisson brackets, which are defined on some infinite-dimensional Poisson manifold, and
constructed an integrable hierarchy of bi-Hamiltonian equations. In their studies they
found most of the mKdV equations related to the low dimensional cases, for example,
when the affine Kac-Moody algebra is A
(1)
1 ≃ sˆl2 the resulting equation is the well-known
mKdV equation. Within this scheme, Casati, Della Vedova and Ortenzi [39] found in
an explicit form the hierarchy, which is related to the affine Kac-Moody algebra G
(1)
2 ,
together with the bi-Hamiltonian structure of the obtained soliton equations.
These investigations were followed by Date, Jimbo, Kashiwara and Miwa with a se-
quance of seminal papers [40] (see also [41] and references there in) in which the repre-
sentation theory of affine Kac-Moody algebras is used to obtain KP and KdV hierarchies,
for example, the KdV and KP hierarchies are related correspondingly to the affine Lie
algebras A
(1)
1 and A∞. A very important side of these investigations is that they put on
very general grounds the use of the theory of affine Lie algebras and their corresponding
Lie groups in finding the hidden symmetries of soliton equations.
The relation between infinite-dimensional Lie algebras, and their groups and soliton
equations has inspired a huge number of further investigations in which this link has been
widely extended and generalized in many different senses and directions. In particular,
Segal and Wilson elaborated a construction, which associates with every solution of the
KdV equation a point of some infinite-dimensional Grassmannian [42]. They show that
the geometry of the Grassmannian reflects to the properties of the exact solutions. Within
this powerful approach the explicit algebro-geometric solutions are naturally described and
the geometrical meaning of the τ -function is clarified. Kac and Wakimoto [43] constructed
a scheme in which vertex operator representations of some affine Lie algebras are used to
obtain hierarchies of NLEEs. In the papers [44, 45] Burroughs, de Groot, Hollowood and
Miramontes used a general approach, with the help of which they constructed integrable
hierarchies of NNLEs, which in turn are related to untwisted Kac-Moody algebras. The
generalized KdV hierarchies of Drinfeld and Sokolov can be naturally included within this
approach and are obtained as some special cases of the general scheme. They also include
most of the generalizations of the original Drinfeld-Sokolov construction available in the
literature. The extent of this class of hierarchies by means of (matrix) pseudo-differential
operators has been investigated by Fehe´r, Harnad, Marshall, Delduc and Gallot [46, 47,
48, 49] (see also [50]). Their construction and its generalizations provide a systematic
approach to the study and classification of many integrable hierarchies described by means
of pseudo-differential Lax operators. For a brief but very informative review of some of
these results see for example [51]. An equivalent construction to the generalized Drinfeld-
Sokolov hierarchies was proposed by Feigin and Frenkel [52, 53]. In this approach, instead
of the hamiltonian flows of the mKdV hierarchy, the main technical tool is given by some
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properly chosen vector fields defined on the space of jets of the potential of the Lax
operator. This potential in turn belongs to the Cartan subalgebra of the corresponding
affine Kac-Moody algebra. Enriquez and Frenkel [54] proved that this construction is
equivalent to that proposed previously by Drinfeld and Sokolov.
The present paper can be considered as a natural continuation on the investigations
of the relation between Kac-Moody algebras and integrable equations started in our pre-
vious works [55, 56, 57, 58]. In particular, there we have analyzed the family of integrable
nonlinear third order partial differential equations associated with the untwisted affine
Kac-Moody algebras A
(1)
r , which represent the third member of the corresponding hierar-
chy. We also started investigations concerning the affine Kac-Moody algebra D
(1)
4 .
The D4 ≃ so(8) is unique among the simple Lie algebras, because D4 is the only
algebra with an S3 symmetry of its Dynkin diagram. It is also the only simple Lie
algebra that has 3 as a double-valued exponent. For these reasons, the main purpose of
this paper is to derive directlythe hierarchy of soliton equations related to the untwisted
affine Kac-Moody algebra D
(1)
4 by calculating the corresponding recursion operators. This
is an alternative approach to the one used in [37, 38]. In particular, we will pay special
attention to the one-parameter family of mKdV equations. We also formulate the spectral
properties of the Lax operators as well as the FAS of the system.
The paper is organized as follows. In Section 2 we give some basic facts concerning Kac-
Moody algebras and present an explicit way of constructing a basis in the algebra D
(1)
4 .
In Section 3 the Lax pair corresponding to the hierarchy is defined and then analyzed and
the recursion operators giving the hierarchy of soliton equations are derived. In Section 4,
following [37, 38], we give the Hamiltonian formulation of the obtained soliton equations
along with the general formula for the corresponding Hamiltonians. In Section 5 we derive
explicitly the first non-trivial member of the hierarchy, which is a one-parameter family
set of mKdV type equations. In Section 6 we formulate the spectral properties of the Lax
operators and the corresponding RHP. We construct two minimal sets of scattering data
and prove that they allow one to reconstruct both the scattering matrix and the potential
of the Lax operator. Section 7 contains concluding remarks. In the Appendix we present
some properties of the simple Lie algebra D4 and show an explicit construction of the
dihedral realization of the Coxeter automorphism. Here, we also give the explicit form of
the basis of D
(1)
4 , which is used in the calculations. We also show the explicit calculation
of ad−1J , a step that is required for the calculation of the recursion operators.
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2 Preliminaries
A Lie algebra 1 is called simple if it is non-Abelian and contains no nontrivial ideals. A
semisimple Lie algebra is the direct sum of finite number of simple Lie algebras. We will
consider algebras over the field of complex numbers C.
Let g be a finite-dimensional simple Lie algebra. By adX we denote the linear operator
defined by
adX(Y ) =
[
X, Y
]
, X, Y ∈ g. (1)
This operator has a kernel and can only be inverted on its image. We denote that inverse
by ad−1X . If X is diagonalizable then ad
−1
X can be expressed as a polynomial of adX . Let〈
,
〉
be the Killing-Cartan form on g, which is defined by〈
X, Y
〉
= tr (adX adY ) . (2)
Since any invariant symmetric bilinear form on g is proportional to the Killing form we
will use the form given by 〈
X, Y
〉
= tr (XY ) . (3)
Let ϕ be an automorphism of g of finite order. If it is of the form
ϕ(X) = eFXe−F (4)
for some generator F then it is called an inner automorphism. Every automorphism that is
not inner is an outer automorphism. The set of outer automorphisms of g is equivalent, up
to a conjugation with an inner automorphism, to the symmetries of the Dynkin diagram
of g. Every finite-order automorphism ϕ introduces a grading in g by
g =
s−1⊕
k=0
g(k), (5)
such that [
g(k), g(l)
] ⊂ g(k+l), ϕ(X) = ωkX, ω = exp(2πi
s
)
, ∀X ∈ g(k), (6)
where s is the order of ϕ and k + l is taken modulo s. If g is a finite-dimensional Lie
algebra over C then
g[λ, λ−1] =
{
m∑
i=n
viλ
i : vi ∈ g, n,m ∈ Z
}
,
f(λ) =
{
m∑
i=0
fiλ
i : fi ∈ g, m ∈ Z
}
.
(7)
1 For a comprehensive treatment concerning finite-dimensional Lie algebras, as well as infinite-dimen-
sional Lie algebras of Kac-Moody type, see [59, 60, 61, 62, 63]. A collection of articles can be found in
[64].
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There is a natural Lie algebraic structure on g[λ, λ−1]. Let ϕ be an automorphism of g of
order s. Then
L(g, ϕ) =
{
f ∈ g[λ, λ−1] : ϕ(f(λ)) = f
(
λ exp
(
2πi
s
))}
. (8)
L(g, ϕ) is a Lie subalgebra of g[λ, λ−1]. If g is simple then L(g, ϕ) is called a Kac-Moody
algebra. It is obvious that Kac-Moody algebras are graded algebras. Note that commonly
the central extension of L(g, ϕ) is called a Kac-Moody algebra. The definition given above
is the one used in [37, 38]. Every automorphism ϕ can be uniquely represented in the
form ϕ = f ◦ ϕτ where ϕτ is given by
ϕτ (Eαi) = Eτ(αi) (9)
and τ is a permutation of the simple roots that preserves the symmetry of the Dynkin
diagram of g, i.e. it is an automorphism of the Dynkin diagram. The order of ϕτ is called
the height of L(g, ϕ). As is shown in [63], two Kac-Moody algebras L(g1, ϕ1), L(g1, ϕ1)
are equivalent if g1 is isomorphic to g2, and the automorphisms of the Dynkin diagram
determined by ϕ1 and ϕ2 are conjugate.
An automorphism C of a simple Lie algebra is said to be a Coxeter automorphism if
the eigen-space that corresponds to an egeinvalue 1 is Abelian and C is of minimal order.
The order of C is called the Coxeter number of the algebra.
In this paper we will consider the equations related to L(D4, C), where C is a Coxeter
automorphism of D4. We will use the standard notation D
(1)
4 [59]. The Coxeter number
of D
(1)
4 is 6 and its exponents are 1, 3, 5, 3 [37, 59]. The Coxeter automorphism is realized
as
C(X) = cXc−1, (10)
where c is given in the appendix (see (88)). It introduces a grading in D4 via (6). A basis
compatible with this grading is given by averaging the Cartan-Weyl basis over the action
of the Coxeter automorphism
E (k)i =
5∑
s=0
ω−skCs(Eαi), H(k)j =
5∑
s=0
ω−skCs(Hj). (11)
Note that H(k)j is non-vanishing only if k is an exponent. Since 3 is a double-valued
exponent, g(3) will contain two Cartan elements. The explicit form of the basis is given
in the appendix.
6
3 Lax pair and recursion operators
We will derive the hierarchy of equations related to a Lax pair that is subject to a Zh
reduction [19]
Lψ ≡ i∂xψ + U(x, t, λ)ψ = 0,
Mψ ≡ i∂tψ + V (x, t, λ)ψ = ψΓ(λ),
(12)
where Γ(λ) is given in Subsection 6.1. The potentials must satisfy
C (U(x, t, λ)) = U(x, t, ωλ), C (V (x, t, λ)) = V (x, t, ωλ). (13)
with ω = e
2pii
6 . This implies that the potentials are elements of the Kac-Moody algebra
D
(1)
4 . A Lax pair compatible with the above reduction is given by
L = i∂x +Q(x, t)− λJ,
M = i∂t +
n−1∑
k=0
λkV (k)(x, t)− λnK, (14)
where
Q(x, t) ∈ g(0), V (k)(x, t) ∈ g(k), K ∈ g(n), J ∈ g(1). (15)
For simplicity, we assume that n ≤ h and n is an exponent of D(1)4 . If n is not an exponent
the resulting equations are trivial and if n > h then every index should be understood
modulo h. The explicit form of the potential Q is
Q(x, t) =
r∑
i=1
qi(x, t)E (0)i . (16)
To simplify the notation we will omit writing any explicit dependence on x or t.
The elements J and K are some properly chosen constant matrices. In our case
J =
1
2
H(1)1 = diag(1, ω, ω5, 0, 0,−ω5,−ω,−1) (17)
and K is chosen so that
[
J,K
]
= 0.
Our choise of J fixes the inverse of adJ to (for more details, see the Appendix)
ad−1J =
1
27
(
26 ad5J + ad
11
J
)
. (18)
The Lax pair must commute, i.e. [
L, M
]
= 0 (19)
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for every λ. This implies the following recursion relations
λn+1 :
[
J,K
]
= 0,
λn :
[
J, V (n−1)
]
+
[
Q,K
]
= 0,
λs : i∂xV
(s) +
[
Q, V (s)
]− [J, V (s−1)] = 0,
λ0 : −i∂tQ + i∂xV (0) +
[
Q(x, t), V (0)
]
= 0.
(20)
Each element splits into ”orthogonal” and ”parallel” parts
V (s) = V
(s)
⊥ + V
(s)
‖ , adJ
(
V
(s)
‖
)
= 0,
V
(s)
‖ (x, t) =
{
0 if s is not an exponent,∑k
j=1 c
−1
s,jH(s)j
〈
V (s),H(h−s)j
〉
if s is an exponent,
(21)
where cs,j =
〈
H(s)j ,H(h−s)j
〉
and k is the multiplicity of the exponent. From (20) we can
see that
V
(s−1)
⊥ = ad
−1
J
(
i∂xV
(s) +
[
Q, V
(s)
⊥
]
+
[
Q, V
(s)
‖
])
,
i∂xV
(s)
‖ = −
[
Q, V
(s)
⊥
]
‖
.
(22)
Integrating the second equation we get
V
(s)
‖ = i∂
−1
x [Q, V
s
⊥]‖ = i
k∑
j=1
c−1s,jH(s)j ∂−1x
〈[
Q, V
(s)
⊥
]
,H(h−s)j
〉
, (23)
where we have set any constants of integration to be equal to zero. Thus the solution of
the recurrent relations takes the form
V (n−1) = −ad−1J [Q,K] ,
V
(s−1)
⊥ = ΛsV
(s)
⊥ .
(24)
There are two possible cases for the recursion operators Λs. If s is an exponent then
ΛsX = ad
−1
J
(
i∂xX + [Q,X ] + i
k∑
j=1
c−1s,j
[
Q,H(s)j
]
∂−1x
〈
[Q,X ] ,H(h−s)j
〉)
, (25)
where k is the multiplicity of the exponent s. If s is not an exponent then
ΛsX = ad
−1
J (i∂xX + [Q,X ]) . (26)
The hierarchy of soliton equations is given by
∂tQ = ∂x
(
Λ2 . . .Λn−1V
(n−1)
)
=
∂
∂x
(
Λ2 . . .Λn−1ad
−1
J [K,Q]
)
.
(27)
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4 Hamiltonian formulation
Every equation in the hierarchy (27) has infinitely many integrals of motion. This is due
to the underlying bi-Hamiltonian structure. Every integral of motion can be viewed as a
Hamiltonian with a properly chosen Poisson structure. We will use the integral of motion
given by [31, 32]
I =
∫ ∞
−∞
ic5,1∂
−1
x
〈[
Q,Λ0V
(0)
]
,H(1)1
〉
dx. (28)
The Hamiltonian H is proportional to (28). Hamilton’s equations are
∂tqi = {qi, H} (29)
with a Poisson bracket given by
{F,G} =
∫
R2
ωij(x, y)
δF
δqi
δG
δqj
dxdy, (30)
where we sum over repeating indexes. The Poisson structure tensor is
ωij(x, y) =
1
2
δij (∂xδ(x− y)− ∂yδ(x− y)) . (31)
In this case (29) reduces to
∂tqi = ∂x
δH
δqi
. (32)
5 The one-parameter family of mKdV equations
The first non-trivial member of the hierarchy is a set of mKdV equations which is obtained
by (27) and setting n = 3. Here, for the sake of completeness, we will derive explicitly
the potential of the M operator, which in our particular case is a qubic polynomial in λ.
As we mentioned above, the algebra D4 is the only simple Lie algebra which has 3
as a double exponent. This means that the element K in (14) involves two arbitrary
parameters:
K =
1
2
aH(3)1 +
1
6
bH(3)4 . (33)
The elements V (k) are given as a linear combination of the basis elements in g(k) with
some coefficients v
(k)
i .
The coefficients of V (2) are obtained by solving the first equation from (24)
v
(2)
1 = 2ωaq1,
v
(2)
2 = 0,
v
(2)
3 = −ω(a+ b)q3,
v
(2)
4 = −ω(a− b)q4.
(34)
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From the second equation of (24), by setting s = 2, for V (1) we have
v
(1)
1 = −2a(ω + 1)
√
3
3
(
∂xq1 −
√
3q4q3 +
√
3q2q1
)
,
v
(1)
2 = 2aq
2
1 − (a+ b)q23 − (a− b)q24,
v
(1)
3 = (a+ b)(ω + 1)
√
3
3
(
∂xq3 −
√
3q1q4 −
√
3q2q3
)
,
v
(1)
4 = (a− b)(ω + 1)
√
3
3
(
∂xq4 −
√
3q1q3 −
√
3q2q4
)
,
v
(1)
5 = aq
2
1 −
1
2
(a+ b)q23 −
1
2
(a− b)q24 .
(35)
Note that v
(1)
5 can formally be interpreted as ”particle density” and
D =
∫ ∞
−∞
(
aq21 −
1
2
(a+ b)q23 −
1
2
(a− b)q24
)
dx (36)
is an integral of motion.
Using (24) and setting s = 1 ,for V (0) we get
v
(0)
1 = 2a(∂
2
xq1 −
√
3q1∂xq2)−
√
3 ((3a + b)q4∂xq3 + (3a− b)q3∂xq4)
− 3q1(2aq22 − (a− b)q23 − (a + b)q24),
v
(0)
2 =
√
3a∂xq
2
1 −
√
3
2
(a + b)∂xq
2
3 −
√
3
2
(a− b)∂xq24
− 3q2
(
2aq21 − (a + b)q23 − (a− b)q24
)
,
v
(0)
3 = −(a + b)(∂2xq3 −
√
3q3∂xq2) +
√
3 ((3a+ b)q4∂xq1 + 2bq1∂xq4)
− 3q3
(
2aq24 − (a− b)q21 − (a+ b)q22
)
,
v
(0)
4 = −(a− b)(∂2xq4 −
√
3q4∂xq2) +
√
3 ((3a− b)q3∂xq1 − 2bq1∂xq3)
− 3q4
(
2aq23 − (a− b)q22 − (a+ b)q21
)
.
(37)
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Finally, the equations obtained from (27), are
∂tq1 = ∂x
(
2a(∂2xq1 −
√
3q1∂xq2)−
√
3 ((3a+ b)q4∂xq3 + (3a− b)q3∂xq4)
− 3q1(2aq22 − (a− b)q23 − (a + b)q24)
)
,
∂tq2 = ∂x
(√
3a∂xq
2
1 −
√
3
2
(a+ b)∂xq
2
3 −
√
3
2
(a− b)∂xq24
)
− 3q2
(
2aq21 − (a + b)q23 − (a− b)q24
)
,
∂tq3 = ∂x
(
− (a+ b)(∂2xq3 −
√
3q3∂xq2) +
√
3 ((3a+ b)q4∂xq1 + 2bq1∂xq4)
− 3q3
(
2aq24 − (a− b)q21 − (a+ b)q22
) )
,
∂tq4 = ∂x
(
− (a− b)(∂2xq4 −
√
3q4∂xq2) +
√
3 ((3a− b)q3∂xq1 − 2bq1∂xq3)
− 3q4
(
2aq23 − (a− b)q22 − (a+ b)q21
) )
.
The density of the Hamiltonian given by (28) is
H = 1
3
(
2aq1∂
2
xq1 − (a+ b)q3∂2xq3 − (a− b)q4∂2xq4
)
− 1
6
(
2a(∂xq1)
2 − (a+ b)(∂xq3)2 − (a− b)(∂xq4)2
)
+ 2a
√
3
(
(q4q3 +
1
3
q2q1)∂xq1 − 1
3
q21∂xq2
)
− (a+ b)
√
3
(
(q4q1 − 1
3
q2q3)∂xq3 − 1
3
q23∂xq2
)
− (a− b)
√
3
(
(q3q1 − 1
3
q2q4)∂xq4 − 1
3
q24∂xq2
)
− 3
2
(
2a(q11q
2
2 + q
2
4q32)− (a+ b)(q21q24 + q22q23)− (a− b)(q21q23 + q22q24)
)
(38)
with Hamilton’s equations given by (32).
As we demonstrated above, the set of mKdV equations, as well as their Hamiltonian
(38) involve two arbitrary parameters a and b. However, one of these parameters, say
a, can always be put to 1 by re-scaling t to t/a. That is why we have effectively a
one-parameter family of mKdV equations.
Note that for any other simple Lie algebra 3 is a single-valued exponent. As a result K
may involve only one parameter, which can always be re-scaled to 1. Therefore the mKdV
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equations related to the other simple Lie algebras do not allow arbitrary parameters as
their coefficients.
6 Spectral properties of L and fundamental analytic
solutions
Let us analyze the spectral properties of L and outline the construction of its FAS. Basic
tools in this analysis are the Jost solutions
lim
x→−∞
φ−(x, t, λ)e
iJλx = 11, lim
x→∞
φ+(x, t, λ)e
iJλx = 11. (39)
Then the scattering matrix is introduced by
T (λ, t) = φˆ+(x, t, λ)φ−(x, t, λ), (40)
where by ”hat” we denote matrix inverse. Formally the Jost solutions must satisfy Volterra
type integral equations. If we introduce
ξ±(x, t, λ) = φ±(x, t, λ)e
iλJx, (41)
then ξ±(x, t, λ) must satisfy
ξ+(x, t, λ) = 11 + i
∫ x
∞
dy e−iλJ(x−y)Q(y, t)ξ+(y, t, λ)e
iλJ(x−y),
ξ−(x, t, λ) = 11 + i
∫ x
∞
dy e−iλJ(x−y)Q(y, t)ξ−(y, t, λ)e
iλJ(x−y).
(42)
However, in our case J is complex-valued and a simple analysis shows that the Jost
solutions exist only for potentials on compact support. Beals and Coifman showed that
any potential can be approximated to arbitrary accuracy with a potential on a finite
support [65]. This result was later generalized to potential with coefficients from any
finite-dimensional simple Lie algebra [11]. Reformulating the general results of [11, 32],
for the particular choice of the algebra D4 ≃ so(8) we find that
1. The continuous spectrum of L fills up the set of rays lν , ν = 0, . . . 11 in the complex
λ-plane for which
Imλα(J) = 0, (43)
where α is any root of D4 and J is given by (17), see Figure 1. These rays are
defined by
lν = arg λ =
πν
6
, ν = 0, . . . 11. (44)
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Figure 1: The continuous spectrum of L with Z6-symmetry fills up the rays lν , ν =
0, . . . , 11; Ων are the analyticity regions of the FAS ξν(x, t, λ).
With each ray one can relate a subalgebra gν with root systems δν whose roots
satisfy
δν ≡ {α ∈ δν iff Imλα(J) = 0 ∀λ ∈ lν}. (45)
More specifically we have
δ0 ≡ {±(e2 + e3),±(e1 − e4),±(e1 + e4)}, δ1 ≡ {±(e1 + e3)},
δ2 ≡ {±(e1 − e2),±(e3 − e4),±(e3 + e4)}, δ3 ≡ {±(e2 − e3)},
δ4 ≡ {±(e1 − e3),±(e2 − e4),±(e2 + e4)}, δ5 ≡ {±(e1 + e2)}
(46)
and δν+6 ≡ δν , ν = 0, . . . , 5.
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(1, 2) (1, 3) (1, 4) (2, 3) (2, 4) (3, 4) (1, 7) (1, 6) (2, 6)
(1, 5) (2, 5) (3, 5)
Ω0 − + + + + − + − +
Ω1 − + + + + − + + +
Ω2 + + + + + + + + +
Ω3 + + + − + + + + +
Ω4 + − + − − + + + +
Ω5 + − + − − + − + +
Table 1: The signs sjk = s9−k,9−j in (48). We have listed only the values of sjk for j < k
because skj = −sjk. Also the signs for Ων+6 are opposite to the signs for Ων , ν = 0, . . . , 5.
2. The regions of analyticity of the FAS ξν(x, t, λ) are the sectors
Ων ≡
{
πν
6
≤ arg λ ≤ π(ν + 1)
6
}
. (47)
They can be introduced as the solutions of the set of integral equations
ξν,ij(x, t, λ) = δij + i
∫ x
sij∞
dy e−iλ(Ji−Jj)(x−y)(Q(y, t)ξν(y, t, λ))ij, (48)
where λ ∈ Ων and sij take the values ±1, which are specific for each of the sectors
Ων , see Table 1.
3. In each of the sectors Ων we introduce an ordering of the roots calling the root α
ν-positive (resp. ν-negative) if Imλα(J) > 0 (resp. Imλα(J) < 0) for λ ∈ Ων .
Thus the sets of positive roots of the subalgebras gν are
δ+0 ≡ {e2 + e3, e1 − e4, e1 + e4}, δ+1 ≡ {e1 + e3},
δ+2 ≡ {e1 − e2, e3 − e4, e3 + e4}, δ+3 ≡ {e2 − e3},
δ+4 ≡ {e1 − e3, e2 − e4, e2 + e4}, δ+5 ≡ {e1 + e2}.
(49)
Note that the root systems δ1,3,5 are isomorphic to the root system of sl(2), while
each of the root systems δ0,2,4 is isomorphic to the direct sum of three sl(2) algebras.
Indeed, it is enough to check that all the roots in δ+0,2,4 are mutually orthogonal.
4. As set of scattering data we introduce the limits of the FAS along both sides of all
rays lνe
±i0:
lim
x→−∞
e−iλJxξν(x, t, λ)e
iλJx = S+ν (t, λ),
lim
x→∞
e−iλJxξν(x, t, λ)e
iλJx = T−ν (t, λ)D
+
ν (λ),
∀λ ∈ lνe+i0, (50)
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lim
x→−∞
e−iλJxξν(x, t, λ)e
iλJx = S−ν+1(t, λ),
lim
x→−∞
e−iλJxξν(x, t, λ)e
iλJx = T+ν+1(t, λ)D
−
ν+1(λ),
∀λ ∈ lν+1e−i0, (51)
where S±ν , T
±
ν and D
±
ν are elements of the subgroup Gν of the form
S±ν (t, λ) = exp

∑
α∈δ+ν
s±α,ν(t, λ)E±α

 ,
T±ν (t, λ) = exp

∑
α∈δ+ν
τ±α,ν(t, λ)E±α

 ,
D±ν (λ) = exp

∑
α∈δ+ν
d±α,ν(λ)Hα


(52)
satisfying
T−ν D
+
ν Sˆ
+
ν = T
+
ν D
−
ν Sˆ
−
ν = Tν(λ, t), λ ∈ lν . (53)
For potentials on compact support Tν(λ, t) is the scattering matrix, which for λ ∈ lν
is also taking values in the subgroup Gν . Then (53) is the Gauss decomposition of
Tν(λ, t). We only need to add, that the functions D
+
ν and D
−
ν+1 are analytic in the
sector Ων .
5. The FAS ξν(x, t, λ) satisfy a RHP:
ξν+1(x, t, λ) = ξν(x, λ)Gν(x, λ), Gν(x, λ) = e
−iλJxSˆ−ν+1S
+
ν+1(λ)e
iλJx, (54)
which allows canonical normalization:
lim
λ→∞
ξν(x, λ) = 11. (55)
From Zakharov-Shabat theorem [66] the solution of the RHP (54) with canonical
normalization is a FAS of the system
i
∂ξν
∂x
+Q(x)ξν(x, λ)− λ[J, ξν(x, λ)] = 0, (56)
which means that χν(x, λ) = ξν(x, λ)e
−iλJx are FAS of the Lax operator L.
A basic step in applying the ISM is the analysis of the mapping between the space of
admissible potentials M and the space of scattering data. In view of Zakharov-Shabat
theorem it is natural to expect that the minimal sets of scattering data are determined
by the set of S±ν (t, λ). In fact we can prove the following lemma
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Lemma 1. Assume that the solutions ξν(x, t, λ) of the RHP (54) are regular, i.e. they
have no zeros or singularities in their regions of analyticity. Then there are two minimal
sets of scattering data determining uniquely both the scattering matrix T (t, λ) and the
potential Q(x, t)
T1 ≡ {s+0,α(t, λ), α ∈ δ+0 , s±1,α(t, λ), α ∈ δ+1 , s−2,α(t, λ), α ∈ δ−2 , },
T2 ≡ {s+0,α(t, λ), α ∈ δ+0 , s±1,α(t, λ), α ∈ δ+1 , s−2,α(t, λ), α ∈ δ−2 , }.
(57)
Proof. It is well known, see [67, 31, 32] that regularity of the solutions of RHP ensures
that relevant Lax operator L has no discrete eigenvalues. More precisely, this means that
the functions D±ν (λ) have no zeros or singularities.
First we will prove that each of the sets Ti, i = 1, 2 determines uniquely the full set of
scattering data. Assume we are given the set T1. Looking at the first equation from (52),
T1 uniquely determines the matrices S±0 (λ) for λ ∈ l0e±i0 and S±1 (λ) for λ ∈ l1e±i0. Using
the Z6 reduction condition we can determine the matrices S
±
ν (λ) for λ ∈ lνe±i0 along all
other rays by the relations
S±2ν(λ) = c
νS±0 (ω
−νλ)c−ν , λ ∈ lνe±i0,
S±2ν+1(λ) = c
νS±1 (ω
−νλ)c−ν , λ ∈ lν+1e±i0.
(58)
The next step is to demonstrate that by knowing all S±ν (λ) we can recover D
±
ν (λ). To this
end we make use of the analyticity properties of D±ν (λ) and (53). Indeed, let us sandwich
(53) by 〈ω±ν,j| · · · |ω±ν,j〉, where ω+ν,j is the j-th fundamental weight of the subalgebra gν
evaluated with the ordering in Ων . Obviously ω
+
ν,j are the highest weight vectors in
the corresponding fundamental representation of gν . Analogously ω
−
ν,j are the lowest
weight vectors in the same fundamental representation of gν . We also need the following
properties of the weight vectors 〈ω±ν,j|, |ω±ν,j〉 and the factors S±ν (λ), T±ν (λ), D±ν (λ):
〈ω+ν,j|S−ν (λ) = 〈ω+ν,j|T−ν (λ) = 〈ω+ν,j|, 〈ω−ν,j|S+ν (λ) = 〈ω−ν,j|T+ν (λ) = 〈ω−ν,j|,
S+ν (λ)|ω+ν,j〉 = T+ν (λ)|ω+ν,j〉 = |ω+ν,j〉, S−ν (λ)|ω−ν,j〉 = T−ν (λ)|ω−ν,j〉 = |ω−ν,j〉
(59)
and
〈ω+ν,j|D+ν (λ)|ω+ν,j〉 = ed
+
ν,αj , 〈ω−ν,j|D−ν (λ)|ω−ν,j〉 = e−d
−
ν,αj . (60)
Thus from (53) we obtain that
d+ν,αj − d−ν,αj = ln〈ω−ν,j|Sˆ−ν (λ)S+ν (λ)|ω−ν,j〉
= − ln〈ω+ν,j|Tˆ+ν (λ)T−ν (λ)|ω+ν,j〉.
(61)
The functions d±ν,αj can be recovered uniquely from their analyticity properties and from
the jumps (61) along the rays lν , which in turn allows us to recover the factors D
±
ν (λ).
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As a result, we can rewrite (53) in the form
D−ν Sˆ
−
ν S
+
ν Dˆ
+
ν = Tˆ
+
ν (λ, t)T
−
ν , λ ∈ lν . (62)
Now the factors T±ν (λ) are recovered as the unique Gauss factors of the right hand side
of (62).
The proof that T2 determines uniquely all the scattering data is analogous.
Finally, the corresponding potential is reconstructed from [28, 67, 11]
Q(x, t) = lim
λ→∞
λ
(
J − ξν(x, t, λ)Jξˆν(x, t, λ)
)
, (63)
where ξν(x, t, λ) is the unique regular solution of the RHP (54).
6.1 Time dependence of the scattering data
The Lax representation ensures that L andM allow the same set of fundamental solutions.
As such we shall choose the FAS. A bit more generally, we can assume that
Lχν(x, t, λ) = 0, Mχν(x, t, λ)− χν(x, t, λ)Γ(λ) = 0, (64)
where φ+(x, t, λ) = ξ+(x, t, λ)e
iλJx and Γ(λ) is a constant matrix. We shall fix up Γ(λ) in
such a way, that the definition of the Jost solutions are t-independent.
Let λ ∈ lνei0 and let us calculate the limit
lim
x→−∞
(Mχν(x, t, λ)) e
iλJx
= lim
x→−∞
[(
i
∂
∂t
+
m−1∑
p=0
λpVp − λmK
)
χν(x, t, λ)− χν(x, t, λ)Γ(λ)
]
eiλJx
= i
∂S+ν
∂t
− λmKS+ν (t, λ)− lim
x→−∞
S+ν (t, λ)e
−iλJxΓ(λ)eiλJx, λ ∈ lνe+i0,
(65)
where we took into account that all Vk(x, t) vanish for x→ ±∞. Thus we obtain that
i
∂S+ν
∂t
− λmKS+ν (t, λ)− lim
x→−∞
e−iλJxS+ν (t, λ)Γ(λ)e
iλJx = 0. (66)
First we consider the diagonal part of the above equation taking into account that from
(52) it follows that all diagonal elements of S+ν (t, λ) are equal to 1. This immediately
gives
λmK + lim
x→−∞
e−iλJxΓ(λ)eiλJx = λmK + Γ(λ) = 0, (67)
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i.e. Γ(λ) = −λmK. Then (66) becomes
i
∂S+ν
∂t
− λm[K,S+ν (t, λ)] = 0, λ ∈ lνe+i0. (68)
Next we calculate similar limits for x→∞:
lim
x→∞
(Mχν(x, t, λ)) e
iλJx
= lim
x→∞
[(
i
∂
∂t
+
m−1∑
p=0
λpVp − λmK
)
χν(x, t, λ)− χν(x, t, λ)Γ(λ)
]
eiλJx
= i
∂T−ν D
+
ν
∂t
− λm[K, T−ν (t, λ)D+ν (λ)] = 0.
(69)
Again we consider first the diagonal part of (69) and remember that all diagonal elements
of the lower triangular matrix T−ν (t, λ) are equal to 1. We obtain that
i
∂D+ν
∂t
= 0, (70)
i.e. the matrix elements of D+ν (λ) are generating functionals of the integrals of motion of
the NLEE. Finally, the lower triangular part of (69) gives
i
∂T−ν
∂t
− λm[K, T−ν (t, λ)] = 0, λ ∈ lνe+i0. (71)
Analogously we can set λ ∈ lνe−i0 and evaluate the limits for x → ±∞. Therefore,
if Q(x, t) satisfies the corresponding equations then the time evolution of the scattering
data will be given by
i
∂S+ν
∂t
− λm[K,S+ν (t, λ)] = 0, i
∂T−ν
∂t
− λm[K, T−ν (t, λ)] = 0, λ ∈ lνe+i0,
i
∂S−ν
∂t
− λm[K,S−ν (t, λ)] = 0, i
∂T+ν
∂t
− λm[K, T+ν (t, λ)] = 0, λ ∈ lνe−i0
(72)
and the diagonal factors D±ν (λ) are t-independent. In other words d
±
α,ν(λ) are also time-
independent and are more convenient as generating functionals of conservation laws. The
reason for this is, that if we consider the expansion of, say d+α,ν(λ) over the inverse powers
of λ, that is
d+α,ν(λ) =
∞∑
p=1
C(p)α,νλ
−p, (73)
then their densities will be local, i.e. they will be expressed in terms of the coefficients of
Q(x, t) and their x-derivatives, see [19, 31].
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The solution of the equations (72) is given by
S±ν,kj(t, λ) = e
iλm(Kk−Kj)tS±ν,ij(λ, 0), T
±
ν,kj(t, λ) = e
iλm(Kk−Kj)tT±ν,ij(λ, 0). (74)
Thus S±ν (λ, 0) (resp. T
±
ν (λ, 0)) for ν = 0, 1 can be viewed as the Cauchy data for the
initial conditions. Therefore solving the corresponding equations reduces to solving the
direct and the inverse scattering problem for the Lax operator L, see [19, 31].
7 Discussion and conclusions
In this paper we investigated some aspects of the deep relation between integrable equa-
tions and infinite-dimensional Lie algebras. More concretely, we studied the hierarchy
corresponding in the scheme of Drinfeld and Sokolov to the untwested affine Kac-Moody
Lie algebra D
(1)
4 .
The NLEE related to D
(1)
4 deserve special attention due to the unique properties of
D
(1)
4 . This is the only simple Lie algebra whose Dynkin diagram has an S3 symmetry
and which has 3 as a double-valued exponent. We formally constructed the hierarchy of
soliton equations using the recursion operators. Thus the general theory of the recursion
operators with deep reductions [31, 32] has been adapted to the specific case of D4.
Special attention is paid to the first nontrivial member of the hierarchy which is an
one-parameter family of mKdV equations. Note that this family of mKdV equations is
unique! Among the simple Lie algebras only D
(1)
2r allow double-valued exponents equal to
2r−1. Thus with each such algebra one can relate an one-parameter family of mKdV-like
equations. These will be systems of 2r evolution equations for 2r independent functions
whose leading x-derivative terms will be of order 2r − 1. In particular, with D(1)6 one
could relate a system of 6 evolution equations for 6 independent functions whose leading
x-derivative will be of order 5. All these equations have an infinite number of integrals
of motion and a natural Hamiltonian formulation. The properties of their Hamiltonian
hierarchies will analyzed elsewhere.
We also outlined the spectral properties of the Lax operator L which has an in-built
Z6-reduction of Mikhailov type [19]. In particular, we constructed the FAS of the system
and the associated RHP. We also formulated two minimal sets of scattering data of L
from which one can recover uniquely both the scattering matrix T (λ, t) and the potential
Q(x, t) of L.
A natural extension of these results is to study the soliton equations associated with
the twisted affine Kac-Moody algebras. The corresponding integrable hierarchies related
to the twisted affine Kac-Moody algebras A
(2)
2r , A
(2)
2r−1 and D
(2)
4 are under investigations
and have been presented elsewere [68, 69, 70].
Another continuation in this direction involves constructing the soliton solutions of
the obtained integrable hierarchies using, for example, the dressing method [8, 19] and
analyzing their properties.
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Appendix
A The simple Lie algebra D4
Let g be a simple Lie algebra. A Cartan-Weyl basis in g is a system of generators
Hi, Eαi , E−αi, 1 ≤ i ≤ r such that [
Hi, Hj
]
= 0,[
Eαi , E−αj
]
= δijHi,[
Hi, Eαj
]
= CijHi,[
Hi, E−αj
]
= −CijHi.
(75)
The matrix (Cij) is non-degenerate and is called the Cartan matrix of g. The number r
is called the rank of the algebra. The generators Hi form an Abelian subalgebra called
the Cartan subalgebra. Every simple Lie algebra is uniquely determined by its Cartan
matrix and can also be represented by a Dynkin diagram [59].
The simple Lie algebra D4 ≡ so(8) is usually represented by a 8 × 8 antisymmetric
matrices. In this realization the Cartan subalgebra is not diagonal, so we will use a
realization for which every X ∈ D4 satisfies
SX + (SX)T = 0, (76)
where the matrix S is given by
S =


0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0
0 0 0 0 0 1 0 0
0 0 0 0 −1 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0


. (77)
This way the Cartan subalgebra is given by diagonal matrices.
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The Cartan-Weyl basis of D4 is given by
Hi = eii − e9−i,9−i, 1 ≤ i ≤ 4,
Eαj = ej,j+1 + e8−j,9−j 1 ≤ j ≤ 3,
Eα4 = e3,5 + e4,6, E−αj = (Eαj )
T ,
(78)
where by eij we denote a matrix that has a one at the i− th row and j − th column and
is zero everywhere else.
B Dihedral realization of the Coxeter automorphism
Let ei be an orthonormal basis in the root space of D4 and let the simple roots be of the
form
α1 = e1 − e2, α2 = e2 − e3, α3 = e3 − e4, α4 = e3 + e4. (79)
In the dihedral realization the Coxeter automorphism is an element of the Weyl group of
the form
C = w1w2 (80)
with
w1 =
∏
α∈A1
Sα, w2 =
∏
β∈A2
Sβ , (81)
where A1 and A2 are subsets of the simple roots A = {α1, α2, α3, α4}, such that
A1 = {α1, α3, α4}, A2 = {α2}. (82)
Here Sα is the reflection with respect to the simple root α. For the Coxeter element we
get
C = Sα1Sα3Sα4Sα2 . (83)
The action of C on the basis vectors is
C : e1 → e2 → −e3 → −e1 → −e2 → e3,
C : e4 → −e4.
(84)
Note that the eigenvalues of C acting in root space are 1, 3, 5, 3 and are called exponents
of the algebra. It is obvious that C divides the root space into orbits. It is not difficult
to check that each orbit contains only one simple root and the orbits are not intersecting.
When constructing the basis (11) we will select one element from each orbit, namely, the
simple roots αi.
In the algebra C is realized as an inner automorphism , i.e. a similarity transformation
C(X) = cXc−1, X ∈ D(1)4 , (85)
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where c belongs to the corresponding group. In order to find c we will look at the typical
(defining) representation of D4. From (84) we can infer that
c


e1
e2
e3
e4
−e4
−e3
−e2
−e1


=


a1e2
a2(−e3)
a3e1
a4(−e4)
a5(e4)
a6(−e1)
a7(−e3)
a8(−e2)


, (86)
for some coefficients ai. The following must also be true
cScTS = I, c6 = ±I, (87)
i.e. the matrix c must be a group element and it must give the Coxeter automorphism
(the Coxeter number for D
(1)
4 is 6). From (86) and (87) we find that one possible choise
of c is given by
c =


0 −1 0 0 0 0 0 0
0 0 0 0 0 −1 0 0
1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0


. (88)
C Basis in D
(1)
4
Every element of D
(1)
4 is of the form
X =
m∑
k=n
X(k)λk, n,m ∈ Z, (89)
where X(k) ∈ g(k mod 6). For the elements X(k) we have
X(k) =
4∑
i=1
xiE (k)i +
s∑
j=1
x4+sH(k)s , (90)
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where s is the multiplicity of the exponent k. The explicit form of X(k) is
X(0) =


0 x1 x1 −x4 −x3 x2 −x2 0
−x1 0 x2 −x3 −x4 x1 0 −x2
−x1 −x2 0 x3 x4 0 x1 −x2
x4 x3 −x3 0 0 x4 x4 −x3
x3 x4 −x4 0 0 x3 x3 −x4
−x2 −x1 0 −x4 −x3 0 x2 −x1
x2 0 −x1 −x4 −x3 −x2 0 x1
0 x2 x2 x3 x4 x1 −x1 0


, (91)
X(1) =


2x5 x1 ω
2
x1 −ωx4 −ωx3 −ωx2 ω2x2 0
x1 2ωx5 x2 −ω2x3 −ω2x4 ωx1 0 ω2x2
ω
2
x1 x2 −2ω2x5 x3 x4 0 ωx1 ωx2
−ωx4 −ω2x3 x3 0 0 x4 ω2x4 −ωx3
−ωx3 −ω2x4 x4 0 0 x3 ω2x3 −ωx4
−ωx2 ωx1 0 x4 x3 2ω2x5 x2 −ω2x1
ω
2
x2 0 ωx1 ω
2
x4 ω
2
x3 x2 −2ωx5 x1
0 ω2x2 ωx2 −ωx3 −ωx4 −ω2x1 x1 −2x5


, (92)
X(2) =


0 x1 −ωx1 −ω2x4 −ω2x3 ω2x2 ωx2 0
−x1 0 x2 ωx3 ωx4 ω2x1 0 ωx2
ωx1 −x2 0 x3 x4 0 ω2x1 −ω2x2
ω
2
x4 −ωx3 −x3 0 0 x4 −ωx4 −ω2x3
ω
2
x3 −ωx4 −x4 0 0 x3 −ωx3 −ω2x4
−ω2x2 −ω2x1 0 −x4 −x3 0 x2 ωx1
−ωx2 0 −ω2x1 ωx4 ωx3 −x2 0 x1
0 −ωx2 ω2x2 ω2x3 ω2x4 −ωx1 −x1 0


, (93)
X(3) =


2x5 x1 x1 x4 x3 x2 x2 0
x1 −2x5 x2 −x3 −x4 −x1 0 x2
x1 x2 −2x5 x3 x4 0 −x1 −x2
x4 −x3 x3 6x6 0 x4 x4 x3
x3 −x4 x4 0 −6x6 x3 x3 x4
x2 −x1 0 x4 x3 2x5 x2 −x1
x2 0 −x1 x4 x3 x2 2x5 x1
0 x2 −x2 x3 x4 −x1 x1 −2x5


, (94)
X(4) =


0 x1 ω
2
x1 ωx4 ωx3 −ωx2 −ω2x2 0
−x1 0 x2 −ω2x3 −ω2x4 −ωx1 0 −ω2x2
−ω2x1 −x2 0 x3 x4 0 −ωx1 ωx2
−ωx4 ω2x3 −x3 0 0 x4 ω2x4 ωx3
−ωx3 ω2x4 −x4 0 0 x3 ω2x3 ωx4
ωx2 ωx1 0 −x4 −x3 0 x2 −ω2x1
ω
2
x2 0 ωx1 −ω2x4 −ω2x3 −x2 0 x1
0 ω2x2 −ωx2 −ωx3 −ωx4 ω2x1 −x1 0


, (95)
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X(5) =


2x5 x1 −ωx1 ω2x4 ω2x3 ω2x2 −ωx2 0
x1 −2ω2x5 x2 ωx3 ωx4 −ω2x1 0 −ωx2
−ωx1 x2 2ωx5 x3 x4 0 −ω2x1 −ω2x2
ω
2
x4 ωx3 x3 0 0 x4 −ωx4 ω2x3
ω
2
x3 ωx4 x4 0 0 x3 −ωx3 ω2x4
ω
2
x2 −ω2x1 0 x4 x3 −2ωx5 x2 ωx1
−ωx2 0 −ω2x1 −ωx4 −ωx3 x2 2ω2x5 x1
0 −ωx2 −ω2x2 ω2x3 ω2x4 ωx1 x1 −2x5


. (96)
Here ω = e
2pii
6 = 1
2
+ i1
2
√
3.
D The inverse of adJ
Since J is an element of the Cartan subalgebra h, the eigenvalues of adJ are given by:[
J, Eα
]
= α(J)Eα, (97)
where the root α ∈ ∆. The root system ∆ of D4 splits into positive and negative roots
∆ = ∆+ ∪∆−, so that if α ∈ ∆+ then −α ∈ ∆−. In particular
∆+ ≡ {ei ± ej, i, j = 1..4, i < j}.
The eigenvalues of ad J are given by:
α(J) ≡ (α, ~J), α ∈ ∆,
where ~J is the vector dual to the Cartan element J (see (17)), so ~J = e1 + ωe2 + ω
5e3.
As a result, the characteristic polynomial of ad J is:
P (λ) ≡
∏
α∈∆
(λ− α(J)) =
∏
α∈∆+
(λ2 − (α(J))2). (98)
Using the explicit form of ~J and ∆+, and the fact that ω = exp(2πi/6) after some
simplifications we get:
P (λ) = (λ6 − 1)3(λ6 + 27). (99)
Next we note that ad J has an inverse only on its image, i.e. ad
−1
J is defined on D4\hD4.
On this subspace of D4 ad J satisfies the minimal characteristic polynomial:
ad 12J + 26ad
6
J − 27 = 0. (100)
Thus we find:
ad−1J =
1
27
(
26 ad5J + ad
11
J
)
. (101)
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