Two parallel streams of research investigating the determinants of corporate R&D exist: one from economics and the other from management. The economists' variables tend to reflect the firm's external environment while the explanatory variables used by management scientists are commonly internal to the firm. This paper combines both approaches to test for the relative importance of each type of factor using firm-level data on large Australian companies from 1990 to 2005. Our evidence suggests that most of a firm's R&D activity can be explained by time-invariant factors which we believe relate to internal and specific characteristics such as the firm's managerial style, competitive strategy and how it communicates with employees. Of the remaining time-varying portion, we find that past profits, the rate of growth of the industry and the level of R&D activity over the firm's industry is pertinent. These results are suggestive since we cannot clearly identify the extent to which the firm's internal behaviour is conditioned by its external environment.
1.

INTRODUCTION
Two parallel streams of research investigating the determinants of corporate R&D exist: one from economics and the other from management. The early economics literature primarily considered the structural determinants of R&D such as market concentration and firm size, while later studies investigated systemic forces such as opportunity and appropriability.
Papers in the management tradition, on the other hand, tend to test for internal and operational factors such as the firm's strategic posture, dynamic capabilities and human resource practices. As a simplification, the economists' variables reflect the firm's external environment while the explanatory variables used by management scientists are internal to the firm. Despite the correspondence between the two research questions, few papers combine both approaches into a single estimation (an exception is Nieto and Quevedo 2005) .
This bifurcation in the literature is not helpful since it hinders the ability of policy makers to make sensible evidence-based policy decisions. If experience and internal corporate culture are the key causes of R&D activity, then trying to influence it through pro-competitive market-based policies may be ineffectual. Policies to change the corporate culture and the orientation of the business will be more pertinent. Alternatively, exhorting managers to become more innovative will be ineffectual if R&D is primarily governed by the scientific environment or the state of the economy.
Studies, which combine both external and internal -or economic and managementdeterminants, should assist policy makers bridge this gap in understanding. This study aims to do this. It estimates the effects of standard economic variables on R&D using data from several sources including a 16-year panel of large Australian firms. Subsequently, it regresses the estimated firm-level fixed effects on a series of external market conditions and internal management variables obtained from a specific company-level survey. While a third type of factors -relationship factors such as inter-firm networking -may also be important, our data set does not allow us to test for their significance and we leave aside their consideration in this paper.
Our results suggest that most of a firm's R&D activity is explained by time-invariant factors which we believe are predominantly characteristics that are internal and specific to the firm.
Time-varying factors such as growth in the industry appear to have some effect, but essentially, time-invariant factors dominate. Significant internal factors might include the firm's managerial style, its competitive strategy and appropriation strategy. These findings are suggestive rather than conclusive however since we cannot clearly identify the extent to which the firm's internal behaviour is conditioned by its external environment.
The paper begins with a discussion of existing inductive findings on the determinants of innovation. In section 3, we present the data and, in particular, we discuss estimation issues that arise from the use of accounting, administrative and survey enterprise data sets. Bearing these complications in mind, in Section 4, we discuss estimation issues. In section 5, we present estimates of the determinants of enterprise R&D. Section 6 concludes.
THE DETERMINANTS OF FIRM-LEVEL R&D
Explanations for the variation in the intensity of R&D across firms originally evolved as a response to the theories purported by Schumpeter (1976) on the interaction between profits, innovation and market power. The first empirical studies focussed on whether firms acquired market power because of successful innovation or whether market power enabled firms to make innovation profitable (i.e. Kamien and Schwartz 1982; Mansfield 1984; Levin and Reiss 1984; Acs and Audretsch 1987 , 1988 Van Dijk et al. 1997) . 1 Intermingled with this issue was the question of whether firm size enabled or resulted from higher levels of R&D. Tests of these competing hypotheses were not helped by the lack of panel data sets, but the 'final' word on the issue appears to be that both size and market structure are unlikely to be the dominant determinants of innovation since the findings commonly depend on which control variables are included in the model (Phillips 1966; Sutton 1991; Scherer 1967; Cohen 1995; Bosworth and Rogers 1998) .
Since then, economic research has re-orientated itself towards more deep-seated determinants such as the opportunities proffered by the scientific sector and how easily firms can appropriate their R&D profits (Levin and Reiss 1984; Pakes and Schankerman 1980) . This avenue of research appears to have found more consistent results than the earlier studies (Caves 1982; Jaffe 1986; Cohen, Levin and Mowery 1987; Dunning 1988; Cohen and Levinthal 1989; Sterlacchini 1994; Griliches 1995; Oltra and Flor 2003) Another smaller but concurrent stream of economic research has concentrated on the financial hurdle for firms inventing from highly uncertain and collateral-free projects such as R&D (Branch 1974; Kamien and Schwartz 1978; Himmelberg and Petersen 1994; Cumming and Macintosh 2000; Hall 2002; Bloch 2005; Rafferty and Funk 2008) . Similar to the scientific opportunity and appropriability theories, there is a clear a priori prediction of the effects of retained earnings and gearing levels, and therefore not surprisingly, reasonably consistent empirical findings. Higher levels of retained earnings facilitate higher levels of
R&D, ceteris paribus.
Some what apart from this economic stream, a corresponding series of studies have been undertaken from within the management school. Some of this has followed the resourcebased theory of the firm which roots outcomes to the dimensions of firm capabilities -that is, the skills and knowledge of the workforce - (Grabowski 1968; Nelson and Winter 1982; Pavitt 1991; Souitaris (2002) ; Lee 2002; Rothwell et al. 1974 among others) ; other studies have arisen from the strategic management side (Medina et al. 2005) . Almost without exception, these studies are undertaken without reference to firm size, market structure, scientific opportunities, the conditions of appropriability and the firm's finances. Almost without exception, the economic studies are undertaken without consideration of firm capabilities and managers' strategic posture.
This lack of integration between economic and management studies is most likely due to the scarcity of firm-level data sets that offer the analyst both types of data. Since both areas of the literature offer equally plausible explanations, there is clear value in being able to simultaneously test for the effects of all factors.
DATA
The preceding discussion serves to inform the model used in this paper to estimate the main determinants of R&D. 3 The external explanatory variables which we include in this study consist of the opportunities arising from science in the firm's technology area; knowledge externalities arsing from R&D in related firms; the technical conditions of appropriability; growth in industry demand; industry concentration and access to high-risk investment finance. The internal explanatory variables used in this study comprises the calibre of the firm's internal capabilities; the firm's management style, its competitive strategy, its approach to human resource management and methods used to prevent imitation (or expropriation).
We model these relationships in a basic linear form as:
where RD is R&D expenditure, α is a firm-level fixed effect, X contains time-varying determinants, ε is the random error term and the subscripts i and t refer to the i-th firm in the t-th time period. While the fixed effects have the advantage of capturing the unobserved determinants that are specific to each firm over the estimation period, they also encapsulate much of the explanatory power of relatively time-invariant explanatory variables. 4 Accordingly we undertake a second-stage estimation to analyse the make-up of the fixed effects as the dependent variable. Hence we model:
where Y contains time-invariant determinants and ν is a random error term.
Combining the broad spectrum of explanators -outlined in the previous section -into a single data set has required us to link data from four separate sources. Table 1 or the cross sectional estimation (as a Y) rather than strict theoretical prescription. As such, X consists of firm size, scientific opportunity, industry R&D, industry growth and access to internal finance. Y comprises time invariant measures of the firm's ownership, industry competitiveness, managerial style, competitive strategy, human resource management practices and methods employed to prevent expropriation by the imitation of the firm's new products and processes. This is not a wholly satisfactory approach since we could envisage situations where the Y variables change over time. Nonetheless, it is the only practical way we have at hand to combine both sources of information pending the collation of better company data sets. The IBISWorld database contains standard data on R&D, debt, net profits before tax, employees and industry. Firms access to (internal) finance was represented alternatively by a three-year moving average (centred on the current year) of firm's net profits and a three-year moving average (centred on the current year) of firm's debt to total assets ratio. To this data, we added annual data from a US based organisation, CHI Research, on the length of the technology cycle and number of patent citations in 30 specific technology areas. Measuring opportunities from science for the purposes of estimation is difficult and there is no consensus in the literature on how to make it empirically operational (see Cohen 1995 for a discussion, Oltra and Flor 2003) . To ensure that these variables were exogenous from the Australian research environment, we used technology-specific data from the USA (the average of the previous 5 years). 7 The first indicator, the technology-cycle time,
represents how fast the technology is turning over, defined as the median age in years of 5 It includes Australian owned companies and the highest accounting unit of Australian-located foreign-owned multi-national companies. 6 Generally firms enter the dataset when their annual reports become publically available (due to either incorporation or a growth in size). However, firms may exit for several reasons -merger, administrative delays in accessing the information, reduction in size, de-corporatization or closure. We have no information on the reason why firms cease to be reported in the data base. for each year based on the technologies of the patents they had applied for in that year using the OST classification system. Each firm in each year was then matched across to the CHI Research variables as specified above. Firms with multiple technology classes in any year were averaged. Firms that did not patent, and hence could not be classified to a technology area (using their IPC), were assigned the residual class data. show that it is geographically bounded and its influence declines with distance (Jaffe et al 1993 , Maurseth and Verspagen 2002 , Thomson 2006 . Accordingly, we use a domestic measure of the level of external R&D activity. Inclusion of this variable does not however allow us to distinguish between 'true' knowledge spillovers and the existence of the third factor causing all firms in an industry to change their R&D activities. Table 3 presents a summary of the main IBISWorld and CHI Research variables used in the regression analysis.
8 According to CHI Research, cycle times are short (3-4 years) in semiconductors, but long (more than 10 years) in shipbuilding. The average is 8 years. 9 It is generally accepted that most important inventions around the world are patented in the US (given the importance of the market there). Hence, data extracted from the US patents office is accepted as being a reasonably unbiased assessment of the characteristics of a technological field. The characteristics we are measuring -commercial value and speed of technological change -should not vary by country. An invention that is commercially valuable in the US will also be valuable to commercialise in Australia (even if export of foreign investment are required). The speed of technological change should be the same across countries. If the speed differed by too much then one country would fall so far behind that it would not be able to compete. It would only survive behind high tariff walls. Hence, we are reasonable confident that these US-measured characteristics should be an unbiased measure of the situation in Australia. The second firm-level data set was derived from the authors' postal survey of large However, we do not want to use a data-reduction method that will exclude cases if there is a single missing response. Accordingly, each variable is a mean of a list of items (single questions) which we believed measured our concept. Table 8 in the Appendix gives a descriptive summary of the questions or statements used as items in the factors. 10 An average of 1250 enterprises each year were chosen from the IBISWorld enterprise database with 943 useable surveys returned from 724 unique organisations. This is a response rate of 18.9 per cent, which is consistent with surveys of this type (see for example, Huselid 1995, Covin, Slevin and Heeley 2001) . The distribution of responses across major industry and size does not differ markedly from the initial selected population, implying that the responses should not be biased towards a particular industry. For our use, we have used the organisation as the unit of analysis and have averaged multiple responses from the same firms where they exist.
Data from this survey allowed us to construct a series of variables (which we list in Table 1 as Y variables) on external factors (ownership, industry competitiveness) and internal factors The firm's competitive strategy was represented along four dimensions: the extent to which it strived to increase cost efficiencies; the extent to which it was customer orientated; the extent to which it was a product leader and the extent to which it competed through price cutting.
Four aspects of the firm's human resource management methods were measured in the survey. First, the variable 'keeps talented staff' measures the effort the firm used to keep talented staff. Secondly, 'team work' measures the firm's use of teams and its willingness to act on the decisions and suggestions of employees. Thirdly, 'pay rewards' measures the firm's use of pecuniary incentives to reward employees.
Finally, to measure appropriation methods we included eight survey variables on the way firms chose to protect their profits from imitation and expropriation. These include the use of patents, secrecy, lead-time, moving down the learning curve, control over distribution, brand names and marketing, organisational know-how and capabilities and product and production complexity. Table 4 presents the mean, standard deviation, minimum and maximum of these variables for the sample of 164 firms included in the second-stage regression. 
ESTIMATION ISSUES
The major modelling issue for estimating the R&D expenditure decision is how to treat missing R&D data. In our data set, R&D expenditure is collected from company annual reports, supplemented with telephone survey information. However, there still remains a very large proportion of missing R&D data (81.0 per cent of firms never report R&D expenditure) and it is not possible to discern whether these represent true zeros, R&D Most existing studies of the determinants of R&D do not discuss or explicitly treat missing R&D data points. However, missing R&D data are endemic in accounting-based data sets and these omissions can be important if there are selection issues. It seems reasonable to assume that missing values for R&D expenditure for firms which are also patenting, do not constitute true zeros. A cross-sectional multinomial logit model relating each of the categories of R&D reporting to industry type, company type and type of ownership suggests that firms reporting R&D, compared with those that neither report or apply for patents, are most likely to be in manufacturing, electricity, gas and water, communications and agriculture, and least likely to be in education, accommodation, cafes and restaurants. They are also more likely to be medium size, foreign-owned or public companies, ceteris paribus.
12 Despite it being a requirement of accounting standards, in practice, only subsets of this R&D are formally recorded (often to obtain special tax treatment), or reported in published accounting statements. Stoneman and Toivanen 2001) for example, found that among listed UK firms, that large companies were most likely to report R&D. We find that manufacturing, public and foreign owned companies are more likely to report R&D than other companies. 
In addition, there is a participation, or selection, equation
where a firm reports R&D when the latent variable is positive and does not report R&D for . The vector contains time-invariant firm characteristics including variables such as industry, type of corporation and type of ownership. It is assumed that the error terms have a bivariate normal distribution with zero mean, va , and correlation . Then, given that firms that never report R&D are discarded, the relevant expectation for estimating the R&D equation is (4) where, following the standard textbook treatment,
and and are the standard normal density and distribution functions, respectively.
Since the term ρσ
z γ is time-invariant, it can be incorporated into the fixed effect . Relaxing the assumption of normality (as would be necessary if, for example, nonreporting was explained by a logit model) changes the exact expression for , but does not alter the fact that it is time-invariant. As discussed above, most of the 'decision'
to report R&D depends on time invariant characteristics such as the industry and ownership
of the firm. We ignored the very small number of observations (accounting for 1.2 per cent of all firms) where non-reporting of R&D was time varying.
We estimate equation (1) 
RESULTS
The results from estimating (1) are presented in Table 2 . All continuous variables are measures in logs. In this specification most of the identified variables represent conditions external to the firm and therefore almost all the internal environment factors in the panel estimation were bundled into the fixed effect. The latter comprises all unobservable and time-invariant effects. Most notable for our study, the variable Rho, which represents the proportion of the residual variance in R & D explained by firm-specific effects, was over 0.8 in both LSDV regressions. This high proportion suggests that the combined time-invariant firm-specific aspects of R&D behaviour, which we partly attributed to the firm's managerial style, competitive strategy, human resource management techniques and expropriation strategy issues, are very important. This dominance of time-invariant firm-specific determinants has also been found by Pakes and Schankerman (1980) , Scott (1984) , Lee (2002) , Martinez-Ros and Labeaga (2002) and Duguet and Monjon (2004) .
The level of R&D expenditure was positively related to firm size -as we would expect -but inelastic (~0.4) which suggests that medium size firms are more R&D intensive than large firms (we have no small firms in our sample). The coefficients on the technology cycle were only significant in the cross sectional estimation and suggest that enterprises apparently working in fast moving technological areas tended to undertake more R&D, ceteris paribus.
This finding is consistent with the Geroski, Van Reenen and Walters (2002) results which support the view that conditions of technical opportunity are important. However, the patent citation variable was significant but incorrectly signed which tempers this conclusion somewhat. The variable to represent the effects of exogenous demand conditions was consistently significant and positive which supports the demand-pull version of innovation.
Of the two access-to-finance variables, only net profits before tax was significant (the debt ratio was either incorrectly signed or insignificant and is not reported). The net profits outcome is consistent with the findings in Himmelberg and Petersen (1994) , Bloch (2005) and Rafferty and Funk (2008) which show that cash flow (retained earnings) had a substantial effect on the level of R&D expenditure.
As discussed, the second stage of our analysis seeks to disaggregate the elements bundled into the fixed effects. The overall importance of these fixed effects is high: as mentioned over 80 per cent of the total variation of R&D can be explained by individual firm differences other than those represented by the variables in Table 6 . If we had time-varying firm-level internal variables we would include these in the Table 6 regressions but this data is not available. Accordingly, we take a second-best approach and regress the fixed effects from this first stage on a series of time-invariant but firm-specific external (ownership and industry competition) and internal qualitative data using OLS. Most of this cross sectional data was obtained from a separate survey conducted over the period 2001 to 2005 (see the appendix for details of this survey). Since our survey data does not precede our accounting and IP data in time, findings from these second-level estimations merely suggest an association rather than argue a causal nexus. We were able to match 164 of the 575 firms which reported R&D to a complete set of the survey information. We present the results from these regressions, in Table 7 , as both the raw coefficient and to give an indication of the relative importance, the marginal effect. The latter is the size of the change in the dependent variable when the independent variable changes from one standard deviation below the mean to one standard deviation above the mean.
These marginal effects reveal that managerial style with respect to how aggressively managers initiate competition, the extent to which the firm communicates with its employees, whether it is a product leader and, its use of patents, and product and production complexity to protect its competitive advantage are the main attributes associated with a high fixed-effect R&D firm. The less aggressive firms are towards their competitors but the more they strive to become product leaders, the more R&D activity, ceteris paribus. The greater is the use of communication procedures and the more reliance on patents, know-how and production complexity, the higher is the R&D, ceteris paribus. While these relationships are suggestive we must bear in mind that the cross sectional nature of the dataset does not permit us to draw conclusions about the causal direction. It is possible for example that patents are considered more important for the firm simply because it conducts a higher level of R&D.
We cannot therefore infer that innovating in a sphere which falls within patentable subject matter, causes the level of R&D to be higher than otherwise. Similarly, firms that are more predisposed towards a research environment may also want to develop clear and open lines of communication among its employees.
An interesting finding was found for the influence of foreign ownership. While we found from the first estimation a significant and positive coefficient in the cross-sectional estimate, and a considerably larger average fixed effect in the two LSDV estimations, the foreign explanatory variable was not significant in the second estimation when the managerial and other internal variables were included. It appears that the well-known greater propensity of foreign multi-national companies to invest in R&D compared with local firms, ceteris paribus, may be explain by their internal managerial styles and techniques.
Of relevance to the question posed in this paper is that none of the variables measuring factors external to the firm, such as its ownership and the competitiveness of its industry were significant once the internal managerial factors are accounted for. Significance: *** 1%, **5%, *10%. The marginal effects measure the change in the dependent variable induced by a rise in the independent variable from one standard deviation below the mean to one standard deviation above them mean ceteris paribus.
CONCLUSIONS
This paper represents a first attempt at estimating the separate effects on R&D activity of internal versus external environmental factors. Addressing this issue has been made possible by the availability of a unique and comprehensive longitudinal database which can be linked through to qualitative data on companies, obtained by directly surveying managers. One of the most consistent findings from our series of estimated equations has been that timeinvariant firm-specific are the dominant determinants of R&D. Our exploratory analysis of these firm-specific effects undertaken through linking the estimated coefficients to a separate management survey, suggests that the propensity to undertake R&D is related to the strategic posture of managers -less aggressive managers who nonetheless strive to be product leaders have higher R&D ceteris paribus; -the use of communication techniques and the effectiveness of patents, and product and production complexity to protect the firm's competitive advantage. While our results suggest that factors external to the firm have a smaller effect on R&D activity, the most significant effects are the rate of growth of the industry, past profits and externally generated R&D. Opportunities from science did not appear to have a consistently significant. While the finding on strategic posture is consistent with the tenor of Özsomer et al. (1997) who find management strategy to be the most important determinant of innovation, over and above other environmental and organisational variables, Özsomer et al. find more aggressive firms are more innovative not less.
These results have implications mainly for corporate policy. They suggest that being innovative is a long-term strategy involving a certain managerial style, using extensive intrafirm communication techniques and routines to absorb knowledge spillovers. Our major operating and strategic decisions nearly always result from extensive quantitative analysis of data; Our major operating and strategic decisions are nearly always detailed in formal written reports; We rely principally on experienced-based intuition (rather than quantitative analysis) when making major operating and strategic decisions; In general, our major operating and strategic decisions are much more affected by industry experience and lessons learned than by the results of formal research and systematic evaluation of alternatives; Our major operating and strategic decisions rely on 'rules of thumb developed from the success of past decisions; Our organisation is able to effectively balance short term and medium term issues and resource requirements. Communicates A 4-item, 7 point scale measuring the extent to which management seek to communicate with workers This organisation has a clear strategic mission that is well communicated and understood throughout the organisation; uses a number of procedures to communicate important information to employees; has transparent systems to address poorly performing employees; has a performance appraisal system that helps to ensure that our reward based pay plan is effective; offers employee assistance programs to help employees deal with personal and job-related issues such as stress, family problems and substance abuse; has human resource practices that are mutually reinforcing and internally consistent; and has aligned employee behaviours with stated organisation values and direction Learns from others A 13-item, 7 point scale measuring the extent to which members of the firm learn about new products and processes This organisation regularly conducts formal appraisals of employee performance; has a formal grievance procedure or formal complaint resolution system for employees; has transparent systems to address poorly performing employees; rewards employees based on how well they perform the job; rewards employees based on how well their work group or team; performs rewards employees based on how well the organisation performs; has a performance appraisal system that helps to ensure that our reward based pay plan is effective. Prevention of expropriation Patents A 2-item, 7-point scale questions measuring the effectiveness of patents for that firm How effective are patents for protecting the competitive advantages of new or improved products and processes that your organisation has invented? Secrecy A 2-item, 7-point scale questions measuring the effectiveness of patents for that firm How effective is secrecy for protecting the competitive advantages of new or improved products and processes that your organisation has invented?
Appendix: Variable definitions
Lead time A 2-item, 7-point scale questions measuring the effectiveness of lead time How effective are lead time for protecting the competitive advantages of new or improved products and processes that your organisation has invented? Moving down the learning curve A 2-item, 7-point scale questions measuring the effectiveness of moving quickly down the learning curve for that firm How effective is moving quickly down the learning curve for protecting the competitive advantages of new or improved products and processes that your organisation has invented?
Control over distribution
A 2-item, 7-point scale questions measuring the effectiveness of control over distribution for that firm How effective is control over distribution for protecting the competitive advantages of new or improved products and processes that your organisation has invented? Brand names and marketing A 2-item, 7-point scale questions measuring the effectiveness of brands for that firm How effective are brand names and marketing for protecting the competitive advantages of new or improved products and processes that your organisation has invented? Organisational know-how and capabilities A 2-item, 7-point scale questions measuring the effectiveness of organisational know how, capabilities for that firm How effective are organisation know how and capabilities for protecting the competitive advantages of new or improved products and processes that your organisation has invented? Product and production complexity A 2-item, 7-point scale questions measuring the effectiveness of organisational know how, capabilities for that firm How effective are organisation know how and capabilities for protecting the competitive advantages of new or improved products and processes that your organisation has invented? Source: Melbourne Institute Business Survey 2001 Survey -2004 
