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Abstract— The development of data-mining applications 
such as classification and clustering has shown the need for 
machine learning algorithms to be applied to large scale data. 
In this paper we present the comparison of different classifica-
tion techniques using Waikato Environment for Knowledge 
Analysis or in short, WEKA. WEKA is an open source soft-
ware which consists of a collection of machine learning algo-
rithms for data mining tasks. The aim of this paper is to inves-
tigate the performance of different classification or clustering 
methods for a set of large data. The algorithm or methods 
tested are Bayes Network, Radial Basis Function, Pruned Tree, 
Single Conjunctive Rule Learner and Nearest Neighbors Algo-
rithm. A fundamental review on the selected technique is pre-
sented for introduction purposes.  The data breast cancer data 
with a total data of 6291 and a dimension of 699 rows and 9 
columns will be used to test and justify the differences between 
the classification methods or algorithms. Subsequently, the 
classification technique that has the potential to significantly 
improve the common or conventional methods will be sug-
gested for use in large scale data, bioinformatics or other gen-
eral applications.          
Keywords— Machine Learning, Data Mining, WEKA, Classifi-
cation, Bioinformatics. 
I. INTRODUCTION  
The aim of our work is to investigate the performance of 
different classification methods using WEKA for breast 
cancer. A major problem in bioinformatics analysis or 
medical science is in attaining the correct diagnosis of cer-
tain important information. For the ultimate diagnosis, nor-
mally, many tests generally involve the clustering or classi-
fication of large scale data. All of these test procedures are 
said to be necessary in order to reach the ultimate diagnosis. 
However, on the other hand, too many tests could compli-
cate the main diagnosis process and lead to the difficulty in 
obtaining the end results, particularly in the case where 
many tests are performed. This kind of difficulty could be 
resolved with the aid of machine learning which could be 
used directly to obtain the end result with the aid of several 
artificial intelligent algorithms which perform the role as 
classifiers.
Machine learning covers such a broad range of processes 
that it is difficult to define precisely. A dictionary definition 
includes phrases such as to gain knowledge or understand-
ing of or skill by studying the instruction or experience and 
modification of a behavioral tendency by experienced zo-
ologists and psychologists study learning in animals and 
humans [1]. The extraction of important information from a 
large pile of data and its correlations is often the advantage 
of using machine learning.New knowledge about tasks is 
constantly being discovered by humans and vocabulary 
changes. There is a constant stream of new events in the 
world and continuing redesign of Artificial Intelligent sys-
tems to conform to new knowledge is impractical but ma-
chine learning methods might be able to track much of it 
[1]. 
There is a substantial amount of research with machine 
learning algorithm such as Bayes Network, Radial Basis 
Function, Decision tree and pruning, Single Conjunctive 
Rule Learner and Nearest Neighbors Algorithm.
II. METHODS 
A. Bayes Network Classifier 
Bayesian networks are a powerful probabilistic represen-
tation, and their use for classification has received consider-
able attention. This classifier learns from training data the 
conditional probability of each attribute Ai given the class 
label C [2,3]. Classification is then done by applying Bayes 
rule to compute the probability of C given the particular 
instances of A1..An and then predicting the class with the 
highest posterior probability. The goal of classification is to 
correctly predict the value of a designated discrete class 
variable given a vector of predictors or attributes [4]. In 
particular, the naive Bayes classifier is a Bayesian network 
where the class has no parents and each attribute has the 
class as its sole parent [3,4].  
B. Radial Basis Function 
Radial basis function (RBF) networks have a static Gaus-
sian function as the nonlinearity for the hidden layer proc-
essing elements. The Gaussian function responds only to a 
small region of the input space where the Gaussian is cen-
tered [5]. The key to a successful implementation of these 
networks is to find suitable centers for the Gaussian func-
tions [6,7]. The simulation starts with the training of an 
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unsupervised layer. Its function is to derive the Gaussian 
centers and the widths from the input data. These centers 
are encoded within the weights of the unsupervised layer 
using competitive learning [7]. During the unsupervised 
learning, the widths of the Gaussians are computed based on 
the centers of their neighbors. The output of this layer is 
derived from the input data weighted by a Gaussian mix-
ture. The advantage of the radial basis function network is 
that it finds the input to output map using local approxima-
tors. Usually the supervised segment is simply a linear 
combination of the approximators. Since linear combiners 
have few weights, these networks train extremely fast and 
require fewer training samples.  
C. Decision Tree and  Pruning 
A decision tree partitions the input space of a data set 
into mutually exclusive regions, each of which is assigned a 
label, a value or an action to characterize its data points. The 
decision tree mechanism is transparent and we can follow a 
tree structure easily to see how the decision is made [8]. A 
decision tree is a tree structure consisting of internal and 
external nodes connected by branches. An internal node is a 
decision making unit that evaluates a decision function to 
determine which child node to visit next. The external node, 
on the other hand, has no child nodes and is associated with 
a label or value that characterizes the given data that leads 
to its being visited. However, many decision tree construc-
tion algorithms involve a two - step process. First, a very 
large decision tree is grown. Then, to reduce large size and 
overfiting the data, in the second step, the given tree is 
pruned [9]. The pruned decision tree that is used for classi-
fication purposes is called the classification tree.   
D. Single Conjunctive Rule Learner 
Single conjunctive rule learner is one of the machine 
learning algorithms and is normally known as inductive 
learning. The goal of rule induction is generally to induce a 
set of rules from data that captures all generalizable knowl-
edge within that data, and at the same time being as small as 
possible [10]. Classification in rule-induction classifiers is 
typically based on the firing of a rule on a test instance, 
triggered by matching feature values at the left-hand side of 
the rule [11]. Rules can be of various normal forms, and are 
typically ordered; with ordered rules, the first rule that fires 
determines the classification outcome and halts the classifi-
cation process.  
E. Nearest Neighbors Algorithm 
Nearest neighbors algorithm is considered as statistical 
learning algorithms and it is extremely simple to implement 
and leaves itself open to a wide variety of variations. In 
brief, the training portion of nearest-neighbor does little 
more than store the data points presented to it. When asked 
to make a prediction about an unknown point, the nearest-
neighbor classifier finds the closest training-point to the 
unknown point and predicts the category of that training-
point accordingly to some distance metric [12]. The dis-
tance metric used in nearest neighbor methods for numerical 
attributes can be simple Euclidean distance.  
F. The Data 
The data used in this investigation is the breast cancer 
data. It has a total of 6291 data and a dimension of 699 rows 
and 9 columns. For the purposes of training and testing, 
only 75% of the overall data is used for training and the rest 
is used for testing the accuracy of the classification of the 
selected classification methods.  
III. WEKA 
WEKA is a data mining system developed by the Univer-
sity of Waikato in New Zealand that implements data min-
ing algorithms using the JAVA language. WEKA is a state-
of-the-art facility for developing machine learning (ML) 
techniques and their application to real-world data mining 
problems. It is a collection of machine learning algorithms 
for data mining tasks. The algorithms are applied directly to 
a dataset. WEKA implements algorithms for data preproc-
essing, classification, regression, clustering and association 
rules; It also includes visualization tools. The new machine 
learning schemes can also be developed with this package. 
WEKA is an open source software issued under General 
Public License [13].  
The data file normally used by Weka is in ARFF file for-
mat, which consists of special tags to indicate different 
things in the data file (foremost: attribute names, attribute 
types, attribute  values and the data). The main interface in 
Weka is the Explorer. It has a set of panels, each of which 
can be used to perform a certain task. Once a dataset has 
been loaded, one of the other panels in the Explorer can be 
used to perform further analysis.  
IV. RESULT 
To gauge and investigate the performance on the selected 
classification methods or algorithms namely Bayes Network 
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Classifier, Radial Basis Function, Decision Tree with prun-
ing, Single Conjunctive Rule Learner and Nearest 
Neighbor, we use the same experiment procedure as sug-
gested by WEKA. The 75% data is used for training and the 
remaining is for testing purposes.  
In WEKA, all data is considered as instances and features 
in the data are known as attributes. The simulation results 
are partitioned into several sub items for easier analysis and 
evaluation. On the first part, correctly and incorrectly classi-
fied instances will be partitioned in numeric and percentage 
value and subsequently Kappa statistic, mean absolute error 
and root mean squared error will be in numeric value only. 
We also show the relative absolute error and root relative 
squared error in percentage for references and evaluation. 
The results of the simulation are shown in Tables 1 and 2 
below. Table 1 mainly summarizes the result based on accu-
racy and time taken for each simulation. Meanwhile, Table 
2 shows the result based on error during the simulation. 
Figures 1 and 2 are the graphical representations of the 
simulation result.   
Table 1   Simulation result of each algorithm. 
Algorithm 
(Total In-
stances, 175) 
Correctly
Classified
Instances
% (value) 
Incorrectly
Classified
Instances
% (Value) 
Time 
Taken 
(sec-
onds)
Kappa
Statistic
Bayes Net.  
89.7143 
(157) 
10.2857 
(18) 0.19 0.7858 
Radial Basis 
Function
87.4286 
(153) 
12.5710 
(22) 0.53 0.7404 
Decision Tree 
and Pruning 
85.7143 
(150) 
14.2857 
(25) 0.23 0.7019 
Single Conj. 
Rule Learner 
85.1429 
(149) 
14.8571 
(26) 0.15 0.6893 
Nearest
Neighbors  
84.5714 
(148) 
15.4286 
(27) 0.81 0.6860 
Table 2   Training and simulation errors 
Algorithm (Total 
Instances, 175) 
Mean
Absolute
Error
Root 
Mean
Squared
Error
Relative
Absolute
Error
(%) 
Root 
Relative
Squared
Error
(%) 
Bayes Network  0.1062 0.3217 22.2878 65.1135 
Radial Basis 
Function 0.1999 0.3162 41.9593 63.9903 
Decision Tree and 
Pruning 0.1871 0.3635 39.2681 73.5759 
Single Conj. Rule 
Learner 0.2449 0.3559 51.4069 72.0207 
Nearest Neighbors  0.1543 0.3928 32.3840 79.4963 
Fig. 1 Results 
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V. DISSCUSSIONS 
Based on the above Figures 1, 2 and Table 1, we can 
clearly see that the highest accuracy is 89.71% and the low-
est is 84.57%. The other algorithm yields an average accu-
racy of around 85%. In fact, the highest accuracy belongs to 
the Bayes network classifier, followed by Radial basis func-
tion with a percentage of 87.43% and subsequently decision 
tree with pruning and single conjunctive rule learner. Near-
est neighbor bottom the chart with percentage around 84%. 
An average of 151 instances out of total 175 instances is 
found to be correctly classified with highest score of 157 
instances compared to 148 instances, which is the lowest 
score. The total time required to build the model is also a 
crucial parameter in comparing the classification algorithm. 
In this simple experiment, from Figure 2, we can say that a 
single conjunctive rule learner requires the shortest time 
which is around 0.15 seconds compared to the others. Near-
est neighbor algorithm requires the longest model building 
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time which is around 0.81 seconds. The second on the list is 
Bayes network with 0.19 seconds.  
Kappa statistic is used to assess the accuracy of any par-
ticular measuring cases, it is usual to distinguish between 
the reliability of the data collected and their validity [14]. 
The average Kappa score from the selected algorithm is 
around 0.6-0.7. Based on the Kappa Statistic criteria, the 
accuracy of this classification purposes is substantial [14]. 
From Figure 2, we can observe the differences of errors 
resultant from the training of the five selected algorithms. 
This experiment implies a very commonly used indicator 
which are mean of absolute errors and root mean squared 
errors. Alternatively, the relative errors are also used. Since, 
we have two readings on the errors, taking the average 
value will be wise. It is discovered that the highest error is 
found in single rule conjunctive rule learner with an average 
score of around 0.3 where the rest of the algorithm ranging 
averagely around 0.2-0.28. An algorithm which has a lower 
error rate will be preferred as it has more powerful classifi-
cation capability and ability in terms of medical and bioin-
formatics fields. 
VI. CONCLUSIONS 
As a conclusion, we have met our objective which is to 
evaluate and investigate five selected classification algo-
rithms based on Weka. The best algorithm based on the 
breast cancer data is Bayes network classifier with an accu-
racy of 89.71% and the total time taken to build the model 
is at 0.19 seconds.  Bayes network classifier has the lowest 
average error at 0.2140 compared to others. These results 
suggest that among the machine learning algorithm tested, 
Bayes network classifier has the potential to significantly 
improve the conventional classification methods for use in 
medical or in general, bioinformatics field.    
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