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1.1 Enjeux et contraintes des communications domestiques sans fil
La consommation énergétique mondiale est en constante augmentation ces dernières décennies. Cette
croissance a pour conséquence entre autre d’accélérer le réchauffement climatique et la production de
gaz à effet de serre. Son contrôle est donc devenu un enjeu majeur ces dernières années aussi bien d’un
point de vue politique que technologique.
La multiplication des objets technologiques dans l’espace domestique, notamment les appareils com-
municants, pose donc la question de comment réduire au mieux leur impact énergétique tout en conser-
vant des performances répondant à nos besoins toujours croissants. Ces objets, bien qu’augmentant notre
consommation, participent néanmoins indirectement à l’optimisation de notre facture énergétique. En
effet, en réduisant les déplacements des hommes et des marchandises, ils peuvent être paradoxalement
source d’économie d’énergie. La réduction de leur consommation est donc un enjeu crucial.
Historiquement, les réseaux de communication se sont avant tout développés de manière filaires.
Cette technologie repose sur l’utilisation d’un réseau câblé. Elle a montré de nombreux avantages, on
peut citer par exemple sa rapidité, sa fiabilité et sa sécurité. Néanmoins l’utilisation de fils est une
contrainte au développement de réseau notamment dans l’espace domestique. Il a donc été proposé des
technologies sans fils.
Le premier réseau sans fil a été réalisé par Guglielmo Marconi en 1896. Il reçu notamment le prix
Nobel de physique en 1909 pour ses contributions au développement de "la télégraphie sans fil". Il
fut donc parmi les premiers à proposer d’utiliser des ondes électromagnétiques pour transmettre une
information sans fil.
De nos jours, un réseau informatique/numérique sans fil est un réseau connectant plusieurs machines
ou d’autres réseaux entre eux par ondes radio fréquences. Il est utilisé pour différents usages comme, par
exemple :
 réaliser des réseaux temporaires, ou mettre en place très rapidement un nouveau réseau (confé-
rence, réunion),
 être une alternative aux réseaux filaires permettant d’éviter d’importants travaux de câblage,
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 donner la possibilité de transmettre des données dans le cas d’applications mobiles.
Les réseaux sans fils, bien que moins performants que les réseaux filaires, notamment en terme
de bruit et d’interférences, commencent à s’imposer totalement dans les réseaux de communications
domestiques. Cet engouement s’explique en partie par les raisons suivantes :
– peut être utilisé dans des endroits inaccessibles,
– avantageux en terme esthétique,
– montage simple et tout publique,
– grande flexibilité et extensible,
– facile à transporter en cas de déménagement,
– composants supplémentaires rapides et facilement intégrables.
De nos jours, un réseau domestique ressemble à celui présenté Fig.1.1. Nos habitats sont peuplés de
plus en plus d’objets communiquants via un réseau en grande partie sans fil.
PSP
L'imprimante
Set-top box
Portable L'ordinateur
Clavier Souris
USB
L'écran
Câble Ethernet
FIGURE 1.1 – Réseau type de communications domestiques
1.2 Les différents standards utilisés dans le cadre des communications
domestiques
Les communications sans fils utilisent différents standards [Defaye 2006], [Frioui 2007]. Le tableau
1.1 présente les caractéristiques et leurs applications potentielles.
Ces différents standards reposent sur des technologies différentes et possèdent des caractéristiques
variées adaptées à certains usages particuliers.
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TABLE 1.1 – Différents standards de réseaux sans fil domestiques
WADSL
Bluetooth WUSB Zigbee WI-FI /Wi-mobile
/WIMAX
Standard 802.15.1 820.15.3 802.15.4 802.11 802.16
Bande 2,4-2,483 2,4-2,483 2,4-2,483
passante 2,4-2,483 3,1-10,6 0,868-0,870 5,15-5,38 2-11
(GHz) 0,902-0,928 5,725-5,825
Portée 10m 10m 10m-75m 100m 50km
Téléphonie GSM Imprimante Jeux
GPS Clé USB Radio commande Internet Internet
Application Périphériques : Périphériques : Domotique
souris/clavier souris/clavier Badge
Les normes Bluetooth et "Wireless USB" (ou WUSB) utilisent par exemple, une technologie radio
courte portée destinée à simplifier les connexions entre appareils électroniques.
La norme ZigBee est un protocole de haut niveau permettant la communication à des débits très
faibles, mais à consommation réduite.
La norme WI-FI, quant à elle sert surtout à pouvoir se connecter sur internet. Elle est la plus utilisée
actuellement pour les réseaux sans fil.
Des normes WADSL (Wireless Asymmetric Digital Subscriber Line), WIMAX (World Interopera-
bility for Microwave Access) et Wi-Mobile offrent à l’utilisateur un accès internet à très haut débit et à
plus grande portée.
Une caractéristique essentielle permettant de différencier ces normes est leur largeur de bande. La
Fig.1.2 montre la largeur de bande de chacune de ces normes.
0 1 2 3 4 5 6 7 8 9 10 11
Fréquence (GHz)
Zigbee
Bluetooth (ISM)
WI-FI
WUSB
WADSL/Wi-mobile
/WIMAX
Partagée par Zigbee, 
Bluetooth, WI-FI et WUSB   
FIGURE 1.2 – Bande passante des standards
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TABLE 1.2 – Performances des récepteurs
Ref. Techno. Bande (GHz) Gain (dB)NF (dB)IIP3 (dBm)
[Pietron 2014] 0,13 µm CMOS 2,4-2,483 (Bluetooth) 26,3 2,3 -12,8
[Kim 2013] 0,13 µm CMOS 1-5,2 22,4-24,3 6,5-8,3 -1,5-2
[Valla 2005] 0,13 µm CMOS 5,15-5,825 26 3,5 -2
[Kim 2008] 0,18 µm CMOS 1,55-2,3 22,5-25 7,7-9,5 7-10,5
[Kim 2009] 0,18 µm CMOS 0,869-0,894 44 2,4 4,6
[Meaamar 2011] 0,18 µm CMOS 3,1-8 36,1 5,4-8,3 -10–2,5
[Sun 2013] 0,5 µm InGaAs pHEMT 0,7-5,2 26-29 2,6-4,4 -15,4
La Tab.1.2 présente les performances des récepteurs pour des normes.
Le développement rapide des communications sans fils demande dorénavant de traiter plusieurs
bandes de fréquences correspondantes à des standards différents. Cela entraine un besoin d’intégration
plus grand ainsi que plus de flexibilité afin de s’adapter au mieux aux besoins à la fois du multistandard
et de notre contrainte de gestion de la consommation. Il est donc nécessaire de faire une étude d’une part
des architectures de systèmes de communication compatibles avec le multistandard et d’autre part, d’étu-
dier l’optimisation et la réduction de la puissance dissipée par les équipements de communication. Les
principaux composants consommateurs d’énergie dans les équipements domestiques sont des circuits
intégrés. Il est donc important d’étudier et de développer les nouveaux circuits en utilisant de nouvelles
technologies et architectures.
1.3 Problématiques et objectifs
Un système de communication est composé principalement de deux parties : l’émetteur et le ré-
cepteur. Dans mes travaux de thèse, je me suis focalisée principalement sur le système de réception.
La chaîne de réception est typiquement conçue pour pouvoir fonctionner dans les pires cas de com-
munication : faible puissance reçue du signal utile, fortes interférences et fort niveau de puissance de
bruit. Cependant, lorsque les conditions sont meilleures, le récepteur reste sur un fonctionnement spéci-
fié (conditions dégradées) et donc consomme plus d’énergie que nécessaire. Afin de prendre en compte
les différents niveaux du signal reçu, nous allons dans cette thèse, proposer une architecture de récepteur
reconfigurable. Cette dernière pourra modifier ses performances en fonction de la qualité du signal reçu
et ainsi optimiser au mieux la consommation sans perdre en qualité de service.
La réalisation d’un récepteur reconfigurable est basée sur un amplificateur faible bruit ayant deux
modes de fonctionnement. La bande passante choisie de 0,8GHz à 11GHz nous conduit vers une architec-
ture distribuée qui est à la fois large bande et mieux adaptée pour des applications liées à l’accordabilité
des différentes performances (Gain, IIP3, NF...) via la consommation.
Ces deux modes de fonctionnement de l’amplificateur faible bruit peuvent se définir comme suit :
1. un mode basse consommation, avec des performances assurant une communication correcte.
2. un mode haute performance avec la possibilité d’optimiser :
– le gain ( Point de Fonctionnement Haut Gain : PFHG), avec une consommation moyenne.
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– le gain et la linéarité (Point de Fonctionnement Haut Gain Haute Linéarité : PFHGHL), avec
une consommation importante.
La Fig.1.3 propose un synoptique précisant les performances souhaitées pour les deux modes.
Mode basse consommation                                                                                                               
                                                                                  Mode haute performance 
● Gain plat (≃10dB)  
 
● Puissance dissipée optimisée
 
 
 
  Bande passante
 [0,8GHz-11GHz] 
● Bonne linéarité
● Bonne adaptation entrée/sortie
 (S11, S22<-10dB)
● Stabilité inconditionnelle
● Gain plat élevé (≃18dB) 
● Haute linéarité
● Facteur de bruit optimisé
PFHGHL
PFHG   Optimisation des performances
     Optimisation de la consommation
 
Amplificateur
    Distribué
FIGURE 1.3 – Cahier des charges de l’amplificateur
Lorsque le système de réception détecte une dégradation de la qualité du signal reçu, l’amplificateur
passe en mode haute performance afin d’accroître la qualité du signal. Dans ce mode de fonctionnement,
il existe une possibilité d’améliorer légèrement la linéarité (PFHGHL).
1.4 Organisation du document
Ce document se décompose en quatre chapitres.
Premier chapitre
Dans le premier chapitre, un rappel sur les systèmes de réception radio fréquence et un état de l’art
sur les amplificateurs faible bruit large bande sont proposés. Cette étude permet de choisir le récepteur
homodyne avec des fonctions larges bandes comme système le plus adéquat à notre application. La to-
pologie choisie pour l’amplificateur faible bruit correspond à l’architecture distribuée. Ces choix sont
principalement motivés par notre volonté de garantir une parfaite adéquation avec un système multistan-
dard.
Deuxième chapitre
La deuxième partie est consacrée à une analyse théorique sur les amplificateurs distribués appliqués à
la technologie fixée. L’étude de la technologie employée et notamment les caractéristiques qu’elle induit
sur les amplificateurs distribués, nous conduit à définir les expressions analytiques des performances de
ces derniers. Ces expressions nous permettent une connaissance parfaite des règles de conception ainsi
que leurs limites.
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Troisième chapitre
Dans le troisième chapitre, la méthode de conception suivie est présentée. Nous commençons cette
partie en réalisant un état de l’art détaillé des différentes topologies existantes d’amplificateurs distribués.
Nous en déduisons une topologie adaptée à notre problématique d’amplificateur distribué faible bruit
basse consommation. La gestion des modes de fonctionnement est alors précisée. À la fin de ce chapitre
les mesures du circuit sont données.
Quatrième chapitre
Dans le quatrième chapitre, le LNA conçu est intégré dans une chaîne de réception de type
homodyne. Un modèle du récepteur reconfigurable est ainsi réalisé. En pilotant les deux modes de
fonctionnement selon les conditions du signal reçu, une estimation du gain en terme de consommation
est donnée.
Les travaux que nous avons effectué ont été réalisé dans le cadre du projet EconHome labellisé par
le pôle de compétitivité Systematic et financé dans le cadre du 10eme Appel à Projets du Fonds Unique
Interministériel (FUI). Ce projet a pour but d’étudier et de mettre en place des solutions innovantes pour
réduire la consommation énergétique des équipements du réseau domestique.
CHAPITRE 2
Généralités sur les systèmes de réception
radio fréquence (RF)
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Le rôle d’un récepteur est de permettre de récupérer les données émises en apportant le moins de
distorsion possible. Le signal reçu par l’antenne doit être filtré et transposé en fréquence afin d’être traité
par le démodulateur. L’objectif de ce chapitre est de choisir un récepteur à la fois faible consommation
et compatible avec les systèmes multistandards. Cette première partie fait une étude des architectures
classiques de réception radio fréquence.
2.1 Architectures classiques de réception radio fréquence
Il existe différentes architectures pour les systèmes de réception radio fréquence (RF) :
• L’architecture superhétérodyne
• L’architecture à faible fréquence intermédiaire (Intermediary frequency IF)
• L’architecture homodyne ou Zéro-IF
• L’architecture WBIFDC (Wide-Band IF Double Conversion)
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Dans cette partie, les principes de fonctionnement de ces architectures et notamment leurs potentiels
pour des applications multistandards sont proposés.
2.1.1 Architecture superhétérodyne
Un récepteur superhétérodyne (Fig.2.1) proposé par E. H. Armstrong en 1917 est un système conçu
sur le principe du mélange de fréquences ou hétérodynage. Il transpose le signal reçu vers une fréquence
intermédiaire (IF) plus basse, puis vers la bande de base. Dans le schéma d’un récepteur superhétérodyne
présenté Fig.2.1.
LNA
fLO1
CAN
CAN
90°
RF
fLO2
Filtre RF Filtre IR Filtre IF
FIGURE 2.1 – Architecture superhétérodyne
Les récepteurs superhétérodynes présentent des bonnes performances en termes de sélectivité (ré-
jection du canal adjacent) [Shairi 2012], grâce à un filtrage progressif des signaux interférents de fort
niveau, avec des filtres de bonnes qualités. Ces récepteurs rejettent de plus, la bande de fréquence image
au moyen d’un filtre de présélection (filtre IR Image Reject), ce qui leur confèrent une excellente sen-
sibilité [Hsieh 2011],[Yang 2004]. Cette dernière est définie comme la puissance minimale reçue pour
satisfaire un maximum de BER (Bit Error Rate) demandé. Elle mesure la capacité du récepteur à recevoir
des signaux de faibles puissances.
Les principaux inconvénients de cette architecture sont sa consommation (composants nombreux)
et la difficulté d’intégration due à la complexité de la structure. De plus, des signaux RF et IF sont
traités par des composants analogiques ayant une bande étroite fixe. Il est donc difficile de modifier
la bande passante du récepteur [Tsurumi 1999]. Ceci rend le récepteur superhétérodyne difficilement
reconfigurable dans le cadre d’un système multistandards.
2.1.2 Architecture homodyne
Le récepteur homodyne [Camatel 2006], [Mallek 2010], [Lie 2006] réalise une transposition directe
du signal RF en bande de base. Cette transposition, sans passer par une fréquence intermédiaire, permet
de supprimer le problème lié au traitement de la fréquence image. La Fig.2.2 présente la structure fonc-
tionnelle. On remarque alors l’absence du filtre IR, du filtre IF et d’un oscillateur local de l’architecture
superhétérodyne.
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LNA
CAN
CAN
90°
RF
fLO
Filtre RF
FIGURE 2.2 – Architecture homodyne
Cette architecture présente néanmoins certains désavantages :
1) L’offset ou tension continue de décalage en sortie des mélangeurs qui se superpose au signal utile
en bande de base [Namgoong 2001], [Okuni 2007].
La cause principale de cet offset provient des défauts d’isolement au niveau du mélangeur entre
les voies RF et OL. Le signal de l’oscillateur se mélange alors avec une partie de lui même.
Ce signal continu est problématique. Il va être amplifié dans la bande de base et risque de pro-
voquer une saturation des étages suivants. Ce problème peut s’aggraver si le LNA présente une
mauvaise isolation en inverse. Le signal issu de l’OL peut remonter jusqu’à l’antenne et se mélan-
ger avec le signal fourni par l’OL. Cela rend la tension continue générée en sortie du mélangeur
variable dans le temps.
2) Le désappariement des voies I et Q [Inamori 2009], [Inamori 2007], [Tubbax 2005].
Cet inconvénient est lié à la topologie du récepteur. L’appariement parfait (l’égalité de répartition
de la puissance et l’orthogonalité) des voies I et Q est quasiment impossible. Ceci se traduit en
pratique par une erreur du module ou de la phase du gain. On observe alors des déformations sur
la constellation et éventuellement une augmentation du taux d’erreurs du signal en sortie.
3) La sensibilité au bruit en 1/f [Namgoong 2001].
Ceci dégrade la sensibilité du récepteur aux basses fréquences.
Malgré ces désavantages, l’architecture homodyne est de plus en plus utilisée pour sa facilité d’inté-
gration et sa faible consommation par rapport à l’architecture superhétérodyne. Le récepteur homodyne
devient un candidat potentiel pour les applications multistandards.
2.1.3 Architecture faible IF
L’architecture faible IF (cf.Fig.2.3) [Nam 2007], [Zhao 2011], [Zhang 2011], [Ordu 2003],
[Xu 2006] transpose le signal en bande de base en utilisant une fréquence intermédiaire faible. Elle
permet d’éviter les problèmes d’offset et de bruit. Néanmoins, cette architecture reste sensible aux er-
reurs d’appariement entre les voies I et Q [Huettner 2006] et la fréquence image est proche de la bande
utile [Li 2014], [Meng 2009]. L’architecture faible IF est donc une solution intermédiaire entre les deux
précédentes. Elle est la plus adaptée pour les systèmes de communications où la puissance des signaux
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dans la bande image est faible (Bluetooth, ZigBee).
LNA
CAN
CAN
90°
RF
fLO
Filtre RF
FIGURE 2.3 – Architecture faible IF
2.1.4 Architecture WBIFDC
L’architecture Wide-Band IF Double Conversion (WBIFDC) [Rudell 1997b], [Rudell 1997a]
(Fig.2.4) transmet les signaux reçus vers la bande de base via plusieurs étages de transposition comme
l’architecture superhétérodyne. Les filtres image et IF ne sont pas indispensables dans cette architecture.
LNA
fLO1
CAN
CAN
RF
fLO2
Filtre RF
FIGURE 2.4 – Architecture WBIFDC
Le récepteur WBIFDC utilise deux oscillateurs locaux. Dans un premier, le récepteur transpose tous
les signaux reçus à une fréquence intermédiaire. Puis les signaux de hautes fréquences hors bande sont
filtrés par un filtre passe bas. Enfin, le mélangeur du deuxième étage rejette la fréquence image et transmet
les signaux en bande de base. Cette réjection de fréquence image utilise une technique similaire à celle
de Weaver [Weaver 1956], montré Fig.2.5. Les signaux sur les voies I et Q sont respectivement en phase
et en quadrature. Ces deux signaux sont obtenus par démodulation vectorielle QAM. On observe que
la composante Q du signal à la fréquence image est de signe opposé à celle du signal RF et que les
composantes I sont de même signe. On applique alors la démodulation vectorielle QAM à chacune de
ces deux composantes, ce qui nous donne quatre signaux : I-I, I-Q, Q-I et Q-Q. Il suffit alors d’additionner
I-Q et Q-I pour retrouver la composante Q du signal RF seul et de soustraire Q-Q à I-I pour retrouver la
composante I du signal RF seul. On a donc rejeté le signal à la fréquence image.
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Le récepteur WBIFDC permet un niveau d’intégration élevé pour le récepteur RF. Il effectue la sélec-
tion du canal en bande de base comme l’architecture homodyne. Ceci permet une intégration des filtres
ajustables pour la réalisation d’un récepteur multistandard. L’inconvénient est sa forte consommation
due à son nombre élevé de mélangeurs. De plus, sans un filtre IF, la puissance du signal adjacent dégrade
la linéarité du récepteur et donc sa sélectivité [Rudell 1997a].
90°
90°
90°
fLO1
I
Q
I
QfLO1 fRFfIM
fIF
j
fIF
j
I-I
I-Q
Q-Q
Q-I
jfLO2
fLO2
j
Signal à la 
fréquence 
image
Signal RF
FIGURE 2.5 – Structure à réjection de fréquence (filtres non indiqués)
2.1.5 Bilan
L’architecture superhétérodyne malgré ses bonnes performances, présente des inconvénients majeurs
pour les applications de type multistandard comme sa complexité et sa forte consommation. Les architec-
tures homodyne, faible-IF ou WBIFDC sont faciles à intégrer. Ces solutions présentent de nombreuses
possibilités d’adaptation pour les systèmes multibandes/multistandards. Ils sont donc actuellement les
meilleurs candidats pour les applications que nous visons. Nous récapitulons les différents avantages et
inconvénients de ces architectures dans le tableau Tab. 2.1
L’architecture choisie est l’architecture homodyne. Il ressort en effet de notre étude qu’elle permet
d’une part de travailler avec une faible consommation et d’autre part de descendre la limite inférieure de
la bande passante (jusqu’à une fréquence proche de la fréquence zéro) du fait de la non-utilisation d’une
fréquence intermédiaire.
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TABLE 2.1 – Avantages et inconvénients des quatre architectures
Architectures Avantages Inconvénients
Superhétérodyne
– Sélectivité importante
– Sensibilité accrue
– Maîtrise de fabrication (bien connue)
– Fuite de l’OL sur l’antenne négligeable
– Nombre important de composants
– Consommation élevée
– Intégration difficile (à cause des filtres RF)
– Difficilement compatible avec les applications
multistandards
Homodyne
– Suppression du problème de la fréquence
image
– Niveau de l’intégration monolithique élevé
– Simplicité de conception RF
– Faible consommation
– Problème de l’offset
– Contraintes/appariement voie I-Q
– Bruit en 1/f (flicker noise)
Faible IF
– Suppression du problème de l’offset
– Consommation réduite
– Faible coût
– Contraintes/appariement voie I-Q
– Problème de la fréquence image
WBIFDC
– Suppression de la fréquence image
– Suppression du problème de l’offset
– Niveau d’intégration élevé
– Consommation
– Contraintes de linéarité
2.2 Les récepteurs multibandes/multistandards
La réalisation des architectures multistandards est un défi pour la nouvelle génération de systèmes de
radio communication. Ces architectures doivent pouvoir traiter plusieurs bandes de fréquences corres-
pondantes à des standards différents. Dans ce qui suit, nous présentons des solutions pour des applications
multistandards. Elles correspondent à des architectures utilisant :
• plusieurs chaînes de réceptions distinctes, où chaque standard est traité de façon indépendante,
• la mise en parallèle partielle de certaines fonctions RF, les autres étant partagées,
• des fonctions RF partagées pour réaliser une seule chaîne de réception.
Ces solutions peuvent être de type homodyne, faible IF ou WBIFDC. Dans notre cas et par rapport
aux conclusions précédentes (cf.2.1.5), on utilisera l’architecture homodyne.
2.2.1 Architecture parallèle
L’architecture parallèle utilise plusieurs chaînes en parallèle pour chaque bande de fréquences
[Lee 2010], [Bormann 2011] comme le montre la Fig.2.6.
L’avantage est que ses performances peuvent être optimisées pour chaque bande de fréquences. Elle
présente cependant les inconvénients suivants :
– difficilement intégrable,
– grande surface occupée,
– nombre de composants élevé,
– consommation non optimale.
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FIGURE 2.6 – Architectures utilisant des chaînes de réception dédiées, implantées parallèlement.
2.2.2 Architecture avec partage partiel de certaines fonctions RF
Ce type d’architecture permet de partager certains éléments RF de la chaine de réception
(par exemple l’amplificateur faible bruit) tout en parallélisant le reste des fonctions [Jeong 2010],
[Adiseno 2003], [Wang 2005], [Heragu 2013], [Vidojkovic 2004b].
LNA
CAN
CAN
Données
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Démodulation 
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FIGURE 2.7 – Architecture avec une chaîne de réception partiellement partagée
La Fig.2.7 montre une architecture avec une chaîne de réception partiellement partagée. Plusieurs
antennes et filtres sont employés afin de récupérer des signaux de bandes de fréquence différentes. Les
autres blocs comme le LNA, les mélangeurs sont des fonctions partagées par tous les signaux reçus. Ils
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doivent être large bande [Ryckaert 2007], [Shi 2006], [Wang 2012] , multibandes [Vidojkovic 2004a],
[Nieuwoudt 2007], [Duo 2005] ou reconfigurables (ajustables) [Mustaffa 2009], [Heragu 2013] pour sa-
tisfaire les contraintes des différents standards (bande passante, sensibilité, dynamique, taux d’erreur
binaire...).
2.2.3 Architecture avec partage de toutes les fonctions RF
La Fig.2.8 présente une seule chaîne de réception avec les fonctions RF partagées [Wu 2008],
[Vahidfar 2006], [El-Nozahi 2009], [Li 2012]. Les fonctions RF partagées doivent être large bande, mul-
tibandes ou reconfigurables.
LNA
CAN
CAN
Données
numériques:
Démodulation 
Décodage
Démultiplexage
90°
RF
 Fonctions large bandes ou 
multibandes ou reconfigurables 
OL
FIGURE 2.8 – Architecture avec une chaîne de réception partagée
2.2.4 Bilan
Les architectures avec partage partiel ou total des fonctions RF présentent les avantages suivants en
comparaison avec une architecture parallèle :
– une diminution du nombre de blocs,
– une intégration facile,
– une diminution de la consommation (moins de composants actifs).
Considérant les besoins du marché, on cherche des systèmes basse consommation ce qui nous conduit
à privilégier les architectures avec partage partiel ou total des fonctions RF.
Le récepteur à réaliser doit gérer jusqu’à cinq standards (Bluetooth, Zigbee, WI-FI...) simultanément.
Par conséquence sa conception en utilisant des fonctions multibandes et reconfigurables est complexe.
Afin de simplifier la conception du circuit, on choisit de concevoir un amplificateur faible bruit très large
bande de fréquence avec un gain accordable via la polarisation.
2.3 Généralités sur les amplificateurs faible bruit
Un amplificateur faible bruit est un dispositif utilisé pour amplifier des signaux de très faible puis-
sance en provenance d’une antenne tout en minimisant le bruit. Il est un élément clé dans la mise en
œuvre de la chaîne de réception radio fréquence. Dans cette section, les critères de conception généraux
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sur l’amplificateur faible bruit sont présentés ainsi qu’un facteur de mérite. Ce facteur de mérite nous
permettra de choisir la topologie la plus adaptée à notre application.
2.3.1 Critères de conception
Il y a plusieurs critères pour apprécier les performances d’un amplificateur faible bruit. Les plus
importants sont généralement : le gain, le facteur de bruit, l’adaptation entrée/sortie, la stabilité et la
linéarité.
2.3.1.1 Gain en puissance
La configuration la plus utilisée pour un quadripôle consiste à connecter un générateur à l’accès 1
(Γ1) et une charge à l’accès 2 (Γ2), comme le montre la Fig.2.9.
QuadripôleΓ1 Γ2
Γe1 Γs2
1 2
Générateur
Charge
FIGURE 2.9 – Coefficients de réflexion dans un quadripôle
Γ1 : coefficient de réflexion du générateur.
Γ2 : coefficient de réflexion de charge.
Γe1 : coefficient de réflexion d’entrée.
Γs2 : coefficient de réflexion de sortie.
Il existe plusieurs définitions pour le gain d’un quadripôle, voici les plus utilisées [Gautier 2007].
• Gain en puissance
Dénommé parfois gain opérant, le gain en puissance est défini par :
Gp =
Puissance fournie à la charge
Puissance entrante à l’accès 1 du quadripôle
(2.1)
=
|S21|2(1− |Γ2|2)
|1− S22Γ2|2(1− |Γe1|2) (2.2)
Ce gain est fréquemment utilisé pour des applications relatives à un amplificateur de puissance. Il ne
dépend que de la charge placée à l’accès 2 (Γ2) du quadripôle.
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• Gain d’insertion
Le gain d’insertion caractérise la variation de la puissance fournie à la charge liée à l’insertion du
quadripôle entre le générateur et la charge :
Gi =
Puissance fournie à la charge avec quadripôle
Puissance fournie à la charge, sans quadripôle
(2.3)
=
|S21|2|1− Γ1Γ2|2
|(1− S11Γ1)(1− S22Γ2)− S12S21Γ1Γ2|2 (2.4)
L’intérêt de ce gain réside dans le fait que sa valeur est directement accessible par la mesure. Il est
fonction des charges placées aux accès 1 et 2 du quadripôle.
• Gain disponible en puissance
Le gain disponible en puissance est défini comme étant le rapport entre la puissance maximum dis-
ponible à la sortie du quadripôle et la puissance maximum disponible aux bornes du générateur :
Gd =
Puissance maximum disponible à l’accès 2 du quadripôle
Puissance maximum disponible au générateur
(2.5)
=
|S21|2(1− |Γ1|2)
|1− S11Γ1|2(1− |Γe2|2) (2.6)
Il trouve sa principale application dans la résolution des problèmes liés au bruit. Il ne dépend que de
la charge à l’accès 1 (Γ1) du quadripôle.
• Gain transducique
Le gain transducique dénommé également gain composite, est défini par :
GT =
Puissance fournie à la charge
Puissance maximum disponible au générateur
(2.7)
=
|S21|2(1− |Γ1|2)(1− |Γ2|2)
|(1− S11Γ1)(1− S22Γ2)− S12S21Γ1Γ2|2 (2.8)
C’est le gain qui représente le mieux le transfert de puissance entre le générateur et la charge par
l’intermédiaire d’un quadripôle.
Il est à noter que le gain transducique prend des valeurs particulières suivant les conditions d’adap-
tation en puissance aux accès.
◦ Adaptation conjuguée en entrée :
Γ1 = Γ
∗
e1 → GT = Gp (2.9)
◦ Adaptation conjuguée en sortie :
Γ2 = Γ
∗
e2 → GT = Gd (2.10)
◦ Adaptation conjuguée en entrée et en sortie :
Γ1 = Γ
∗
e1,Γ2 = Γ
∗
e2 → GT = Gp = Gd (2.11)
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2.3.1.2 Facteur de bruit
Soit un quadripôle bruyant excité à l’accès 1 par un générateur d’admittance interne y1 et chargé à
l’accès 2 par une admittance y2 (cf.Fig.2.10)
Quadripôle
bruyant y2
1 2
E
y1
FIGURE 2.10 – Quadripôle bruyant
À partir de ce quadripôle bruyant, le facteur de bruit F, qui caractérise la dégradation du rapport
signal sur bruit entre les deux accès du quadripôle, est défini par :
F =
S1/N1
S2/N2
accès 1 à la tépérature T0 (2.12)
Où S1N1 et
S2
N2
sont respectivement le rapport signal à bruit à l’entrée et à la sortie. (S1,N1) et (S2,N2)
sont les puissances disponibles du signal et du bruit respectivement à l’entrée et à la sortie de l’am-
plificateur. Le bruit à l’entrée est celui fourni par l’impédance du générateur placée à la température
conventionnelle de T0 = 290K.
Les performances en terme de bruit d’un amplificateur dépendent de l’impédance présentée à son
entrée comme le montre l’expression suivante du facteur de bruit :
F = Fmin +
Rn
<(y1) |y1− yopt|
2 (2.13)
– Fmin : valeur minimale du facteur de bruit. Le Fmin ne dépend pas de l’impédance présentée à
l’entrée de l’amplificateur mais de sa topologie.
– yopt : admittance complexe optimale en bruit. Si l’on présente cette admittance à l’entrée de l’am-
plificateur, le facteur de bruit global est égal à Fmin.
– Rn : résistance équivalente de bruit. Cette résistance représente la dégradation du facteur de bruit
lorsque l’admittance à l’entrée s’éloigne de l’admittance optimale.
Lorsque plusieurs quadripôles sont associés et adaptés, le facteur de bruit total (en linéaire) est donné
par la formule de Friis :
F = F1 +
F2 − 1
G1
+
F3 − 1
G1G2
+
F4 − 1
G1G2G3
+ · · ·+ Fn − 1
G1G2G3 · · ·Gn−1 (2.14)
où Fn et Gn sont le facteur de bruit linéaire et le gain en puissance disponible linéaire du nème élément.
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La formule nous indique que c’est le facteur de bruit du 1er élément de la chaîne qui détermine en
grande partie le facteur de bruit total à condition que G1 soit élevé. C’est notamment pour cette raison
que l’on utilise un amplificateur faible bruit en premier étage des chaînes de réception. Ceci permet de
récupérer un signal de niveau suffisant sans trop dégrader le rapport signal sur bruit.
2.3.1.3 Stabilité linéaire vis à vis des conditions de fermeture
Un quadripôle est inconditionnellement stable si les impédances vues aux deux accès 1 et 2 ont des
parties réelles positives quelques soient les impédances de charge présentées à ces accès. Les conditions
de stabilité inconditionnelle peuvent s’écrire sous les deux formes suivantes :

1− |S11|2 > |S12S21|
1− |S22|2 > |S12S21|
K > 1
(2.15)
ou

|∆s| < 1
K > 1
(2.16)
Avec
K =
1− |S11|2 − |S22|2 + |∆s|2
2|S12S21| (2.17)
∆s = S11S22 − S12S21 (2.18)
K représente le facteur de stabilité [Rollett 1962].
2.3.1.4 Linéarité
La linéarité de l’amplificateur est évaluée à partir de la relation entre la puissance du signal d’entrée
et celle du signal de sortie.
• Critère monoporteuse
Le circuit est excité par un signal sinusoïdal pur de pulsation ω1. La courbe, montrée à titre d’exemple
sur la Fig.2.11, peut être divisée en trois zones : une zone linéaire, une zone de compression et une zone
de saturation.
Nous définissons généralement le point de compression à 1dB en entrée ou en sortie respectivement
IP1dB ou OP1dB comme le point pour lequel la puissance de sortie est de 1dB inférieur à la puissance
théorique idéale spécifiée dans la zone linéaire.
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FIGURE 2.11 – Point de compression à 1dB
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FIGURE 2.12 – Point d’interception d’ordre 3
• Critère biporteuse
Le circuit est excité par un signal composé de deux sinusoïdes de pulsations différentes ω1 et ω2.
Ce signal permet de caractériser les phénomènes d’intermodulation. La Fig.2.12 trace la variation de la
puissance de la porteuse et de la raie d’intermodulation en fonction de la puissance d’entrée.
Nous introduisons un autre facteur représentant la linéarité de l’amplificateur : le point d’interception
d’ordre 3. Il correspond à l’intersection du prolongement linéaire de ces deux courbes.
On caractérise le point d’interception d’ordre 3 par la puissance de sortie ou la puissance d’entrée
correspondante (OIP3 ou IIP3). En pratique, le IIP3 est le plus utilisé. Il peut se déterminer à partir
de le mesure des puissances Ps(ω1) et Ps(2ω1−ω2) pour une même puissance d’entrée PE dans la zone
linéaire par la relation :
IIP3 =
|Ps(ω1)− Ps(2ω1 − ω2)|
2
+ PE (2.19)
Lorsque plusieurs quadripôles sont associés et adaptés, le IIP3 total (en linéaire) est donné par :
1
IIP3
=
1
IIP31
+
G1
IIP32
+ · · ·+ G1G2G3 · · ·Gn−1
IIP3n
(2.20)
où IIP3n et Gn sont le point d’interception d’ordre 3 et le gain en puissance du nème élément.
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La formule nous indique que c’est le point d’interception d’ordre 3 du dernier élément de la chaîne
qui fixe en grande partie le IIP3 total.
2.3.2 Topologies d’amplificateur faible bruit large bande
Un amplificateur faible bruit large bande implique que le concepteur doit rechercher des topologies
spécifiques lui permettant d’obtenir :
1. un gain plat et élevé
2. une bonne adaptation entrée/sortie
3. une large bande de fréquence
4. un facteur de bruit faible
Actuellement, il existe principalement trois topologies d’amplificateurs qui permettent de satisfaire
les conditions citées ci-dessus. Ces topologies sont :
– la topologie à contre-réaction
– la topologie à adaptation réactive
– la topologie distribuée
2.3.2.1 Amplificateur à contre-réaction
Ce type de topologie a deux variantes suivant que la contre réaction est active [Andersson 2003],
[Liu 2005], [Ye 2011] ou passive (élément résistive ou/et réactive) [Chen 2009a], [Yu 2010],
[Meaamar 2009], [Lee 2005], [Bruccoleri 2004], [Bruccoleri 2002], [Bastos 2010], [Liao 2007].
Élément 
active ou passive
Z
Ve
Vs
Ie
Av
FIGURE 2.13 – Amplificateur à contre-réaction
Principe de cette topologie
Soit l’impédance d’entrée de l’amplificateur Zin défini comme suit :
Zin =
Ve
Ie
, (2.21)
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où Ve et Ie sont respectivement la tension et le courant d’entrée de l’amplificateur. Dans le cas d’un
transistor à effet de champ, on peut aussi exprimer Ie par la relation :
Ie =
Ve − Vs
Z
=
Ve(1−Av)
Z
, (2.22)
où Vs est la tension de sortie de l’amplificateur,Av est le gain en tension du transistor etZ est l’impédance
de contre-réaction.
Nous appliquons l’équation 2.22 dans l’équation 2.21. L’impédance d’entrée de l’amplificateur de-
vient alors :
Zin =
Z
1−Av (2.23)
Nous constatons que l’impédance de contre-réaction affecte l’impédance d’entrée de l’amplificateur
Zin. De cette façon, l’impédance de contre-réaction peut être optimisée afin d’effectuer une adaptation
en entrée large bande.
Pour un circuit à contre-réaction active, la consommation augmente à cause des éléments actives.
Pour un circuit à contre-réaction passive, la présence d’une résistance dégrade le facteur de bruit d’au-
tant plus que sa valeur est faible. Cette méthode est donc améliorée par l’utilisation de la technique
“noise cancelling” [Bruccoleri 2004], [Chen 2012], [Wang 2010], [Liao 2007] qui consiste à amplifier
différemment le bruit thermique des transistors et le signal d’entrée. La Fig. 2.14 montre le principe de
fonctionnement.
Tension de bruit Tension de signal
bruit
a·Ibruit
Une partie de courant
 thermique du transistor Amplificateur auxiliaire 
FIGURE 2.14 – Amplificateur avec technique de "noise cancelling" [Bruccoleri 2004]
D’un côté, les tensions des signaux présentent des signes opposées en entrée (Point X) et en sortie
(Point Y) de l’amplificateur à cause de son gain en tension négatif (transistor en source commune). De
l’autre côté, une partie du courant de bruit thermique du transistor s’écoulant de la sortie vers l’entrée
de cet amplificateur, génère deux tensions de bruit ayant les mêmes signes en entrée et en sortie de
l’amplificateur. On change les signes des tensions en entrée de l’amplificateur à l’aide d’un amplificateur
auxiliaire ayant aussi un gain en tension négatif. L’addition des tension à la sortie des deux amplificateurs
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permet de supprimer le bruit tout en renforçant le signal. En conséquence, on améliore le facteur de
bruit aux hautes fréquences. Cette amélioration se fait néanmoins au prix d’une augmentation de la
consommation énergétique dûe à la dissipation de puissance de l’amplificateur auxiliaire.
2.3.2.2 Amplificateur à adaptation réactive
L’amplificateur à adaptation réactive [Lin 2010], [Bevilacqua 2004], [Ismail 2004], [Chen 2010a]
(cf.Fig.2.15) consiste à utiliser des circuits d’adaptation en entrée/sortie composés d’éléments réactifs
associés suivant une architecture de filtre.
Les circuits d’adaptation en entrée permettent d’une part à l’amplificateur de s’affranchir de la distor-
sion d’intermodulation en atténuant les signaux hors bande et d’autre part de rendre l’impédance d’entrée
égale à l’impédance conjuguée du générateur pour réaliser une bonne adaptation en entrée.
Les circuits d’adaptation en sortie compensent la variation du gain de l’amplificateur permettant un
gain plat sur toute la bande passante. De plus, ils rendent l’impédance de sortie égale à l’impédance
conjuguée de charge et fournissent une bonne adaptation en sortie.
 Réseaux 
d'adaptation
 d'entrée
 Réseaux
d'adaptation
 de sortie
Bloc 
amplificateur
FIGURE 2.15 – Amplificateur à adaptation réactive
Afin d’atténuer les signaux hors bande à l’entrée, on utilise généralement des filtres passe bande
[Ismail 2004]. Plus l’ordre des filtres est élevé, plus forte sont les pertes. Néanmoins l’utilisation de
nombreuses inductances entraine des éléments parasites résistifs qui dégradent la performance en terme
de bruit de l’amplificateur. De plus, les éléments réactifs occupent une large surface augmentant la taille
de la puce.
2.3.2.3 Amplificateur distribué
La bande passante des amplificateurs traditionnels est limitée par leur capacité d’entrée et de sortie.
L’architecture des amplificateurs distribués (cf.Fig. 2.16), inventée par Percival [Perciva 1936] en 1936
à partir de tubes à vide, intègre ces capacités parasites dans les lignes d’accès en mettant en parallèle des
inductances. Cette architecture, permettant une bande passante élevée, est idéale dans l’objectif de conce-
voir des amplificateurs pour les transmissions à haut débit [Zhang 2006], [Chang 2011a], [Chang 2011b],
[Lin 2011].
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FIGURE 2.16 – Amplificateur distribué
Outre une large bande (supérieure à 1 décade), les amplificateurs distribués bénéficient également de
nombreux autres avantages :
– un fort gain : prédisposition à la réalisation d’amplificateur de puissance,
– un gain généralement plat à condition que les éléments intrinsèques des transistors varient légère-
ment avec la fréquence.
Cet amplificateur présente aussi des inconvénients :
– une forte consommation, liée au nombre conséquent d’éléments actifs utilisés,
– un facteur de bruit moins bon que l’amplificateur faible bruit classique dû à la charge de la ligne
d’entrée.
2.3.3 Facteur de mérite
Afin de comparer les performances des LNA, il est important d’utiliser un critère commun. On utilise
habituellement la notion de facteur de mérite ou FOM (Figure Of Merit) :
– [Song 2008] utilise un formulation simple de FOM
FOM =
gm
2
Id
(2.24)
– [Arekapudi 2004] propose le FOM suivant :
FOM =
IP1dB
Pnoise
1
Pdc
fh
ft∗ (2.25)
Dans l’expression, on a :
– le point IP1dB de compression à 1dB représentant la linéarité,
– la puissance consommée Pdc,
– la puissance de bruit Pnoise à la sortie (Gain× kT∆f ),
– le facteur fhft∗ est lié à la bande passante, avec fh la fréquence de coupure et ft∗ la fréquence de
transition pour un gmft ID maximum.
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– [Chen 2009b] définit un FOM, plus utilisé dans la littérature :
FOM =
|S21| ·BW (GHz) · IIP3(mW )
(F − 1) · Pdc(mW ) (2.26)
Où F est le facteur de bruit linéaire, IIP3 est le point d’interception d’ordre 3 en entrée, Pdc est la
puissance dissipée et BW est la bande passante à -3 dB de l’amplificateur. Dans cette thèse, nous
retenons ce critère.
Le tableau 2.2 compare les performances de différentes architectures d’amplificateur faible bruit
large bande et leur FOM. Les valeurs de FOM sont calculées en utilisant les valeurs optimales de S21, de
NF et de IIP3. Plus la valeur de FOM est grande, meilleures sont les performances.
TABLE 2.2 – Comparaison de différents architectures LNA large bande (* : valeur maximum ♦ : valeur
minimum)
Ref. Teh. Archi. S21 NF IIP3 * BW Pdc TailleFOM
dB dB dBm GHz mw mm2
[Andersson 2003] 0, 18µm contre-réaction 13, 1∗ 3, 6♦ -4,7 7 75 - 0,11
CMOS (DC-7GHz)
[Liu 2005] 0, 18µm active 22∗ 7♦ -17 1,4 0,9 0.03 0,1
CMOS (0,01-1,4GHz)
[Ye 2011] 0, 18µm 14± 1, 5 1,9-2,65 3 7 10,8 1,056 14
CMOS (1-8GHz)
[Bruccoleri 2004] 0, 25µm Contre-réaction 13, 7∗ 2♦ 0 1,6 35 0,075 0,38
CMOS (2-1600MHz)
[Liao 2007] 65 nm passive 10, 5∗ 2,7-3,3 -6,2 10 13,7 0,02 0,22
CMOS (DC-10GHz)
[Chen 2012] 0, 18µm + 19∗ 2,8-3,4 -4,2 3,6 5,7 0,29 1,12
CMOS (0,2-3,8GHz)
[Wang 2010] 130 nm Noise cancelling 9, 7∗ 4,5-5,1 -3,5 10,7 20 0,59 0,35
CMOS (1,2-11,9GHz)
[Chen 2009a] 0, 18µm 10, 4∗ 4♦ - 6,9 9 1,1 -
CMOS (2,3-9,2GHz)
[Meaamar 2009] 0, 18µm passive 15, 2∗ 3,14-6,8 -6,63 5 3,77 0,96 1,56
CMOS (3-8GHz)
[Lee 2005] SiGe 22∗ 3♦ -11,75 7 42,5 0,476 0,14
(3-10GHz)
[Lin 2010] 0, 18µm 9, 3∗ 4, 0♦ -6,3 6,9 9 1,1 0,34
CMOS (2,3-9,2GHz)
[Bevilacqua 2004] 0, 18µm réactive 12, 26± 0, 633,74-4,74 -11 10,2 10,34 0,536 0,25
CMOS (1,5-11,7GHz)
[Ismail 2004] 0, 18µm 21∗ 2,5-4,2 -5,5 7 30 1,8 0,95
CMOS (3-10GHz)
[Chen 2010a] 90nm 10, 48± 0, 2 2,92-3,23 4 7,5 21,6 0,139 3,11
CMOS (3,1-10,6GHz)
[Lin 2011] 0,13µm 11, 03± 0, 98 4, 25♦ - 6,86
CMOS 20, 47± 0, 72 3, 29♦ - 7 (3-10GHz) 37,8 0,616 -
[Zhang 2006] 0,18µm DA 8, 6∗ 4, 2♦ 3 7 9 1,16 2,56
CMOS (0,04-7GHz)
[Chang 2011a] 0,5/2µm 8, 5∗ 4, 2♦ -0,5 43,5 225 2 2,81
GaAs (DC-43,5GHz)
HEMT-HBT
[Chang 2011b] 0,18µm 10,5±1,4 2,9-3,5 4 10,5 29,16 0,71 3,74
CMOS (DC-10,5GHz)
Le choix s’est porté sur l’amplificateur qui présente l’un des meilleurs FOM (>2) associé à une bande
de fréquence couvrant la bande de fréquence étudiée (0,8-11GHz). Nous avons donc retenu l’amplifica-
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teur distribué. L’étude complète de l’amplificateur distribué à base de transistors à effet de champ est
menée dans le chapitre suivant.
2.4 Conclusion
Dans ce chapitre, nous avons fait une étude sur les architectures classiques de réception radio fré-
quence :
• architecture superhétérodyne
• architecture homodyne (Zéro-IF)
• architecture faible IF
• architecture WBIFDC (Wide-Band IF Double Conversion)
Dans le cadre de ce travail, nous avons retenu l’architecture homodyne. Cette architecture nous in-
téresse tout particulièrement par sa compatibilité avec les systèmes multistandards, sa faible consomma-
tion, sa simplicité de conception et sa facilité d’intégration.
Ensuite, nous avons présenté plusieurs architectures adaptées aux applications multistandards basées
sur l’architecture homodyne. Nous avons étudié deux approches possibles dans ce contexte. La première
consiste à utiliser des fonctions RF indépendantes pour chaque standard avec des bandes de fréquence
dédiées. Tandis que la seconde approche consiste à partager les fonctions RF pour traiter plusieurs stan-
dards. Cette dernière fonction est large bande, multibandes, ou reconfigurable. En effet, la stratégie de
partage des circuits analogiques est la clé pour diminuer la taille des puces et la consommation. Il en
résulte naturellement une réduction des coûts de fabrication. À partir de ces observations, nous avons
choisi pour la suite de notre étude des fonctions RF partagées très large bande.
L’amplificateur faible bruit (LNA) qui se place à l’entrée du récepteur est un des blocs les plus
importants. Il impose son facteur de bruit et influence beaucoup la qualité de la réception.
Il existe principalement trois architectures de LNA large bande :
• Amplificateur à contre-réaction
• Amplificateur à adaptation réactive
• Amplificateur distribué
Afin de comparer les performances des différentes architectures de LNA large bande rencontrées dans
la littérature, nous utilisant un critère (FOM) tenant compte du gain, de la bande passante, du facteur de
bruit, de la linéarité en terme de IIP3 et de la consommation. Nous avons retenu l’architecture distribuée
présentant un des meilleurs FOM sur la bande de fréquences 0,8-11GHz.
L’objectif de cette thèse est la réalisation d’un récepteur multistandards avec une gestion optimale
de la consommation. Nous proposons pour cela deux niveaux de consommation correspondant à deux
modes de fonctionnement du LNA : l’un optimise les performances (forte consommation), l’autre la
consommation (basse consommation). Les chapitres suivants détailleront la méthodologie de conception
employée et notre réalisation.

CHAPITRE 3
Étude théorique de la topologie distribuée
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Ce chapitre introduit dans un premier temps la technologie utilisée pour la réalisation de l’amplifica-
teur faible bruit large bande. Un rappel sur le principe de fonctionnement d’un amplificateur distribué en
régime linéaire est ensuite proposé. L’objectif est d’apprendre les limitations de cette topologie ainsi que
de fournir des critères de conception pour notre application.
3.1 Technologie pHEMT sur GaAs
Le développement des technologies de communication nécessite des composants semi-conducteurs
à haut niveau d’intégration, basse consommation et faible bruit. Le choix de la technologie s’effectue à
partir des critères suivants :
• Les performances
• Le coût de la réalisation
• L’intégration
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La Fig.3.1 présente schématiquement des technologies typiques pour les communications sans fil aux
radio fréquences [htt 2007].
FIGURE 3.1 – Technologies pour les communications sans fil [htt 2007]
On remarque qu’il existe plusieurs technologies potentielles sur la bande de fréquence étudiée
(0,8GHz-11GHz). Les technologies disponibles sont SiGe-BiCMOS et GaAs pHEMT.
Entre les deux technologies disponibles, la technologie SiGe-BiCMOS est largement utilisée grâce
à son coût de réalisation raisonnable. Cependant, le substrat silicium de technologie SiGe-BiCMOS
présente des pertes plus importantes par rapport au substrat Arséniure de gallium de la technologie GaAs
pHEMT. Ainsi la performance en terme de gain est limité. De plus, la mobilité des électrons dans le
GaAs est plus grande que dans le Silicium (cf.Tab. 3.1). Il en résulte une réduction du temps de transit
des porteurs et une amélioration significative des performances en terme de bruit [Hashemi 2002]. Dans
le cadre de notre application, nous retenons la technologie GaAs pHEMT.
TABLE 3.1 – Ordres de grandeurs des propriétés de transport dans le Silicium et dans l’Arséniure de
Gallium (GaAs) à la température T=300K.
Paramètres Unités Si GaAs
Mobilité des électrons µe cm2/V.s 1500 8500
Vitesse de saturation des électrons Vsat 107cm/s 1.0 1.8
Nous constatons que la vitesse de saturation des électrons dans le GaAs est presque le double de
celle dans le Si (cf.Tab. 3.1). Cette vitesse de saturation des électrons importante dans le GaAs permet
d’obtenir une transconductance intrinsèque gm importante ainsi qu’un facteur de bruit minimum NFmin
faible. Les expressions de ces dernières paramètres sont présentées Eq.3.1 et Eq.3.3.
L’expression de la transconductance du transistor est donnée comme étant :
gm =
CgsVsatη
lg
. (3.1)
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L’expression du facteur de bruit minimum NFmin d’un transistor à effet de champ y compris le
transistor GaAs pHEMT basée sur un modèle introduit par FuKui en 1979 [Fukui 1979] s’écrit :
NFmin = 10log
(
1 + 2piK0fCgs
[
(Rse +Rge
gm
]1/2)
, (3.2)
Le NFmin peut aussi s’exprimer sous la forme :
NFmin = 10log
(
1 + 2piK0f
[
Cgslg(Rse +Rge)
Vsatη
]1/2)
. (3.3)
Avec :
– η, l’efficacité de modulation des électrons par la tension grille
– lg, la longueur de grille
– K0, un facteur lié à la qualité du matériau du canal
– Cgs, la capacité grille-source
– Rse et Rge, les résistances extrinsèques de source et de grille du transistor
– f , la fréquence de fonctionnement
– Vsat, la vitesse de saturation des électrons
Grâce à sa vitesse de saturation Vsat élevée, la technologie pHEMT sur GaAs est une technologie
faible bruit jusque dans le domaine des ondes millimétriques.
3.1.1 Transistor pHEMT sur GaAs
3.1.1.1 Principe de fonctionnent du transistor pHEMT sur GaAs
Le transistor HEMT (High Electron Mobility Transistor) a été conçu et réalisé par Fujitsu au Japon et
par Thomson en France en 1980 [Delagebeaudeuf 1980], [Mimura 1980]. Une vue en coupe est présentée
sur la Fig.3.2.
Source Grille Drain
AlxGa1-xAs fortement dopé N+
Gaz bidimensionnel d’électron
GaAs non-dopé ou peu dopé p-
GaAs semi-isolant Substrat
FIGURE 3.2 – Vue en coupe schématique du HEMT
Le fonctionnement du HEMT est basé sur les propriétés de l’hétérojonction du matériau réalisée
entre des couches de GaAs et AlxGa1−xAs (où x est la fraction molaire). L’affinité électronique du
GaAs est plus grande que celle du AlxGa1−xAs, matériau pour lequel la bande interdite est supérieure
à celle du GaAs. Il apparait une discontinuité des bandes à l’interface métallurgique et donc un puits de
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potentiel du côté du semiconducteur de faible bande interdite. Ce puits permet la séparation spatiale des
atomes donneurs ionisés et des électrons libres qui subissent peu d’interactions coulombiennes avec les
impuretés ionisées. Les électrons occupent les niveaux d’énergie du puit de très faible épaisseur dans
le matériau peu dopé et ont donc une plus forte mobilité. Ceci rend les transistors à hétéojonction plus
rapides que les transistors à effet de champ sur GaAs classique.
La structure multicouches du HEMT nécessite une parfaite maitrise des techniques de réalisation.
Une variation de 1Å de l’épaisseur de la couche AlxGa1−xAs induit une variation de tension de seuil
d’environ 7mV et une variation de 10% du dopage de cette même couche se traduit par un écart d’environ
70mV sur la tension de seuil ([M.Wolny 1988]).
La structure pHEMT (pseudomorphique HEMT) permet d’améliorer les performances du HEMT
[P.Pouvil 2009].
Source Grille Drain
AlxGa1-xAs 
Gaz bidimensionnel d’électron
GaAs non-dopé ou peu dopé p-
GaAs semi-isolant Substrat
In1-xGaxAs 
FIGURE 3.3 – Vue en coupe schématique du pHEMT
En effet, la structure pHEMT (cf.Fig.3.3) utilise une couche d’InGaAs de bande interdite plus faible
que celle du GaAs, ce qui permet d’augmenter la taille du puit quantique, donc une concentration de por-
teurs plus importante sans utiliser de couches trop fortement dopées. Il en résulte également un courant
de drain plus élevé et un bruit basses fréquences inférieur de quelques dB à celui d’un HEMT classique
[Plana 1993].
De plus, dans les HEMT et pHEMT, les matériaux étant épitaxiés, les couches à réaliser sont de
faibles épaisseurs. En conséquence, le courant de fuite de grille est faible, le bruit basses fréquences
généré est par conséquent aussi faible [Dong Quan 2013].
3.1.1.2 Modèle électrique et caractéristiques électriques principales du transistor HEMT
Modèle électrique
À partir de la structure physique du transistor (cf.Fig.3.4) on peut en déduire un modèle phénoméno-
logique et extraire un schéma équivalent petit signal dans sa version la plus classique (cf.Fig.3.5).
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FIGURE 3.4 – Structure physique des transistors HEMTs
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FIGURE 3.5 – Schéma équivalent petit signal du transistor HEMT
Le schéma équivalent petit signal est constitué d’une partie intrinsèque liée au fonctionnement phy-
sique du transistor et d’une partie extrinsèque due aux accès métalliques de source, grille et drain.
• La partie intrinsèque est constituée des éléments suivants :
– la transconductance du transistor gm, qui est définie comme la variation du courant de drain en
fonction de la tension de grille à tension de drain constante. Elle traduit le contrôle de la charge
dans le canal par la tension de grille.
– la conductance de sortie 1/Rds est définie comme la variation du courant de drain en fonction
de la tension de drain à tension de grille constante.
– les résistances grille-source et grille-drain respectivement Rgs et Rgd sont des résistances du
canal. La résistance Rgd est négligeable devant Rds et Rgs.
– les capacités grille-drain et drain-source Cgs et Cds, contribuent à la limitation en fréquence du
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transistor. On précisera leur influence dans la suite.
– la capacité grille-drain Cgd, détériore les performances dynamiques du transistor par effet Mil-
ler. Elle induit une diminution de l’impédance d’entrée, du gain et de la fréquence d’utilisation
du transistor.
• La partie extrinsèque est constituée des éléments suivants :
– les inductances de grille, de source et de drain respectivement Lge, Lse et Lde, qui représentent
les inductances d’accès du transistor.
– la résistance grille-émetteur Rge est à l’origine de la chute de tension qui se produit dans la
métallisation de grille.
– les résistances parasites de source et de drain Rde et Rse, représentent l’accès à la partie active
sous la grille.
Les éléments intrinsèques et extrinsèques du transistor permettent de définir les performances du
transistor lors d’une conception, comme :
– La fréquence de transition,
– La fréquence maximale d’oscillation,
– Le gain maximum disponible ou MAG (Maximum Available Gain),
– Les paramètres de bruit.
Pour faciliter l’analyse théorique, seul le modèle intrinsèque du transistor sera considéré (cf.Fig. 3.5).
Performances/caractéristiques électriques principales du transistor HEMT
Fréquence de transition
La fréquence de transition ft est définie comme étant la fréquence pour laquelle le gain en courant est
égal à 1. Le paramètre H21 de la matrice [H] peut permettre sa détermination. On peut aussi l’exprimer
en fonction des paramètres de la matrice [S] [Charbonniaud 2005] :
|H21| =
∣∣∣∣ −2S21(1− S11)(1 + S22) + S12S21
∣∣∣∣ . (3.4)
Nous remplaçons les paramètres S par leur expression (cf.Annexe.Eq.A.14- Eq.A.17) dans l’équation
3.4. Avec l’hypothèse d’un transistor unilatéral, sans perte et que la valeur de Cds est négligeable devant
la valeur de Cgs, le gain en courant peut être simplifié sous la forme :
|H21| ' gm
ωCgs
. (3.5)
La fréquence de transition est obtenue quand le module du gain en courant est égal à 1, on a donc :
ft =
gm
2piCgs
. (3.6)
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Fréquence maximale d’oscillation
La fréquence maximale d’oscillation fmax du transistor se définit à partir du gain en puissance et
correspond à la fréquence où ce gain est égal à l’unité. Contrairement à la fréquence de transition qui est
définie précisément, il existe plusieurs manières de déterminer le gain en puissance. Dans notre cas, on
choisit le gain unilatéral maximum qui correspond au gain transducique du quadripôle adapté en entrée
et en sortie dont le gain inverse a été rendu égale à zéro (S12 = 0).
Ce gain s’exprime [Charbonniaud 2005] :
GTumax =
|S21|2
(1− |S11|2)((1− |S22|2)) (3.7)
Nous substituons les paramètres S par leur expression dans l’équation 3.7 avec la simplification
(RgsCgsω)
2 << 1. Le gain unilatéral maximum devient :
GTumax =
1
4
(
gm
ωCgs
)2(Rds
Rgs
)
. (3.8)
La relation 3.8 indique que le gain unilatéral maximum décroit avec la fréquence. fmax est la fré-
quence où GTumax est égal à l’unité, fréquence au delà de laquelle le quadripôle est passif [R. 1990].
Elle est donnée par :
fmax =
gm
4piCgs
(
Rds
Rgs
) 1
2
. (3.9)
Les fréquences ft et fmax servent au concepteur pour choisir le composant le plus adapté à ses
spécifications, surtout pour la largeur de la bande de fréquence.
Gain maximum disponible et gain maximum stable du transistor
Le gain maximum disponible noté MAG (Maximum Available Gain) est le gain en puissance que
nous obtenons en adaptant l’entrée et la sortie du transistor. Cependant, celui-ci ne peut être défini que
lorsque le quadripôle est inconditionnellement stable. Dans le cas contraire, on calcule le gain maximum
stable noté MSG (Maximum Stable Gain).
Dans le cas d’un transistor inconditionnellement stable, le MAG se définit par :
MAG =
∣∣∣∣S21S12
∣∣∣∣ (K −√K2 − 1), (3.10)
où K est le facteur de stabilité .
Dans le cas contraire, le MSG se définit par :
MSG =
∣∣∣∣S21S12
∣∣∣∣ . (3.11)
On remplace les paramètres S et le facteur de stabilité par leur expression dans les équations 3.10 et
3.11. Le gain maximum disponible et le gain maximum stable du transistor à effet de champ sont donnés
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par :
MAG =
gm
2Rds
4Cgs
2ω2Rgs
, (3.12)
MSG =
gm
ωCgd
. (3.13)
Nous constatons que le MAG varie proportionnellement à g2m et que le MSG augmente avec gm
pour une fréquence donnée.
Facteur de bruit minimum du transistor
Le facteur de bruit du transistor à effet de champ (TEC) est donné par Brewitt-Taylor en 1980
[Brewitt-taylor 1980]. Le modèle de bruit du transistor TEC est composé des sources de bruit intrin-
sèques (ig2 et id2) et des sources de bruit extrinsèques (vg2, vs2 et vd2) représentées sur la Fig.3.6.
G D
S
vg ² vd ²
vs ²
ig ² id ²
FIGURE 3.6 – Schéma équivalent du modèle de bruit du transistor à effet de champ
Ce modèle est toutefois compliqué pour effectuer des analyses théoriques. On ne conserve donc que
le modèle représentant la partie intrinsèque du transistor unilatéral avec ses deux sources de bruit ig2 et
id
2. (cf.Fig.3.7).
ig ² id ²
FIGURE 3.7 – Sources de courant de bruit du TEC intrinsèque
Les deux sources de courant de bruit équivalentes en entrée et en sortie sont issues du modèle dé-
veloppé par Van der Ziel ([van der Ziel 1963], [van der Ziel 1962]) et sont présentées par les relations
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suivantes [Liechti 1976] :
ig
2 = 4kT0∆f
ω2Cgs
2
gm
R, (3.14)
id
2 = 4kT0∆fgmP, (3.15)
igid
∗ = 4kT0∆fjωCgs
√
PRC, (3.16)
où R et P sont des facteurs numériques variant avec le courant de drain et C est le coefficient de corré-
lation.
Le facteur de bruit minimum est alors égal à [Liechti 1976] :
Fmin = 1 + 2
√
PR(1− C2) f
ft
+ 2gmRgsP
(
1− C
√
P
R
)(
f
ft
)2
, (3.17)
où Rgs est la résistance grille-source, gm est la transconductance et ft est la fréquence de transition du
transistor.
Ces résultats théoriques montrent que le transistor est d’autant plus performant que sa grille est
courte et que sa transconductance est élevée. Le choix du dimensionnement et du point de polarisation
du transistor est donc une étape importante pour la conception du LNA. Il convient de préciser que les
calculs sont effectués sur le transistor intrinsèque, sans prendre en compte les éléments parasites.
3.1.1.3 Zones de fonctionnement d’un transistor effet de champ
FIGURE 3.8 – Caractéristiques statiques d’un transistor à effet de champs
Il existe plusieurs zones de fonctionnement pour un transistor à effet de champ (cf.Fig. 3.8) :
– Zone ohmique
– Zone saturée
– Zone de pincement
– Zone d’avalanche
– Zone de conduction de la diode
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La zone ohmique est définie pour des faibles valeurs de la tension Vds(< Vdsmin). La caractéristique
de sortie est linéaire et le transistor est assimilable à une résistance dont la valeur est fonction de la
tension Vgs.
Dans la zone saturée, le courant Id ne varie plus avec la tension Vds (Vdsmin < Vds < Vdsmax) dû à
la saturation des électrons. Le transistor se comporte alors comme une source de courant dépendant de
la tension Vgs. Pour amplifier, le transistor fonctionne dans cette zone.
Lorsque la valeur absolue de la tension Vgs continue d’augmenter, la diminution de la profondeur du
puits de potentiel à l’hétérojonction entraîne un abaissement de la densité des électrons et donc du courant
de drain. La zone de pincement correspond à une valeur de Vgs suffisamment négative, Vgs < −Vp, où Vp
est la tension de pincement. On peut alors considérer que le courant Id est nul, le transistor est dit bloqué.
La concentration des électrons dépend fortement de l’épaisseur de puits et du dopage de la zone de grand
gap, ceci rend la tension de pincement difficile à maîtriser, créant une dispersion technologique. Par
exemple, pour un transistor pHEMT de la fonderie TriQuint, la dispersion typique de Vp est de ±25%.
La zone d’avalanche délimite l’excursion maximale de la tension Vdsmax. Elle résulte d’un claquage
inverse de la jonction drain-grille et également de la jonction grille-source. Le transistor risque de se
détériorer si rien ne limite le courant de drain.
La zone de conduction de la diode est une zone de fonctionnement où la tension de grille dépasse
Vφ. Elle correspond à une valeur limite d’utilisation pour des raisons de fiabilité et de durée de vie du
transistor.
3.1.2 Caractéristiques du pHEMT 0,15µm sur GaAs fabriqué par TriQuint
3.1.2.1 Structure et détails de la technologie
La technologie à notre disposition est un pHEMT 0, 15µm sur arséniure de gallium fabriqué par
TriQuint.
Passivation Nitrure 
Interconnexion global MET2 
Interconnexion local BLEMT BLEMTBLEMT
WRCS
N+
Canal pseudomorphique
Résistance 
 NiCr ou HVR 
Capacité MIM
BCB
Isolation 
Ohmique 
FIGURE 3.9 – Technologie pHEMT sur GaAs
La structure d’empilement de la technologie est présentée figure.3.9. Les détails de chaque couche
sont illustrés dans le document technique de la fonderie TriQuint [Tri 2011]. En particulier, la couche
d’interconnexion métallique globale MET2 et la couche d’interconnexion métallique locale BLEMT sont
encapsulées dans un diélectrique BCB (Bisbenzocyclobutene) à haute performance [Kurpasa 2013]. Cela
permet une grande flexibilité d’interconnexion et une optimisation de la surface de puce. L’utilisation de
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l’inductance MRIND (Microstrip Rectangular Spiral Inductor), de la résistance NiCr et de la capacité
MIM (taille minimale : 36 µm2, valeur minimale : 0,03pF) de la technologie pHEMT sur GaAs sont
fortement conseillées par le fabricant pour leurs niveaux d’intégration élevés.
Les caractéristiques de la technologie sont présentées dans la Tab. 3.2. La valeur maximale du courant
de drain ID pour Vgs = 0V est notée IDSS .
TABLE 3.2 – Caractéristiques de la technologie [Tri 2011]
propriétés du transistor @ Vds=3.0V
Éléments Paramètres Valeurs typiques Unités
D-mode pHEMT −Vp -1.0 V
IDSS 380 mA/mm
Imax 580 mA/mm
Vdg (claquage) 14 V
ft 80 GHz
gm@Idss 550 mS/mm
Vdsmax 15 V
Longueur de grille D-Mode 0,15 µm
Interconnexions 2 ] Couches métalliques
MIM Caps Valeur 620 pF/mm2
Résistances NiCr 50 Ohms/square
N− 120 Ohms/square
3.1.2.2 Dimensionnement du transistor
Le choix du point de polarisation et de la taille du transistor se fera principalement en fonction des
performances en termes de NFmin, gm et consommation. Le but étant d’avoir un NFmin faible et un gm
fort, le tout pour une faible consommation. Bien entendu, des compromis devront être faits.
Les degrés de liberté sont :
– la polarisation du transistor qui se situe dans la zone saturée. Cette dernière est définie par les
valeurs de tension respectivement Vdsmin , Vdsmax , Vφ et Vp.
– la taille du transistor correspond à la largeur totale de la grille Ng × w0, où Ng est le nombre
de doigt et w0, la largeur d’un doigt de grille. Un exemple du layout d’un transistor de taille
de 4 × 40µm est donné Fig. 3.10. Le constructeur garantit un fonctionnement normal pour des
transistors de taille inférieure à 6× 50µm [Tri 2011].
Zone de polarisation
Pour choisir notre point de fonctionnement, un tracé des courbes statiques pour plusieurs transistors
de tailles différentes (par exemple : 80µm, 160µm, et 240µm) est proposé.
La Fig. 3.11 présente un exemple de réseaux statiques pour un transistor de 4× 40µm.
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FIGURE 3.10 – Layout d’un transistor de taille de 4× 40µm
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FIGURE 3.11 – Réseaux statiques du transistor d’une taille de 4x40 µm
Selon les courbes Id(Vds) pour des transistors de tailles différentes, on obtient Vdsmin = 0, 4V et
Vφ = 0, 2V . Selon les courbes Id(Vgs) pour des transistors de tailles différentes, on détermine la tension
de pincement Vp.
La Fig. 3.12 présente la tension de pincement Vp extraite à partir des réseaux statiques pour des
transistors de tailles et des tensions drain-source différentes. La Tab. 3.3 précise les valeurs de −Vp.
TABLE 3.3 – Tensions de pincement extraites à partir des réseaux statiques
Taille totaleVds (V) 0,5 1,5 2,5 3,5 4,5 5,5 6,5 7,5
80µm -0,84 -0,88 -0,90 -0,94 -0,96 -1,0 -1,02 -1,06
160µm −Vp(V) -0,88 -0,90 -0,94 -0,98 -1,0 -1,04 -1,06 -1,10
240µm -0,90 -0,92 -0,96 -1,0 -1,02 -1,06 -1,08 -1,12
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FIGURE 3.12 – Tensions de pincement des transistors de tailles différentes
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FIGURE 3.13 – Évolution du facteur de bruit minimum et de la transconductance en fonction des polari-
sations
Dans la zone saturée définie précédemment, nous cherchons les conditions optimales en termes de
bruit et de gain. Pour cela, nous présentons l’évolution du facteur de bruit minimum NFmin et de la
transconductance gm en fonction des polarisations, et ceci pour des tailles différentes du transistor. Un
exemple est donné Fig. 3.13 pour un transistor de taille 4× 40µm. La fréquence est fixée à 6GHz. Nous
utilisons le formalisme admittance pour extraire la transductance gm à partir d’un transistor intrinsèque
(cf.Annexe. D).
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On constate que les tensions Vgs donnant lieu à un optimum de bruit et de gm ne sont pas confondues.
Les valeurs maximales de gm sont obtenues pour une plage de tension Vgs allant de -0,6V à -0,3V, alors
que l’optimum de NFmin est obtenu pour Vgs allant de -0,8V à -0,6V. L’objectif étant de concevoir un
amplificateur faible bruit, on choisit la plage [-0,8V, -0,6V].
On cherche alors la valeur de Vds optimale (Vdsopt) minimisant le bruit. Pour un transistor de taille
4× 40µm, on obtient (cf.Fig. 3.14) :
N
Fm
in
 (d
B
)
Vds (V)
Vgs (V)
-0,8
-0,6
Vdsopt
FIGURE 3.14 – Valeurs de Vds optimum (fréquence=6GHz)
On constate que la valeur de tension Vdsopt varie avec la valeur de Vgs.
Nombre de doigt optimal vis à vis au bruit
On cherche le nombre de doigt optimal vis à vis du bruit (NFmin) pour un transistor donné.
Le facteur de bruit minimum donné par la relation de Fukui (cf.Eq.3.2) dépend du facteur :
Cgs
[
Rse +Rge
gm
]1/2
, (3.18)
où Rge est la résistance parasite de grille, Rse est la résistance parasite de source, Cgs est la capacité
grille-drain et gm est la transconductance du transistor. Pour une taille de transistor fixée, la valeur de la
transconductance ne varie pas avec le nombre de doigt.
La Fig. 3.15 illustre un exemple de l’évaluation de Cgs en fonction de nombre de doigt pour un
transistor de taille 160µm (Vgs = −0, 7V ). Les figures Fig. 3.16 et Fig. 3.17 montrent les valeurs de
Rse et Rge en fonction de la fréquence. Les procédures d’extraction des paramètres sont présentées en
Annexe D.
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FIGURE 3.15 – Cgs d’un transistor de taille 160µm pour Vgs = −0, 7V à une fréquence de 6GHz
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FIGURE 3.16 – Rse d’un transistor de taille 160µm
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FIGURE 3.17 – Rge d’un transistor de taille 160µm
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On peux remarquer qu’avec la même taille de transistor (on change le nombre de doigt), plus Ng
est petit, plus la valeur de Cgs est faible et plus la valeur de Rge est grande, alors que la valeur de Rse
est quasi invariante. Pour une largeur de grille donnée il existe donc un nombre de doigts Ng permettant
d’optimiser le NFmin. Un exemple de NFmin d’un transistor de taille 160µm (Vgs =-0,7V) est donné
Fig. 3.18.
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FIGURE 3.18 – NFmin d’un transistor de taille 160µm pour Vgs =-0,7V (fréquence=6GHz)
Nous remarquons que les transistors avec Ng = 2 et Ng = 4 présentent le NFmin le plus faible.
Nous choisissons Ngopt = 4 pour son meilleur NFmin en moyenne sur toute la plage de polarisation en
Vds. Le même constat est valable pour des tailles de transistors de 80µm et 240µm. On prend donc un
transistor avec 4 doigts.
Choix du transistor
Notre objectif est d’obtenir un gain en puissance autour de 18dB et un facteur de bruit optimisé tout
en respectant la contrainte de consommation. Le transistor doit donc fournir une transconductance, un
facteur de bruit minimum et une puissance dissipée correspondant à nos spécifications.
Le gain en puissance d’une structure distribuée se définit comme suit :
Gp = n
2 (gmZ0)
2
4
, (3.19)
où n est le nombre de cellule, Z0 est l’impédance caractéristique des lignes. Afin d’abaisser le facteur de
bruit d’une structure distribuée, il faut prendre un nombre de cellules important. On se fixe à 6 cellules.
Dans ce cas, on a besoin d’un gm = 53mS afin d’assurer un gain de 18dB.
Les Fig. 3.19-3.21 présentent les performances des transistors en fonction de leur développement
de grille. Ces transistors ont un nombre de doigt Ngopt et sont polarisés en Vdsopt dans la plage de Vgs
choisie. La fréquence est fixée à 6GHz. La Tab. 3.4 détaille les valeurs de polarisation optimum vis à vis
du bruit et les performances des transistors correspondantes.
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TABLE 3.4 – Conditions optimales de polarisation vis à vis du bruit et des performances des transistors
Taille Vgs (V) -0,6 -0,65 -0,7 -0,75 -0,8
Vdsopt(V ) 1,0 1,0 1,0 1,5 2,5
80µm (Ng = 4) gm(mS) 46 40 33 32 28
NFmin(dB) 0,21 0,20 0,19 0,19 0,20
Pdc(mW ) 6,30 4,60 3,10 3,34 4,48
Vdsopt(V ) 1,0 1,0 1,0 2,5 3,5
160µm (Ng = 4) gm(mS) 92 80 65 64 56
NFmin(dB) 0,22 0,21 0,21 0,22 0,23
Pdc(mW ) 12,64 9,19 6,21 10,31 12,60
Vdsopt(V ) 1,0 1,0 1,5 2,5 3,5
240µm (Ng = 4) gm(mS) 141 122 121 104 86
NFmin(dB) 0,26 0,25 0,25 0,25 0,25
Pdc(mW ) 18,96 13,78 15,84 21,70 25,60
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FIGURE 3.19 – Transconductance en fonction de la taille du transistor polarisé en Vdsopt dans la plage de
Vgs choisie
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FIGURE 3.20 –NFmin en fonction de la taille du transistor polarisé en Vdsopt dans la plage de Vgs choisie
(fréquence=6GHz)
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FIGURE 3.21 – Consommation en fonction de la taille du transistor polarisé en Vdsopt dans la plage de
Vgs choisie (fréquence=6GHz)
Le compromis entre un gm supérieur à 53ms et un facteur de bruit minimum faible impose le 4 ×
40µm (160 µm) comme solution.
3.1.3 Récapitulatif
Dans cette partie, nous avons étudié la technologie pHEMT sur GaAs très utilisée en hyperfré-
quences. Cette étude nous a permis de déterminer les points de polarisation et la taille du transistor
qui sera utilisée comme brique de base de l’amplificateur distribué faible bruit.
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Le transistor choisi est de taille 4 × 40µm avec la polarisation Vds = 1V , Ids = 6.2mA et Vgs =
−0, 7V . Il présente :
– une fréquence de transition ft = 98GHz
– une consommation de 6, 2mW
Dans la partie qui suit, nous réaliserons une étude du fonctionnement de l’amplificateur distribué en
régime linéaire à partir du transistor retenu.
3.2 Principe de fonctionnement d’un amplificateur distribué
Notre étude est basée sur un transistor à effet de champ avec l’hypothèse qu’il est unilatéral. Un
schéma petit signal simplifié pour un transistor à effet de champs en source commune est montré sur la
Fig. 3.22.
FIGURE 3.22 – Schéma petit signal simplifié d’un TEC
La Fig. 3.23 montre le schéma d’un amplificateur distribué. Il est composé principalement de trois
parties : une ligne d’entrée, une ligne de sortie et des cellules élémentaires de gain qui amplifient le
signal.
Le principe de fonctionnement de l’amplification distribuée consiste à associer la capacité d’entrée
et de sortie de la cellule élémentaire avec une inductance afin de simuler des lignes de transmissions.
Les deux lignes de transmission sont couplées par la transconductance gm du transistor et terminées
à leurs extrémités par des charges adaptées à l’impédance caractéristique de chacune des lignes. Plus
précisément, les coefficients de réflexion de charge des lignes de grille et de drain nommés Γg et Γd
doivent satisfaire les conditions suivantes :
Γg =
Zg − Z0g
Zg + Z0g
= 0, (3.20)
Γd =
Zd − Z0d
Zd + Z0d
= 0, (3.21)
où Z0g et Z0d sont les impédances caractéristiques, Zg et Zd sont les charges de ligne de grille et de
drain.
Le signal, présent à l’entrée de l’amplificateur distribué, se propage dans la ligne de grille. À chaque
intersection de cette ligne, une partie de ce signal est alors prélevée par la cellule élémentaire puis am-
plifiée. Il continue alors sa propagation le long de la ligne de drain vers la sortie. Donc à la sortie de
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A
B D
C
Ligne d’entrée (grille) 
Ligne de sortie (drain)
FIGURE 3.23 – Schéma de principe de l’amplificateur distribué
l’amplificateur distribué, on reçoit un signal qui est la recombinaison des signaux amplifiés. La fraction
restante du signal qui se propage suivant la ligne de grille se dissipe dans la charge Zg.
Afin de garantir une combinaison optimale des signaux en sortie de chaque cellule élémentaire, on
doit assurer l’égalité des vitesses de phase. En conséquence nous avons
︷ ︸︸ ︷
ABD =
︷ ︸︸ ︷
ACD. Cela s’interprète
par le fait que le temps mis pour parcourir les chemins A→B→D et A→C→D est identique.
Dans le but de mettre en évidence les principales caractéristiques de l’amplificateur distribué, une
étude sera effectuée. Elle utilise les différents paramètres des cellules élémentaires, issus d’un modèle de
transistor à effet de champ en source commune :
– Impédances caractéristiques et constantes de propagation des lignes de drain et de grille
– Bande passante de l’amplificateur distribué
– Gain de l’amplificateur distribué
– Facteur de bruit de l’amplificateur distribué
– Consommation
– Nombre optimal de cellules élémentaires
3.3 Paramètres caractéristiques des lignes artificielles de transmission
Les paramètres caractéristiques des lignes de drain et de grille sont les impédances caractéristiques et
les constantes de propagation. L’étude des impédances caractéristiques nous permet de calculer les condi-
tions d’adaptation aux extrémités des lignes et l’expression du gain de l’amplificateur. Les constantes de
propagation nous permettent de connaître la dégradation du gain. Donc une évaluation de ces deux para-
mètres à partir d’une étude des lignes de transmission est nécessaire pour caractériser les performances
de l’amplificateur.
La Fig. 3.24 met en évidence les lignes de transmission de grille et de drain. La cellule élémentaire
de la ligne de grille est réalisée par les inductances Lg/2 et la capacité parasite d’entrée du transistor Cgs
en série avec la résistance du canal Rgs. La cellule élémentaire de la ligne de drain est réalisée par les
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FIGURE 3.24 – Lignes de transmission artificielle
inductances Ld/2 associées à la capacité Cds en sortie de la cellule élémentaire, en parallèle à Rds. Les
deux lignes sont couplées via la source de courant commandée (gmVg).
Afin d’exprimer les valeurs théoriques de l’impédance caractéristique et de la constante de propaga-
tion des lignes à partir des éléments intrinsèques du transistor, nous appliquons la méthode des paramètres
images et itératifs [Gautier 2007]. Cette méthode est très utilisée dans l’étude de lignes de transmission
composées par la mise en cascade de plusieurs quadripôles identiques. Ceci nécessite l’utilisation de la
matrice chaîne (cf.Annexe.B).
Dans un premier temps, nous analysons la cellule élémentaire de la ligne de grille ou de drain cor-
respondant à un quadripôle de type T symétrique (cf. Fig. 3.25).
zA zA
zB
FIGURE 3.25 – Cellule élémentaire de la ligne de grille ou de drain (Nous ne tenons pas en compte des
éléments parasites des inductances.)
ZA est l’impédance des inductances. ZB est l’impédance d’entrée ou de sortie du transistor.
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On obtient alors la matrice impédance de la cellule de la ligne :
Z =
[
ZA + ZB ZB
ZB ZA + ZB
]
. (3.22)
À partir de la méthode des paramètres images et itératifs nous obtenons alors les paramètres caracté-
ristiques suivants (cf.Annexe.B) :
– Impédance caractéristique Z0 :
Z0 =
√
∆Z =
√
2ZAZB + ZA
2. (3.23)
– Paramètre caractéristique de propagation θ :
ch(θ) =
Z11
Z12
= 1 +
ZA
ZB
, (3.24)
sh(θ) =
√
∆z
Z12
=
√
2ZA
ZB
√
1 +
ZA
2ZB
. (3.25)
Avec
θ = α+ jβ, (3.26)
où α est le coefficient d’atténuation et β est la constante de phase.
Dans les paragraphes suivantes, nous appliquons les formules générales des paramètres (Eq.3.23,
Eq.3.24, Eq.3.25) sur nos lignes de drain et de grille.
3.3.1 Ligne de drain
Pour la cellule élémentaire de la ligne de drain, on a :
• ZA = j Ld2 ω
• ZB = 11
Rds
+jCdsω
On pose ωcd = 2√LdCds et ωd =
1
RdsCds
, avec ωcd une pulsation caractéristique de la propagation de
la phase sur la ligne et ωd est une pulsation caractéristique des pertes sur la ligne.
On obtient ainsi l’impédance caractéristique Z0d et le paramètre caractéristique de propagation θd de
la ligne de drain :
Z0d =
√
Ld
Cds
√
1− ( ω
ωcd
)2 − 1
1 + j ωωd
, (3.27)
chθd = 1− 2( ω
ωcd
)2 + 2j
ωωd
ωcd2
, (3.28)
shθd = 2j
ω
ωcd
√
1− j ωd
ω
√
1− ( ω
ωcd
)2 + j
ωωd
ωcd2
. (3.29)
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Le coefficient d’atténuation et la constante de phase de ligne de drain sont donnés par :
αd =
√
Ld
Cds
1
Rds
√
4− LdCdsω2
, (3.30)
βd = Arccos
(
1− LdCdsω
2
2
)
. (3.31)
On remarque qu’obtenir des faibles pertes dans la ligne de drain demande une faible valeur de la
conductance 1/Rds, donc une faible valeur de ωd.
Dans le cas de faibles pertes et ω << ωcd, nous donnons des formules approchées des grandeurs
caractéristiques de la ligne de drain en utilisant le fait que ωd est faible. Les équations 3.27, 3.28 et 3.29
peuvent être alors simplifiées comme suit :
Z ′0d ∼=
√
Ld
Cds
, (3.32)
chθ′d ∼= 1, (3.33)
shθ′d ∼= θ′d =
ωd
ωcd
+ 2j
ω
ωcd
. (3.34)
D’où
α′d ∼=
ωd
ωcd
=
Z0d′
2Rds
, (3.35)
β′d ∼= 2
ω
ωcd
= ωZ0d′Cds. (3.36)
3.3.2 Ligne de grille
Les paramètres caractéristiques de la cellule élémentaire de la ligne de grille sont données par :
• ZA = j Lg2 ω
• ZB = Rgs + 1jCgsω
On pose ωcg = 2√
LgCgs
et ωg = 1RgsCgs , avec ωcg pulsation caractéristique de la propagation de la
phase sur la ligne et ωg une pulsation caractéristique des pertes sur la ligne.
On obtient ainsi l’impédance caractéristique Z0g et le paramètre caractéristique de propagation θg de
la ligne de grille :
Z0g =
√
Lg
Cgs
√
1− ( ω
ωcg
)2 + j
ω
ωg
, (3.37)
chθg = 1− 2( ω
ωcg
)2
1
1 + j ωωg
, (3.38)
shθg = 2j
ω
ωcg
1√
1 + j ωωg
√
1− ( ω
ωcg
)2
1
1 + j ωωg
. (3.39)
Le coefficient d’atténuation et la constante de phase de ligne de grille s’expriment sous la forme :
50 Chapitre 3. Étude théorique de la topologie distribuée
αg =
ωRgsCgs
√
LgCgsω2√
4 + (2RgsCgsω)2 − LgCgsω2
, (3.40)
βg = Arccos
(
1− LgCgsω
2
2(1 + (RgsCgsω)2)
)
. (3.41)
Nous notons que les faible pertes dans la ligne de grille ont besoin d’une faible valeur de la résistance
Rgs, donc une valeur de ωd élevée.
Dans le cas de faibles pertes et ω << ωcg, nous donnons des formules approchées des grandeurs
caractéristiques de la ligne de grille en utilisant le fait que ωg est grand, alors les équations 3.37, 3.38 et
3.39 peuvent être simplifiées comme suit :
Z ′0g ∼=
√
Lg
Cgs
, (3.42)
chθ′g ∼= 1, (3.43)
shθ′g ∼= θg =
ω2
ωgωcg
+ 2j
ω
ωcg
. (3.44)
D’où
α′g ∼=
ω2
ωgωcg
=
ω2
2
Z ′0gRgsCgs
2, (3.45)
β′g ∼= 2
ω
ωcg
= ωZ0g′Cgs. (3.46)
3.3.3 Impédances caractéristiques des lignes
Dans cette partie, nous faisons une évaluation des impédances caractéristiques des lignes de drain et
de grille en fonction de la fréquence. Cela nous permet d’étudier les conditions d’adaptation en entrée et
en sortie de l’amplificateur sur toute la bande.
Les impédances caractéristiques dépendent des éléments intrinsèques du transistor (cf.Fig.3.22). Afin
d’extraire les valeurs de ces éléments, on utilise un transistor 4 × 40µm, à la polarisation V ds = 1.0V
et V gs = −0.7V . La Tab. 3.5 nous donne d’une part les valeurs des éléments du schéma équivalent sim-
plifié et d’autre part les valeurs des inductances Lg et Ld calculées pour des impédances caractéristiques
de 50Ω.
TABLE 3.5 – Ordre de grandeur des paramètres des cellules de grille et de drain
Cds(fF ) Rds(Ω) Ld(nH) Cgs(fF ) Rgs(Ω) Lg(nH)
58 500 0,14 85 3 0,21
À partir des équations 3.27 et 3.37, nous présentons l’évolution de l’impédance caractéristique des
lignes de drain et de grille sur la bande de fréquence étudiée (cf.Fig. 3.26).
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Partie réelle
Partie imaginaire
Fréquence (GHz)
Z 0
g 
(Ω
)
Partie réelle
Partie imaginaire
Fréquence (GHz)
Z 0
d 
(Ω
)
FIGURE 3.26 – Évolution de l’impédance caractéristique des lignes de grille et de drain
On constate que pour la ligne de grille, la partie réelle reste quasiment constante avec une valeur
proche de 50Ω et la partie imaginaire est quasi nulle.
Pour la ligne de drain, la partie réelle est inférieure à 50Ω et augmente avec la fréquence. La partie
imaginaire chute avec la fréquence avec une valeur non négligeable. Ce phénomène est dû aux pertes
sur la ligne de drain qui ne sont pas suffisamment faibles pour que l’on puisse simplifier Z0d par Z ′0d.
L’amplificateur a donc besoin d’un circuit d’adaptation d’impédance plus compliqué sur la ligne de drain.
Pour éviter ce problème, on va utiliser la configuration cascode qui doit diminuer les pertes sur la ligne
de drain (précisé dans la suite).
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3.4 Performances électriques d’un amplificateur distribué
3.4.1 Gain en puissance
Le gain en puissance est une performance clé pour un amplificateur. La connaissance des paramètres
caractéristiques du gain va nous permettre de déterminer des critères de conception.
Dans la littérature, trois méthodes sont proposées pour obtenir le gain d’un amplificateur distribué :
– Une méthode basée sur la théorie des quadripôles (Modèle Beyer) [Beyer 1984]
– Une méthode utilisant la matrice chaîne (Modèle Niclas) [Niclas 1983b]
– Une méthode utilisant la matrice de transfert (Modèle McKay) [McKay 1986]
Le détail des calculs de ces trois méthodes est donné en annexe. C. Nous présenterons les relations finales
obtenues dans la partie qui va suivre.
3.4.1.1 Approche utilisant le modèle Beyer [Beyer 1984]
La méthode basée sur le modèle Beyer calcule le gain en puissance de l’amplificateur distribué en
utilisant la théorie des quadripôles. Le calcul de Beyer est basé sur l’hypothèse que le transistor est
unilatéral. Le gain en puissance peut s’exprimer par :
Gp =
gm
2Z ′0dZ
′
0gsinh
2
[
n
2 (αd − αg)
]
e
−n(αd+αg)
2
4
[
1 + ( ωωg )
2
] [
1− ( ωωcg )2
]
sinh2
[
1
2(αd − αg)
] . (3.47)
Si les conditions suivantes sont satisfaites :
1) égalité des vitesses de phase,
2) lignes sans perte (αg = αd = 0),
3) ω  2√
LgCgs
et ω  1CgsRgs ),
l’expression du gain se simplifie sous la forme :
Gp = n
2
gm
2Z ′0dZ
′
0g
4
. (3.48)
Dans le cas où Z ′0d = Z
′
0g = Z0, l’équation 3.48 s’écrit comme suit :
Gp = n
2 (gmZ0
2)
4
. (3.49)
3.4.1.2 Approche utilisant le modèle Niclas [Niclas 1983b]
Les méthodes basées sur le modèle Niclas et sur le modèle McKay calculent le paramètre S21 de
l’amplificateur en utilisant respectivement la matrice chaîne et la matrice de transfert.
Le calcul de Niclas est basé sur l’hypothèse que le transistor est unilatéral et sans pertes, et que les
vitesses de phase sur les deux lignes sont identiques.
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On pose :
L = Lg = Ld, (3.50)
C = Cgs = Cds + Cadd, (3.51)
Z0 = Z
′
0g = Z
′
0d =
√
L
C
. (3.52)
Avec Cadd, capacité additionnelle qui compense la différence entre les capacités Cds et Cgs (voir
3.4.2.2).
Dans la bande de fréquence f << 1
2pi
√
LC
, le paramètre S21 peux s’écrire :
|S21|2 = n2 (gmZ0)
2
4
(3.53)
3.4.1.3 Approche utilisant le modèle Mckay [McKay 1986]
Le calcul de Mckay est basé sur l’hypothèse d’une bonne adaptation en entrée et en sortie des deux
lignes et d’un transistor unilatéral. On obtient le paramètre S21 sous la forme :
S21 =
Hsinh(n
θg−θd
2 )
sinh(
θg−θd
2 )
e−n
θg+θd
2 , (3.54)
où H = −12gmD(ω)
√
Z ′0gZ ′0d avec D(ω) =
1
1+jRgsCgsω
.
Dans le cas d’un nombre de cellules n grand et d’un amplificateur sans pertes avec l’égalité des
vitesses de phase, le paramètre S21 se simplifie sous la forme :
|S21|2 = n2 (gmZ0)
2
4
. (3.55)
Il convient de noter que, dans un cas idéal, les trois méthodes obtiennent la même expression du gain.
Ce gain est proportionnel à la transconductance, le nombre de cellules élémentaires et aux impédances
caractéristiques des lignes.
3.4.2 Dégradation du gain
Dans la partie précédente, nous avons exprimé le gain dans des cas sans pertes. Néanmoins les pertes
de l’amplificateur détériorent le gain. La dégradation du gain provient principalement :
1. Des pertes dans les lignes de drain et de grille.
2. L’inégalité des vitesses de phase dans les lignes de drain et de grille
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3.4.2.1 Pertes dans les lignes de drain et de grille
Nous rappelons les expressions des coefficients d’atténuation des lignes de drain et de grille sont
données par (cf.Eq.3.30 et Eq.3.40) :
αd =
√
Ld
Cds
1
Rds
√
4− LdCdsω2
, (3.56)
αg =
ωRgsCgs
√
LgCgsω2√
4 + (2RgsCgsω)2 − LgCgsω2
. (3.57)
On remarque que l’atténuation dans la ligne de grille varie comme une fonction de ω2, et l’atténua-
tion dans la ligne de drain reste invariante pour f  1
pi
√
LdCds
.
Pour tracer l’atténuation dans les lignes de drain et de grille en fonction de la fréquence, on utilise
un transistor de taille 4 x 40µm, à la polarisation V ds = 1, 0V et V gs = −0, 7V , dont les valeurs des
éléments intrinsèques et des inductances Ld et Lg sont données dans la Tab. 3.5.
Fréquence (GHz)
N
p/
m
 d:
g:
FIGURE 3.27 – Atténuation sur la ligne de drain et de grille
Selon la Fig. 3.27, il est évident que l’atténuation sur la ligne de grille est plus sensible à la fré-
quence que celle sur la ligne de drain. Cependant, dans la bande étudiée 0,8-11GHz, l’atténuation des
lignes est principalement dûe aux pertes dans la ligne de drain. Il est donc important de minimiser le
paramètre αd. Pour cela, nous avons besoin d’une faible valeur de conductance de sortie de la cellule
élémentaire (1/Rds). Comme on le verra au chapitre 4, l’utilisation d’une structure cascode comme cel-
lule élémentaire donne une valeur de conductance de sortie plus faible que celle d’un transistor en source
commune.
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3.4.2.2 Pertes provenant de l’inégalité des vitesses de phase des lignes de drain et de grille
Les constantes de phase sur les lignes de drain βd et de grille βg peuvent s’exprimer en fonction des
éléments intrinsèques du transistor, sous la forme (cf.Eq.3.31 et Eq.3.41) :
βd = Arccos
(
1− LdCdsω
2
2
)
, (3.58)
βg = Arccos
(
1− LgCgsω
2
2(1 + (RgsCgsω)2)
)
. (3.59)
Dans un cas relatif à de faibles pertes, elles sont données par (cf. Eq.3.36, 3.46) :
β′d = ω
√
LdCds, (3.60)
β′g = ω
√
LgCgs. (3.61)
On en déduit ainsi les vitesses de phase des lignes :
Vϕd =
ω
βd
, (3.62)
Vϕg =
ω
βg
. (3.63)
Dans un cas relatif à de faibles pertes, elles peuvent s’exprimer par :
V ′ϕg =
1√
LgCgs
, (3.64)
V ′ϕd =
1√
LdCds
. (3.65)
La Fig. 3.28 présente les vitesses de phase en fonction de la fréquence en utilisant des valeurs des
éléments intrinsèques de la Tab. 3.5 .
Fréquence (GHz)
m
/s
-1
 Vφd:
Vφg:
FIGURE 3.28 – Vitesses de phase sur les lignes de grille et de drain
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On remarque que pour une valeur classique de l’impédance caractéristique (50Ω), les vitesses de
phase des deux lignes sont différentes et que le rapport Vϕd/Vϕg est égal au rapport des capacités
Cgs/Cds. L’égalité de la capacité d’entrée et de sortie est donc nécessaire pour réaliser Vϕd = Vϕg ,
ainsi les courants fournis par chaque étage sont en phase au niveau de chaque cellule et s’additionnent.
Pour un transistor à effet de champ, on a généralement Cgs > Cds. Afin de compenser cette
différence, on peut ajouter un capacité, notée Cadd, en parallèle avec Cds ou en série avec Cgs.
Pour conclure, ces pertes de gain conduisent à une distribution non uniforme des puissances de
sortie fournies par chaque cellule. Afin d’améliorer la contribution de chaque étage du DA, nous devons
minimiser les pertes et assurer l’égalité des vitesses de phase.
3.4.3 Bande passante
La bande passante de l’amplificateur ∆f est définie pour un gain en puissance quasi constant avec
une valeur d’ondulation maximum de ± 0,5dB.
La fréquence de coupure fc de l’amplificateur distribué fixe la largeur de la bande passante. Pour les
lignes de drain et de grille, on a :
fcd =
1
piCdsZ0d
, (3.66)
fcg =
1
piCgsZ0g
. (3.67)
Dans le cas relatif à des faibles pertes, les fréquences de coupure des lignes de drain et de grille f ′cd
et f ′cg peuvent s’écrire :
f ′cd =
1
pi
√
LdCds
, (3.68)
f ′cg =
1
pi
√
LgCgs
. (3.69)
On remarque que les fréquences de coupure d’un DA diminuent au fur et à mesure que les valeurs
des capacités augmentent. On note également que l’égalité des vitesses de phase impose l’égalité de la
fréquence de coupure pour les lignes de grille et de drain. Dans le cas où l’égalité des vitesses de phase
n’est pas assuré, du fait que Cgs > Cds, on a fcg < fcd. La bande passante de l’amplificateur est limitée
plutôt par fcg, donc Cgs.
Afin de minimiser l’ondulation du gain, la fréquence de coupure de chaque ligne doit être très su-
périeure à la fréquence d’opération. Selon l’équation 3.69, l’augmentation de la fréquence de coupure
demande une diminution de la valeur de Cgs. Cependant, cela nécessite une réduction de la dimension du
transistor pour une polarisation fixée, entraînant un gain plus faible de l’amplificateur distribué. Ainsi, il
existe un compromis entre la valeur de gain, la platitude de gain et la largeur de bande de l’amplificateur
distribué.
On introduit également la bande passante f−10dB correspondant à des valeurs de |S11| inférieures à
-10dB, sa valeur est comprise dans l’intervalle [Lin 2011] :
∆f < f−10dB < 0, 822fcg. (3.70)
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En combinant les equations Eq.3.69 et Eq.3.70, on peut facilement noter que la valeur de Cgs est
limitée par la bande passante de l’amplificateur. Pour la bande 0,8-11GHz (∆f = 10, 2GHz), la valeur
de Cgs ne doit pas dépasser 480fF.
3.4.4 Facteur de bruit
Un amplificateur faible bruit est placé en tête de la chaîne de réception, de manière à minimiser
le bruit pour toute la chaine. Pour cette raison, le facteur de bruit est une grandeur très importante de
l’amplificateur.
Le facteur de bruit de l’amplificateur distribué est obtenu à partir des sources de bruit. Les sources
de bruit principales de l’amplificateur distribué viennent des charges des lignes (Zd et Zg) et des cellules
élémentaires (ig2 et id2) (cf.Fig. 3.7). En particulier, la source de bruit de sortie id2 représente la contri-
bution en bruit la plus significative sur toute la bande de fréquence. Le bruit venant de la charge Zg a un
impact important aux basses fréquences et la source de bruit d’entrée ig2 dégrade les performances en
bruit aux hautes fréquences [Ko 2005].
En prenant en compte ces quatre sources de bruit, le facteur de bruit de l’amplificateur distribué peut
être obtenu par plusieurs approches :
– Approche utilisant la modèle Niclas
– Approche utilisant la modèle Beyer
3.4.4.1 Approche utilisant le modèle Niclas
Le calcul du facteur de bruit à partir du modèle Niclas est présenté dans la référence [Niclas 1983a].
On obtient :
NF = 10log
(
1 +
∑n
k=1 (|K31′ |k2Rnk + |K32|k2Gnk) + |K33|02Gg + |K34|02Gd
|K35|02Gs
)
, (3.71)
où :
Gg et Gd : Conductances des charges des lignes de grille et drain.
Gs : Conductance interne de la source du signal
Rnk : Résistance de bruit du K ièmetransistor
Gnk : Conductance de bruit du K ième transistor
Les expressions de |Kij |0 et |Kij |k sont présentées dans la référence [Niclas 1983a].
3.4.4.2 Approche utilisant la modèle Beyer
Le calcul complet du facteur de bruit d’un amplificateur distribué à partir du modèle Beyer (théorie
des quadripôles) peut être retrouvé à la référence [Aitchison 1985]. Sous l’hypothèse de l’égalité des
vitesses de phrase qui impose β = βd = βg, on a le facteur de bruit NF sous la forme :
NF = 10log
(
1 +
(
sin(nβ)
nsin(β)
)2
+
4
n2gm2ZgZd
+
Zgω
2Cgs
2R
∑n
r=1 f(r, β)
n2gm
+
4P
ngmZg
)
. (3.72)
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FIGURE 3.29 –
(
sin(nβ)
nsin(β)
)2
en fonction de β pour n=6
Le deuxième terme de la formule 3.72 présente une faible valeur pour n important sauf si l’angle nβ
est proche de 0 ou pi. La Fig. 3.29 présente l’évolution du terme
(
sin(nβ)
nsin(β)
)2
en fonction de β pour
n=6.
Le troisième terme du facteur de bruit peut également être minimiser par l’augmentation du nombre
de cellules n.
Le quatrième terme présente une somme de la fonction f(r, β), définie comme suit :
f(r, β) = (n− r + 1)2 +
(
sin(r − 1)β
sinβ
)2
+
2(n− r + 1)sin(r − 1)βcosrβ
sinβ
. (3.73)
Avec n élevé, la somme de f(r, β) se simplifie sous la forme :
n∑
r=1
f(r, β) '
n∑
r=1
(n− r + 1)2 ' n
3
3
. (3.74)
La quatrième terme est ainsi simplifié et croît en fonction de n. Le dernier terme quant à lui est
inversement proportionnel à n.
Sous hypothèse que n est élevé et l’angle nβ n’est pas proche de 0 ou pi, le deuxième terme peut être
négligé. De plus, le troisième terme décroît en fonction de n2, il est donc également négligeable.
Le facteur de bruit NF se simplifie alors :
NF = 10log
(
1 +
Zgnω
2Cgs
2R
3gm
+
4P
ngmZg
)
. (3.75)
Pour le transistor retenu, les valeurs des paramètres intrinsèques (gm,Cgs) et des facteurs numériques
(P, R), qui varient avec le courant de drain, sont alors fixées. L’optimisation du facteur de bruit se fait
donc via la charge Zg et le nombre de cellule n. Pour une charge classique (50Ω), il existe un nombre de
cellule optimal qui permet de minimiser le NF (voir section. 3.4.6.2).
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3.4.5 Consommation
La consommation du DA est égale à :
Ps =
n∑
i=1
VdsiIdsi +
n∑
i=1
VgsiIgsi, (3.76)
où n est le nombre de cellules élémentaires.
Pour la ieme cellule élémentaire :
Vdsi est la tension de drain et Idsi est le courant de drain.
Vgsi est la tension de grille et Igsi est le courant de grille.
Généralement le deuxième terme est négligeable devant le premier terme.
3.4.6 Dimensionnement
Le nombre optimal de cellules élémentairesNopt est choisi selon l’application de l’amplificateur dis-
tribué : soit pour avoir un gain maximum (NoptG) soit pour avoir un facteur de bruit minimum (NoptNF ).
3.4.6.1 Nombre optimal de cellules élémentaires (NoptG) vis à vis du gain
Le nombre de cellules élémentaires est limité par les pertes des résistances des transistors
(cf.Eq.3.47). Sa valeur optimale pour avoir un gain maximum est donnée par [Duperrier 2001] :
NoptG =
Ln
(
αd
αg
)
αd − αg . (3.77)
3.4.6.2 Nombre optimal de cellules élémentaires (NoptNF ) vis à vis du bruit
La méthode utilise l’équation 3.75 pour obtenir le nombre optimal de cellules élémentaires, noté
NoptNF , vis à vis du bruit. L’expression de NoptNF est [Aitchison 1985] :
NoptNF =
2
ωCgsZg
√
3P
R
, (3.78)
où R et P sont des facteurs numériques du modèle de Van der Ziel variant avec le courant de drain.
Nous remarquons que le nombre n optimal vis à vis des performances en bruit de l’amplificateur est
déterminé par le composant actif et les charges des lignes (surtout la charge de la ligne de grille Zg).
Dans la plupart de cas, les deux nombres de cellules élémentaires optimaux respectivement vis à vis
du gain et vis à vis du bruit n’ont pas la même valeur. Un compromis seront donc effectué en tenant
compte de la contrainte de taille et de la consommation.
3.5 Conclusion
Dans ce chapitre, un rappel théorique sur l’architecture distribuée appliquée à l’amplification faible
bruit a été effectuée grâce au modèle équivalent simplifié d’un transistor unilatéral en source commune.
Il se divisait en deux parties traitant :
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– du principe de fonctionnement d’un amplificateur distribué,
– d’une analyse théorique sur ses caractéristiques et performances.
Cette analyse théorique est réalisée à partir d’un transistor à effet de champ unilatéral avec des hypo-
thèses simplificatrices. Cela nous donne le moyen de mieux comprendre le fonctionnement de l’amplifi-
cateur distribué.
Les méthodes Beyer, Niclas et Mckay nous permettent de calculer les gains (le gain en puissance et
le paramètre S21) et le facteur de bruit de l’amplificateur. Pour améliorer ces gains, on peut déterminer
un nombre de cellules optimal, augmenter les valeurs de l’impédance caractéristiques des lignes de drain
et de grille et éventuellement choisir des composants présentant une transconductance élevée. Cette der-
nière condition nous permet aussi de minimiser le bruit. De plus, on peut aussi choisir un nombre de
cellules optimal vis à vis des performances en bruit. Il convient de noter que généralement le NoptG et
le NoptNF sont différents et varient avec la fréquence. Donc le choix du nombre de cellules dépend aussi
de la bande passante.
Cette étude donne aussi des règles de conception et démontre des limitations de fonctionnement liées
à :
1. l’adaptation des impédances caractéristiques des lignes de grille et de drain
2. l’optimisation du gain
3. l’optimisation du bruit
4. la gestion de la consommation
Il est difficile de satisfaire toutes les règles de conception, des compromis seront donc nécessaires.
De plus, cette étude néglige la capacité Cgd entre le grille et drain du transistor et les risques d’instabilité.
Afin de considérer un modèle plus réaliste de transistor et d’améliorer les performances de l’amplifi-
cateur, nous présentons dans le chapître suivant notre méthodologie de conception.
CHAPITRE 4
Conception et réalisation d’un
amplificateur distribué faible bruit
reconfigurable en terme de consommation
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L’objectif de ce chapitre est de mettre en place deux modes de fonctionnement pour notre amplifica-
teur faible bruit. Un mode haute performance et un autre dit, mode basse consommation. Le mode haute
performance est un état de fonctionnement du LNA dans lequel les performances telles que le gain, le
facteur de bruit, la linéarité et l’adaptation entrée/sortie seront optimisées sans limitation spécifique de
consommation. Le mode basse consommation devra proposer alors un compromis entre consommation
et dégradation des performances. L’objectif fixé pour ce mode est de diminuer d’au moins 50% la puis-
sance consommée. De plus, le gain doit rester autour de 10dB et le facteur de bruit ne doit pas être trop
détérioré.
Dans la première partie de ce chapitre, nous détaillerons les étapes de conception de l’amplificateur
permettant d’atteindre les performances précédemment citées. La conception débute par l’optimisation
du mode haute performance.
4.1 Conception de l’amplificateur faible bruit distribué
Le conception de l’amplificateur faible bruit distribué s’est effectué en deux étapes :
– Choix de la topologie de l’amplificateur distribué.
– Dimensionnement de l’amplificateur.
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4.1.1 Choix de la topologie de l’amplificateur distribué
Il existe différentes configurations d’amplificateur distribué :
• Des amplificateurs distribués classiques,
• Des amplificateurs distribués constitués d’architectures distribuée en cascade.
4.1.1.1 Amplificateur distribué classique
Un amplificateur distribué classique est composé de trois parties, la ligne d’entrée, la ligne de sortie
et la cellule élémentaire qui amplifie les signaux. Cette dernière peut être constituée :
– d’un seul transistor,
– d’une configuration cascode,
– d’une configuration cascade.
Entrée
Sortie
: Inductance ou ligne de transmission
FIGURE 4.1 – Amplificateur distribué utilisant un seul transistor comme cellule élémentaire
La topologie (cf.Fig. 4.1) utilisant un transistor en source commune comme cellule élémentaire
(Conventional Distributed Amplifier : CDA) occupe une surface plus petite que les autres topologies
de DA [Chirala 2011], [Ito 2006]. Cependant, la capacité grille-drain Cgd du transistor source en com-
mune est un élément limitatif des performances en fréquences de l’amplificateur. D’une part, Cgd est
responsable de la dégradation de l’isolation entrée/sortie de la cellule élémentaire. Cela résulte d’une
chute rapide du gain de l’amplificateur avec la fréquence. D’autre part, par l’effet Miller Cgd contribue à
augmenter les capacités d’entrée et de sortie (cf. Fig.4.2). La bande passante de l’amplificateur est ainsi
diminuée. Cette architecture peut donc difficilement fournir un gain plat correspondant à notre contrainte,
sur une très large bande de fréquence.
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Av
Cgd
Av
Cpe Cps
=Cgd(Av-1) =Cgd(1-1/Av)
FIGURE 4.2 – Influence de Cgd sur les capacités d’entrée et de sortie. Cpe et Cps sont des capacité
ramenées à l’entrée et à la sortie. Av est le gain en tension de la partie amplificatrice.
L’amplificateur distribué en configuration cascode (cf.Fig. 4.3) présente sur chacune des cellules
élémentaires un faible effet Miller. Cela permet d’améliorer l’isolation de la cellule ainsi que de dimi-
nuer les valeurs des capacités d’entrée et de sortie, ce qui entraîne un fonctionnement à gain plat sur
une plus grande bande de fréquence [Chang 2011a], [Chang 2011b], [Deng 2003a], [Shamsadini 2010],
[Zech 2012]. Cependant, le tranconductance de la structure cascode n’est pas plus importante qu’avec un
seul transistor, ce qui entraîne un gain moyen de l’amplificateur.
Entrée
Sortie
FIGURE 4.3 – Amplificateur distribué en configuration cascode
Entrée
Sortie
FIGURE 4.4 – Amplificateur distribué en configuration cascade
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A l’inverse, les amplificateurs distribués utilisant une configuration cascade (cf.Fig 4.4) peuvent four-
nir un gain élevé [Guan 2008], [Chen 2010b],[Lin 2011], [McKay 1986]. Cela est due au mécanisme de
gain multiplicatif de la structure cascade. Néanmoins, cette architecture ne peut pas fournir une linéarité
optimale. De plus, afin de minimiser l’effet Miller dont souffre la structure cascade, on remplace sou-
vent le premier transistor par une configuration cascode [Chen 2010b],[Lin 2011], [Chang 2011c]. Cela
a pour conséquence, une augmentation à la fois de la consommation et de la taille de puce.
4.1.1.2 Amplificateurs constitués à partir d’architectures distribuées associées en cascade
La littérature propose plusieurs types d’amplificateurs constitués d’architectures distribuées clas-
siques en cascade. On peut citer par exemples :
– l’architecture distribuée en cascade uni-étage (Cascaded single-stage distributed amplifier
CSSDA) [Tsai 2004a], montrée Fig.4.5.a).
– l’architecture distribuée en cascade multi-étages (Cascaded multi-stage distributed amplifier CM-
SDA) [Arbabian 2009], [Barajas 2005], montrée Fig.4.5.b).
– l’architecture distribuée en matrice [Chien 2006], montrée Fig.4.5.c).
Entrée
Sortie
(a)
Entrée
Sortie
(b)
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Entrée
Sortie
(c)
FIGURE 4.5 – Architectures distribuées en cascade a) uni-étage [Tsai 2004a] b) multi-étages
[Arbabian 2009], [Barajas 2005] c) matrice [Chien 2006]
Il existe également des architectures combinant ces différentes structures [Deng 2003b], [Kao 2013].
Grâce au mécanisme de gain multiplicatif, les architectures distribuée en cascade présentent un gain
très important pour une bande de fréquence ultra large. Ces architectures sont cependant fortement
consommatrices à cause du nombre important de composants nécessaires à leur réalisation.
4.1.1.3 Critères de choix de la topologie
Dans notre cas, les performances les plus importantes sont le gain, le facteur de bruit, la linéarité, la
bande passante et la consommation. Particulièrement, nous cherchons des topologies présentant un gain
supérieur à 10dB, une bande passante couvrant 0, 8-11GHz et une consommation inférieure à 300mW .
Afin de choisir l’architecture de l’amplificateur distribué, nous utilisons le facteur de mérite (FOM)
(cf.Section.2.3.3) permettant de comparer les performances de différentes topologies d’amplificateur dis-
tribué. Il s’exprime par [Chen 2009b] :
FOM =
|S21| ·BW (GHz) · IIP3(mW )
(F − 1) · Pdc(mW ) , (4.1)
où F est le facteur de bruit linéaire, Pdc est la puissance dissipée, BW est la bande passante à −3dB et
IIP3 est le point d’interception d’ordre 3 en entrée de l’amplificateur.
Nous calculons les valeurs de FOM en utilisant les valeurs minimales de F , les valeurs maximales
de |S21| et les valeurs optimales de IIP3. Si les valeurs de IIP3 ne sont pas disponibles, nous utilise-
rons alors des valeurs calculées à l’aide du point d’interception d’ordre 3 en sortie (OIP3) ou du point
de compression à 1dB en sortie (OP1dB). Sous l’hypothèse que le gain en puissance (dB) soit égal à
S21(dB), les IIP3 sont calculés selon les relations suivantes [Arekapudi 2005] :
IIP3(dB) = OIP3(dB)− S21(dB) (4.2)
= OP1dB + 9, 64(dB)− S21(dB) (4.3)
Nous cherchons des topologies qui satisfont à la fois les contraintes citées précédemment
(S21 > 10dB, Pdc < 300mW et BW couvrant 0, 8-11GHz) et un FOM supérieur à 2. Afin de pouvoir
faire un choix, nous présentons dans Tab. 4.1 une synthèse des performances obtenues pour les diffé-
rentes topologies d’amplificateurs distribués, nous présentons également le FOM obtenu pour chacune
d’entre elles.
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TABLE 4.1 – État de l’art des amplificateurs distribués. * : valeur maximum, ♦ : valeur minimum
Ref. Topolo. Techno. f BW Taille S21 NF OP1dB OIP3∗ Pdc FOM
(GHz) (GHz)(mm2) (dB) (dB) (dBm) (dBm) (mW )
[Tsai 2004a] CSSDA 0,18µm DC-25 25 0,36 9* - -0,5 8 60 -
CMOS
[Arbabian 2009] CMSDA 90nm DC-73,5 73,5 1,72 14* - 3,2 - 84 -
CMOS
0,13µm
[Barajas 2005] CMSDA GaAs 2-20 18 3 17±0,57 3♦ 14,9 - 389 2,2
pHEMT
[Chien 2006] Matrice 0,18µm DC-50 50 1,54 9,5±1,5 - 7 - 420 -
CMOS
18,1* 4,9-5,6 -3,3 - 25 0,13
[Chen 2011] CDA-CSSDA 0,18µm 2,2-13,6 11,4 0,58 12,5* 5,6-6,3 -7,8 - 7 0,24
CMOS (3,1-10,6GHz)
[Deng 2003b] CDA-CSSDA-1 0,5-27 26,5 1,5 19±1 11,5 22 324
0,15µm
CDA-CSSDA-2 GaAs 0,1-40 39,9 3 22±1,5 - 12 20 484 -
pHEMT
2-CSSDA 0,5-22 21,5 1,5 20±1 10 22 180
[Kao 2013] CDA-CSSDA-CDA-1 0,18µm DC-35 35 0,78 20,5* 6, 8− 8 8,6 250 0,25
CMOS (DC-18GHz) -
CDA-CSSDA-CDA-2 DC-33 33 0,83 24* 6, 5− 7, 5 7,5 238 0,14
(DC-18GHz)
[Chirala 2011] CDA 0,18µm 3,1-10,6 7,5 0,08 6±0,2 2,7♦ - 13,2 (IIP3) 22 16,1
CMOS
[Ito 2006] CDA 0,18µm 3-10 7 0,33 6,3* 6♦ - 16,3 27,6 1,8
CMOS
[Guan 2008] DA 0,18µm 10* 3,2-6,1 - - 19,6 -
CMOS 3,1-10,6 7,5 1,44
en cascade 16* 3,2-6 100
[Chen 2010b] DA 0,18µm 3-10 7 - 19, 8± 1, 2 3,4 - - 14,8 -
en cascade CMOS en moyen
[Chang 2011c] DA 0,18µm 1,2-8,6 7,4 11,4± 1,4 3,46♦ - 5 (IIP3) 9,85 6,46
en cascade CMOS 1,5-8,2 6,7 1,46 17,1±1,5 3,29♦ 3 (IIP3) 46,85 1,64
1× DA 10, 41± 0, 87 5,6 4,56
en cascade 0,879 en moyen
16, 33± 1, 11 4,6 14,76
en moyen
[Lin 2011] 2× DA 0,13µm 3-10 7 11, 03± 0, 98 4,25 - - 6,86
en cascade CMOS 0,616 en moyen
20, 47± 0, 72 3,29 -11,5 (IIP3) 37,8 0,14
en moyen
0,5/2µm
[Chang 2011a] DA GaAs DC-43,5 43,5 2 8,5 4,2♦ 8 18 225 2,8
en cascode HEMT-HBT (en moyen)
[Chang 2011b] DA 0,18µm DC-10,5 10,5 0,71 10,5±1,4 2,9-3,5 - 4 (IIP3) 29,16 3,7
en cascode CMOS
[Zhu 2013] DA 65 nm DC-9,5 9,5 - 12 2,8♦ - 4 (IIP3) 18 4
en cascode CMOS
[Zech 2012] DA 50nm DC-110 110 1,7 11±1 2,5♦ 7 - 450 4
en cascode GaAs HEMT
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Nous constatons que les architectures présentant un FOM<2 n’offrent pas de compromis satisfai-
sant entre les performances de l’amplificateur. On note également que certains amplificateurs comme le
CDA [Chirala 2011], le DA utilisant la structure cascade comme cellule élémentaire [Chang 2011c] et le
CMSDA [Barajas 2005] présentent les meilleurs FOM (>2). Cependant, le CDA ne peut pas fournir un
gain suffisant, le DA utilisant la structure cascade comme cellule élémentaire ne couvre pas la bande de
fréquences 0,8-11GHz et la consommation du CMSDA est trop importante.
Notre choix s’est porté sur l’amplificateur distribué classique utilisant la configuration cascode
comme cellule élémentaire. Cet amplificateur présente un des meilleurs FOM (>2) et un gain>10dB
sur une large bande de fréquence avec une consommation raisonnable. Nous détaillerons la conception
de la cellule élémentaire basée sur la configuration cascode dans la partie suivante.
4.1.2 Cellule élémentaire en configuration cascode
Dans cette partie, nous étudions les avantages et les limites de la structure cascode. Cette étude
est effectuée à l’aide de la matrice admittance du transistor en source commune, du transistor en grille
commune et de la configuration cascode.
4.1.2.1 Montage en source commune [Gautier 2014]
La Fig.4.6 montre le transistor en source commune, son schéma petit signal associé et le schéma
équivalent en pi.
Ycs1
Ycs3
Ycs2 YcsT V1V1
G
D
S
(a) (b)
G D
S
Cgs1
Rgs1
V
gm1 V
Cds1 Rds1
(c)
G D
S
Cgd1
FIGURE 4.6 – Transistor en source commune (a), schéma petit signal associé (b), schéma équivalent en
pi (c)
Le formalisme admittance Ycs du transistor en source commune s’écrit :
Ycs =
[
Ycs1 + Ycs3 −Ycs3
YcsT − Ycs3 Ycs2 + Ycs3
]
, (4.4)
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avec
Ycs1 =
1
Rgs1 +
1
jωCgs1
, (4.5)
Ycs2 = jωCds1 + gd1, (4.6)
Ycs3 = jωCgd1, (4.7)
YcsT =
gm1
1 + jRgs1Cgs1ω
(4.8)
=
gm01e
−jωτ01
1 + jRgs1Cgs1ω
' gm01 − jgm01τ1ω. (4.9)
Équation 4.9 valide si :
1 + (Rgs1Cgs1ω)
2 ' 1, (4.10)
e−jωτ01 ' 1− jωτ01, (4.11)
avec gd1 = 1Rds1 et τ1 = τ01 +Rgs1Cgs1.
4.1.2.2 Montage en grille commune [Gautier 2014]
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FIGURE 4.7 – Transistor en grille commune (a), schéma petit signal associé (b), schéma équivalent en pi
(c)
Afin de déterminer les paramètres du schéma équivalent en pi (cf.Fig.4.7.c), il est nécessaire de cal-
culer la matrice admittance Ycg du transistor en grille commune (cf.Fig.4.7.b) et par identification avec
la matrice admittance du schéma équivalent en pi (cf.Fig.4.7.c) on peut déduire les expressions de Ycg1,
Ycg2, Ycg3 et YcgT .
Ycg =
[
Ycs1 + Ycs2 + YcsT −Ycs2
−YcsT − Ycs2 Ycs2 + Ycs3
]
=
[
Ycg1 + Ycg3 −Ycg3
YcgT − Ycg3 Ycg2 + Ycg3
]
, (4.12)
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avec
Ycg1 = Ycs1 + YcsT =
gm2
1 + jRgs2Cgs2ω
+
1
Rgs2 +
1
jωCgs2
, (4.13)
Ycg2 = Ycs3 = jωCgd2, (4.14)
Ycg3 = Ycs2 = jωCds2 + gd2, (4.15)
YcgT = −YcsT = −gm2
1 + jRgs2Cgs2
=
−gm02e−jωτ02
1 + jRgs2Cgs2ω
' −gm02 + jgm02τ2ω. (4.16)
Équation 4.16 valide si :
1 + (Rgs2Cgs2ω)
2 ' 1, (4.17)
e−jωτ02 ' 1− jωτ02, (4.18)
avec gd2 = 1Rds2 et τ2 = τ02 +Rgs2Cgs2.
4.1.2.3 Montage cascode [Gautier 2014]
La Fig.4.8 (a), (b) et (c) montre la topologie cascode avec le premier transistor en source commune
et le deuxième transistor en grille commune (SC-GC), son schéma équivalent petit signal et son schéma
équivalent en pi.
Ysg1
Ysg3
Ysg2 YsgT V1V1
D
(a) (b)
S
D
G
Cgs2
Rgs2
V
gm2 V
Cds2
Rds2
(c)
S
G
Cgd2
S
G
D G
S
Cgs1
Rgs1
V
gm1V
Cds1 Rds1
Cgd1 D
FIGURE 4.8 – Schéma de principe d’un montage cascode (a), schéma petit signal associé (b), schéma
équivalent en pi (c)
La matrice admittance Ysg du montage cascode s’écrit :
Ysg =
[
Ysg1 + Ysg3 −Ysg3
YsgT − Ysg3 Ysg2 + Ysg3
]
. (4.19)
Les éléments du schéma en pi de la Fig. 4.8 sont déterminés par identification des matrices admit-
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tances des schémas 4.8 b) et 4.8 c). On obtient alors les relations suivantes :
Ysg1 = Rgs1C
2
gs1ω
2 + jCgs1ω + jCgd1ω
gm01 + gm02 + gd1
gm02 + gd1 + gd2
1 +
(
ω
ω′1
)2 − j ωω1
1− j ωω0
(4.20)
Ysg2 = jCgd2ω +
gd1gd2
gm02 + gd1 + gd2
1−
(
ω
ω3
)2
+ j ωω2
(
1 +
(
ω
ω′3
)2)
1− j ωω0
(4.21)
Ysg3 =
−Cgd1Cds2ω2 + jgd2Cgd1ω
(gm02 + gd1 + gd2)
(
1− j ωω0
) (4.22)
YsgT =
gm01(gm02 + gd2)
gm02 + gd1 + gd2
1−
(
ω
ω4
)2 − j ωω5
1− j ωω0
. (4.23)
avec
ω0 =
gm02 + gd1 + gd2
gm02τ2 − (Cds1 + Cds2 + Cgd1 + Cgs2) (4.24)
ω1 =
gd1 + gm01 + gm02
gm01τ1 + gm02τ2 − Cds1 − Cgs2 ω
′
1
2
=
gd1 + gm01 + gm02
Rgs2Cgs2
2 (4.25)
ω2 =
gd1gd2
gd1Cds2 + gd2(Cgs2 + Cds1)
(4.26)
ω3
2 =
gd1gd2
Cds2(Cgs2 + Cds1)− gd2Rgs2Cgs22
(4.27)
ω′3
2
=
gd1Cds2 + gd2(Cgs2 + Cds1)
Cds2Rgs2Cgs2
2 (4.28)
ω4
2 =
gm01(gm02 + gd2)
gm01gm02τ1τ2 + gm02τ2Cgd1 − gm01τ1Cds2 (4.29)
ω5 =
gm01(gm02 + gd2)
gm01gm02(τ1 + τ2) + gm02Cgd1 − gm01Cds2 + gm01gd2τ1 . (4.30)
Les éléments intrinsèques du schéma équivalent petit signal nous permettent d’étudier l’impédance
d’entrée et l’admittance de sortie de la structure cascode. Ces derniers jouent un rôle déterminant quant à
la bande passante et la dégradation du gain de l’amplificateur distribué. On s’intéressera plus particuliè-
rement à l’admittance Ysg3 à partir de laquelle nous pourrons extraire la capacité équivalente vue entre
les accès G et D du modèle en pi que nous appellerons par la suite Cgd.
4.1.2.4 Comparaison entre les capacités "Cgd" des montages SC et cascode
On extrait les capacités grille-drain à partir des parties imaginaires des paramètres Ycs3 et Ysg3. Nous
utilisons des transistors 4 × 40µm de la technologie GaAs de la fonderie TriQuint, à la polarisation
Vds = 1V et Vgs = −0, 7V . Les résultats analytiques à partir des équations et simulés par logiciel ADS
sont montrés Fig. 4.9.
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FIGURE 4.9 – Évolution des capacités grille-drain (Cgd) des structures SC et SC-GC en fonction de la
fréquence
Nous observons que la capacité grille drain Cgd de la configuration cascode est diminuée par rapport
à celle du transistor en source commune. Cette propriété permet une meilleur unilatéralité du cascode
par rapport à un transistor seul. Ainsi elle garantie un gain plat de l’amplificateur sur une large bande de
fréquence.
4.1.2.5 Admittances d’entrée et de sortie des montage SC et cascode
Nous allons maintenant étudier les admittances d’entrée et de sortie de ces deux topologies. Leurs ex-
pressions sont obtenues à partir des paramètres Y du transistor en source commune et de la configuration
cascode :
Yie = Yi11 − Yi12Yi21
Yi22 + Y2
, (4.31)
Yis = Yi22 − Yi12Yi21
Yi11 + Y1
, (4.32)
où
– i se réfère à
– cs pour le transistor en source commune ,
– sg pour la configuration cascode,
– Y1 est l’admittance de fermeture, d’entrée
– Y2 est l’admittance de fermeture de sortie.
Nous allons maintenant montrer l’évolution des capacités et des résistances d’entrée et de sortie.
La capacité et la résistance d’entrée sont extraites respectivement de la partie imaginaire et de la partie
réelle de l’impédance d’entrée déduite de l’admittance (une capacité en série avec une résistance). La
capacité et la conductance de sortie sont extraites respectivement de la partie imaginaire et de la partie
réelle de l’admittance de sortie (une capacité en parallèle avec une résistance). Les résultats sont montrés
Fig. 4.10.
72
Chapitre 4. Conception et réalisation d’un amplificateur distribué faible bruit reconfigurable en
terme de consommation
100
C
ap
ac
ité
 d
’e
nt
ré
e 
(fF
)
Fréquence (GHz)
SC : taille: 4x40µm
SC-GC : deux transistors 
de la même taille: 4x40µm
200
250
150
Calculé
Simulé
R
és
is
ta
nc
e 
d’
en
tré
e 
(Ω
)
Fréquence (GHz)
SC : taille: 4x40µm
SC-GC : deux transistors 
de la même taille: 4x40µm
0C
ap
ac
ité
 d
e 
so
rti
e 
(fF
)
Fréquence (GHz)
SC : taille: 4x40µm
SC-GC : deux transistors 
de la même taille: 4x40µm
300
100
200
-6
C
on
du
ct
an
ce
 d
e 
so
rti
e 
(m
S
)
Fréquence (GHz)
SC : taille: 4x40µm
SC-GC : deux transistors 
de la même taille: 4x40µm
2
10
-2
6
FIGURE 4.10 – Évolution des capacités et des résistances d’entrée/ de sortie des structures SC et SC-GC
Nous constatons que, comparé avec le montage d’un transistor en source commune, le montage
cascode présente :
• une diminution de la capacité d’entrée et de sortie. Ceci rend l’utilisation du montage cascode plus
avantageux vis à vis de la largeur de la bande passante de l’amplificateur (cf.Section.3.4.3).
• une réduction de la résistance d’entrée et de la conductance de sortie. Ainsi moins de pertes sur
les lignes de drain et de grille (cf.Section.3.4.2.1). Cependant, la conductance de sortie devient
négative aux hautes fréquences entraînant un risque d’instabilité.
Les différences entre les valeurs analytiques et simulées sont dûes au fait que les éléments extrin-
sèques du transistor ne sont pas pris en compte dans les calculs.
En résumé, le choix de la configuration cascode comme cellule élémentaire présente plusieurs avan-
tages :
– amélioration de l’isolation
– augmentation de la bande passante
– diminution des pertes dans les lignes de grille et de drain de l’amplificateur distribué
Cependant, la structure cascode présente une conductance de sortie négative pour certaines fréquences,
ce qui entraîne un risque d’instabilité du circuit. Il est donc nécessaire de mener une étude de stabilité.
Dans la partie qui va suivre, nous dimensionnerons l’amplificateur basé sur la topologie retenue, tout
en respectant les contraintes technologiques.
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4.1.3 Dimensionnement de l’amplificateur distribué
4.1.3.1 Contraintes technologiques
• Contraintes courant continu (Direct Current : DC)
La contrainte DC définit les courants statiques maximum que peuvent supporter les couches métal-
liques. Les lignes de drain et de grille sont construites suivant une superposition de couches métalliques
BLMET et MET2 de la fonderie TriQuint. Cela a pour but de réduire les pertes métalliques.
Ces deux couches métalliques suivent la contrainte DC suivante [Tri 2011] :
– Metal2 : 18mA/µm
– BLMET : 5mA/µm
La ligne de drain doit supporter la somme des courants de polarisation de chaque étage Ids,i. Ce
courant impose une contrainte sur la largeur minimale de la ligne de drain. Pour un amplificateur de n
étages, ayant une largeur de ligne de drain (Wd) uniforme, il est donc nécessaire que :
Wd(µm) ≥
∑n
i=1 Ids,i
0.005
. (4.33)
Dans le but de minimiser la consommation, nous imposons une valeur maximale de 50mA de courant
totale sur la ligne de drain. Les valeurs de Wd respectent donc la relation suivante :
Wd ≥ 10µm. (4.34)
Afin de minimiser la taille de ligne et d’éviter une valeur de Wd minimale, nous fixons Wd = 11µm.
Par contre, la ligne de grille ne supporte pas de courant. Cette ligne n’est donc pas sous la contrainte
DC.
• Contrainte de taille
Le circuit est réalisé dans le cadre d’un multi-projet. La taille du circuit disponible est de
1, 5mm × 2mm. La contrainte d’encombrement peut limiter le nombre de cellule et l’utilisation des
composants de grande taille (par exemple : le réseau de polarisation). Cela nécessite une gestion opti-
male de l’espace global tout en respectant les règles de conception du layout. Le concepteur doit respecter
principalement [Tri 2011] :
1. la taille des éléments. Par exemple, la dimension du via de passivation pour des pads ne doit pas
être inférieure à 65µm× 65µm.
2. la distance minimale entre les éléments. Par exemple, la distance entre le via de substrat et le bord
du circuit doit être supérieure à 95µm.
3. l’orientation des composants. Par exemple, les grilles des transistors doivent être parallèles entre
elles.
De plus, il faut éviter l’utilisation de la taille minimale réalisable des éléments. Sinon la sensibilité des
performances de l’amplificateur vis à vis des éléments parasites va augmenter. Par exemple, l’utilisation
du double de la largeur minimale réalisable de lignes métalliques est fortement conseillée par le fabricant
TriQuint.
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• Réseaux de polarisation
Les polarisations des transistors sont amenées via les lignes de drain et de grille, ceci nécessite
l’utilisation de tés constitués d’inductances et de capacités. Les inductances, nommées respectivement
L1 et L2 doivent être dimensionnées afin de présenter une forte impédance vis à vis des signaux RF. Le
module des impédances ZLd et ZLg de ces inductances s’écrit :
|ZLd| = 2pifL1, (4.35)
|ZLg| = 2pifL2. (4.36)
Afin de garantir une bonne transmission des signaux RF, |ZLd| et |ZLg| doivent être supérieur à 4
fois les valeurs des impédances caractéristiques des lignes de drain et de grille à la fréquence minimale
d’opération [Microwave 2010]. La limite inférieure de la bande passante de notre amplificateur est de
0, 8GHz. Pour une valeur de 50Ω d’impédance caractéristique des lignes, L1 et L2 doivent alors respec-
ter les contraintes suivantes :
– L1 > 39, 8nH ,
– L2 > 39, 8nH .
Nous avons donc besoin d’avoir des fortes valeurs d’inductance.
L’inductance conique ayant une valeur de quelque µH est l’une des meilleurs candidates
[Brabetz 2008], [Winslow 2005]. Cependant elle occupe une grande surface de puce. Nous déplaçons
donc les inductances L1 et L2 à l’extérieur de la puce.
• Polarisation de la cellule élémentaire
V2
Vg
Vgs2
Vgs1
Q1
Q2 Vd
Vds1
Vds2
Id1
Id2
FIGURE 4.11 – Polarisation des transistors
Les tensions Vd, Vg et V2 représentent l’alimentation du DA. Elles permettent de fixer les polarisa-
tions des deux transistors, montrées Fig.4.11. Vgs et Vds sont respectivement les polarisations sur la grille
et sur le drain du transistor. Vp est la tension de pincement. Id est le courant de drain, sa valeur maximale
pour Vgs = 0V est notée IDSS . Les indices 1 et 2 se réfèrent à transistors Q1 et Q2.
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• On fixe la valeur de Vg, les valeurs de Vgs sont ainsi déduites à partir des relations suivantes :
⇒ Vgs1 = −Vg (4.37)
Id1 = Id2 = IDSS1
(
1 +
Vgs1
Vp1
)2
= IDSS2
(
1 +
Vgs2
Vp2
)2
, (4.38)
⇒ Vgs2 = Vp2
[√
IDSS1
IDSS2
(
1 +
Vgs1
Vp1
)
− 1
]
(4.39)
• On définit les valeurs de Vd et V2, les valeurs de Vds sont ensuite calculées selon les équations qui
suivent :
⇒ Vds1 = V2 − Vgs2 (4.40)
⇒ Vds2 = Vd − Vds1 (4.41)
• On donne les limites pour V2 ainsi :
⇒ V2 > Vds1min + Vgs2, (4.42)
où Vds1min (0,5V) est la tension minimale garantissant un fonctionnement normal du transistor
Q1. Avec une valeur de Vgs2 = −0, 7V , V2 doit être supérieur à -0,2V.
4.1.3.2 Détermination du nombre optimal de cellules élémentaires
Dans cette partie, on cherche le nombre optimal de cellules élémentaires de l’amplificateur.
Il existe deux nombres optimaux, NoptG et NoptNF . Un maximise le gain et l’autre minimise le bruit.
Cependant NoptG et NoptNF n’ont pas la même valeur. Un compromis est à effectuer entre le gain en
puissance et le facteur de bruit de l’amplificateur tout en respectant la contrainte de taille du circuit.
Afin d’évaluer le paramètre S21 et le facteur de bruit NF , nous réalisons un amplificateur avec n
(n = 1, 2 · · · 8) cellules (cf.Fig. 4.12) à l’aide du logiciel ADS.
V2
FIGURE 4.12 – Amplificateur avec n cellules
L’amplificateur sur la Fig. 4.12 utilise la configuration cascode comme cellule élémentaire. Une
capacité Cadd est ajoutée en parallèle à la capacité de sortie (Cs) de la cellule élémentaire. Elle compense
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la différence entre cette dernière et la capacité d’entrée (Ce) de la cellule élémentaire. Les valeurs de Ce
et Cs sont extraites de la partie imaginaire de l’impédance d’entrée et de l’admittance de sortie de la
cellule élémentaire. La valeur de Cadd égale à Ce − Cs.
Les lignes de grille et de drain sont réalisés par des inductances idéales respectivement Lg et Ld.
Elles sont fermées par des charges de 50Ω. Nous montrons les valeurs des éléments des lignes dans le
Tab. 4.2. Lg et Ld sont calculées pour une valeur de 50Ω d’impédance caractéristique de lignes.
TABLE 4.2 – Paramètres des cellules de grille et de drain
Ce Ld Cs Lg Cadd
(fF ) (nH) (fF ) (nH) (fF )
150 0,38 45 0,38 105
La Fig. 4.13 montre S21 et NF de l’amplificateur en fonction de n.
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FIGURE 4.13 – S21 et NF de l’amplificateur avec n différent
On constate que le paramètre S21 augmente avec le nombre de cellule. À partir de 6 cellules, la
surface de puce continue à augmenter mais le paramètre S21 ne s’accroît plus significativement et le
facteur de bruit augmente aux hautes fréquences. Après l’estimation des pertes des lignes en s’imposant
S21 ' 18dB et NF < 4dB, nous avons finalement retenu un nombre de 6 cellules.
4.1.3.3 Stabilisation de l’amplificateur
Nous traçons le facteur de stabilité K pour l’amplificateur constitué de 6 cellules (cf.Fig.4.14). On
constate que le facteur K est inférieur à 1 à partir de 20GHz, l’amplificateur est donc potentiellement
instable au dessus de cette fréquence. Nous présentons dans cette partie la technique utilisée afin de
rendre inconditionnellement stable l’amplificateur.
4.1. Conception de l’amplificateur faible bruit distribué 77
Fréquence (GHz)
K
FIGURE 4.14 – Facteur de stabilité pour l’amplificateur (n=6)
Il existe principalement deux méthodes permettant de stabiliser l’amplificateur distribué :
• Stabilisation résistive
• Stabilisation réactive
1) Stabilisation résistive
(a)
R
(b)
R
(c)
R R
FIGURE 4.15 – Solutions avec la stabilisation résistive : ajout a) d’une résistance à la grille du transistor
en grille commune b) à la sortie de chaque cellule élémentaire c) en parallèle avec la ligne de drain
Les solutions avec la stabilisation résistive étant insensible à la fréquence, sont adaptées pour des cir-
cuits large bande. Plusieurs méthodes de stabilisation résistive sont possibles. On ajoute des résistances :
– à la grille du transistor en grille commune (cf.Fig. 4.15).a).
– à la sortie de chaque cellule élémentaire (cf.Fig. 4.15).b).
– en parallèle avec la ligne de drain (cf.Fig. 4.15).c).
Les résistances ajoutées dans la cellule élémentaire (cf.Fig. 4.15.a et Fig. 4.15.b) augmentent la valeur
de la conductance de sortie de la structure cascode aux hautes fréquences [Liu 2003], [Tsai 2004b],
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[Hafele 2003]. Cela facilite la stabilisation de l’amplificateur aux hautes fréquences. Néanmoins, ces
méthodes dégradent le gain de l’amplificateur à ces fréquences.
Les résistances, ajoutées sur la ligne de drain (cf.Fig. 4.15), ont tendance à amortir les ondulations du
gain de l’amplificateur. Elles assurent la stabilité de l’amplificateur au-delà de la fréquence de coupure
de la ligne de drain [Heins 2002], [Yuen 2002]. Cependant, ces résistances sur la ligne de sortie de
l’amplificateur augmentent la puissance dissipée de l’amplificateur.
Dans le but de réaliser un gain élevé et minimiser la consommation de l’amplificateur, les méthodes
avec la stabilisation résistive ne sont pas des solutions privilégiées. nous utiliserons les techniques de
stabilisation réactive, présentées dans la partie suivante.
2) Stabilisation réactive
(a)
Lsd
(b)
Ldeg
(c)
R0
L0 C0
V2
FIGURE 4.16 – Solutions avec la stabilisation réactive : ajout a) une inductance Lsd entre les deux
transistors b) une inductance de dégénérescence Ldeg située entre la source du premier transistor et
la masse c) un circuit R0C0L0 à la grille du transistor en grille commune
Plusieurs méthodes de stabilisation réactive sont proposées. On ajoute :
– une inductance Lsd entre les deux transistors (cf.Fig. 4.16.a).
– une inductance de dégénérescence Ldeg située entre la source du premier transistor et la masse
(cf.Fig. 4.16.b).
– un circuit R0C0L0 à la grille du transistor en grille commune (cf.Fig. 4.16.c).
Les deux premières solutions utilisent les inductances [Kimura 1994], [Kimura 1996], [Lee 2002],
[Nguyen Tran 2009], [Shigematsu 2001], [Shigematsu 2002]. La dernière approche emploie un circuit
C0L0 connecté à la grille du transistor en grille commune. Une résistance R0 en parallèle est mise
en place pour assurer la polarisation du circuit [Leich 1999]. Ces méthodes changent la dépendance
fréquentielle de la conductance de sortie de la cellule élémentaire. On a ainsi une meilleur stabilité de
l’amplificateur.
Néanmoins, ces circuits influent également sur la transconductance de la cellule élémentaire. L’exa-
men de l’expression du gain de l’amplificateur montre que le décroissement de la transconductance de la
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cellule élémentaire diminue le gain. Afin d’éviter la dégradation du gain de l’amplificateur, nous privilé-
gions avant tout des circuits qui ne dégradent pas la tranconductance de la cellule élémentaire.
En identifiant la transconductance gm de la structure cascode au paramètre YsgT (cf.section.4.1.2.3)
et dans le cas où la pulsation ω est faible devant les pulsations de coupure ω0, ω4 et ω5, le gm est égal à :
gm ' gm1 gd2 + gm2
gd2 + gm2 + gd1
. (4.43)
a) Stabilisation avec ajout d’un inductance Lsd entre les transistors SC et GC
Lsd
(a) (b)
[Ycs] [Y'cs]
Ycs1
Ycs3
Ycs2 YcsT V1V1
G D
S
Ycs1 Ycs2
 YcsT V1
V1
ZLsd
FIGURE 4.17 – Transistor en source commune a)ajout d’une inductance Lsd en série sur le drain b)
En supposant que le transistor en source commune (cf.Fig.4.17.a) est unilatéral et que son schéma
équivalent petit signal est un quadripôle en pi, la matrice admittance est donnée :
Ycs =
[
Ycs1 0
YcsT Ycs2
]
, (4.44)
avec
Ycs1 =
1
Rgs1 +
1
jωCgs1
, (4.45)
Ycs2 = jωCds1 + gd1, (4.46)
YcsT =
gm1
1 + jRgs1Cgs1ω
. (4.47)
Passage de la matrice Y vers Z :
[Ycs]→ [Zcs], (4.48)
Ajout de l’inductance Lsd série sur l’accès de drain :
[Z ′cs] = [Zcs] +
[
0 0
0 jωLsd
]
, (4.49)
Passage de la matrice Z vers Y :
[Z ′cs]→ [Y ′cs], (4.50)
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Y ′cs =
Ycs1
1
Ycs2
+ jωLsd
[
1
Ycs2
+ jωLsd 0
YcsT
Ycs1Ycs2
1
Ycs1
]
. (4.51)
En identifiant g′m1 au paramètre Y ′cs(2, 1), la transconductance équivalente devient alors :
g′m1 =
YcsT
1 + Ycs2jωLsd
(4.52)
=
YcsT
1 + (jωCds1 + gd1)jωLsd
(4.53)
=
YcsT
1 + (jω)2LsdCds1 + jωLsdgd1
(4.54)
=
YcsT
1 + j2σ ωω0 + (j
ω
ω0
)2
, (4.55)
avec la pulsation de coupure :
ω0 =
1√
LsdCds1
, (4.56)
le facteur d’amortissement :
σ =
gd1
2
√
Lsd
Cds1
. (4.57)
La transconductance de la configuration cascode devient alors :
gm = g
′
m1
gd2 + gm2
gd2 + gm2 + gd1
=
YcsT
1 + j2σ ωω0 + (j
ω
ω0
)2
gd2 + gm2
gd2 + gm2 + gd1
, (4.58)
avec YcsT ' gm01e−jωτ01 .
On constate que le |gm| présente une structure passe bas du 2er ordre.
Nous extrayons la tranconductance de la structure cascode en fonction de l’inductance Lsd. Nous
utilisons des transistors 4 × 40µm, à la polarisation Vds = 1V et Vg = −0, 7V . Nous présentons les
résultats dans Fig. 4.18.
Fréquence (GHz)
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FIGURE 4.18 – |gm| de la structure cascode en fonction de Lsd
Nous constatons que dans la plage de fréquences étudiée, plus Lsd augmente, plus la transconduc-
tance de la structure cascode est importante. Une valeur de Lsd = 0, 14nH permet d’élargir la bande de
fréquence dans laquelle |gm| est constant.
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La Fig.4.23 montre l’évolution du paramètre S21 et du facteur de stabilité de l’amplificateur en fonc-
tion de l’inductance Lsd. La valeur de Lsd varie de 0nH à 0,4nH avec un pas de 0,1nH.
Fréquence (GHz)
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K
Lsd=0nH
Lsd=0,4nH Lsd=0nH
Lsd=0,4nH
FIGURE 4.19 – S21 et K de l’amplificateur en fonction de Lsd
Nous constatons que le paramètre S21 augmente avec l’inductance Lsd sur la plage de fréquences
étudiée.
Nous notons également qu’avec certaines valeurs de l’inductance Lsd, le facteur K augmente aux
hautes fréquences. Cependant, la stabilité est dégradée aux moyennes fréquences. La stabilisation avec
l’inductance Lsd n’est donc pas une solution préférable. Malgré cela, nous retenons cette une solution
par rapport aux résultats relatifs à |gm| afin d’élargir la bande de fréquence (Lsd = 0, 14nH).
b) Stabilisation avec une inductance de dégénérescence Ldeg sur l’accès de source du transistor en
SC
Ldeg
[Y'cs]
Ycs1
Ycs3
Ycs2
 YcsT V1V1
ZLdeg
FIGURE 4.20 – Transistor en source commune avec une inductance Ldeg sur la source
On suppose que le transistor en source commune est unilatéral. Nous calculons la matrice admittance
Y ′cs de transistor en source commune en ajoutant l’inductance Ldeg.
Passage de la matrice Y vers Z :
[Ycs]→ [Zcs], (4.59)
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Ajout de l’inductance Ldeg sur l’accès de source du transistor en SC :
[Z ′cs] = [Zcs] +
[
jωLdeg jωLdeg
jωLdeg jωLdeg
]
, (4.60)
Passage de la matrice Z vers Y :
[Z ′cs]→ [Y ′cs], (4.61)
Y ′cs =
1
T
[
1
Ycs2
+ jωLdeg −jωLdeg
YcsT
Ycs1Ycs2
− jωLdeg 1Ycs1 + jωLdeg
]
, (4.62)
où
T =
1
Ycs1Ycs2
+ jωLdeg(
YcsT
Ycs1Ycs2
+
1
Ycs1
+
1
Ycs2
). (4.63)
La transconductance gm1 devient alors :
g′m1 =
YcsT
1 + jωLdeg(Ycs1 + Ycs2 + YcsT )
(4.64)
Dans le cas où ω << 1Rgs1Cgs1 , l’équation 4.64 peut être simplifiée :
g′m1 =
gm1
1 + jωLdeg(gd1 + gm1) + (jω)2(Cgs1 + Cds1)
(4.65)
=
gm1
1 + j2σ ωω0 + (j
ω
ω0
)2
, (4.66)
Le g′m1 présente une structure passe bas du 2er ordre. avec la pulsation de coupure :
ω0 =
1√
Ldeg(Cds1 + Cgs1)
, (4.67)
le facteur d’amortissement
σ =
(gd1 + gm1)
2
√
Ldeg
Cds1 + Cgs1
. (4.68)
Nous extrayons la tranconductance de la structure cascode et le facteur de stabilité de l’amplificateur en
fonction de l’inductance Ldeg. La valeur de Ldeg varie de 0nH à 0,4nH. Le résultat est montré Fig. 4.21.
|g
m
| (
S
)
Fréquence (GHz)
Ldeg (nH)
0,3
0,2
0,1
sans Ldeg
Fréquence (GHz)
K
Ldeg=0nH
Ldeg=0,4nH
FIGURE 4.21 – Tranconductance de la structure cascode et facteur de stabilité de l’amplificateur en
fonction de Ldeg
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Dans la bande passante de l’amplificateur, à l’inverse de Lsd, Ldeg conduit à une diminution
de la transconductance et donc une dégradation du gain. De plus, elle n’améliore pas la stabilité de
l’amplificateur aux hautes fréquences. Par conséquent, cette approche ne répond pas à notre besoin.
c) Stabilisation avec ajout d’un circuit C0L0 en série sur l’accès de grille du transistor GC
(a) (b)
L0
C0
[Ycg] [Y'cg]
Ycg1
Ycg3
Ycg2 YcgT V1
V1
S D
G
Ycg1
Ycg3
 YcgT V1
V1 Ycg2
Zcl
FIGURE 4.22 – Transistor en grille commune a) ajout d’un circuit C0L0 en série sur la grille
Nous supposons que le schéma équivalent petit signal du transistor en grille commune est un quadri-
pôle en pi (cf.Fig.4.22.a).
Le formalisme admittance Ycg du transistor en grille commune s’exprime :
Ycg =
[
Ycg1 + Ycg3 −Ycg3
YcgT − Ycg3 Ycg2 + Ycg3
]
, (4.69)
avec
Ycg1 = Ycs1 + YcsT =
gm2
1 + jRgs2Cgs2
+
1
Rgs2 +
1
jωCgs2
, (4.70)
Ycg2 = Ycs3 = jωCgd2, (4.71)
Ycg3 = Ycs2 = jωCds2 + gd2, (4.72)
YcgT = −YcsT = −gm2
1 + jRgs2Cgs2
, (4.73)
où gd2 = 1Rds2 .
Passage de la matrice Y vers Z :
[Ycg]→ [Zcg], (4.74)
Ajout du circuit C0L0 :
[Z ′cg] = [Zcg] + Zcl
[
1 1
1 1
]
, (4.75)
Passage de la matrice Z vers Y :
[Z ′cg]→ [Y ′cg], (4.76)
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Y ′cg =
Ycg3
1 + Zcl(YcgT + Ycg1)
[
1 + Zcl(YcgT + Ycg1) +
Ycg1
Ycg3
−1− Zcl(YcgT + Ycg1)
−1− Zcl(YcgT + Ycg1) + YcgTYcg3 1 + Zcl(YcgT + Ycg1)
]
, (4.77)
La transconductance gm2 devient alors :
g′m2 =
YcgT
1 + Zcl(YcgT + Ycg1)
(4.78)
Dans le cas où ω << 1Rgs1Cgs1 et Cgs << C0, l’équation 4.78 peut être simplifiée :
g′m2 =
−gm2
1 + (jω)2L0Cgs
(4.79)
=
−gm2
1 + (j ωω0 )
2
. (4.80)
On remarque que le g′m2 présente une structure passe bas avec la pulsation de coupure ω0 =
1√
L0Cgs
.
La transconductance de la configuration cascode deviens alors :
gm = gm1
gd2 + g
′
m2
gd2 + g
′
m2 + gd1
(4.81)
Le gd1 et le gd1 sont négligeable devant g′m2. La transconductance de la configuration cascode est
donc fixée par la transconductance du transistor en source commune. Le circuit C0L0 affecte alors très
légèrement la transconductance de la cellule. De même, une légère modification de la taille du transistor
en grille commune influence peu la transconductance de la cellule. Cependant, cela change la dépendance
fréquentielle de l’admittance de sortie de la cellule. Cela permet donc de faciliter la stabilisation de
l’amplificateur.
La Fig.4.23 montre l’évaluation du paramètre S21 et du facteur de stabilité de l’amplificateur en
fonction du circuit C0L0 et la taille du transistor en grille commune Q2.
Fréquence (GHz)
S
21
 (d
B
)
Fréquence (GHz)
K
Sans amélioration
Avec C0=2pF,
         L0=0,17nH,
         Q2 : 3x40μm
FIGURE 4.23 – S21 et K de l’amplificateur en fonction de C0L0 et la taille du transistor en grille com-
mune Q2
Nous constatons que le paramètre S21 reste quasi invariant sur la bande de fréquences étudiée. Nous
constatons également qu’en choisissant correctement C0 (2pF), L0 (0,17nH) et la taille du transistor en
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grille commune (3 × 40µm), nous améliorons considérablement la stabilité aux hautes fréquences de
l’amplificateur.
La stabilisation avec le circuitC0L0 en série sur l’accès de grille du transistor et la légère modification
de la taille du transistor en grille commune est la solution la plus avantageuse. Nous retenons donc cette
approche.
La Fig.4.24 présente l’amplificateur avec le circuit de stabilisation et l’inductanceLsd. Une résistance
R0 en parallèle avec le circuit C0L0 est mise en place pour assurer la polarisation du circuit.
Ld/2 Ld/2LdLdLd
Lg/2 Lg/2
LgLgLg
vd
vg
v2
Id
L1
L2
LsdL0 C0
C1 Cadd
C2
Rg
Rd
Q1
Q2 R0
FIGURE 4.24 – Amplificateur avec le circuit de stabilisation
4.1.3.4 Amélioration du facteur de bruit
L’expression du facteur de bruit NF s’écrit :
NF = 10log
(
1 +
Zgnω
2Cgs
2R
3gm
+
4P
ngmZg
)
. (4.82)
Eq.4.82 montre que l’amélioration du facteur de bruit se peut faire via la charge Zg. Dans cette partie,
nous choisissons donc la valeur de Zg afin d’obtenir de bonnes performances en terme de bruit.
La Fig.4.25 illustre l’influences de Zg sur les paramètre S11, S21 et sur le facteur de bruit de l’am-
plificateur. La valeur de Zg varie de 50Ω à 110 Ω avec un pas de 20Ω. On fixe également l’impédance
caractéristique de la ligne de grille Z0g = Zg.
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Zg=Z0g=50 Ohm
Zg=Z0g=70 Ohm:
S
21
 (d
B
)
Fréquence (GHz)
Zg=Z0g=100 Ohm
Zg=Z0g=50 Ohm
S
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 (d
B
)
Fréquence (GHz)
Zg=Z0g=110 Ohm
Zg=Z0g=50 Ohm
FIGURE 4.25 – Influences de Zg sur les performances de l’amplificateur
On montre que le Zg = Z0g = 70Ω, d’une part, donne le meilleur facteur de bruit sur la plage de
fréquence étudiée tout en gardant une bonne adaptation en entrée, d’autre part cela améliore le gain de
l’amplificateur (rappel : gain = n2
gm
2Z0dZ0g
4
). Nous retenons donc cette solution.
4.1.3.5 Topologie finale
Nous présentons la topologie finale de l’amplificateur Fig. 4.26. Nous remplaçons tous les éléments
idéaux de l’amplificateur par des composants de la fonderie TriQuint. Les résistances et les capacités
sont réalisés respectivement par des résistances de type NiCr et des capacités MIM. Les inductances L0
et Lsd sont réalisées à partir des tronçons de ligne micro-ruban. La réalisation des lignes de drain et
de grille peut se faire à partir soit de tronçons de lignes micro-ruban, soit d’inductances rectangulaires
MRIND. Nous avons choisi de réaliser la ligne de drain à partir de ligne micro-ruban et la ligne de grille
par des inductances MRIND.
Néanmoins, les pertes introduites par les composants de la fonderie TriQuint détériorent les perfor-
mances de de l’amplificateur. Afin d’obtenir un gain plat de 18dB et un facteur de bruit inférieur à 3, 5dB
sur une large bande (0,8-11GHz), nous varions légèrement les polarisations et les valeurs des composants
de l’amplificateur.
Nous présentons les tensions de polarisation pour les deux transistors dans Tab. 4.3.
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Q2 R0
FIGURE 4.26 – Schéma de l’amplificateur (lignes d’interconnexion ne sont pas représentées)
TABLE 4.3 – Polarisation pour les deux transistors en PFHG
Mode haute performance (PFHG)
Polarisation Vd Vg V2
1,8V -0,7V 0,3V
Transistor Vds Vgs Ids
( V ) (V ) (mA)
Q1 (4× 40µm) 0,96 -0,7 6,2
Q2 (3× 40µm) 0,83 -0,62 6,2
Le Tab. 4.4 présente les valeurs des composants de l’amplificateur.
TABLE 4.4 – Valeurs des composants de l’amplificateur
Lsd R0 C0 L0
0,14 nH 1KΩ 2pF 0,1nH
Caractéristiques des lignes
Les schémas équivalents simplifiés de de la ligne micro-ruban et de l’inductance MRIND sont mon-
trés Fig. 4.27 [Tri 2011]. Pour la ligne micro-ruban, on considère un tronçon de longueur petite par
rapport à la longueur d’onde du signal.
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1/2 C 1/2 C
LR
FIGURE 4.27 – Circuit équivalent de la ligne micro-ruban et de l’inductance MRIND [Tri 2011]
Dans la Fig. 4.27, C est la capacité parasite, R est la résistance parasite et L est l’inductance. Avec
C, R et L associés à Cmr, Rmr et Lmr pour la ligne micro-ruban et à CMRIND, RMRIND et LMRIND
pour l’inductance MRIND. Ces éléments de circuit équivalent sont déterminés par les paramètres géo-
métriques de la ligne micro-ruban (cf.Fig. 4.28 a)) et de l’inductance MRIND (cf.Fig. 4.28 b)).
la ligne micro-ruban

la largeur de ligne Wmicro−ruban,
la longueur de ligne Lmicro−ruban.
l’inductance MRIND

la largeur de ligne WMRIND,
la distance entre les lignes S,
le nombre de tour nMRIND,
la longueur horizontale Lh,
la longueur verticale Lv.
Lmicro-ruban
Wmicro-ruban
WMIND
S
Lv
Lh
(a) (b)
FIGURE 4.28 – Ligne micro-ruban (a) et inductance MRIND (b)
Nous fixons Wmicro−ruban = 11µm pour respecter la contrainte DC. Nous déterminons les autres
paramètres géométriques afin d’obtenir les bonnes caractéristiques des lignes.
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Sous hypothèse que les lignes sont sans pertes, leurs impédances caractéristiques, leurs fréquences
de coupure et leurs vitesses de phase correspondent aux valeurs :
Z ′0d =
√
Lmr
Cs + Cmr + Cadd
, (4.83)
Z ′0g =
√
LMRIND
Ce + CMRIND
, (4.84)
fcd =
1
pi
√
Lmr(Cs + Cmr + Cadd)
, (4.85)
fcg =
1
pi
√
LMRIND(Ce + CMRIND)
, (4.86)
Vϕd =
1√
Lmr(Cs + Cmr + Cadd)
, (4.87)
Vϕg =
1√
LMRIND(Ce + CMRIND)
. (4.88)
Les paramètres des éléments doivent satisfaire :
• pour la ligne de grille :
– fréquence de coupure fcg > 1, 22∆f (cf.section.3.4.3), donc fcg > 13, 1GHz.
– impédance caractéristique Z ′0g proche de 70Ω afin d’optimiser le facteur de bruit.
• pour la ligne de drain :
– fréquence de coupure fcd > 13, 1GHz,
– égalité des vitesses de phase Vφd = Vφg ,
– impédance caractéristique Z ′0d proche de 50Ω.
Les valeurs des éléments des lignes de grille et de drain sont montrées Tab.4.5.
TABLE 4.5 – Valeurs des éléments des lignes de grille et de drain (Q : facteur de qualité)
LMRIND Ce CMRIND RMRIND Lmr Cs Cmr Rmr Cadd QMRIND Qmr
(nH) (fF) (fF) (Ω) (nH) (fF) (fF) (Ω) (fF)
1,4 150 70 2,5 1,0 45 230 1,7 32 206 510
Les valeurs des paramètres caractéristiques des lignes sont déterminées à partir des équations 4.83-
4.88 (cf. Tab. 4.6).
TABLE 4.6 – Valeurs des paramètres caractéristiques des lignes
Z ′0d Z
′
0g fcd fcg Vϕd Vϕg
(Ω) (Ω) (GHz) (GHz) (ms−1) (ms−1)
57 79 18 18 5, 7e10 5, 7e10
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On constate que l’égalité des vitesses de phase est garantie. Les fréquences de coupures sont su-
périeures à la bande passante de l’amplificateur. La valeurs de Z ′0d et Z
′
0g sont respectivement 57Ω et
79Ω. Elles sont légèrement supérieures à 50Ω et 70Ω afin de remonter le gain (gain proportionnelle à
Z0d × Z0g, donc une augmentation de 2dB de gain) sans augmenter la consommation. Il en résulte une
désadaptation d’entrée acceptable.
Performances simulées pour le mode haute performance
Nous montrons les performances simulées pour le mode haute performance (PFHG) Fig. 4.29.
Fréquence (GHz)
S
 (d
B
)
S21
S11
S22
Fréquence (GHz)
N
F 
(d
B
)
FIGURE 4.29 – Performances simulées pour le mode haute performance
L’amplificateur présente un gain de 18, 8 ± 0, 5dB et un facteur de bruit de 1, 1 − 3, 2dB, avec une
consommation de 54, 5mW (1, 8V ).
4.2 Modes de fonctionnement de l’amplificateur
4.2.1 Modes de fonctionnement
Nous proposons deux modes de fonctionnement pour notre amplificateur. Le passage du mode haute
performance au mode basse consommation se fait via une variation des conditions de polarisation. La
Fig. 4.30 montre les points de polarisation idéaux des transistors pour les deux modes.
Avec :
• mode basse consommation : le point A,
• mode haute performance :
– le point B : Point de fonctionnement haut gain (PFHG),
– le point C : Point de fonctionnement haut gain haute linéarité (PFHGHL).
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Id(A)
Vdsmin Vdsmax Vds(v)
Vgs=-Vp
Vgs=Vφ
A
B
c
FIGURE 4.30 – Points de polarisation idéaux pour A :mode basse consommation, B : PFHG, C : PFHGHL
Pour passer du point B au point A, on diminue Vg. Cela impose une diminution des tensions Vgs1 et
Vgs2 (cf.Eqs.4.38-4.39). Afin de diminuer également les tension Vds1 et Vds2, on ajuste respectivement
les polarisations V2 et Vd (cf.Eqs.4.41-4.41). Pour réaliser le fonctionnement PFHGHL (point C), on
polarise les transistors vers le milieu de la zone saturée.
La réalisation du passage entre les modes nécessite une gestion indépendante des performances et
des conditions d’adaptations entrée/sortie. Sachant que les performances de l’amplificateur dépendent de
la transconductance de la cellule élémentaire, les conditions d’adaptations entrée/sortie sont déterminées
par les capacités d’entrée/sortie de la cellule élémentaire.
Nous faisons une étude sur l’évolution des éléments intrinsèques des cellules élémentaires en fonc-
tion des polarisations Vd , Vg et V2 à 6GHz. (cf.Fig. 4.31 et Fig. 4.32).
Dans un premier temps, nous faisons varier Vd de 1V à 8V pour Vg = −0, 7V et V2 = 0V fixe.
Selon Eq.4.41-Eq.4.41, la variation du Vd impose la même variation du Vds2 et le Vds1 reste invariant.
On rappel que la transconductance de la cellule gm est prédominée par le transistor en source commune
(Q1). Vds2 influence donc peu le gm. Puis nous faisons varier Vg de -0,8V à -0,5V en fixant Vd = 2V et
V2 = 0V . Enfin, nous faisons varier V2 de -0,2V à 0,8V pour Vd = 2V et Vg = −0, 7V . La tension V2
influence la tension Vds1(cf.Eq.4.41), donc la transconductance de la cellule.
Nous constatons que la transconductance de la cellule varie peu avec la polarisation de drain Vd,
elle augmente légèrement avec la tension V2 et augmente plus vite avec la polarisation de grille Vg. Les
capacités entrée/sortie restent invariantes avec Vd et varient très légèrement avec Vg et V2. Par conséquent,
la structure distribuée n’a pas besoin d’être ajustée lors du changement de mode de fonctionnement.
Afin de confirmer l’étude effectuée, nous traçons les performances de l’amplificateur en fonction de
Vd, Vg et V2(cf.Fig. 4.35-4.36).
Nous constatons que :
1. les paramètres S11 et S22 varient légèrement avec les polarisations. Ceci est dû au fait que les
capacités d’entrée et de sortie de la cellule ne varient pas significativement avec les polarisations.
2. le paramètre S21 augmente proportionnellement avec Vg, légèrement avec V2 et très peu avec Vd.
Nous démontrons donc la variation du paramètre S21 est imposée par la variation de la transcon-
ductance de la cellule.
Les deux conditions pour réaliser un gain ajustable contrôlé par les conditions de polarisation, sont
donc réunies. D’autre part, le facteur de bruit est toujours inférieur à 3,5dB. Cela garantie une bonne
performance en bruit pour les deux modes de fonctionnement.
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FIGURE 4.31 – Éléments intrinsèques des cellules élémentaires en fonction de Vd à 6GHz
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FIGURE 4.32 – Éléments intrinsèques des cellules élémentaires en fonction de Vg à 6GHz
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FIGURE 4.33 – Éléments intrinsèques des cellules élémentaires en fonction de V2 à 6GHz
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FIGURE 4.34 – Éléments intrinsèques des cellules élémentaires en fonction de V2 à 6GHz
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NF (dB)S21 (dB)
S22 (dB) S11 (dB)
Fréquence (GHz) Fréquence (GHz)
Fréquence (GHz) Fréquence (GHz)
Vg=-0,7V, V2=0V,
Vd varie de 1V à 8V.
Vd=1V
Vd=1VVd=1V
Vd=1V
FIGURE 4.35 – Performances en fonction de Vd
NF (dB)S21 (dB)
S22 (dB) S11 (dB)
Fréquence (GHz) Fréquence (GHz)
Fréquence (GHz) Fréquence (GHz)
Fréquence (GHz) Fréquence (GHz)
V2 
-0,2V
0,8V
Vg=-0,7V, Vd=2V,
V2 varie de -0,2V à 0,8V
FIGURE 4.36 – Performances en fonction de V2
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NF (dB)S21 (dB)
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Fréquence (GHz) Fréquence (GHz)
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Vg 
-0,8V
-0,5V
Vg=-0,7V, V2=0V,
Vg varie de -0,5V à -0,8V
Vg 
-0,5V
-0,8V
Vg 
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-0,8V
FIGURE 4.37 – Performances en fonction de Vg
4.2.2 Présentation des résultats de simulation
Dans cette partie, nous présentons les résultats simulés pour les deux modes de fonctionnement, mais
au préalable, il est nécessaire de valider la stabilité globale du dispositif. Pour cela, nous avons effectué
une analyse de la stabilité intrinsèque (analyse STAN [Anakabe 2010]). L’analyse STAN propose une
technique d’analyse de la stabilité de circuits micro-ondes, valable pour les régimes petits signaux et
grands signaux. Cette technique est capable de détecter et déterminer la nature des oscillations.
Afin d’atteindre une haute précision dans la modélisation des structures micro-ondes, nous devons
prendre en compte l’influence des couplages parasites entre les lignes. En conséquence, nous avons
effectué une analyse EM avec le logiciel Momentum des lignes de drain et de grille.
La Fig. 4.38 illustre les performances de l’amplificateur.
Nous avons une bonne adaptation entrée/sortie avec S11 et S22 inférieurs à -10dB pour les deux
modes.
Un gain de 18,8±0,5dB et un facteur de bruit de 1,1dB à 3,2dB sont obtenus pour un fonction-
nement haute performance (PFHG). En augmentant l’alimentation (Vd et V2), le même niveau de gain
(19,3±0,5dB) et de facteur de bruit sont obtenus avec une linéarité améliorée (PFHGHL).
Nous réalisons également un mode basse consommation. Son gain est de 12,2±0,5dB avec un facteur
de bruit de 1,4dB à 3,5dB.
Le Tab. 4.7 affiche les polarisations pour les deux modes. Nous présentons également les tensions de
polarisation pour les deux transistors (cf.Tab. 4.8).
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FIGURE 4.38 – Performances de notre amplificateur
TABLE 4.7 – Polarisation pour les différents modes de fonctionnement
Mode Vd Id Vg V2
(V ) (mA) (V ) (V )
PFHG 1,8 36,7 -0,7 0,3
PFHGHL 4,0 43,9 -0,7 1,0
Basse consommation 1,0 10,0 -0,8 -0,18
TABLE 4.8 – Polarisation pour les deux transistors
Transistor Vds Vgs Ids
( V ) (V ) (mA)
PFHG
Q1 0,96 -0,7 6,2
Q2 0,83 -0,62 6,2
PFHGHL
Q1 1,68 -0,7 7,27
Q2 2,32 -0,68 7,27
Basse consommation
Q1 0,59 -0,8 1,7
Q2 0,41 -0,77 1,7
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Les performances correspondent à notre cahier des charges. Le Tab. 4.9 montre un rappel des perfor-
mances principales.
TABLE 4.9 – Performances pour les différents modes de fonctionnement
Mode Gain Facteur de bruit Consommation
(dB) (dB) (mw)
PFHG 18,8± 0,5 1,1-3,2 54,5
PFHGHL 19,3± 0,5 1,1-3,2 175,6
Basse consommation 12,2±0,5 1,4-3,5 10,0
On mesure la linéarité de notre amplificateur distribué grâce aux paramètres OIP3 et OP1dB . La
Fig. 4.39 donne un exemple de mesure. L’amplificateur est en mode haute performance (PFHG). Il est
excité par un signal composé de deux sinusoïdes de fréquences respectivement 5GHz et 5,1GHz.
OP1dB est obtenue comme le point pour lequel la puissance de sortie Ps(5, 1GHz) est de 1dB infé-
rieur à la puissance théorique idéale spécifiée par la zone linéaire. OIP3 (∆f = 0, 1GHz) se détermine
à partir de mesure des puissances Ps(5, 1GHz) et Ps(5, 2GHz) correspondant à la même puissance
d’entrée Pe1 dans la zone linéaire :
OIP3 =
|Ps1 − Ps2|
2
+ Ps1. (4.89)
La Fig. 4.40 montre les valeurs de OIP3 et OP1dB en fonction de la fréquence.
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FIGURE 4.39 – Exemple de mesure de la linéarité de l’amplificateur
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FIGURE 4.40 – Linéarité de l’amplificateur pour les deux modes
On obtient le meilleur OIP3 (égal à 25,9 dBm @2GHz) et le meilleur OP1dB (égale à 12,4dBm
@2GHz) pour le mode haute performance.
4.2.2.1 Le temps de groupe
Dans cette partie, nous étudions le temps de groupe τg. Pour une transmission sans distorsion, τg doit
être constant. La Fig. 4.41 trace τg en fonction de la fréquence pour les deux modes.
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FIGURE 4.41 – Le temps de groupe pour les deux modes
Nous constatons que τg de notre amplificateur a une valeur quasi constante autour de 100ps avec une
légère variation de ±25ps (1,3-10GHz).
4.2.2.2 Analyse de la sensibilité vis à vis des dispersions technologiques
Nous faisons une étude de la sensibilité des performances de l’amplificateur vis à vis des disper-
sions technologiques. Cette étude est basée sur l’analyse statistique de Monte Carlo [Manno 1999],
[Metropolis 1949]. Cette dernière consiste à faire varier les éléments susceptibles d’évoluer avec le pro-
cessus de fabrication.
Dans notre cas, les performances à étudier sont les paramètres (S), le facteur de bruit NF et le temps
de groupe τg de notre amplificateur.
Les éléments statistiques de l’analyse de Monte Carlo et leur plages de variation associées sont fixés
à :
– ±15% pour l’épaisseur du substrat,
– ±10% pour la valeur des résistances,
– ±15% pour la valeur des capacités.
La Fig. 4.42 montre que :
– les coefficient de réflexion entrée/sortie sont inférieur à −10dB,
– un gain de 19dB avec une variation inférieur à ±0, 7dB (2,2GHz-11GHz),
– un facteur de bruit inférieur à 3, 5dB,
– un temps de groupe quasi constant qui est inférieure à 0, 15ns.
L’amplificateur présente une bonne robustesse vis à vis des dispersions technologiques. Ainsi un bon
fonctionnement de l’amplificateur est assuré.
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FIGURE 4.42 – Analyse de la sensibilité sur les paramètres (S), le facteur de bruit et le temps de groupe
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4.3 Réalisation du circuit et mesures des performances
L’amplificateur est réalisé à la fonderie de TriQuint en utilisant un substrat GaAs d’épaisseur 85µm
et des pHEMT de longueur de grille 0,15 µm. Notre puce a une taille de 2× 1, 5mm2.
Nous présentons le dessin du masque de notre amplificateur (cf.Fig. 4.43) et la photographie de
l’amplificateur distribué conçu (cf.Fig. 4.44).
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FIGURE 4.43 – Layout de notre amplificateur
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FIGURE 4.44 – Photographie de l’amplificateur distribué conçu
Après sa réalisation, l’amplificateur distribué faible bruit est mesuré afin d’observer ses performances
RF pour les deux modes de fonctionnement. Les mesures ont été effectuées au laboratoire IMS de Bor-
deaux.
4.3.1 Présentation des performances mesurées
Les performances de l’amplificateur sont mesurées à l’aide d’une station sous pointes. Nous avons
effectué des mesures sur 3 échantillons. Les polarisations et les résultats de mesure sont présentés dans
Annexe. E.
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Les Fig. 4.45 et Fig. 4.46 montrent les paramètres S mesurés de 0,8 GHz jusqu’à 20 GHz, compa-
rés à ceux de la simulation. Les alimentations DC sont ajustées afin d’avoir les mêmes conditions de
polarisation que lors de la simulation.
L’amplificateur est polarisé respectivement :
• en mode haute performance (PFHG) :
– simulé : [Vd = 1, 8V , V2 = 0, 3V , Vg = −0, 7V , Id = 37mA],
– mesuré : [Vd = 1, 8V , V2 = 0, 73V , Vg = −0, 55V , Id = 37mA] (échantillon 3 mesure d).
• en mode basse consommation :
– simulé : [Vd = 1, 0V , V2 = −0, 18V , Vg = −0, 8V , Id = 10mA],
– mesuré : [Vd = 1, 0V , V2 = 0, 29V , Vg = −0, 66V , Id = 10mA] (échantillon 3 mesure h).
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FIGURE 4.45 – Paramètres S pour le mode haute performance
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FIGURE 4.46 – Paramètres S pour le mode basse consommation
Pour les deux modes de fonctionnement, nous observons que sur la bande passante (0,8-11GHz) :
1) Les coefficients de réflection en entrée et en sortie mesurés sont satisfaisants : S11 et S22 restent
inférieur à -10dB.
2) Le paramètre S12 mesuré a une valeur maximum de -25dB. Cela garantie une bonne isolation.
3) Le paramètre S21 présente une bonne platitude avec un écart d’environ 3dB entre les résultats
simulés et mesurés.
Le facteur de bruit pour les deux modes de fonctionnement est mesuré par FSUP · Signal Source
Analyzer (20Hz-26,5GHz). La Fig. 4.47 présente le facteur de bruit simulé et mesuré de 0,8 GHz jusqu’à
11 GHz.
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FIGURE 4.47 – Facteur de bruit pour les deux modes.
Nous constatons une bonne correspondance entre le NF simulé et le NF mesuré. Nous avons un NF
mesuré 2-4,8 dB pour le mode basse consommation et 1,12-5,4 dB pour le mode haute performance.
Le Tab. 4.10 résume les résultats de mesure pour le mode haute performance (HP) et le mode basse
consommation (BC).
TABLE 4.10 – Résultats de mesure pour les deux modes de fonctionnement, la valeur entre parenthèse se
réfère à la performance attendue
Mode Gain(max) NF Consommation
(dB) (dB) (mw)
Mode HP 15,7 (18) 1,12-5,4 66,6
BC 10,5 (10) 2-4,8 10,0 (moins 50% par rapport celle de mode HP)
Nous constatons que pour le mode basse consommation, les performances ciblées sont atteintes.
Cependant, pour le mode haute performance, le gain n’est pas suffisant. Afin de remonter le gain, il faut
trouver les causes de l’écart entre le gain simulé et mesuré. Dans la partie suivante, nous rechercherons
les causes.
4.3.2 Erreurs de mesure et calcul d’incertitude
4.3.2.1 Erreurs de mesure
En sciences expérimentales, il n’existe pas de mesures exactes. Autrement dit, une mesure présente
des imperfections qui occasionnent une erreur pour le résultat.
Une erreur de mesure généralement comporte deux parties :
– erreur systématique, se produisant à partir d’un effet reconnu d’une grandeur d’influence. Elle peut
être minimisée par l’application d’une correction.
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– erreur aléatoire, provenant des variations non prévisibles. Elle peut être réduite en augmentant le
nombre d’observations.
Les erreurs systématiques sont souvent due au :
• la mauvais étalonnage d’un appareil,
• le vieillissement des composants
• la dispersion technologique.
Les erreurs aléatoires sont souvent produites par :
• l’opérateur,
• l’impureté du circuit et les éléments parasites du circuit d’alimentation,
• les fluctuations des paramètres physiques de l’environnement (température, pression, humidité de
l’aire...),
Dans notre cas, nous avons effectué de nombreuses mesures tout en vérifiant la bonne qualité de
l’étalonnage. Les erreurs proviennent donc principalement de la dispersion technologique.
Afin d’évaluer correctement les erreurs venant de la dispersion technologique, qui se produisent lors
des mesures, il nécessaire de calculer l’incertitude.
4.3.2.2 Calcul d’incertitude de gm
Dans le but de trouver les raisons des différences entre les résultats de simulation et les résultats
de mesure de notre circuit, nous faisons un calcul d’incertitude sur le paramètre gm liés au gain de
l’amplificateur.
Pour un transistor en source commune, la transconductance gm1 et l’incertitude de gm1 s’expriment
comme suit :
gm1 =
2IDSS1(1 + Vgs1/Vp1)
Vp1
(4.90)
∆gm1
gm1
=
√(
∆IDSS1
IDSS1
)2
+
(
∆Vp1
Vp1
1 + 2Vgs1/Vp1
1 + Vgs1/Vp1
)2
(4.91)
La transconductance gm pour la structure cascode est égale à :
gm = gm1
gd2 + gm2
gd2 + gm2 + gd1
(4.92)
Le gm est prédominé par gm1. L’incertitude sur gm2 n’intervient donc peu. Nous obtenons alors la même
incertitude pour gm et gm1.
∆gm
gm
=
∆gm1
gm1
(4.93)
Selon la documentation technique de la fonderie TriQuint, les incertitudes relatives de courant IDSS1
et de tension Vp1 sont respectivement de 41% et de 25%. Pour le mode haute performance Vgs1 = −0, 7V
et Vp = 0, 89V (cf Fig. 3.12). Nous avons alors :
∆gm
gm
= 76, 9%. (4.94)
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Cela impose une variation de S21 (dB) de 4,3dB à 23dB (S21 proportionnel à gm). Si l’on se place
dans le pire cas, on peut avoir une différence importante entre les résultats de simulation et de mesure.
Cette différence peut être minimisée par un choix correct du rapport Vgs1/Vp1 qui minimise le facteur∣∣∣∣1 + 2Vgs1/Vp11 + Vgs1/Vp1
∣∣∣∣ (cf.Eq.4.91).
4.3.3 Rétro-simulations
L’objectif des rétro-simulations est de retrouver les performances attendues de notre l’amplificateur
en minimisant l’écart entre des résultats simulés et mesurés.
Pour le mode basse consommation, la consommation est le critère le plus important. Afin de garder
la même consommation simulée et mesurée, nous ne faisons pas de modifications pour ce mode.
Pour le mode haute performance, nous cherchons un gain autour de 18dB et un bruit le plus faible
possible. Pour cela, nous avons fait varier légèrement les points de polarisation.
Les Fig. 4.48 et Fig. 4.49 montrent les résultats de mesure comparés avec les résultats de rétro-
simulation pour le mode haute performance. Où [Vd = 1, 72V , Vg = −0, 44V , V2 = 0, 5V , Id = 68mA]
(échantillon 3, mesure a). Nous avons alors Vgs1 = −0, 44V et Vp = 0, 9V (cf Fig. 3.12). D’où le facteur∣∣∣∣1 + 2Vgs1/Vp11 + Vgs1/Vp1
∣∣∣∣ = 0, 04. L’incertitude relative de la transconductance est de :
∆gm
gm
= 41% (4.95)
L’incertitude du paramètre S21 est donc largement réduite.
Nous retrouvons un gain autour de 18dB avec un minimum de facteur de bruit égale à 1,09dB. Le
Tab. 4.11 montre les paramètres S et le facteur de bruit mesurés pour les deux modes de fonctionnement.
TABLE 4.11 – Résultats de mesure pour les deux modes de fonctionnement
Mode Gain(max) NF Consommation (ID)
(dB) (dB) (mw)
Mode HP 17,4 1,09-5,2 116,9 (37mA)
BC 10,5 2-4,8 10,0 (10mA)
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FIGURE 4.48 – Paramètres S rétro-simulés et mesurés pour le mode haute performance
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FIGURE 4.49 – Paramètres S rétro-simulés et mesurés pour le mode haute performance
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L’amplificateur a une bonne adaptation en entrée et en sortie sur toute la bande et il est incondition-
nellement stable. En mode haute performance, le gain est autour de 18dB avec un minimum de NF égal
à 1,09dB ce qui est comparable à l’état de l’art. En mode basse consommation, nous avons obtenu une
réduction de la consommation de 90% par rapport au mode haute performance.
4.4 Conclusion
Tout d’abord, nous avons présenté et comparé plusieurs configurations d’amplificateur distribué dans
ce chapître. Le montage cascode comme cellule élémentaire est retenu pour ses nombreux avantages, il
permet :
– une large bande passante,
– un faible dégradation du gain,
– une bonne platitude de gain,
– un gain élevé aux hautes fréquences.
Cependant, la configuration cascode peut provoquer des risques d’instabilité de l’amplificateur. Nous
avons en conséquence effectué une étude sur les techniques de stabilisation réactive et résistive. Nous
en avons conclue qu’afin de minimiser la dissipation de puissance et le bruit additionnel, il est mieux
d’utiliser les techniques de stabilisation réactive.
Nous avons en suite chercher un dimensionnement optimal d’amplificateur distribué faible bruit.
Nous avons choisi 6 cellules élémentaire pour le meilleur compromis entre les performances, la consom-
mation et la taille du circuit. Les impédances caractéristiques des lignes sont supérieures à 50 Ω pour
obtenir un meilleur gain et la charge de ligne de grille est optimisée vis à vis du bruit.
Nous avons mis en place deux modes de fonctionnement de l’amplificateur respectivement un mode
haute performance et un mode basse consommation. Les résultats simulés de l’amplificateur ont ensuite
été vérifiés par une étude de stabilité et de sensibilité technologique liée à la fonderie TriQuint. Après
avoir obtenu les performances souhaitées et avoir validé la structure adoptée, le circuit a été réalisé et
mesuré.
Les résultats de mesure présentent des performances satisfaisantes. En mode basse consommation,
nous avons atteint une des meilleurs consommation de la littérature pour des performances similaires
aux approches les plus performantes. En mode haute performance, nous avons un des meilleurs facteur
de bruit de la littérature.
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L’objet de ce chapitre est d’étudier le fonctionnement de notre LNA dans un récepteur soumis à
des signaux complexes. Tout d’abord, différents standards de réseaux sans fil domestiques avec leurs
caractéristiques sont proposés. Puis nous présentons la topologie du récepteur ainsi qu’une définition des
paramètres qualifiant le signal numérique. Des co-simulations système/circuit permettent d’analyser les
résultats afin de qualifier l’influence des deux modes de fonctionnement du LNA sur les performances et
la consommation du récepteur. Enfin, nous pourrons en déduire une stratégie de reconfiguration du LNA
selon les différents scénarios de communication. Dans cette thèse, nous étudions spécifiquement les cas
où la puissance utile reçue est variable. La qualité de la transmission dépend alors principalement du gain
et du facteur de bruit du récepteur.
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5.1 Standards de réseaux sans fil
Notre système reconfigurable large bande permet de traiter plusieurs standards de réseaux sans fil
domestiques séparément ou simultanément. Le Tab.5.1 rappelle ces différents standards.
TABLE 5.1 – Standards de réseaux sans fil domestiques
WADSL
Bluetooth WUSB Zigbee WI-FI /Wi-mobile
/WIMAX
Standard 802.15.1 820.15.3 802.15.4 802.11 802.16
Bande 2,4-2,483 2,4-2,483 2,4-2,483
passante 2,4-2,483 3,1-10,6 0,868-0,870 5,15-5,38 2-11
(GHz) 0,902-0,928 5,725-5,825
Dans ce travail, nous étudions trois types de signaux représentatifs des réseaux sans fil domestique :
– un signal de norme Bluetooth, sa bande 2,4-2,483GHz est la bande la plus partagée,
– un signal de norme WI-FI, la plus utilisée pour les communications sans fil,
– un signal de WUSB qui a une large bande de fréquence (Ultra Wide-Band UWB). Sa bande couvre
73, 5% de la bande totale et coexiste avec plusieurs normes.
5.2 Architecture d’un récepteur homodyne
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FIGURE 5.1 – Synoptique d’un système de communication numérique
Nous présentons dans cette partie, l’architecture du récepteur traitant les trois signaux vu précé-
demment. Le récepteur retenu est de type homodyne (cf. Fig.5.1). Il est adapté à nos besoins en terme
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de gestion du multistandard et de basse consommation. En effet, la simplicité de conception et la faci-
lité d’intégration du récepteur homodyne permettent l’adaptation au multistandard. Le faible nombre de
blocs RF conduit à une basse consommation (cf.section.2.1.5).
Le rôle d’un récepteur est de traiter un signal faible reçu par une antenne. Ce signal est filtré, ampli-
fié, transposé en fréquence et enfin traité par le chaine de réception. Les blocs constituant le récepteur
homodyne sont :
– une antenne,
– un filtre RF de type passe-bande,
– un amplificateur faible bruit (LNA),
– plusieurs mélangeurs,
– une boucle à verrouillage de phase servant d’oscillateur local,
– des filtres passe bas en bande de base,
– un ou plusieurs amplificateurs à contrôle automatique du gain (CAG),
– un ou plusieurs convertisseurs analogique numérique (CAN),
– un bloc numérique permettant de traiter et démoduler les donnée.
Dans la section suivante, nous ferons un bilan de liaison. Ce bilan permet de définir les conditions de
transmission et d’estimer la qualité du signal.
5.3 Bilan de liaison
Le bilan de liaison est un outil théorique en télécommunication qui permet de déterminer principale-
ment :
– la puissance disponible reçue,
– le rapport signal sur bruit Eb/N0,
– la probabilité d’erreur binaire.
5.3.1 Puissance disponible reçue
Nous choisissons comme critère de reconfigurabilité la puissance reçue. Son expression est donné
par :
PR = PTGTGR
1
αL
1
αs
(5.1)
Avec :
• PT , la puissance émise.
• GR et GT , le gain en puissance respectivement à la réception et à l’émission.
• αL, la perte de propagation en espace libre. Elle s’exprime comme suit :
αL =
(
4pir
λ
)2
(5.2)
où
– r : distance entre l’émetteur et le récepteur.
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– λ : longueur d’onde correspondant à la fréquence du signal.
• αs, l’atténuation diverse. Elle est due aux pertes dans les antennes, aux orientations de celles-ci, à
la présence d’obstacles, aux réflexions parasites et à l’absorption du milieu de propagation. Dans
sa forme la plus simple (propagation en espace libre), αs égale à 1.
Pour prendre en compte des pertes d’antennes et des pertes par désadaptation de polarisation, αs
peut s’exprimer de la façon suivante :
αs =
1
ηtηr(1− |S11|2)(1− |S22|2)|~u~v|2 (5.3)
où
– ηt est le coefficient d’efficacité de l’antenne d’émission,
– ηr est le coefficient d’efficacité de l’antenne de réception,
– S11 est le coefficient de réflexion sur l’antenne d’émission,
– S22 est le coefficient de réflexion sur l’antenne de réception,
– |~u~v|2 présente des pertes par désadaptation de polarisation des antennes.
Dans le cas de trajets multiples, où l’onde se réfléchit sur N obstacles (murs, bâtiments, ...) lors de
sa propagation , αs peut alors s’écrire :
αs =
1∣∣∣1 +∑Nn=1 Γn rRn e−j 2piλ (Rn−r)∣∣∣2 (5.4)
où Γn est le coefficient de réflexion sur nème obstacle et Rn est la longueur du nème trajet.
Les atténuations imprévues sont des éléments très variables dépendant de nombreux facteur (struc-
ture de la maison, humidité atmosphérique, matériaux domestiques...). Il en résulte une variation
aléatoire de la puissance reçue. Cette variation aléatoire doit être prise en compte dans la stratégie
de reconfigurabilité. Ainsi le récepteur peut s’adapter à la puissance reçue instantanément.
5.3.2 Rapport signal sur bruit
Le rapport signal sur bruit Eb/N0 est un indicateur de la qualité de la transmission. Eb est la puis-
sance moyenne du signal utile à l’entrée du récepteur par bit. N0 est la puissance additionnelle du bruit
disponible. L’expression de ces 2 grandeurs s’écrit comme suit :
Eb =
PR
Db
(5.5)
N0 = kT0(F − 1) (5.6)
où
– Db : débit binaire
– k : constant de Boltzmann
– T0 : température ambiante (290 K)
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– F : facteur de bruit
Alors le rapport signal sur bruit peux s’exprimer par :
Eb
N0
=
PR
DbkT0(F − 1) (5.7)
L’indicateur Eb/N0 nous permet de déterminer la probabilité d’erreur binaire (Bit Error Rate BER)
caractérisant la qualité de la liaison.
5.3.3 Probabilité d’erreur binaire
La valeur du BER théorique dépend du rapport signal sur bruit et du type de modulation.
Pour une modulation M-QAM : Modulation d’Amplitude en Quadrature (Quadrature Amplitude
Modulation QAM), la probabilité d’erreur binaire minimum (cf.Fig.5.2) s’exprime par :
BER = 4
√
M − 1√
Mlog2(M)
·Q
√3log2(M)
M − 1
Eb
N0
 (5.8)
Avec Q(x), une fonction d’erreur complémentaire, qui s’écrit :
Q(x) =
1
2
erfc
(
x√
2
)
(5.9)
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FIGURE 5.2 – BER théorique pour différentes modulations de M-QAM
Le BER est le critère le plus utilisé pour qualifier le signal. Afin d’assurer une communication
correcte, le maximum de BER (BERMAX ) est généralement égal à 10−3 pour les signaux Blue-
tooth [Masuch 2013], [Ayers 2010][Darabi 2005] et 10−5 pour les signaux WI-FI [McFarland 2002],
[TiW 2013], [Behzad 2003] et WUSB [Aiello 2003], [Werther 2008].
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Dans cette thèse, nous fixons le BERMAX à 10−5. La connaissance de la valeur maximale du BER
va nous permettre de calculer la sensibilité du récepteur.
5.3.4 Sensibilité et dynamique
La sensibilité du récepteur et la dynamique définissent la plage de la puissance reçue.
La sensibilité d’un récepteur est la puissance reçue minimale pour satisfaire un maximum de BER
demandé. Elle dépend du débit binaire et du type de modulation.
On utilise classiquement deux définitions pour la dynamique d’un récepteur.
– Dynamique au sens des circuits. Elle correspond à l’écart entre la puissance d’entrée à 1 dB de
compression et le niveau du plancher de bruit.
– Dynamique au sens des système. On l’appelle la dynamique sans parasite (Spurious Free Dynamic
Range : SFDR). Elle est définie comme le rapport entre le niveau maximum de signal reçu tolérable
et la sensibilité.
On définie donc la puissance reçue maximale d’un récepteur qui caractérise le fonctionnement li-
néaire d’un récepteur.
– au sens des circuits : la puissance d’entrée à 1 dB de compression de gain : PRmax = IP1dB .
– au sens des système : Elle est le plus souvent définie dans le cas d’une excitation bi-porteuses
comme le niveau de signal en entrée tel que le niveau des raies d’intermodulation reste inférieur
au plancher de bruit. Ce dernier définit la puissance du bruit à l’entrée du récepteur.
Le niveau des raies d’intermodulation s’exprime de la manière suivante :
PIM3(dBm) = 3PR(dBm)− 2IIP3(dBm) (5.10)
où PR est la puissance en entrée du récepteur et IIP3 est le point d’interception d’ordre 3 du
récepteur.
La condition de niveau maximum s’écrit alors comme étant PIM3 < Plancherbruit. On peut en
déduire la puissance reçue maximale :
PRmax(dBm) =
2IIP3(dBm) + Plancherbruit(dBm)
3
, (5.11)
Dans notre cas, la puissance reçue maximale d’un récepteur est définie au sens de circuit. La Fig.5.3
montre les différentes niveaux de puissance. Le Tab.5.2 montre des exemples de sensibilité et de dyna-
mique pour des signaux différents.
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TABLE 5.2 – Sensibilité et dynamique pour des types de signaux différents
Bluetooth
BERMAX = 10
−3
ref. Sensibilité Dynamique
[Masuch 2013] -81,4dBm@1Mb/s 73,9dB@1Mb/s
[Ayers 2010] -86dBm@250Kb/s -
-75dBm@5Mb/s -
[Darabi 2005] -93dBm@2Mb/s 103dB@2Mb/s
-88dBm@11Mb/s 98dB@11Mb/s
WI-FI
BERMAX = 10
−5
-91dBm@6Mb/s 114dB@6Mb/s
[McFarland 2002] -73dBm@54Mb/s 96dB@54Mb/s
-70dBm@108Mb/s 93dB@108Mb/s
-88dBm@6Mb/s 98dB@6Mb/s
[TiW 2013] -74dBm@54Mb/s 84dB@54Mb/s
-72dBm@108Mb/s 82dB@108Mb/s
-93,7dBm@6Mb/s -
[Behzad 2003] -73,9dBm@54Mb/s -
WUSB
BERMAX = 10
−5
[Lee 2006] -80dBm@100Mb -
(BERMAX = 10−3)
[Aiello 2003] -79,3dBm@149,5Mb/s -
-81dBm@53Mb/s 50dB@53Mb/s
[Werther 2008] -71dBm@480Mb/s 50dB@@480Mb/s
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FIGURE 5.3 – Différents niveaux de puissance
Nous constatons que la sensibilité est généralement inférieure à -70dBm et la dynamique est supé-
rieure à 50dB pour les trois signaux (cf.Tab.5.2).
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Un bilan de liaison nous permet donc de déterminer la puissance reçue et la valeur de BER. Ce
dernier critère est largement utilisé comme métrique de qualification du signal. Il faut cependant com-
parer chaque bit du signal reçu avec ceux du signal émis, ce qui peut être couteux en temps de calcul
[Jeruchim 1984]. Dans la partie suivante, nous introduisons deux autres métriques de qualification : le
diagramme de constellation [Freude 2012] et le diagramme de l’œil [Freude 2012],[Li 2013].
5.4 Métriques de qualification
5.4.1 Diagramme de constellation
Le diagramme de constellation permet de suivre l’évolution de l’amplitude instantanée et de la phase
instantanée de la porteuse QAM. Elle est la représentation des symboles échantillonnées au rythme 1/Ts
(débit symbole) dans un repère I-Q pour une modulation numérique. La Fig.5.4 montre la constella-
tion pour une modulation 4-QAM idéale. Les quatre états observés correspondant aux quatre symboles
possibles.
1-1
1
-1
0
i
q
FIGURE 5.4 – Constellation 4-QAM idéale
Lors de la transmission, des distorsions du signal peuvent modifier la constellation initiale, cela est
due aux imperfections de l’émetteur, du canal de transmission et du récepteur. Les cinq illustrations de
la Fig.5.5 montrent quelques exemples de distorsions du signal.
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FIGURE 5.5 – Distortions dans la constellation 4-QAM : a) compression des symboles selon l’axe des
imaginaires ou/et réels b) déphasage parasite Φ c) bruit et interférence d) chaque point de la constellation
4-QAM est remplacé par une constellation 4-QAM qui est de plus faible amplitude.
Selon la déformation de la constellation, nous pouvons en déduire les distorsions du signal. Par
exemple, on a :
– un déséquilibre de gain (cf.Fig.5.5.a)
– un démodulation non cohérente (cf.Fig.5.5.b)
– une compression de gain (cf.Fig.5.5.c)
– un AWGN (additive white gaussien noise) et une interférence entre symboles (IES) (cf.Fig.5.5.d).
Ce dernier se produit si l’amplitude du symbole à l’instant de décision est affectée par la présence
de symboles voisins.
– un déséquilibre sélectif en fréquence (cf.Fig.5.5.e). Il est dû à la différence des réponses (gain et
phase) en fréquences des voies I et Q. Cette distorsion est d’autant plus importante que la largeur
de bande est grande [Traverso 2007].
Le diagramme de constellation permet de déduire les source d’erreurs, afin de rajuster le récepteur et
d’améliorer la qualité de transmission.
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5.4.2 Diagramme de l’œil
Le contrôle du bruit et d’interférence entre symboles peut également s’effectuer à l’aide du dia-
gramme de l’œil. Il est obtenu par superposition des différents symboles reçus en se synchronisant sur
l’horloge d’émission des bits.
La Fig. 5.6 présente une diagramme de l’œil pour une transmission binaire.
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FIGURE 5.6 – Diagramme de l’œil pour la transmission binaire
La Fig.5.6 met en évidence les paramètres du diagramme de l’œil :
– niveau logique 1 : un niveau haut
– niveau logique 0 : un niveau bas
– amplitude : une différence entre les deux niveau
– hauteur : une ouverture verticale
– largeur : une ouverture horizontale
– temps de montée de l’œil (20%-80%) : une pente de montée
– temps de descente de l’œil (20%-80%) : une pente de descente
– gigue : une fluctuation :
– l’instant d’échantillonnage : un instant où l’œil est le plus ouvert
La Fig. 5.6 montre également que les amplitudes des signaux aux niveaux logiques du diagramme de
l’œil sont régis par des variables aléatoires. Ces dernières suivent des distributions gaussiennes. Nous
notons σniveau1 (resp. σniveau0) l’écart type de la gaussienne associé au niveau haut (resp. niveau bas).
L’ouverture du diagramme de l’œil est un paramètre qui permet de caractériser le bruit ajouté au
signal et mesurer les distorsions apportées par la chaîne de transmission :
• l’ouverture verticale traduit le rapport d’énergie entre le signal original et le bruit.
• l’ouverture horizontale est liée à la facilité à synchroniser et différencier les échantillons successifs.
L’ouverture de diagramme de l’œil fournit des renseignements sur la qualité du signal reçu.
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5.4.2.1 L’ouverture du diagramme de l’œil
Dans cette partie, nous réalisons une étude sur les caractéristiques de l’ouverture du diagramme
de l’œil . Plus l’ouverture du diagramme de l’œil est grande, meilleur est la qualité du signal reçu. À
l’opposé, la fermeture du diagramme de l’œil se traduira par de nombreuses erreurs de transmission.
L’ouverture verticale du diagramme de l’œil
La fermeture verticale du diagramme de l’œil est due au bruit ajouté au signal. Elle est souvent
caractérisée par le facteur de qualité QSNR. Ce facteur se définit à partir des paramètres d’un diagramme
de l’œil :
QSNR =
Amplitude
1σniveau0 + 1σniveau1
(5.12)
Ainsi, le facteurQSNR nous permet d’estimer le BER en utilisant la relation présentée dans l’équation
5.13.
BER = 2
√
M − 1√
Mlog2(M)
erfc
(
QSNR√
2
)
(5.13)
Nous constatons que plus QSNR est grand, plus le BER est petit et la qualité du signal est meilleur.
Pour une valeur de BER = 10−5 et M=4, nous avons QSNR = 4, 25, la valeur minimale pour garantir
un fonctionnement correct du système.
L’ouverture horizontale du diagramme de l’œil
La fermeture horizontale de l’œil est due à la gigue (jitter). Dans le domaine des transmissions
numériques, la gigue est le phénomène de fluctuation d’un signal. Il est important de minimiser la valeur
de gigue parce qu’elle est source d’erreurs en sortie lors de la récupération des données notamment pour
un signal haut débit [Hancock 2004], [Solorzano 2004].
La gigue est mesurée au niveau du croisement des fronts montant et descendant, comme montré sur
la Fig.5.7.
Gigue
FIGURE 5.7 – Gigue de phrase
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On modélise les gigues par une variable aléatoire suivant une loi gaussienne. Elles sont généralement
quantifiées en utilisant 1σ (Root mean square : RMS) ou 3σ (crête à crête).
Il existe deux types de gigue : la gigue aléatoire et la gigue déterministe. La gigue aléatoire est due
au bruit dans le système. Elle est qualifiée en utilisant 1σ. La gigue déterministe est souvent due aux
défauts des éléments du système. Elle peut être la conséquence d’une forte variation de la phase du gain
(aussi appelé temps de groupe) suivant la fréquence des circuits électroniques [Claveau 2005]. La gigue
déterministe est qualifiée en utilisant 3σ. La gigue totale est une combinaison entre la gigue aléatoire et
la gigue déterministe.
Le diagramme de constellation, le diagramme de l’œil et le BER (estimé par le facteur QSNR) sont
trois métriques mesurant la qualité de la transmission. Nous les utiliserons pour observer l’influence des
deux modes de fonctionnement du LNA sur toute la chaine de réception dans les parties suivantes.
5.5 Performances système du LNA
5.5.1 Modèle simplifié du LNA
Nous réalisons un récepteur homodyne avec le logiciel ADS. Tous les blocs montrés dans la Fig.5.1
sont idéaux sauf le LNA. Ce dernier est pris en compte de façon réaliste grâce à une co-simulation
système/circuit qui permet de considérer le circuit réel.
L’amplificateur que nous avons conçu est constitué de nombreux composants complexes (micro-
ruban en forme de T, de croix, d’angle droits...). L’utilisation de ces modèles demande énormément de
temps de calcul pour la co-simulation et génère un problème de convergence, surtout pour une large
bande de fréquences. Afin de parvenir à réaliser des co-simulations large bande, nous remplaçons les
interconnexions par des lignes micro-ruban. La Fig.5.8 montre les performances du LNA réalisé et sim-
plifié. IP1dB est la puissance d’entrée du LNA à 1dB de compression de gain. Elle correspond à la
puissance reçue maximale d’un récepteur. (Dans notre cas, cette dernière est définie au sens de circuit).
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FIGURE 5.8 – Performances du LNA réalisé et simplifié
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Sur les courbes de la Fig.5.8, nous constatons que la puissance d’entrée du LNA à 1dB de com-
pression de gain présente une légère différence entre le mode basse consommation et le mode haute
performance. Nous choisissons donc d’utiliser dans les deux cas, le IP1dB du mode basse consomma-
tion comme la puissance reçue maximale du récepteur (-10dBm pour le signal Bluetooth, -12dBm pour
le signal WI-FI et -13dBm pour le signal WUSB).
On note également que le modèle du LNA simplifié a des performances très similaires au LNA
réalisé. Ce modèle est alors intégré dans le récepteur homodyne.
5.5.2 Détails de transmission des signaux
Dans le récepteur, le message binaire à transmettre est modulé par une modulation vectorielle (4-
QAM). La relation entre la période de symbole Ts et la période de bit Tb, s’exprime par :
Tb =
1
2
Ts (5.14)
La fréquence des oscillateurs locaux est choisie égale à la fréquence centrale des trois standards,
montré Tab.5.3.
Nous établissons le bilan de liaison pour les trois signaux présent dans les réseaux sans fil domestique.
Les caractéristiques des transmissions sont présentées dans Tab.5.3. Les valeurs de gains de l’antenne,
de la puissance émise et de l’atténuation sont celles des appareils du marché actuel.
TABLE 5.3 – Caractéristiques de transmission des trois signaux étudiés
Signal Bluetooth WI-FI WUSB
Bande passante (GHz) 2,4-2,4835 5,15-5,38 3,1-10,6
Fréquence centrale(GHz) 2,4416 5,27 6,85
∆ f 83,5MHz 230 MHz 7,5GHz
Db (4-QAM) 83,5Mbps 230Mbps 7,5 Gbps
r 10-20m 100m 3m-10m
Pe 4dBm 15dBm 25dBm
GT (GR) 3dBi 8dBi 3dBi
αL (max) 66dB 86dB 69dB
La distance r entre l’émetteur et le récepteur peut varier aléatoirement en fonction des déplacements
de l’utilisateur. Diverses atténuations dépendant de l’environnement (murs, humidité, température, etc)
peuvent également se produire. En conséquence la puissance PR reçue par le récepteur est très variable.
Il est donc important d’étudier la plage dans laquelle peut varier cette puissance.
Cette plage est définie à la fois par la puissance maximum accessible au récepteur PRmax et par la
puissance reçue minimum PRmin pour satisfaire la contrainte de BER demandé (BER ≤ 10−5).
La puissance minimale reçue dépend du mode de fonctionnement. La valeur de PRmin est égale à
Pbcmin pour le mode basse consommation et à Phpmin (la sensibilité du récepteur) pour le mode haute
performance.
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Ces puissances sont montrées Fig. 5.9 et leur valeurs, détaillées dans le Tab.5.4. Pbcmin et Phpmin
sont simulées à l’entrée du récepteur pour un QSNR ' 4, 25.
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FIGURE 5.9 – Plage de puissances reçues
TABLE 5.4 – Puissances reçues dans les cas différents
Signal Bluetooth WI-FI WUSB
PRmax -10dBm -12dBm -13dBm
Pbcmin -89dBm -85dBm -70dBm
Phpmin -93dBm -89dBm -73dBm
Dynamique 83dB 77dB 60dB
Nous observerons les performances du récepteur quand la puissance reçue est égale à PRmax, à
Pbcmin et à Phpmin dans la section suivante. Pour cela, nous utiliserons les trois métriques de qualification
présentées précédemment : le diagramme de constellation, le diagramme de l’œil et le BER estimé.
5.5.3 Performances du récepteur
Nous allons analyser l’influence des deux modes de fonctionnement du LNA sur les performances
du récepteur dans cette partie. Notre analyse commence par tracer les constellations 4-QAM correspon-
dantes aux différents standards.
5.5.3.1 Diagramme de constellation
En mode basse consommation
Nous considérons dans un premier temps un LNA en mode basse consommation. Nous traçons les
constellations Fig. 5.10.
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2,4-2,4835GHz (Bluetooth)
Puissance reçue: PRmax=-10dBm Puissance reçue: Pbcmin=-89dBm Puissance reçue: Phpmin=-93dBm
5,15-5,38GHz (WI-FI)
Puissance reçue: PRmax=-12dBm Puissance reçue: Pbcmin=-85dBm Puissance reçue: Phpmin=-89dBm
3,1-10,6GHz (WUSB)
Puissance reçue: PRmax=-13dBm Puissance reçue:  Pbcmin=-70dBm Puissance reçue:  Phpmin=-73dBm
FIGURE 5.10 – Constellations 4-QAM en mode basse consommation
La Fig. 5.10 montre qu’au fur et à mesure que la puissance reçue diminue, la distorsion de la constel-
lation 4-QAM causée par les bruits et les interférences s’aggrave. De plus, on constate que pour chaque
constellation 4-QAM simulée, une rotation de phase φ apparaît (φ = 6◦ pour le signal Bluetooth,
φ = 30◦ pour le signal WI-FI et φ = 4◦ pour le signal WUSB). Ce déphasage parasite est du au
déphasage du gain en puissance.
On note également que la constellation subit une distorsion pour le signal WUSB. Chaque point de
la constellation 4-QAM est remplacé par une constellation 4-QAM qui est de plus faible amplitude.
En mode haute performance
Le diagramme de constellation en mode haute performance est montré Fig. 5.11.
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5,15-5,38GHz (WI-FI)
Puissance reçue: PRmax=-12dBm Puissance reçue: Pbcmin=-85dBm Puissance reçue: Phpmin=-89dBm
3,1-10,6GHz (WUSB)
Puissance reçue: PRmax=-13dBm Puissance reçue:  Pbcmin=-70dBm Puissance reçue:  Phpmin=-73dBm
FIGURE 5.11 – Constellations 4-QAM en mode haute performance
Nous faisons des remarques similaires sur les distorsions observées sur chaque constellation aussi
bien en mode haute performance, qu’en mode basse consommation. Les rotations de phase sont respec-
tivement φ = 4◦ pour le signal Bluetooth, φ = 21◦ pour le signal WI-FI et φ = −6◦ pour le signal
WUSB. Afin de minimiser les erreurs, nous réajustons les déphasages de constellation.
On constate également que quand la puissance reçue est égale à Pbcmin ou à Phpmin , les constellations
en haute performance présentent des distorsion moins significatives par rapport à celles en mode basse
consommation.
La constellation nous fournit des informations graphiques sur la qualité de signal. Le diagramme de
l’œil peut également en produire. De plus, le facteur QSNR extrait de celui-ci permet d’estimer le BER .
Nous présentons le diagramme de l’œil et le BER estimé dans le section suivante.
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5.5.3.2 Diagramme de l’œil et BER estimé
En mode basse consommation
Les diagrammes de l’œil sont mesurés sur la voie I à la réception (Fig.5.12).
2,4-2,438GHz (Bluetooth)
Puissance reçue: -10dBm Puissance reçue: -89dBm Puissance reçue: -93dBm
Temps (ns) Temps (ns) Temps (ns)
5,15-5,38 GHz (WI-FI)
Puissance reçue: -12dBm Puissance reçue: -85dBm Puissance reçue: -89dBm
Temps (ns) Temps (ns) Temps (ns)
Temps (ps)
3,1-10,6 GHz (WUSB)
Puissance reçue: -73dBmPuissance reçue: -13dBm Puissance reçue: -70dBm
Temps (ps) Temps (ps)
FIGURE 5.12 – Diagrammes de l’œil mesurés sur la voie I à la réception pour une puissance reçue
respectivement à PRmax, Pbcmin et Phpmin en mode basse consommation
La Fig.5.12 montre que les formes des diagrammes de l’œil sont quasi symétriques. Les fronts de
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montée et de descente se croisent au point situé à la ligne médiane du diagramme. Cependant, la gigue de
phase et les variations d’amplitudes des bits aux niveaux haut et bas sont plus importantes pour le signal
WUSB que pour les autres signaux. Cela peut s’expliquer par l’imperfection de l’amplificateur conçu
sur la bande WUSB. En effet, un écart relativement important du temps de groupe (cf.Fig. 4.41) crée
une dispersion plus grande des fronts montants et descendants. La gigue de phase est donc relativement
importante. De plus, l’inégalité de gain de l’amplificateur entraine des variations d’amplitudes des bits
aux niveaux logiques. Nous constatons également que les diagrammes de l’œil sont de plus en plus
fermés au fur et à mesure de la diminution de la puissance reçue.
Le diagramme de l’œil nous permet d’extraire le facteur QSNR estimant le BER. Les tableaux
Tab. 5.5 et Tab. 5.6 présentent le QSNR et le BER estimé.
TABLE 5.5 – QSNR des diagrammes de l’œil et BER estimé pour la puissance reçue égalant à PRmax en
mode basse consommation
Signal Bluetooth WI-FI WUSB
PRmax
QSNR 10,86 12,68 20,42
BER < 10−15
Le Tab.5.5 montre que les valeurs de BER sont satisfaisantes pour une puissance reçue de PRmax.
Cette dernière est supérieure à la puissance du bruit. Nous avons donc un rapport signal sur bruit élevé.
Cela permet d’avoir des facteurs QSNR supérieurs à 10, ainsi que des BER quasiment nuls (BER<
10−15).
Le Tab.5.6 montre que les valeurs de QSNR sont moins importantes par rapport aux valeurs de la
Tab.5.5. Cela est dû à la diminution de la puissance reçue d’où une augmentation du rapport signal sur
bruit. Le BER est donc dégradé. Quand la puissance reçue est égale à Pbcmin , le système travaille dans
un cas limite (BER = 10−5) et il ne fonctionne plus quand la puissance reçue est égale à Phpmin
(BER > 10−5). Il faut donc un mode de fonctionnement plus performant pour la plage de puissances
Pbcmin < PR ≤ Phpmin, où PR est la puissance reçue.
TABLE 5.6 – QSNR des diagrammes de l’œil et BER estimés pour une puissance reçue égale à Pbcmin
ou Phpmin en mode basse consommation
Signal Bluetooth WI-FI WUSB
Pbcmin Phpmin Pbcmin Phpmin Pbcmin Phpmin
QSNR 4,328 3,644 4,21 3,29 4,30 3,9
BER ' 10−51, 3 · 10−4' 10−55 · 10−3' 10−54, 8 · 10−5
En mode haute performance
Dans cette section, nous étudions l’influence du mode haute performance sur les performances du
récepteur. Les paramètres extraits à partir des diagrammes de l’œil pour une puissance reçue égalant à
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Pbcmin et Phpmin sont présenté dans le tableau Tab.5.7.
Nous constatons que le récepteur travaille dans un cas limite (BER = 10−5) pour la puissance reçue
égale à Phpmin . De plus, pour la même puissance reçue Pbcmin , les diagrammes de l’œil présentent un
meilleur QSNR et des erreurs binaire sont minimisés au moins 100 fois pour le mode haute performance
par rapport au mode basse consommation.
TABLE 5.7 – QSNR des diagrammes de l’œil et BER estimés pour une puissance reçue égale à Pbcmin
ou Phpmin en mode haute performance
Signal Bluetooth WI-FI WUSB
Pbcmin Phpmin Pbcmin Phpmin Pbcmin Phpmin
QSNR 5,24 4.3 5,32 4,33 5,46 4,39
BER 7, 6 · 10−8' 10−56, 0 · 10−8' 10−55, 0 · 10−8' 10−5
5.5.4 Bilan
En résumé, d’après l’analyse des diagrammes de constellation, des diagrammes de l’œil et du BER
(estimés par le facteur QSNR), un fonctionnement correct du récepteur peut être garanti par notre ampli-
ficateur dans les cas suivants :
1. Pbcmin ≤ PR ≤ PRmax : en mode basse consommation et en haute performance
2. Phpmin ≤ PR ≤ PRmax : en mode haute performance
Pour un récepteur classique, le LNA est utilisé en mode haute performance pour Phpmin ≤ PR ≤
PRmax . Cependant, quand PR ≥ Pbcmin , le système consomme plus d’énergie que nécessaire pour satis-
faire la contrainte demandée de BER. Dans le but de diminuer la consommation sur la plage de puissance
reçue Pbcmin ≤ PR ≤ PRmax , nous proposons un récepteur reconfigurable qui adapte la consommation
aux puissances reçues dans la section suivante.
5.6 Récepteur reconfigurable
5.6.1 Principe
Dans cette partie, nous présentons un récepteur reconfigurable disposant d’un LNA avec deux modes
de fonctionnement (Fig.5.13).
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FIGURE 5.13 – Récepteur reconfigurable proposé
La reconfigurabilité est réalisée en trois étapes :
1. Définition des critères de décision (choix d’une métrique qualifiant le signal).
2. Stratégie de reconfiguration : consiste à choisir un mode de fonctionnement selon le seuil de la
métrique retenu.
3. Mise en œuvre du block commande mettant en place la stratégie retenue par le système de recon-
figuration.
Nous choisissons le BER comme métrique adaptative. Sa valeur est estimée par le facteur QSNR
extrait d’un diagramme de l’œil.
5.6.2 Stratégie de reconfiguration
Il existe deux types de stratégie de reconfiguration : statique ou dynamique. Pour une stratégie sta-
tique, le mode de fonctionnement du récepteur est déterminé dès le départ de la réception d’un signal
et y reste jusqu’à la fin. Pour une stratégie dynamique, le mode de fonctionnement du récepteur peut
changer lors de la réception. Dans cette thèse, nous étudions la stratégie de reconfiguration dynamique
(plus complexe que la stratégie de reconfiguration statique). Elle permet au récepteur de s’adapter à une
puissance reçue variant aléatoirement en fonction du temps.
La stratégie de reconfiguration est montré Fig.5.14.
Nous définissons deux scénarios de communication. La puissance reçue PR suit alors les règles
suivantes :
– Cas 1 :PR est dans l’intervalle : Pbcmin ≤ PR ≤ PRmax
– Cas 2 : PR est dans l’intervalle : Phpmin ≤ PR < Pbcmin
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FIGURE 5.14 – Stratégie de reconfiguration
Le LNA est en mode basse consommation à l’était initial afin de minimiser la consommation. Quand la
puissance reçu est dans le cas 2, le système de communication ne fonctionne plus correctement (BER
supérieur à 10−5). Il est alors nécessaire de passer l’amplificateur en mode haute performance augmen-
tant ainsi la qualité du signal de sortie.
Rappelons que la puissance reçue instantanée varie principalement en fonction de deux éléments :
1) la distance entre l’émetteur et le récepteur,
2) l’environnement domestique.
Afin de vérifier la qualité du signal en fonction du temps, deux boucles nommées respectivement boucle
1 et boucle 2 sont mises en place. La fréquence de ces deux boucles de vérification peut être choisie
en fonction du rythme des activités de l’utilisateur (jour/nuit, matin/midi/soir) ou fixée à une valeur
constante.
La stratégie de reconfiguration est appliquée par une commande. Cette commande contrôle deux
modes de fonctionnement par des conditions de polarisation différente du LNA. Nous avons ainsi pu
réduire la consommation du récepteur dans le cas où la puissance reçue est supérieure ou égale à Pbcmin .
5.6.3 Consommation du récepteur
On considère la consommation d’énergie du cas 2 comme notre consommation de référence soit
consommation de 100%. Le récepteur ne consomme que 20% de puissance pour le cas 1. La Fig.5.15
montre la consommation en pourcentage pour les deux cas.
On considère chaque puissance reçue de manière équiprobable. En conséquence, la probabilité du
cas 1 est d’environ 5% et celle du cas 2 est d’environs 95%. Notre récepteur reconfigurable réduit donc
la consommation de 77% par rapport à un récepteur classique.
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FIGURE 5.15 – Consommation en pourcentage pour les deux cas
5.7 Conclusion
Dans cette partie, nous avons montré l’influence des deux modes de fonctionnement (basse consom-
mation et haute performance) du LNA sur les performances d’un récepteur homodyne. Ce dernier est
dédié aux communications sans fil à domicile. Il opère sur une bande de fréquence de 0,8GHz à 11GHz.
À partir d’un bilan de liaison sur trois signaux représentatifs des communications sans fil, nous avons
réalisé un récepteur homodyne à l’aide du logiciel ADS. Nous avons choisi trois métriques pour estimer
la qualité du signal : le BER, le diagramme de constellation et le diagramme de l’œil.
Ensuite, nous faisons des co-simulations système/circuit. Les résultats sur nos trois métriques nous
montrent que le récepteur consomme moins dans le cas PR ≤ Pbcmin ≤ PRmax que dans le cas Phpmin <
PR < Pbcmin .
Enfin, dans le but de réduire la consommation du récepteur sur la plage de puissance reçue PR ≤
Pbcmin ≤ PRmax , nous proposons un récepteur reconfigurable. La reconfigurabilité s’effectue en trois
étapes : définition de la métrique, choix de la stratégie et mise en œuvre de la commande. Nous avons
utilisé comme métrique de décision le BER (estimé d’après le facteur QSNR du diagramme de l’œil). Sa
valeur est inférieure ou égale à 10−5. Nous avons également proposé une nouvelle stratégie de reconfi-
guration. Elle est appliquée à l’aide d’une commande pilotant les deux modes de fonctionnement via la
polarisation.
La puissance dissipée du récepteur reconfigurable peut être réduite de 77% par rapport à celle d’un
récepteur classique. Cette comparaison est faite sous l’hypothèse d’équiprobabilité des occurrences au
niveau des puissances reçues dans l’intervalle Phpmin ≤ PR ≤ PRmax .

Conclusion générale et perspectives
Le développement des systèmes de communications sans fil domestiques requiert des récepteurs
multistandards et basse consommation. La mise en place de tels récepteurs nécessite la réalisation de
circuits intégrés large bande et multimodes. C’est dans ce cadre que s’inscrivent les travaux de recherche
menés au cours de cette thèse. Ces travaux concernent la réalisation d’un récepteur reconfigurable à
l’aide d’un amplificateur faible bruit large bande.
Dans le premier chapitre, nous avons pris la décision de concevoir un récepteur homodyne à l’aide
d’un amplificateur distribué. Ce choix garantit une parfaite adéquation avec des systèmes multistandards.
Cette décision a été faite selon l’étude effectuée sur les systèmes de réception et sur les amplifica-
teurs faible bruit large bande. Dans cette étude, nous avons tout abord présenté plusieurs architectures
de récepteurs. Nous avons retenu l’architecture homodyne pour sa compatibilité avec les systèmes
multistandards, sa faible consommation, sa simplicité de conception et sa facilité d’intégration. Ensuite,
nous avons étudié des architectures d’amplificateur faible bruit large bande. Nous avons utilisé le facteur
de mérite (FOM) pour comparer les performances de ces architectures. Ce critère prend en compte le
gain, la bande passante, le facteur de bruit, la linéarité et la consommation de l’amplificateur. Enfin,
nous avons choisi l’architecture distribuée, qui présente l’un des meilleurs facteur de mérite sur la bande
de fréquences 0,8-11GHz.
Dans le deuxième chapitre, nous avons donné les règles majeures de conception et rappelé les limi-
tations de l’amplificateur distribué. Pour cela, nous avons présenté ses principes de fonctionnement et
effectué une analyse théorique générale des caractéristiques et performances des amplificateurs distri-
bués.
Cette analyse théorique sur les amplificateurs distribués a été appliquée à la technologie GaAs
pHEMT. Nous avons montré dans un premier temps tout le potentiel de cette technologie, pour réaliser
un amplificateur faible bruit. Puis nous avons fait une étude de cette technologie et notamment des
caractéristiques qu’elle induit sur les amplificateurs distribués. Enfin nous avons défini les expressions
analytiques de l’amplificateur distribué (fréquence de coupure, gain, facteur de bruit, consommation,
nombre optimal de cellules élémentaires...). Ces expressions nous permettent d’obtenir des règles de
conceptions et de connaître leurs limites.
Dans le troisième chapitre, nous avons présenté les trois étapes de conception de notre amplificateur.
L’objectif a été de mettre en place deux modes de fonctionnement. Ces deux modes, contrôlés par les
tensions de polarisation, sont respectivement le mode haute performance et le mode basse consommation.
Comme indiqué par leur noms, le mode haute performance optimise les performances en terme de gain,
de facteur de bruit et de linéarité. Le mode basse consommation optimise la consommation. Nous avons
fixé les performances attendues de chaque mode, et commencé la conception par l’optimisation du mode
haute performance.
En première étape, nous avons choisi la topologie de l’amplificateur distribué. Pour cela, nous avons
utilisé un critère FOM qui compare les performances des différentes topologies existantes pour réaliser
des amplificateurs distribués. Nous avons retenu l’amplificateur distribué classique utilisant la configura-
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tion cascode comme cellule élémentaire, qui présente un des meilleurs FOM (>2) et un gain>10dB pour
une consommation raisonnable.
En deuxième étape, nous avons conçu la cellule élémentaire de l’amplificateur basée sur la configu-
ration cascode. Nous avons montré que l’utilisation de la structure cascode comme cellule élémentaire
présente de nombreux avantages : large bande passante, faible dégradation du gain, gain élevé aux haute
fréquence et une bonne platitude du gain de l’amplificateur distribué. Nous avons également montré que
la structure cascode peut provoquer des risques d’instabilité. Afin d’assurer une stabilité inconditionnelle
de notre amplificateur, nous avons utilisé des circuits réactifs.
En troisième étape, nous avons dimensionné notre amplificateur en prenant en compte les contraintes
technologiques et les critères de conception. Nous avons donc déterminé le nombre de cellules, choisi
les impédances caractéristiques des lignes de drain et grille et sélectionné les charges des lignes. Nous
avons retenu 6 cellules comme étant le meilleur compromis entre performances, consommation et taille
de puce. Nous avons pris des impédances caractéristiques de ligne plus grandes que 50Ω pour améliorer
le gain, et la charge de ligne de grille. Cette valeur a été choisie de façon à minimiser le facteur de bruit
aux basses fréquences.
Suite à la réalisation de la topologie finale de notre amplificateur, nous avons pu mettre en place deux
modes de fonctionnement. Nous présentons ensuite les résultats de cette amplificateur par des simulations
logicielles.
En fin du troisième chapitre, nous avons testé l’amplificateur sous pointes. Les résultats expérimen-
taux sont satisfaisants. En mode hautes performances, les performances que nous obtenons (gain 18dB
et facteur de bruit 1, 09dB) se situent dans les meilleurs parmi l’état de l’art pour des consommations
similaires. En mode basse consommation, nous avons atteint une des plus faibles consommations
(10mW ) de la littérature pour des performances électriques similaires. La différence entre les résultats
simulés et mesurés peut être expliquée par la dispersion technologique (particulièrement sur le gm).
Dans le quatrième chapitre, nous avons intégré notre amplificateur dans la chaîne de réception ho-
modyne. Cette chaîne a été réalisée à partir d’un bilan de liaison sur trois signaux représentatifs des
communications sans fil domestiques. L’objectif a été de concevoir un récepteur reconfigurable, dont la
consommation s’adapte à la puissance d’entrée du récepteur.
La reconfigurabilité s’effectue en trois étapes : définition de la métrique, choix de la stratégie et mise
en œuvre de la commande. Nous avons choisi comme métrique le BER (Bit Error Rate), que nous avons
estimé par le facteur de qualité du diagramme de l’œil. Nous avons proposé une nouvelle stratégie de
renconfigurabilité et l’avons appliquée par une commande pilotant les deux modes de fonctionnement du
LNA.
Nous avons montré qu’en considérant chaque puissance reçue de manière équiprobable, notre
récepteur reconfigurable réduisait la consommation de 77% par rapport à un récepteur "classique" qui
fonctionne toujours dans le mode le plus performant.
Nous avons dans ces travaux de thèse, réalisé un récepteur multistandard permettant une gestion
optimale de la consommation selon la puissance reçue. Ce récepteur reconfigurable commandant les
deux modes de fonctionnement de notre amplificateur suivant une stratégie de reconfiguration innovante.
Les perspectives à court terme à envisager concernent le développement de nouvelles stratégies re-
configurables afin de maîtriser la consommation pour des scénarios de communication plus complexes.
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FIGURE 5.16 – Scénarios de communication associés aux performances visées
Plusieurs scénarios de communication sont montrés dans la figure 5.16.
Les quatre scénarios prennent en compte les puissances reçues des signaux utiles et adjacents, ainsi
que le bruit du canal. Selon chaque scénario, le récepteur impose des contraintes différentes sur les
circuits de la chaîne de réception. Par exemple :
– lorsque les conditions sont toutes favorables, on relâche toutes les contraintes (cas a).
– dans le cas où les conditions sont partiellement défavorables, on impose certaines contraintes (cas
b et c).
– avec toutes les conditions défavorables, on a de fortes contraintes (cas d).
Il y a donc besoin de plus ou moins d’énergie afin de garantir un fonctionnement correct selon les
scénarios de communications.
Il sera intéressant d’étudier les critères se rapprochant le plus des conditions réelles du canal permet-
tant de concevoir une meilleure stratégie de reconfiguration.
Il sera également avantageux de modifier les spécifications (Gain, NF, IIP3) de façon indépendante
afin de réduire la consommation dans le cas où on n’a pas besoin de modifier toutes les spécifications.
Dans une perspective à long terme, il est envisageable de réaliser d’autres blocs radio fréquence
(filtre, mélangeur...) de la chaîne de réception avec plusieurs modes de fonctionnement. Cela permet
d’offrir plus de souplesse à la gestion de la consommation du récepteur.
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ANNEXE A
Paramètres S d’un transistor en source
commune
Nous présentons les paramètres S d’un transistor en source commune à partir des éléments intrin-
sèques. La Fig.A.1 montre le transistor en source commune, son schéma petit signal associé et le schéma
équivalent en pi.
Ycs1
Ycs3
Ycs2 YcsT V1V1
G
D
S
(a) (b)
G D
S
Cgs
Rgs
V
gm V
Cds gd
(c)
G D
S
Cgd
FIGURE A.1 – Transistor en source commune (a), schéma petit signal associé (b), schéma équivalent en
pi (c)
Le formalisme admittance Ycs du transistor en source commune s’écrit :
Ycs =
[
Ycs1 + Ycs3 −Ycs3
YcsT − Ycs3 Ycs2 + Ycs3
]
, (A.1)
avec
Ycs1 =
1
Rgs +
1
jωCgs
, (A.2)
Ycs2 = jωCds + gd, (A.3)
Ycs3 = jωCgd, (A.4)
YcsT =
gm
1 + jRgsCgsω
(A.5)
Le passage de la matrice d’admittance à la matrice de répartition est donné par :
S = −1 + 2(1 + Y )−1, (A.6)
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où
S11 =
1− Ycs1 + Ycs2 −∆Y
1 + Ycs2 + Ycs1 + 2Ycs3 + ∆Y
, (A.7)
S12 =
2Ycs3
1 + Ycs2 + Ycs1 + 2Ycs3 + ∆Y
, (A.8)
S21 =
−2(YcsT − Ycs3)
1 + Ycs2 + Ycs1 + 2Ycs3 + ∆Y
, (A.9)
S22 =
1 + Ycs1 − Ycs2 −∆Y
1 + Ycs2 + Ycs1 + 2Ycs3 + ∆Y
. (A.10)
(A.11)
Avec
∆Y = (Ycs1 + Ycs3)(Ycs2 + Ycs3)− Ycs3(−YcsT + Ycs3). (A.12)
Sous l’hypothèse que le transistor est unilatéral (Ycs3 = 0), les paramètres S peuvent être simplifiés :
S11 =
1− Ycs1 + Ycs2 − Ycs1Ycs2
1 + Ycs2 + Ycs1 + Ycs1Ycs2
, (A.13)
S12 = 0, (A.14)
S21 =
−2YcsT
1 + Ycs2 + Ycs1 + Ycs1Ycs2
, (A.15)
S22 =
1 + Ycs1 − Ycs2 − Ycs1Ycs2
1 + Ycs2 + Ycs1 + Ycs1Ycs2
. (A.16)
(A.17)
ANNEXE B
Paramètres images et itératifs
[Gautier 2007]
B.1 Paramètres images
Considérons un quadripôle excité à l’accès 1 par un générateur d’impédance interne Z1 et fermé à
l’accès 2 par une charge d’impédance Z2 (cf. Fig.B.1).
FIGURE B.1 – Paramètre images
Les grandeurs utilisées dans la suite ne seront pas normalisées. Lorsque Z1 = Ze1 et Ze2 = Z2,
l’impédance interne du générateur et la charge sont appelées impédances images du quadripôle et sont
notées respectivement Zi1 et Zi2, donc :
– Zi1 = Z1 : impédance image de l’accès 1
– Zi2 = Z2 : impédance image de l’accès 2
En utilisant le formalisme de la matrice impédance, elles sont déterminées par le système d’équations
suivant : 
Zi1 =
∆z+Z11Zi2
Z22+Zi2
,
Zi2 =
∆z+Z22Zi1
Z11+Zi1
,
(B.1)
Zi1 =
√
Z11
Z22
∆z, (B.2)
Zi2 =
√
Z22
Z11
∆z. (B.3)
Avec :
∆z = Z11Z22 − Z12Z21.
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La matrice de chaîne d’un quadripôle est définie :[
V1
I1
]
= Cchaine
[
V2
−I2
]
, (B.4)
avec
Cchaine =
[
A B
C D
]
. (B.5)
On utilise également les équations Eq.B.2 et B.3 écrites en fonction des paramètres de chaîne :
Zi1 =
√
AB
CD
, (B.6)
Zi2 =
√
BD
AC
. (B.7)
Nous introduisons un paramètre γi, un nombre complexe appelé image de propagation du quadripôle.
Il s’exprime comme suit :
γi = αi + jβi, (B.8)
avec
– αi constant d’atténuation image est directement liée à l’atténuation apportée par le quadripôle.
– $βi constant de phase image est directement liée à déphasage apportée par le quadripôle.
On a :
ch(γi) =
√
Z11Z22
Z12
=
√
AD, (B.9)
sh(γi) =
√
∆z
Z12
=
√
BC. (B.10)
Les équations Eq.[B.2-B.10] permettent d’obtenir la matrice de chaîne et la matrice d’impédance en
fonction des paramètres image.
Cchaine =

√
Zi1
Zi2
ch(γi)
√
Zi1Zi2sh(γi)
sh(γi)√
Zi1Zi2
√
Zi2
Zi1
ch(γi)
 , (B.11)
Z =
 Zi1th(γi) √Zi1Zi2sh(γi)√
Zi1Zi2
sh(γi)
Zi2
th(γi)
 . (B.12)
Dans le cas des lignes de transmission de grille et de drain, l’impédance caractéristique de la ligne
Zi1 = Zi2 = Z0. Les conditions de symétrie du quadripôle imposent des simplifications sur des para-
mètres dans les équations B.2, B.3, B.9, B.10. Cela nous permet d’obtenir les paramètres caractéristiques
suivants :
– Impédance caractéristique Z0 :
Z0 =
√
∆z. (B.13)
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– Paramètre caractéristique de propagation θ = γi tel que :
ch(θ) =
Z11
Z12
, (B.14)
sh(θ) =
√
∆z
Z12
. (B.15)
Avec
θ = α+ jβ, (B.16)
où α est le coefficient d’atténuation et β est la constante de phase.
B.2 Paramètres itératifs
Considérons l’association en cascade de quadripôles (cf.Fig.B.2). D’une manière similaire aux para-
mètres images, on définit un nouveau jeu de grandeurs appelées les paramètres itératifs.
K+1K
Zke1
Zk1 Zk2
Zke2
FIGURE B.2 – Paramètre itératifs
Le K ième quadripôle est fermé à l’accès K par un d’impédance Zk1 et fermé à l’accès K+1 par un
impédance Zk2. Les valeurs des impédances de charge du K ième quadripôle telles que Zk1 = Zke1 et
Zk2 = Zke2 sont appelées impédances itératives du quadripôle. Ces grandeurs sont notées :
– Zik1 = Zk1 : impédance image de l’accès k
– Zik2 = Zk2 : impédance image de l’accès k+1
En utilisant le formalisme de la matrice impédance, elles sont déterminées par le système d’équations
suivant : 
Zik1 =
∆z+Z11Zik1
Z22+Zik1
Zik2 =
∆z+Z22Zik2
Z11+Zik2
(B.17)
Selon les démonstrations montrées dans la référence [Gautier 2007], les impédances itératives peuvent
s’exprimer sous la forme :
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Zik1 =
Z11 − Z22
2
±
√(
Z11 − Z22
2
)2
+ ∆z, (B.18)
Zik2 = −
Z11 − Z22
2
±
√(
Z11 − Z22
2
)2
+ ∆z. (B.19)
On utilise également les équations Eq.B.18, B.19 écrites en fonction des paramètres de chaîne :
Zik1 =
A−D
2C
±
√(
A−D
2C
)2
+
B
C
, (B.20)
Zik2 = −
A−D
2C
±
√(
A−D
2C
)2
+
B
C
. (B.21)
Nous introduisons un paramètre γk, un nombre complexe appelé itératif de propagation du quadripôle,
tel que :
ch(γk) =
Z11 + Z22
2Z12
=
A+D
2
, (B.22)
sh(γk) =
Zik1 + Zik2
2Z12
=
C(Zik1 + Zik2)
2
. (B.23)
Les équation Eq.[B.18-B.23] permettent d’obtenir la matrice de chaîne et d’impédance en fonction des
paramètres itératifs.
Cchaine =
 Zik1e
γk+Zik2e
−γk
Zik1+Zik2
2sh(γk)
Zik1+Zik2
2sh(γk)
Zik1+Zik2
Zik2e
γk+Zik1e
−γk
Zik1+Zik2
 , (B.24)
Z =
 Zik1e
γk+Zik2e
−γk
2sh(γk)
Zik1+Zik2
2sh(γk)
Zik1+Zik2
2sh(γk)
Zik2e
γk+Zik1e
−γk
2sh(γk)
 . (B.25)
B.3 Association en cascade de n quadripôles identiques
Considérons l’association en cascade de n quadripôles identiques, la matrice de chaîne de l’ensemble
est le produit des n matrices élémentaires. D’où les résultats intéressants :
– Les impédances itératives du quadripôle résultant sont égales à celles des quadripôles élémentaires.
– Le paramètre itératif de propagation du quadripôle est égal à n fois celui des quadripôles élémen-
taires.
La matrice ABCD avec n cellules identiques devient :
Ct =
[
At Bt
Ct Dt
]
=

√
Zi1
Zi2
ch(nγi)
√
Zi1Zi2sh(nγi)
sh(nγi)√
Zi1Zi2
√
Zi2
Zi1
ch(nγi)
 . (B.26)
B.3. Association en cascade de n quadripôles identiques 161
La matrice impédance avec n cellules devient :
Z =
 Zi1th(nγi) √Zi1Zi2sh(nγi)√
Zi1Zi2
sh(nγi)
Zi2
th(nγi)
 . (B.27)

ANNEXE C
Gain d’un amplificateur distribué
C.1 Modèle Beyer [Beyer 1984]
Le modèle Beyer calcule le gain en puissance de l’amplificateur distribué en utilisant la théorie des
quadripôles en supposant l’unilatéralité du transistor et l’égalité de vitesses de phase des lignes.
La figure C.1 illustre les schémas équivalents des lignes de transmission de drain et de grille. Les
lignes de drain et grille chargées par leur impédances images Zid et Zig.
FIGURE C.1 – Schéma de la ligne de grille (a) et la ligne de drain (b)
Le courant dans la charge de sortie s’exprime comme suit :
I0 =
n∑
k=1
Ik =
1
2
gme
−θd
2
[
n∑
k=1
Vke
−(n−k)θd
]
, (C.1)
où :
– n, le nombre de cellule du DA.
– θd, la constante de propagation de la ligne de drain. Il s’exprime comme suit :
θd = αd + jβd, (C.2)
αd est le coefficient d’atténuation et βd est la constante de phase de la ligne de drain.
– Ik, le courant de sortie du K ième transistor.
– Vk, la tension sur la capacité grille-source du K ième transistor.
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Vk s’exprime de la façon suivante :
Vk =
Vie
−(2k−1) θg
2
−jtan−1(
ω
ωg
)
[
1 + ( ωωg )
2
] 1
2
[
1− ( ωωc )2
] , (C.3)
où :
– Vi, la tension d’entrée.
– θg, la constante de propagation de la ligne de grille. On a :
θg = αg + jβg, (C.4)
αg est le coefficient d’atténuation et βg est la constante de phase de la ligne de grille.
– ωc, la fréquence de coupure des lignes.
– ωg, la fréquence pulsation qui caractérise les pertes de la ligne grille. Elle est donné comme étant :
ωg =
1
RgsCgs
En remplaçant Vk par son expression (cf.Eq.C.3) dans l’équation C.1, l’expression du courant I0
peux s’exprimer sous la forme :
I0 =
gmVisinh
[
n
2 (αd − αg)
]
e
−n(αd+αg)
2 e
−jnβ−jtan−1( ω
ωg
)
2
[
1 + ( ωωg )
2
] 1
2
[
1− ( ωωc )2
]
sinh
[
1
2(αd − αg)
] . (C.5)
La puissance entrant à l’amplificateur et la puissance fournie à la charge respectivement Pe et P0
sont données par :
Pe =
1
2
|Vi|2
|Zig|2<|Zig| =
1
2
|Vi|2√
Lg
Cgs
√
1− ( ωωc )2
, (C.6)
P0 =
1
2
|I0|2<|Zid| = 1
2
|I0|2
√
Ld
Cds
√
1− ( ω
ωc
)2. (C.7)
Le gain en puissance du DA égale :
Gp =
P0
Pe
=
gm
2Z ′0dZ
′
0gsinh
2
[
n
2 (αd − αg)
]
e
−n(αd+αg)
2
4
[
1 + ( ωωg )
2
] [
1− ( ωωc )2
]
sinh2
[
1
2(αd − αg)
] . (C.8)
Avec Z ′0g =
√
Lg
Cgs
et Z ′0d =
√
Ld
Cds
.
Si les conditions suivantes :
1. Z0 = Z ′0g = Z ′0d,
2. αg = αd = 0,
3. ωωc << 1,
4. ωωg << 1,
sont satisfaites, ce gain passe par un maximum, son expression se simplifie :
Gp = n
2 (gmZ0)
2
4
(C.9)
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C.2 Modèle Niclas [Niclas 1983b]
La cellule élémentaire de l’amplificateur distribué peux être représenté par un octopôle (cf.Fig.C.2).
L'entrée
de la ligne
 de drain
La sortie
de la ligne
 de drain
L'entrée
de la ligne
 de grille
La sortie
de la ligne
 de grille
Y22+Y12
Y11+Y12
-Y12
ID(K-1)
IG(K-1)
IDK
IGK
VD(K-1)
VG(K-1)
VDK
VGKVGKM
(Y21-Y12)VGKM
VDKM
FIGURE C.2 – Cellule élémentaire représentée par un octopôle
Les relations entre les tensions et les courants de la Fig.C.2 peuvent se mettre sous forme matricielle :
VD(K−1)
ID(K−1)
VG(K−1)
IG(K−1)
 = Ak

VDK
−IDK
VGK
−IGK
 , (C.10)
où Ak = A1kAFkA2k,
avec A1k, A2k et AFk , respectivement la matrice de chaîne d’entrée et de sortie de la ligne et la matrice
de chaîne de la cellule élémentaire.
IG0
VG0 VG1 VGk VGn
IG1 IGk IGn
ID0 ID1 IDK IDn
VD0 VD1 VDK VDnzd z0
zg
Ld/2 Ld/2 Ld/2 Ld/2 Ld/2 Ld/2
Lg/2 Lg/2 Lg/2 Lg/2 Lg/2 Lg/2
FIGURE C.3 – Amplificateur distribué de n cellules identiques
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Mettant n cellules en cascade et Zg, Zd comme les charges de la ligne de grille et de drain
(cf.Fig.C.3), la matrice présentant les relations entre les tension et les courants de n cellules identiques
en cascade devient : 
VD0
−Zd−1VD0
VG0
IG0
 = D

VDn
−IDn
VGn
−Zg−1VGn
 , (C.11)
où D =
∏n
k=0Ak.
Dans un cas simple, on suppose que :
– le transistor est unilatéral et sans pertes,
– les impédances caractéristiques des lignes sont identiques,
– les vitesses de phase sur les deux lignes sont identiques,
– la transconductance du transistor égale approximativement au paramètre Y21
Les relations suivantes précisent cette hypothèse.
L = Lg = Ld, (C.12)
C = Ce = Cs, (C.13)
Z0 = Zg = Zd =
√
L
C
, (C.14)
gm ' Y21, (C.15)
où la capacité additionnel Ce (Cs) est la la capacité d’entrée (de sortie) du transistor.
En appliquant l’équation C.11 sur l’amplificateur distribué simplifié de n cellules, les relations entre
les courants et les tension s’écrivent sous la forme :
VD0
−Zd−1VD0
VG0
IG0
 = [ C11 C12C21 C22
]n 
VDn
−IDn
VGn
−Zg−1VGn
 . (C.16)
Avec :
C11 = C22 =
 1− 12Ω2 j Z02 Ω(2− 12Ω2)
j ΩZ0 1− 12Ω2
 , (C.17)
C12 = gm
 j Z02 Ω −Z0
2
4 Ω
2
1 j Z02 Ω
 , (C.18)
C21 = [0], (C.19)
où
Ω = ω
√
LC. (C.20)
Les paramètres Cij (i=1,2 et j=1,2) nous permettent de calculer le paramètre S21 de l’amplificateur.
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Dans le cas où l’amplitude de l’ondulation de S21 est acceptable (ω2LC << 1), le paramètre S21
peut s’écrire comme suit :
|S21|2 = n2 (gmZ0)
2
4
. (C.21)
C.3 Modèle McKay [McKay 1986]
Dans ce modèle, l’amplificateur distribué est analysé théoriquement par une approche basée sur la
matrice de transfert par McKay avec l’hypothèse de l’unilatéralité du transistor. La Fig.C.4 montre une
section élémentaire de l’amplificateur distribué.
Z0d Z0d
+ +
- -
Vbn Vbn+1
ibn ibn+1
Z0d Z0d
b⁺n b⁺n+1
b⁻n b⁻n+1
Z0g Z0g
+ +
- -
Van Van+1
ian ian+1
Z0g Z0g
a⁺n a⁺n+1
a⁻n a⁻n+1
Voltage sampler
n n+1
n n+1
FIGURE C.4 – Section élémentaire de l’amplificateur distribué a) drain b) grille
L’échantillonneur de tension choisi par hasard une section de ligne d’entrée où la tension sur cette
section contrôle la source de courant sur la ligne de sortie. En normalisant les signaux par des impédances
caractéristiques respectivement Z0d et Z0g, les ondes se propageant sur la ligne de drain et de grille sont
données par :
b±n =
Vbn√
Z0d
± ibn
√
Z0d, (C.22)
a±n =
Van√
Z0g
± ian
√
Z0g. (C.23)
Où Van, Vbn, ian et ibn sont les tensions et courants à la section n. a±n et b±n sont respectivement les
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vecteurs d’onde entrantes (ou incidentes) et des vecteurs d’onde sortantes (ou réfléchies) sur les lignes
de grille et de drain.
[McKay 1986] pose les vecteurs d’onde comme étant :
a±n = a
±
n+1, (C.24)
b+n+1 = H(a
+
n + a
−
n ) + b
+
n , (C.25)
b−n = H(a
+
n + a
−
n ) + b
−
n+1, (C.26)
où
H = −1
2
gmD(ω)
√
Z0gZ0d, (C.27)
avec
D(ω) =
1
1 + jRgsCgsω
. (C.28)
La matrice de transfert est ainsi établie :
wn+1 =

1 O O O
H 1 H O
0 O 1 O
−H O −H 1
wn, (C.29)
où
wn =

a+n
b+n
a−n
b−n
 . (C.30)
À partir de la matrice de transfert, en cascade des sections des lignes, avec l’hypothèse d’une bonne
adaptation en entrée et en sortie des deux lignes et de l’unitarité du transistor, on obtient le paramètre
S21. Ce paramètre présente la relation entre le vecteur d’onde sortant de la dernière section et le vecteur
d’onde incident de la première section, il s’écrit sous la forme [McKay 1986] :
S21 =
b+s
ae
=
Hsinh(n
θg−θd
2 )
sinh(
θg−θd
2 )
e−n
θg+θd
2 , (C.31)
où b+s est l’onde sortante de la dernière section de la ligne de drain et ae est l’onde incidente de la
première section de la ligne de grille.
Dans le cas d’un nombre de cellules n grand et d’un amplificateur sans pertes avec l’égalité des
vitesses de phase, le paramètre S21 se simplifie en appliquant les équations C.12, C.13 et C.14 :
|S21|2 = n2 (gmZ0)
2
4
. (C.32)
Cette méthodologie est en suite développée dans [Moussa 2003] en prenant en compte la bilatéralité.
ANNEXE D
Extraction du schéma équivalent petit
signal des transistors
Le schéma équivalent petit signal des transistors de la technologie GaAs pHEMTs (fonderie Tri-
Quint) est montré Fig. D.1.
Afin de déterminer les éléments du schéma équivalent petit signal des transistors, nous utilisons la
méthode de «deembedding». Cette méthode consiste à extraire les paramètres extrinsèques en premier
pour se rapprocher des éléments intrinsèques.
Grille Drain
Source
Vg
Ids=gmVgRgs
Cgs
Transistor intrinsèque 
CdsRds
Cgd Rgd
Lge Rge LdeRde
Rse
Lse
+ +
- -
Vgs Vds
Ig Id
FIGURE D.1 – Schéma équivalent petit signal des transistors HEMTs
D.1 Extraction des éléments extrinsèques
Nous présentons le procédure d’extraction des résistances et des inductances extrinsèques comme
suit [Huebschman 2009] :
1. Polariser le transistor : tension de drain Vds = 0V et tension de grille Vgs positive. De cette façon,
le schéma équivalent petit signal peut se simplifier comme illustré sur la Fig.D.2.
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CgsLge Rge LdeRde
Rse
Lse
FIGURE D.2 – Schéma équivalent petit signal du transistor avec Vds = 0V et Vgs positive
La capacité Cgs peut être négligée pour une tension de grille suffisamment grande
[Chigaeva 2000].
2. Mesurer les paramètres Z. En considérant le transistor comme un quatriôle en T, les paramètres Z
s’écrivent :
Z11 = Rge +Rse + jω(Lge + Lse), (D.1)
Z12 = Z21 = Rse + jωLse, (D.2)
Z22 = Rde +Rse + jω(Lde + Lse). (D.3)
3. Déterminer les composants extrinsèques :
Rse = <(Z12), (D.4)
Rde = <(Z22)−Rse, (D.5)
Rge = <(Z11)−Rse, (D.6)
Lse =
=(Z12)
ω
, (D.7)
Lde =
=(Z22)
ω
− Lse, (D.8)
Lge =
=(Z11)
ω
− Lse. (D.9)
(D.10)
D.2 Extraction des éléments intrinsèques
Dans toute cette partie, le transistor sera polarisé de façon classique. Pour se ramener au modèle
intrinsèque du transistor, il faut «deembedding» les éléments extrinsèques déterminés précèdent, montré
Fig.D.3.
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Vg
Ids=gmVgRgs
Cgs
Transistor intrinsèque 
CdsRds
Cgd Rgd
Lge Rge LdeRde
Rse
Lse
-Rge
-Rse
-Lse
-Lde-Rde
Vg
gmVgRgs
Cgs
CdsRds
Cgd Rgd
    -Lge
FIGURE D.3 – Épluchage des éléments extrinsèques
En considérant que le transistor intrinsèque est un quatriôle sous forme de pi. Les éléments intrin-
sèques peuvent s’exprimer en paramètres admittance :
Cgs = − 1
ω
1
=( 1Yint11+Yint12 )
, (D.11)
Cds =
=(Yint22 + Yint12)
ω
, (D.12)
Cgd =
−=(Yint12)
ω
, (D.13)
Rds =
1
<(Yint22 + Yint12) , (D.14)
Rgs = <
(
1
Yint11 + Yint12
)
, (D.15)
gm = (Yint21 − Yint12)(1 + jRgsCgsω) = gm0e−jωτ0 (D.16)
gm0 ' <(Yint21 − Yint12), (D.17)
où Yint est la matrice admittance du transistor intrinsèque et l’équation D.17 est valide si :
1 + (RgsCgsω)
2 ' 1, (D.18)
e−jωτ0 ' 1− jωτ0. (D.19)
Nous donnons un exemple de cette méthode. Afin d’extraire les valeurs de ces éléments, on utilise
un transistor 4× 40µm, à la polarisation V ds = 1.0V et V gs = −0.7V . Les Tab. D.1 et Tab. D.2 nous
donne les valeurs des éléments intrinsèques et extrinsèques du schéma équivalent.
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TABLE D.1 – Ordre de grandeurs des éléments intrinsèques
Cds(fF ) Rds(Ω) Cgs(fF ) Rgs(Ω) Cgd(fF ) gm0 (mS)
58 500 85 3 36 65
TABLE D.2 – Ordre de grandeurs des éléments extrinsèques
Lde(fH) Lse(fH) Lge(fH) Rde(Ω) Rse(Ω) Rge(Ω)
139 131 200 1,98 1,98 1,92
La Fig.D.4 compare les S paramètres du transistor de la fonderie Triquint et du schéma équivalent
petit signal.
Fréquence (0-60 GHz) Fréquence (0-60 GHz)
Fréquence (0-60 GHz) Fréquence (0-60 GHz)
S
11
 
S
12
 
S
21
 
S
22
 
FIGURE D.4 – S paramètres du transistor de la fonderie Triquint _ _ _ _ et du schéma équivalent petit
signal _____
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On constate un bon accord entre les paramètres S du transistor de la fonderie TriQuint et ceux du
schéma équivalent petit signal.

ANNEXE E
Mesures sur 3 échantillons
Nous avons effectué des mesures sur 3 échantillons différents. Les polarisations et les résultats de
mesure sont présentés dans cette partie.
Mesure Vg (V) V2 (V) Vd (V) Id (mA)
a -0,48 0,74 2 67
b -0,53 0,87 2 53
c -0,57 0,65 1,7 38
d -0,72 1 1,75 12,8
e -0,68 0,33 1 10
Échantillon 1
Mesure : 
a
e
S
21
(d
B
)
Fréquence (GHz)
FIGURE E.1 – Polarisations et S21 de l’échantillon 1
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Échantillon 2
Mesure : 
a
h
S
21
(d
B
)
Fréquence (GHz)
Mesure Vg (V) V2 (V) Vd (V) Id (mA)
a -0,48 0,74 2 86
b -0,53 0,87 2 70
c -0,57 0,65 1,7 54
d -0,62 0,43 1,5 36
e -0,72 1 1,75 20
f -0,73 0,65 1,5 15
g -0,68 0,33 1 19
h -0,77 0,7 1,5 10
FIGURE E.2 – Polarisations et S21 de l’échantillon 2
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Mesure Vg (V) V2 (V) Vd (V) Id (mA)
a -0,44 0,5 1,72 68
b -0,48 0,74 1,9 58
c -0,53 0,87 2 53
d -0,55 0,73 1,8 37
e -0,57 0,65 1,7 31
f -0,58 0 2 37
g -0,65 0,73 1,5 15,8
h -0,66 0,29 1 10
i -0,72 1 1,75 9
j -0,68 0,33 1 10
Échantillon 3
Mesure : 
a
j
S
21
(d
B
)
Fréquence (GHz)
FIGURE E.3 – Polarisations et S21 de l’échantillon 3

RÉSUMÉ :
Ces dernières années, le développement durable, notamment le contrôle de la consommation de nos
appareils électriques, est devenu un enjeu majeur de notre société. L’essor de la domotique associé à cette
problématique implique la nécessité d’optimiser le bilan énergétique de chaque dispositif électrique.
L’objectif de cette thèse est la réalisation d’un amplificateur faible bruit (LNA) qui propose deux modes
de fonctionnement suivant la qualité du signal reçu : un mode haute performance et un mode basse
consommation.
Afin de satisfaire la problématique liée aux systèmes multistandard, l’architecture sélectionnée pour
l’amplificateur faible bruit est la topologie distribuée. En effet, elle est connue pour ses performances
en terme de bande passante et permet un gain en puissance accordable. Une méthode de conception est
proposée, basée sur la technologie GaAs de la fonderie TriQuint Semiconducteur Texas. Les mesures
réalisées sur le LNA dans sa configuration haute performance se situe au niveau de l’état de l’art. Pour
le mode basse consommation, on obtient de bonnes performances tout en réduisant sa consommation de
91%.
Enfin, une stratégie de reconfiguration innovante est proposée basée sur l’intégration de notre LNA
dans un récepteur homodyne. Elle permet de réduire de manière significative la consommation du ré-
cepteur, dans le cas où la puissance reçue permet un fonctionnement en mode basse consommation
(contraintes sur le Bit Error Rate (BER) vérifiées). En considérant chaque puissance reçue de manière
équiprobable, notre récepteur reconfigurable a une consommation réduite de 77% par rapport à un récep-
teur classique qui possède un seul mode de fonctionnement (mode haute performance).
MOT-CLÉS :
amplificateur distribué, amplificateur faible bruit, consommation, multistandards, récepteur reconfi-
gurable.
SUMMARY :
In recent years, the sustainable development, especially the control of the electrical appliances’
consumption, has became a major issue in our society. The optimisation of each electrical devices’ energy
is needed to reduce the consumption of home appliances. The objective of this thesis is the realization of
a low noise amplifier (LNA) that offers two modes of operation depending on the quality of the received
signal : a high performance mode and a low consumption mode.
In order to meet the problem related to multistandard systems, the distributed architecture is selected
for low noise amplifier. Indeed, it is known for its wide bandwidth and tunable power gain. A design
method is proposed, which is based on GaAs technology of TriQuint Semiconductor Texas foundry. The
LNA’s high performance mode measurement results is at the level of the state of the art. For the low
consumption mode, LNA shows good performance while reducing power consumption by 91%.
Finally, an innovative reconfiguration strategy is defined. It’s applied to a homodyne receiver based
on the integration of our LNA. It reduces significantely the receiver’s consumption in case where the re-
ceived power allows the receiver operates in low power mode (constraint of the Bit Error Rate (BER) is
verified). Considering each received power is equiprobable, our reconfigurable receiver saves consump-
tion by 77% compared to a conventional receiver that has a single mode (high performance mode).
KEYWORDS : distributed amplifier, low noise amplifier, consumption, multistandard, reconfigu-
rable receiver.
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