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Abstract
ASPECTS OF FIBONACCI NUMBERS 
Giilnihal Yücel
Master of Science in Mathematics 
Supervisor: Asst. Prof. Yalçın Yıldırım 
January 11, 1994
This thesis consists of two parts. The first part, which is Chapter 2, is 
a survey on some aspects of Fibonacci numbers. In this part, we tried to 
gather some interesting properties of these numbers and some topics related to 
the Fibonacci sequence from various references, so that the reader may get an 
overview of the subject. After giving the basic concepts about the Fibonacci 
numbers, their arithmetical properties are studied. These include divisibility 
and periodicity properties, the Zeckendorf Theorem, Fibonacci trees and their 
relations to the representations of integers, polynomials used for deriving new 
identities for Fibonacci numbers and Fibonacci groups. Also in Chapter 2, natural 
phenomena related to the golden section, such as certain plants having Fibonacci 
numbers for the number of petals, or the relations of generations of bees with the 
Fibonacci numbers are recounted.
In the second part of the thesis. Chapter 3, we focused on a Fibonacci based 
random number sequence. We analyzed and criticized the generator Sfc = k(j>—[k(j)] 
by applying some standart tests for randomness on it.
Chapter 5, the Appendix consists of Fortran programs used for executing the 
tests of Chapter 3.
Keywords: Fibonacci numbers, Golden section, golden rectangle, Binet 
form, Fibonacci representation, Zeckendorf theorem, Fibonacci 
tree, tree codes. Pell polynomials. Pell Lucas polynomials. Pell 
diagonal functions, Fibonacci Polynomials, Lucas Polynomials, 
Fibonacci groups, random number, independent, uniform.
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FIBONACCI SAYILARININ ÖZELLİKLERİ
Gülnihal Yücel 
Matematik Yüksek Lisans 
Tez Yöneticisi: Asst. Prof. Yalçın Yıldırım 
11 Ocak 1994
Bu tez iki kısımdan oluşmaktadır. Bunların ilki olan Bölüm 2, Fibonacci 
sayılarının özellikleri ve uygulamaları üzerine bir derlemedir. Bu bölümde, 
Fibonacci sayılarının ilginç özellikleri ve Fibonacci dizisi ile ilgili bazı konuları 
çeşitli kaynaklardan toparlayıp bir araya getirerek okuyucuya konu üzerinde 
genel bilgi vermeye çalışılmıştır. Konuyla ilgili temel kavramları verdikten 
sonra Fibonacci sayılarının aritmetik özellikleri üzerinde durulmuştur. Bunlar 
arasında bölünebilme ve periyodiklik özellikleri, Zeckendorf teoremi, Fibonacci 
ağaçları ve tamsayıların temsil edilmeleriyle ilişkileri, Fibonacci sayılarıyla ilgili 
yeni bağıntılar türetilmesinde kullanılan polinomlar ve Fibonacci gruplarını 
sayabiliriz. Ayrıca bölümün sonunda bazı bitki yapraklarının sayıları ya da arı 
soyları gibi altın kesimle ilgili doğal olaylardan bahsedilmektedir.
ikinci kısımda. Bölüm 3’de, Fibonacci kökenli bir rasgele sayı dizisi üzerinde 
durulmuştur. Sk = k<j) — [k(f>] rasgele sayı dizisi bazı testler uygulanarak analiz 
edilmiş ve eleştirilmiştir.
Bölüm 5, yani Appendix’de Bölüm 3’deki testleri uygulamak için kullanılan 
Fortran programları bulunmaktadır.
111
an ah ta r  Fibonacci sayıları, altın kesim, altın dikdörtgen, Binet formu, 
sözcükler: Fibonacci gösterimi, Zeckendorf teoremi, Fibonacci ağacı, ağaç
kodları. Fell polinomları. Fell Lucas polinomları. Fell diyag­
onal fonksiyonu, Fibonacci polinomİMi, Lucas polinomları, 
Fibonacci grupları, rasgele sayı, bağımsız, uniform.
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Chapter 1
Introduction
Leonardo Fibonacci (1170-1250), also known as Leonardo of Pisa, mathemat­
ical innovator of the middle ages, was born in Pisa, Italy. He grew up in North 
Africa where his father was a collector of customs. There he became acquainted 
with the Hindu-Arabic numeration system and computational methods. In 1202, 
he wrote the famous book Liber Abaci in which he explained the Hindu-Arabic 
numerals and introduced methods of computation similar to those used today. 
The same book also contained topics in geometry and algebra.
The sequence of numbers 0,1,1,2,3,5,8,13,21,34,55,· · · where each term is the 
sum of the two preceding terms is known as the Fibonacci sequence.
Over the years these numbers have inspired a great deal of mathematical 
work. In December 1962, the Fibonacci Association was organized for the purpose 
of collecting a Fibonacci bibliography engaging in research and publishing the 
Fibonacci Quarterly.
In Liber Abaci Fibonacci posed the following problem:
Suppose that we have one pair of newly born rabbits. This pair and every 
later pair produces a new pair every other month, starting in their second month 
of age. The problem is to find the number of rabbits after one , two or n months 
assuming that no deaths occur.
Let A denote an cidult pair of rabbits and B denote a baby pair. At the start
1
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of the first month we have only an A, at the start of the second month we have 
an A and a B and at the third month we have the original A, a new B and the 
former B, which has become an A.
In general, let Fn be the number of pairs at the start of the n-th month. Then
Fn+2 — Fn+i +  F,l (1.1)
since the total number of rabbits will have increased by the offspring of all those 
who were there at the start of the n-th month.
This rule is characteristic of the Fibonacci sequence with the initial values 
Fo = 0,Fi = l.
By starting with different initial conditions, but keeping the recursion relation, 
one obtains the generalized Fibonacci sequence.
The recursion for the generalized Fibonacci sequence (?„ in terms of its initial 
values Gi and Crj and the Fibonacci numbers is Gn+i = <72^n+i +  G\Fn, where 
Gi = Ct2 =  1 is our original Fibonacci sequence.
For example, letting the first two values to be 2 and 1, we get the sequence 
2,1,3,4,7,11,18,·· · which is called the Lucas sequence^ denoted by L„.
Both the Fibonacci and the Lucas number sequences may be extended 
backwards, i.e. F_i = Fi — Fq, F1_2 = Fq — F -i and so on. In general, for 
n > 0,
n? (1.2)
(1.3)
It is possible to compute F„ directly without computing all predecessors Fk 
first, by using a direct formula discovered by A. de Moivre in 1718 and proved 
10 years later by Nicolas Bernoulli:
F. = l/\/5 [(i( l + vS))” -  ( i ( l  -  v/5))"]. (1.4)
The result can be obtained by solving the homogeneous difference equation 
Fn+2 =  Posing Fn =  2" and simplifying we find that the quadratic
equation for x  is.
Chapter 1. Introduction
— X — I = 0.
The two solutions of (1.5) are
a  =  (1 +  VE)/2 
/9 =  (1 -  v S )/2
(1.5)
(1.6)
(1.7)
The general solution for Fn is then a linear combination = aa” +  with
initial conditions Fo =  0, =  1.
We have a + 6 =  Fq =  0 and aoc + = Fi = 1, so that a =  —b = Ijy/h.
Substituting these values into the form of the general solution we obtain the 
explicit formula (1.4) for the n-th Fibonacci number.
Clearly oc P = a  — P = y/h and or/9 =  — 1. So (1.4) can be cast into the 
Binet form
(1.8)
a'' - P ^
Fn =  —-----n =  1, 2, · · ·a  — P
Equation (1.5) is called the Fibonacci quadratic equation and the positive root 
a  is called the Golden section.
The corresponding formula for Lucas numbers is
Ln =  O'” +  =  1, 2, (1.9)
In order to obtain a Golden section of the line segment, one finds a point on 
the line such that the length of the entire line is to the larger segment as the 
larger segment is to the smaller segment. Let x be the length of the line and 1 
be the length of the larger segment. Then x : 1 = I : 1 —x hence — i  — 1 = 0. 
So we get the Fibonacci quadratic equation with roots a  and P , the positive 
root a  giving the value of the desired ratio. The point C dividing AB such that 
A B fA C  =  «  = (! + \/5)/2  is said to divide AB in the Golden section.
Suppose we have a rectangle ABCD as in Figure 1.1 such that 
B C /E B  =  A B fD A  i.e. x/y =  (x +  y)/x or x/y =  1 +  y/x 
which gives (x/y)^ — ®/y — 1 = 0. This is again the Fibonacci quadratic equation 
with positive root a  =  (1 +  \/5)/2. Thus x /y  = a.
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A G E B
F igure  1.1: A Golden rectangle ABCD
The Golden rectangle ABCD can be constructed easily as follows. First bisect 
the side AE of a square AEDF, say in G. Draw an arc of a circle with center G 
and radius GF, making its intersection with the ray AE as B. Then draw a line 
through B perpendicular to AE and name its intersection with DF as C. The 
resulting rectangle ABCD is a Golden rectangle.
It has been claimed widely that the Golden ratio (or the divine proportion 
as Kepler called it) hais influenced Greek architecture and classical art. The 
Parthenon at Athens , built in the fifth century BC , has dimensions that could 
be fitted almost exactly into a Golden rectangle. [11]
This thesis covers some classical some recent mathematics built around the 
Fibonacci sequence. It would be impossible to include everything that has been 
written on this subject, so we have presented selected topics.
In Chapter 2 which consists of a survey of some interesting aspects and 
applications of Fibonacci numbers from diverse fields, we shall first investigate
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some basic arithmetic and combinatorial properties of Fibonacci numbers. We 
shall show methods for evaluating Fibonacci numbers, list and prove some of 
the frequently used identities. We’ll also investigate divisibility and periodicity 
properties of these numbers. Next, after giving the Zeckendorf representation 
theorem, we shall relate Fibonacci numbers to certain number trees and after 
defining Fibonacci trees, we shall show how these trees are used to find the 
Zeckendorf representation of integers. Polynomials which enable us to obtain 
new identities for Fibonacci numbers are also studied in Chapter 2. Fibonacci 
groups are defined and they are classified according to their orders. A theorem 
about the orders of the groups (Theorem 6) is proven. Chapter 2 finally focuses 
on natural phenomena related to the Fibonacci numbers, such as the number of 
petals of certain plants and generations of drones. Most of the theorems and 
proofs can be found in references [9], [26].
In Chapter 3, we shall study a Fibonacci random number sequence which is 
defined as the sequence formed by the fractional parts of the multiples of the 
golden ratio. After introducing the notion of a random sequence we shall discuss 
some of the standard tests executed on random number sequences and afterwards 
apply these to our specific random number sequence. Finally, we shall criticize 
this random sequence and we shall suggest some alternative random sequences 
which pass as many tests as it passes.
Chapter 5, the Appendix contains programs of the 9 different tests executed 
on the random sequences all written in Fortran by the author.
Chapter 2
A Survey of some basic facts 
about Fibonacci numbers
Having introduced the Fibonacci numbers we look at some important and 
interesting properties of these numbers. The aim of this chapter is to give a 
survey on some aspects and applications of Fibonacci numbers.
2.1 E stim ates for Fn  and
In this section we shall present certain methods for finding and estimating 
values of F„.
Below [x] denotes the greatest integer that is less than or equal to x.
PROPOSITION 2.1 : ([9])
(0 n^ = (5i  + |] /orn = l ,2,3,···
(ii) = (aF„ + 1/2], n = 2,3,4,···
(iii) F„+i = [(F„ + 1 + ^/^F„)/2], n > 2
Proof: We just give the proof of (i).
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By (1.8), f .  = = (?i + i) -  (1 + , .
Since, 0 < |)0| < 1 we have 0 < <  1 < ^  hence 0 < ^  < |  so that
 ^ < I  +  ^  < 1. If n is even, then j < j +  ^  < 1· If n is odd, then i f  <  ^  < 0 
thus 0 < 2 +  ^  < 1. It follows that F„ < ^  “i" 2 +  1 or F^ =  “I” 2I'
Similarly for Lucas numbers we have the following identities
Ln =  [a” + 1/2], n =  2 ,3 ,4 ,.·.
Ln+i — \cnLn +  1/2], n > 4
Ln■^■\ =  [(L„ +  1 + v/5Zn)/2], n > 4 .
Using the fact that F„ is the nearest integer to a'^/y/b , Fn can be computed 
if logarithms to a sufficient number of places are used. As an example let us 
compute Fi^:
Since F\s «  a^^/y/h we have
log(a*®/\/b) «  15 log a — log 2.236
w 15 · (0.20898) -  0.3494 «  2.7853
Hence, a^®/\/5 w 609.95. Therefore, F\s =  610. For larger indices it 
is possible to find only the first three digits accurately if we use four-place 
logarithms. Similarly we have |Ln — «”] < 1/ 2.
2.2 Identities involving Fibonacci and Lucas 
numbers
In this section we shall not prove all of the identities but instead we shall give 
some proofs using different methods so that the remaining identities listed at the 
end of the section can be proved similarly.
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PR O PO SIT IO N  2,2: ([26])
(i) E?=1 Fi = ft+j -  1
(ii) Z U  u  = £n+j -  3, n > 1
(iii) f„L„ =
(iv) F l,,  + FI =
(v) Fn+m + =  LjnFn
(vi) = Fmin
(vii) arctan(l/F2m+i) + arctan(l/jP2m+2) = arctan(l/F2m)
(viii) arctan(l/jP2m+i) =  (arctan(l/F2)—arctan(l/jP4)+arctan(l/jF4)-
arctan(l/F6) H---- --- arctan 1 =  ir/4.
( ix )  E.~i w  = 3 + a = 4 - ^
(x) £■» = Eg,
Proof: The first two statements are obvious by mathematical induction. As for 
the third statement, using the Binet form (1-8) we have FnLn = + ¿0”)
=  -  F2n-
Let G i^,^ 2» · ■ · be any generalized Fibonacci sequence, defined by 
Gn+2 = Gn+i + Gn- Then
Gn+m = Fm.-\Gn +  FmG·,n+1 (2.1)
Now,
Gn-m — F-m-\Gn +  F-rnGn-\-\ =  (“ l)”‘(^m+l<7n ~  F^Gn+l), (2.2)
and combined with (2.1) this yields
Gn+m + (—l)’"i?n-m = (-^m-l +  Fm+l)Gn — LmGn
and
(2.3)
Gn+m — (—l)"*i?n-m = 2FmGn+l +  {Fm-1 ~  ^m+l)G^ n — Fm{Gn~l +  (?n+l)· (2.4)
Specializing to (7,· =  i ·^, from (2.1) we get when m =  n +  1 statement (iv) 
while from (2.3) and (2.4) we obtain the statements (v) and (vi) respectively. 
Statement (vii) can be proved directly: For any angles a  and 
tan(a  + fi) = (tan a  +  tan^)f{l — tan a  tan fi), thus
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tan[arctan(l/F2m+i) +  arctan(l/F2m+2)] =
(1/F 2m+1 +  l /F 2m+2) 
1 ~  l/-^2m+li^2m+2
2m+2 + F:2m+l
F2m+\F2m+2 ~  1 
■f^2m+2 +  F2m+1 
F2m.+l{F2m +  ^ 2^ +1) “  1 
F2m+2 +  F2m+\ 
F2mF2m+l +  ^2m+l ~  1 
F2m+2 +  F2m+1
F2m(F2m+l +  ^ 2^ +2)
1
F2m
using the equation F„+iFn-i — F^ = (—1)”. 
From (vii) we get (viii)
To present the proof of (ix) we first show
}=o
(2.5)
by induction.
The assertion holds for n =  1. Now, assume (2.5) holds for all positive integers 
up to n. We shall prove that it also holds for n +  1.
Multiplying both the numerator and the denominator of the quotient in (2.5) 
by ¿ 2" and using (iii) we obtain
E?=o l / i i .  =  3 -  = 3 -  Then,
E 7io‘ 1/ i i .  =  3 -  -  ^ ) .r^ n+l
Now, since Fk+m +  Fk-m =  LmFk for even m, setting m =  2” and =  2" -  1 we 
get k + m = 2”·*·* — 1 and k — m =  —1.
Hence, F2r»+i_i +  1 =  Z<2"-f^ 2"-i and so l/-f^2> =  3 — F2n+i_j/F2n+i.
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m + l
ies that
This is (2.5) with n replaced by n+l.Thus (2.5) is proven by induction. We are 
in fact interested in limn-*oo 3 — i^an+i_i/F2n+i.
This equals 3 +  a  since Fm/Fm-i —* P and hence Fm-i/Fm —^ l//S  = —a.
To prove (x) note first that only a finite number of these binomial coefficients
differ from zero. We have i i^ =  l,jP2 =  l·
( m — t — 1 \
t / ’
(m — i \  f  m — i — 1 \i +  i + i  )
f  m — i -  1 \  f  m ~ i  — l \  (  m - i \  .
=  K.+ 1 +i'm  =  1 + E g o  i  j  =  E So I  ’ j
Therefore if our equation holds for m and for m +  l, then it holds for m + 2 as 
well, which completes the proof by induction.
Many more identities have been discovered. We have compiled the following 
list from various sources. (See [9], [26])
List of identities
E?=i F< = ^ 1
E ”=, i?  = ¿»£.+1 -  2 ,n > 1
Fn+i +  Fn-i =  Ln
FnFn-3 =  i^n-2Fn-l +  (-1 )"
F2n -  F„Fn+l = FnF„_i
■i'4n +  2 =  Lin
L , n - 2  = 5Fin
■£'4n+2 +  2 =  bF^n+l 
•f'4n+2 — 2 =  Lln+l
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- L l  = 5(-ir-^^F ,^
Fn+p +  F„.p =  FnLp, p even 
Fn+p “H Fn—p =  LnFpy p odd 
Fn+p -  Fn-p =  FnLp, p odd 
Fn+p -  Fn-p =  LnFp, p even
-  n ~ p  =
Fn+n+l =  Fm+lF +^1 +  FmFn
Lm+n+l =  Fm+lLn+1 +  Fn^n
FnL„+fc -  Fn+kLn =  2( - l ) ’‘+'Ffc 
FkFk+iFk+sFk+4 = ^it+2 “  1 
jC'2n-i'2n+2 ”  1 =  5-^2n+l 
LnLn+1 ~  Lin+i — (“ 1)” 
bFn — Ln+2 Ln—2 
L l +  iL n -iL n + i= 25F;t 
Ln-iLn+i + F =  6F^
F^ + AFn-iFn+i = L l 
F „ \i-4 F n F „ _ i= F 2 _ 2
Fn_lFn+, -  Fm-2Fm+2 =  2( - l ) " ‘ 
LnFm-n d" FnLm~n ~  2Fn
E L i = (n + l)Fn+2 -  Fn+4 +  2
E?=l F2i = F2„+1 -  1 
Er=l F2i-l =  F2n 
E S i ^ ./2’ = 2
E i^ iiF /2’ = 10
E?=~o‘  ^  ^ j  2’‘- ‘F„_. = F
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^ j  ^ 2. =
Ev=i' ^  ^ j  ^ 2. =  5"
E ? i i ' ^ ‘ j  i;? =  5"
2^n+l
E2n1=1
E2n1=1
■£'2n
Lin
2n+l
2.3 D ivisib ility  properties
PR O PO SIT IO N  2.3 : Any two consecutive Fibonacci numbers are relatively 
prime.
Proof:
Since F„_i =  Fn+i — Fn, any common divisor of Fn+i and Fn would be a 
common divisor of Fn and Fn-i and this process would continue back to Fi and 
Fi. But this would contradict the fact that {Fi,Fi) =  1. As a consequence it 
follows that if F; =  0 (mod t) and Fj =  0 (mod t) then also Fi+j =  0 (mod t) and 
Fi-j =  0 (mod t) for i > j .  In other words the subscripts for which Fibonacci 
numbers are divisible by t form the positive elements of a module.
PR O PO SIT IO N  2.4 : ( [9]) I f  r is divisible by s, then Ft is divisible by Fa.
Proof: To see why consider
We have to prove that the expression in the parenthesis is an integer. The first 
and last terms form a Lucas number: =  L(n-i)fc· The second
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and the next to last terms may be paired to form a product of (—1)* and a Lucas 
number: = [a^)^L^n~3)k =  (~l)*'-^(n-3)fc and so on. Note
that the number of terms in the parenthesis is n. Thus if n is even the terms 
match up in symmetric pairs to make Lucas numbers, adding up to an integer. 
If n is odd, then the terms still match up except for the middle term which is of 
the form and that is an integer.
A more general result is the following
T H E O R E M  1: ( [26]) (Fm,Fn) = E(m,n) where ( ,  ) denotes the greatest 
common divisor.
Proof: ( [26]) Let (m,n) = d, and let m > n. We shall use the Euclidian 
algorithm to find the greatest common factor of m and n. 
m = p o n  + ri, 0 < ri < n 
n =  P in  +  T2, 0 < T2 < n
n  =  P2r2 +  »*3 , 0 < T3 < T2
n -2 =  P»-ir,-i +  r,·, 0 < r,· < r 
r,-_i =  Pin and n  = (m, n) = d.
By Eq.(2.1) and Proposition 2.4, (EUj-f’n) = {Fp^n+nyF^) (Fr^Fp^n-i +
Fr,+iFp,nyFn) = (EV,Fp„„_i,E„)
By Propositions 2.3 and 2.4, (ipon-ij-fpon) =  1 therefore (Epj„_i,F„) =  1 so 
that (F„,,Fn) =  {Frr,Fn) = (E r,,F rJ = ··· =  (Er,,F,,_,) = Fd.
From this theorem we may conclude that if p is a prime then the factors of 
Fp cannot be Fibonacci numbers. The result also holds for the Lucas numbers, 
i.e. Z/(ni,n) (,Fjny Fn')
The first two statements of the following proposition were proved by Cavachi
[5] in 1980.
P R O PO SIT IO N  2.5 : ([26])
Chapter 2. A Survey of some basic facts about Fibonacci numbers 14
(i) ft„-i -  f t ,  is divisible by f =.
(ii) f,„ -i -  ( - l )* + 'f t ,  is '‘ivieibte by F I
(iii) FnF„ is divisible by F^.
(iv) F„m+i where k — ri^ is divisible by forn  =  1, 2,· andm = 1,2, ·
Proof: (of i) We shall prove it by induction. For k = I and k = 2 the 
assertion is true. Now, assume it holds for some k. By (2.1), ^(Jb+l)n-l =  PknPn + 
Fkn-iFn-i. Observe that by Proposition 2.4 the first term on the right hand side 
is congruent to 0 modulo F^ and by assumption the second term is congruent to 
=  F’n ii modulo F^ so that — Pn-i is divisible by F^ which
completes the proof. From (i) and (ii) we get (iii).
PR O PO SIT IO N  2.6 : ( [26])
(i) I f  p is a prime of the form  5< dh 1 then F), =  1 ( mod p).
I f  p is a prime of the form  5i db 2 then Fp = —1 ( mod p).
(ii) I f p is a prime of the form  5i ±  2 then Fp+i =  0 ( mod p). I fp  is a prime 
of the form  5i ±  1 then Fp-\ =  0 ( mod p).
Proof: (of i) In the Binet formula expanding the n-th powers of a  and ^  we 
g e tf„  =  (l + n v ^ + 5  ^ "  j  + * ' ^ ( 3  1 +  ') / 2 " v S - ( l - n v /5 + 5  i  j  ”
5V5 ( ^  I + ■ ■ •)/2”V5.
Hence, F n - {  + 5 l ” | + 5^  ( ” ) + · ·  •)/2’‘ ^
Thus we obtain
’ "  ( 1 )
+  5 + . . .  +  5(p- i)/2
( : )
Now using the fact that.
n
= 0 {mod p) for 1 <  n < p — 1 and by
Fermat’s theorem we get Fp =  {mod p).
Since = 1 {mod p) if and only if p is of the form 5i ±  1 and =
—1 {mod p) if and only if p is of the form 5t ±  2, we get the result.
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n 0 1 2 3 4 5 6 7 8 9 10 11 12
A.(7) 0 1 1 2 3 5 1 6 0 6 6 5 4
n 13 14 15 16 17 18 19 20 21 22 23 24 25
M n 2 6 1 0 1 1 2 3 5 1 6 0 6 .
Table 2.1: R„{7)
(ii) can be shown similarly.
The converse does not hold. For example 
F22 = 17711 =  85 · 22 + 1 =  1 ( mod 22).
Note that from (ii) we can conclude that every prime number is the factor of 
some Fibonacci number. In faet any given number is a factor of some Fibonacci 
number, see Section 2.4 below.
2.4 Periodicity of Fibonacci num bers
The Fibonacci sequence exhibits some periodic properties which we shfdl 
discuss in this section.
Let Rn{Tn) be the residue of modulo m. As an example we have tabulated 
Rn{7) in Table 2.1. Observe that 7 divides Fq^ Fs, Fie, F24 in this list and that 
this sequence repeats itself after 16 terms. Working with other m one can see 
that repetition always occurs.
It is easy to show that the first repeated pairs of remainders is (0,1). In 
general, let (rjt,r/;+i) be the pairs of remainders obtained by dividing Fk and 
Fk+i by m. Consider the sequence of pairs (ro, n ) , (rj, T2), · · ·, (r„, r„+i).
We say that two pairs (a i,6i) and (02, 62) are equal iff oi =  02 and 61 =  62. 
In the first m* + 1 of these pairs, there must be at least two of them which are 
equal. Let (rk,rk+i) be the first pair to be repeated. Then there is a later pair 
(rniTn+i) equal to (rib,rjt+i) with m^ + 1 > n +  1 > ^ +  1. So r„ = rjt,r„+i =  rjt+i.
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Since F„_i =  Fn+i -  F„ we get =  rjfc+i -  r* and Tn-i =  Tn+i -  Tn, which 
implies that r„_i =  rjt_i.
Therefore every repeated pair has a predecessor that is also repeated except 
the first, (0, 1) which has no predecessor.
Thus we have proved the following
T H E O R E M  2 : ([9]) Every integer m divides some Fibonacci number {> Fq) 
whose subscript does not exceed m?.
(This theorem does not hold for Lucas numbers, since for example 5 does not 
divide any Lucas number.)
The subscript of the first Fibonacci number divisible by m is called the rank 
of apparition or entry point of the number m in the Fibonacci numbers. Thus 
the entry point of 7 in the Fibonacci numbers is 8.
In [1], there is a list of entry points and periods of primes 2 to 269 in both 
the Fibonacci and Lucas numbers.
2.5 R epresenting integers as sums o f  
Fibonacci num bers
A sequence of positive integers «1, 02»···, On? * ·· is said to be complete with 
respect to the positive integers iff every positive integer m is the sum of a finite 
number of the members of the sequence where each member is used at most once 
in any given representation. For example the sequence defined by a„ =  2** is 
complete.
T H E O R E M  3 : ( [9])
(i) The Fibonacci sequence of numbers, is complete.
(ii) The Fibonacci sequence (n > 1) with an arbitrary F„ missing is complete.
(iii) The Fibonacci sequence of numbers (n > 1) with any two arbitrary 
Fibonacci numbers Fp and Fn missing is incomplete.
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Proof:
(i) We show that for all k, for all m =  1,2, · · ·, m is representable 
using Fi fF2, ” ' tFk-2- We proceed by induction on k. For k = 3 each m =
1. 2.3 ,  · · · ,Fjt — 1 can be represented as a sum of some or all of the Fibonacci 
numbers Fi, F2, · · ·, F’„_2 using each Fi at most once.
Now assume that every integer m =  1, 2, · · ·, F* — 1, A: > 3 , is representable 
using Fi, F2, · · ·, Fjt_2. We shall prove that every integer m =  — 1
is representable using Fi, F2, · · ·, Fk-i.
We have representations for 1, 2,3, · · ·, Fjt — 1,1 +  Fk- \ , 2 +  Fk-i,· · ·, Fk+i — 1 
and there are no omissions between F* — 1 and 1 +  Fk-i since for = 3, Fjfc — 1 = 
F3 - l  =  l , l  + Fjfc_i =  l  +  F2 =  2.
For A: = 4, F;t — 1 =  F4 — 1 =  2 ,1  +  Fk-i =  1 + F3 = 3, and for A: > 5, since 
F k - F k - i  > 2 we have F* — 1 > 1 + Fk-i , so there is an overlap. In any case (i) 
is proved.
(ii) By (i), it is possible to represent any number m = l,2 ,3 ,---,Fn+i -
1 properly by using only the numbers and without using F„.
Then Fn+i can represent itself and adding F„4-i to the representations for m =
1.2.3, · · ·, Fn+i — 1, we can represent m =  1, 2, · · ·, 2F„+i — 1. Since 2F„+i — 1 > 
F„+2, the proof is complete.
(iii) We know that Fi =  Fk+2 — 1. With Fp <  Fk missing we have
Fi +  F2 + · · · +  F’p_i +  F^+i d---- +  Fjb =  Fk+2 — Fp — 1.
If also F„ > Fp is missing, then
F j + F2 + · · · + Fp_i + Fp+i + · · · +  F„_i = F„4-i — Fp — 1 < Fn+i — 1.
Hence Fn+i — 1 has no proper representation, since Fp > 1. Even if we used 
all those numbers less than F„ once, we can’t represent F„+i — 1, and any other 
Fibonacci number is too large, since Fn is strictly increasing.
TH EO R EM  4 : ( Zeckendorf) ( [9]) Any positive integer N  can be uniquely 
expressed as a sum of distinct Fibonacci numbers such that
N  = Fjt,+Fjtj+— bFitr whereki+i < A:,·—2 andkr > 2 for alii = l ,2,---,r—1.
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Figure 2.1: Capocelli’s tree T2
Proof: ( [9]) (By induction) When N  is itself a Fibonacci number, the 
theorem is trivial and this covers N  < 3. Also, 4 =  F4 + F2. Assume now, 
the assertion holds for all integers not exceeding F„, let Fn+i > N  > F„. Then 
N  = Fn + (N  — jF„), N  — Fn < Fn so that N  — Fn can be expressed as a sum of 
distinct Fibonacci numbers. Clearly, this representation is unique.
2.6 Trees related to  th e  Zeckendorf 
representation o f integers
Capocelli [4] defines a family of binary trees 7* related to the Zeckendorf 
representation of integers inductively and recursively as follows: For fc = 0 or 
A; =  1, the tree is simply the root 0. For A: > 1, the number at the root is Fjt, the 
left subtree is Tk-i and the right subtree is Tk-2 with all vertex numbers increased 
by Fk. (On Figures 2.1-2.6, from reference [4] Capocelli’s trees are shown.)
By labeling each branch of a tree with a code symbol and representing each 
terminal node with a path of labels from the root to it, a tree code can be 
obtained. We note that the tree codes have the property that no codeword is the 
beginning of any other codeword. Such codes are called prefix codes. Moreover, 
they preserve lexicographic ordering, with 0 <  1. The Fibonacci code Ck is the 
binary code obtained from Tit, the Capocelli tree of order A:, by labeling each left
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branch by 0 and each right branch by 1. As an example Ce is shown in Table 2.2 
It turns out that Fibonacci tree codes are related to the Zeckendorf 
representation of integers. It will be recalled that every integer 0 < AT < Fk+i 
has a unique Zeckendorf representation in terms of Fibonacci numbers, N  = 
02^2 +  asFs +  · · · +  orjfcFfc,where a,· G{0,1} and a,Qr,_i =  0 .
Such a representation then provides a binary sequence called a Fibonacci 
binary sequence. By the very property of the Fibonacci recursion a Fibonacci
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0 00000 7 on
1 00001 8 1000
2 0001 9 1001
3 0010 10 101
4 0011 11 no
5 0100 12 111
6 0101
Table 2.2: The tree code of Te
binary sequence does not contain two consecutive I ’s. Moreover the number of 
such sequences of length fc — 1 is Fk+i.
Let Nk = Nk+ N l where TV® and N l are the total number of O’s and I ’s of Ck 
respectively and Nk is the total number of symbols, (e.g. in Ce, TV® = 31, TVjJ =  19 
and Nk =  50)
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T H E O R E M  5: ( [4]) limfc_ooN^/Nk = l /a  and liniife^coN l/N k = l - l l a  
where a  — lim„_>oo -fn+i/E„ is the Golden Ratio.
Capocelli also defines the uniform Fibonacci tree of order k, Uk as follows: 
For A: <  2 it is the Fibonacci tree Tk. For k > 2 the root is Fk, the left subtree 
is Uk-i, the right subtree has root Fk + Fk-i whose right subtree is empty and 
whose left subtree is Uk-2 with all numbers increased by Fk. (See Figure 2.6 from 
reference [4])
The terminal nodes of Uk consists of R-nodes ,which are right sons and L- 
nodes which are left sons. Uk has Fk-i R-nodes and Fk L-nodes which can be 
proven by induction. ( [4])
The tree code of Uq denoted by Be is illustrated in Table 2.3.
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0 00000 7 01010
1 00001 8 10000
2 60010 9 10001
3 00100 10 10010
4 00101 11 10100
5 01000 12 10101
6 01001
Table 2.3: The Tree code of Ue
Observe the relation between and the Zeckendorf representation of integers. 
For example
12 =  1 · Fe + 0 · Fs +  1 · F4 + 0 · F3 + 1 · Fz = 8 +  3 +  1 
7 =  0 · Fe + 1 · F5 +  0 · Fi + 1 · F3 + 0 · F2 = 5 +  2. Thus we get an algorithm 
for obtaining the Zeckendorf representation of integers:
(i) Find k such that 0 < N  < Fk+i where Ft+i is the {k + l)st Fibonacci 
number.
(ii) Construct Uk , the uniform Fibonacci tree.
(iii) Build the path of labels from root to the terminal node N.
This procedure is analogous to the setting of the binary numeration system 
with the aid of complete binary trees.
Another algorithm for writing down a Fibonacci representation of a given 
integer N  is provided by convolution trees with Fibonacci colors on the nodes. 
For more details see [25].
2.7 Polynom ials related to Fibonacci numbers
There are various methods for deriving identities for Fibonacci and Luc<is
Chapter 2. A Survey of some basic facts about Fibonacci numbers 23
Figure 2.6 : The Uniform Fibonzu:ci Tree of order 6, Ue
numbers, such as the use of Binet formulas, induction etc. The theory of 
polynomials is a rich field, enabling us to obtain easily a large number of new 
identities.
In this section we shall introduce several polynomials including Pell and Pell- 
Lucas polynomials. Pell diagonal functions, Fibonax:ci and Lucas polynomials.
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These are interesting not only because of their intrinsic properties but also by 
virtue of their use in establishing identities involving Fibonacci numbers.
2.7.1 Pell and Pell-Lucas Polynomials
The Pell and Pell-Lucas Polynomials^ denoted by Fn(®) and Qn(x), 
respectively are defined recursively as follows: [10]
Po(x) =  0, Pi(x) =  1, Fn+2(a^ ) =  2xPn+i(x) +  P„(x) (2.6)
Qo(x) = 0, Qi(x) =  2x, Qn+2(x) = 2xQn+i(x) +  Qn(x) (2.7)
These polynomials are defined both for negative and positive values of n, so
that
/>.„(1) =  (2.8)
=  ( - l ) ”<2„(x) (2.9)
The first few of these polynomials are
P2(x) =  2x, Psix) =  4a:^  +  1, / 4(2:) =  8x^ +  4a:, · · ·
Qsix) = +  2, (^3(2:) =  8x^ +  6x, Q iix) = Ifix“* +  16x^ + 2, · · ·
As special cases we have /n ( l)  =  Pn (the n-th Pell number^
Qn{l) — Qn (tbe n-th Pell-Lucas number)
Pn{l/2) = Fn (the n-th Fibonacci number)
Qn{l/2) =  Ln (the n-th Lucas number).
Hence, Pni^) and Qn(a?) are generalizations of and 
The characteristic equation for these polynomials is
-  2xA -  1 =  0 (2.10)
with roots a =  X -f- Vx^~+1 and b = x — VxM -T so that a -H 6 = 2x, a — b =
2V x^+T , 06 =  —1.
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Observe that for x =  1/ 2, a =  a  =  (1 + \/5)/2  (The Golden ratio) and b = 0 = 
(1 -  y/5)/2.
From these we may obtain the Binet forms,
P„{x) =  ( a " - 6" ) / a - 6  
Qn(x) = a” + 6’*.
(2.11)
(2. 12)
To find the generating function of Pn(®)> let
9(.=^ ) = T T U P r * > W ·
We have
^(x) - P iy °  = g{x) -  1 =  53 Pr+i{x)y''
r=l
=  f ; ( 2i f t ( x ) / +  />,., ( i)y ')
r=l
= J/ £  2xP,+i (x)y’· + £  Pr+i (x)y’·
r=0 r=0
which implies that y(x) — 1 = 2xyg{x) + y^g{x) hence
y(x) =  1/(1 -  2xy -  y*) . (2.13)
Similarly the generating fimction of Qn(^) is found to be
53 Qr+i{x)y'‘ = (2x + 2y)/l -  2xy -  y^
r=0
(2.14)
The Pell and Pell-Lucas Polynomials have interesting properties. Many 
relationships involving them can be found in [10]. Some relations of interest 
are listed below.
Pn+i(x) + Pn-i{x) = Qn{x) = 2xF„(x) + 2F„_i(x) (2.15)
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< 3 n + l( a !) i ’n - l ( l )  -  < 2 i ( l )
( - 1)”
( - i r '4 ( x ^  + 1) .
(known as Simson’s Formulas)
Some of the elementary summation formulas are:
r= l
=
r= l
Pn{x) =  
C?n(a:) =
F2n+i(x)/2x
F2n(®)/2x
((n -" ^ / i l  /  _  1 \
5:; (2x)"-2”*->
m=0 \  m  J
>  ^ n / n  — m  I 
m=0 \  rn
From 2.19 and 2.20
E ftW  = (n+i(l) + P.(l)-l)/2i .
r= l
(2.16)
(2.17)
(2.18)
(2.19)
(2.20)
(2.21)
(2.22)
(2.23)
Summations formulas involving reciprocals of Pell Polynomials can be found 
in [17].
2.7.2 Third order Pell diagonal functions
The third order diagonal functions of Pell Polynomials or Pell diagonal 
functions {r„(x)}, {•Sn(a^ )}, {¿n(a:)} are defined [16] as
ro(x) = 0, ri(x) = 1, T2(x) = 2x
^n+i(^) ~  2xrn(x) d" i'n—2(^)1^  ^  2 (2.24)
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So(x) = 0, 5i(a:) =  2, 52(0;) = 2x 
5n+i(^) ~  2xSft^xJ -j- Sn—2(2^ ))^  ^ ^  2 (2.25)
io(a;) =  0, ii(x) =  2x, t2(x) = 4x^ 
tn+i(®) “  2xiji(x) -I* iji_2(x)) ^  ^ 2  , (2.26)
The Pell diagonal functions are important since they generate new identities 
for the Fibonacci numbers.
The auxiliary equation for Pell diagonal functions is
/(y ) =  y  ^-  2xy^ - 1  = 0
with roots Xi,X2,X3 .
When X = - l , x i  =  ( \/5 -1 ) /2 ,X 2  =  - ( \ ^ +  1)/2,X3 = -1 .
The Binet formula for r„(x) is r„(x) =  Ax'y + j^ xJ +  Cx^ where 
A  = x i/(x i -  X2)(a;i -  xs), B  =  X2/(x2 -  a:i)(x2 -  xs),
C  =  xsli^z -  a;i)(x3 -  2:2).
(2.27)
The corresponding formulas for Sn and i„ are 
Sn(x) =  Dx^ +  E x2 +  Fx'l where
D = T ^ —x^ —a?a(xi-X2)(a;i~x3)
Xo—X^ —Xy
(x2-X3)(aP2*-a?l)
X3 ~Xl "“X2
E  =
P  _  _ _________
(X3-Xl)(x3-X2)
<„(x) =  x5f + x5 +  xj.
Since for X = — l,x i and X2 are negatives of the roots of the auxiliary equation 
of the Fibonacci numbers, the relations below [16] follow naturally.
r n (-l)  = ( - 1 )”-^ F „+2 -  1) 
s „ ( - l )  = ( -1 )”- ‘2F„
(2.28)
(2.29)
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i„(-l)  = ( - l ^ n  + l)
r _ „ (-l)  = F„_2 + ( - i r
5_n(-l) = 2Fn
= in  + (-ir
n - l
¿0 V *
(2.30)
(2.31)
(2.32)
(2.33)
(2.34)
[n-l/3]
5„(x) = (2x)"  ^ (” “  1 “
»=1
[n/3]
tn(x) =  n /n  — 2i 
i=0
’* : « ) ( 2 x r « . (2.36)
Using these nine equations we can derive some identities for the Fibonacci 
numbers.
As an example let us derive the identity
[n-l/3)
F„ =  2”-2 +  E  ( - l ) ’( n - l - f
f=l
(2.37)
Since 5n(—1) = (-1 )” ^2jF„ , we have
( -1 )”- '2 K  =  (-2)"-' + -  1 -  i)/i  ^ ^ J  j  ( -2 )”· ’· ’''
Dividing by (—1)”  ^ and using the fau:t that
^ jn - i/3]^_j)_3; ^  52i"i^^^^(-l)‘ we get the result.
Some other expressions are
t"/^ l i  n - 2 i \
in  = - l + E ( - l ) V ( n - 2 0 i  .
[n/3) /
F2n = -1  +  E
n — t ■jn—3f
1=0 \ 2i
(2.38)
(2.39)
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Lin —
(  n - i \
= - l + ^ 2n / ( n - 0 r 2/  ) 2'‘-^ ··
which can be derived similarly. For more examples see [16].
(2.40)
Using the identities
E?-i = 2x -  and
poo _  f 2x -  Il =  X, + X3
^.=1 (-Kh. W \  2x - 1, =  X, + X. tor X < <i
we get =  2 -  ^
-3 /2 (4 ) '/^
i f +  ( - ! ) '
é i  (Ü «  -  ! ) ( « «  -  1)
= 2 — ai (2.41)
with ai =  —X2(—1) =  >/5 + 1/ 2.
Other summation formulas involving Fibonacci and Lucas numbers can be 
found in [16].
2.7.3 Derivative sequences of Fibonacci and Lucas 
polynomials
The Fibonacci and Lucas polynomials , Un{x) and ln(x) are defined as [7]
Un = xUn-i + Un-1 (t/o = 0,f/i =  l) 
Vn =  xVn-i +  Vn-1 (Uo = 2, Vi=x)
(2.42)
(2.43)
with the corresponding Binet forms
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Un =  ( 7 " - 0 / A  
K  = 7" + ^
(2.44)
(2.45)
where A =  \Zx  ^+  4,7 = (x +  A )/2, = (x — A)/2 . Obviously , for x =  1 ,
{C^ n} = {Fn} and {K„} = = oc,6 = p.
It is possible to express Un and Vn in the form
ln - l/ 2 j
Un= y :
j = 0  
In/2J
n / n - j
3=0
where [aj denotes the greatest integer not exceeding a. 
Now one can define the derivatives of Un and Vn as
^ j  („ >  1) (2.46)
” 7 0 x”- 2^· ( n > l ) (2.47)
U' = ^  =— dx
V '=  d^x
 -  1 -  27) ^ j  .» j j .» - ! - «  ( „ > 1) (2,48)
-  2 ;)/n  -  7 ^ j  X "- '-«  ("  > 1) (2.49)
Hence {[/'} = 0 ,0 ,1 ,2x, 3x^ + 2 ,4x^ + 6x, 5x  ^+ 12x^ +  3, · · · 
and {V;'} =  0,1,2x,3 x ^ + 3 ,4x=* +  8x,5x“ + 15x2+ 5,···
We will be interested in {1/^(1)} and {Ki(l)} and will denote them by {F,^} 
and {f/Ji} respectively.
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Using the Fibonacci and Lucas derivative sequences we can obtain some 
identities for Fibonacci numbers.
Let Y  =  d7/dx =  (a; +  A)/2A =  7/A  
S' =  dS/dx =  (A -  x)/2A  = - 6 / A
n  = ( n i „ - F „ ) /5 (2.50)
L'„ = nF„ (2.51)
i - p  =  L ,K  + F .l·’,. (2.52)
C p  =  i ’p i i + i n i ’; (2.53)
■n-p =  i p i ; + i n £ ; (2.54)
'n-p “  ^LnFp + pLpFn , (2.55)
(2.50) , (2.51) , (2.52) are derived in [7].)
Proof of (2.54) We will use the two identities
Fn+p + i - i y F ^ .p  =  FnLp and F^+p -  { - ly F ^ .p  =  Lr^Fp.
iU p  +  = (» +  -  P)P.-^ by 2.51
= ^{Fn+p +  {—lyFri-p) +  p(F’n+p ~  (^—l y F n_p)
= nFnLp +  pFpLn =  F'^Lp +  L'^Ln
The remaining identities can be proven similarly.
-  ^n-p^:+P = ( p L „ ) ^ - ( - l ) ”+'’( F ; (5 n ^ - l ) -5 (L ;) ^  +  Lg/2i(2.56)
{ L 'J  -  L'^-pL'^^p = { - lT ^ ^ { { n F p f- { L '^ f)  + {pFYY (2.57)
There are some other results concerning the Fibonacci and Lucas sums of 
derivatives Sp  and Si, which are defined as
«=0
(2.58)
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•S'l,(t) =  E i :  =  £ U 2 - i H 3  + 2 (2.59)
1=0
((2.58) proven in [7]).
Proof of (2.59)
S i ( k )  =  Ef=o i ;  = E L o i f i  where i)- = (a ‘  -
SU k)  =  ( £ i a '
«=0 t=0
 ^ — (k+  l)a*'·*·^  +  a  — (fc + +  /^\ / /"
=  <-----------( ¡T T if
using the formula =  (^ y*·*·^  -  {k + l)y*+^ + y)/{y -  1)*.
Now using the fact that =  —1 and (or — l)^(y? — 1)^  = 1 and simplifying 
we get
Si,{k) =  kFk — {k + l)Ffc-i +  2 +  2kFk+i ~  2(fc +  l)Fjfc + kFk+2 — (^ + l)ji^ ib+i 
=  (A: +  2)Fk+2 +  2 — Lk+3
= ^k+2 ~  ^k+3 + 2 .
Other new identities may be derived using higher derivatives of i/„ and Vn. As 
can be seen from all these examples, various kinds of polynomials provide us with 
many techniques to discover new identities for Fibonacci and Lucas numbers.
2.8 F ibonacci Groups
Fibonacci type relations in the definition of certain groups give rise to 
interesting and nontrivial problems in group theory. In this section we will 
investigate some of the applications of Fibonacci numbers in group theory. We 
shall look at the Fibonacci groups and classify them according to their orders.
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A cyclically presented group is a group presented by n generators xi, X2, · · · > 2:„ 
with n relations obtained from a single word w =  u)(xj, · · ·, x„) by permuting the 
subscripts modulo n, according to the powers of the permutation (12· · -n).
The Fibonacci groups are cyclically presented groups with w = X1X2 · · · Xr®7+i 
(where r is a positive integer), first introduced in 1965 by Conway [6]. Since then 
they have been studied extensively .
For integers r  > 2 and n > 1 the group F{r, n) is given by a presentation 
with n generators xi,®2> * ' · > and n relators wi, IÜ2, · · ·, iWn where for 
1 <  t <  n, Wi = x,x,+i · · · Xi+r-i^T+r subscripts reduced modulo n. [12]
So jP(r, n) is
(xij X2) ■ ‘ ) Xn|®»®i+1 ■ ' ■ ®»'+r—iXj+rJ (^  — ■ j n)) (2.60)
where n is a positive integer.
In other words, F (r, n) is defined by the presentation
(®i> ®2> · · · > On|<*i®2 · "  Or =  ar+i><i2®3' ’ ‘ ®r+i =  0^+2, · * *, a„_ia„ai · · -0^-2 =
®r—1> ®n®l®2 ■ ■ ' ®r—1 ~  ®r) ,
The main problem about the Fibonacci groups is to decide when they are 
finite and if so, to describe their structure which we shall discuss below.
Clearly there is an automorphism theta of F (r, n) that maps x,· to x,+i. Define 
i(r ,n ) to be the order of 0. Then, i(r,n)jn.
If m |n, then F (r, m) is a quotient group of F{r, n) as we have a homomorphism 
taking Xi in F{r,n) to X(,·) in F (r,m ) , where (t) is i reduced modulo m. If 
m =  t{r,n), then F{r,m ) is isomorphic to to F (r ,n ) .
Now, let Q , Zn and Z denote the quaternion group of order 8 , the cyclic 
group of order n and the infinite cyclic group respectively.
The following theorem combines several results concerning the orders of some 
Fibonacci groups.
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T H E O R E M  6: ( [20])
(i) For all n, E (l,n )  = Z,
(ii) If r  > 1 and n divides r  , then F{r,n) =  Z r~ \.
(iii) F(2,3) ^  Q ,F(2,4) ^  Z5,E(2,5) ^
(iv) For all r, F ( r ,r  + 1) =  F{2r — l ,r ) .
(v) E(5,3) =  i^(3,4) is infinite.
(vi) F{2s +  1,2) is metacyclic of order 4s^ +  4s.
Proof:
(i) Obvious.
(ii) By definition, E(r, n) has n generators and r  relations. Let r  =  kn. 
Multiplying aia2’ --an k times we get cj, doing the same thing for the other 
elements we get
(aia2 · · · On)(· ··)··· {aia2 · · · On) =
(c2 · · · On«i)(· ··)··· («2 · · · a„ai) = C2
(a„ax · · · an-i)(‘ ··)··· (un^i * *' On-i) —
Renaming a ia2 · · · a„ as x say we get x* = a\ from the first equation. From the 
second we get x^'ai =  a ia2, hence ci =  C2 = · · · =  a„ =  x*. Thus multiplying x^ 
n times we get x again. Hence x"^ = x, i.e. =  1. Thus, E(fcn,n) is a cyclic 
group of order nfc — 1.
(iii) Q  = {1, —1, i , j ,  ky —i, —j ,  —k}  where P  = p  = k"^  =  —1, i j k  — —1.
F {2 ,3) =  (o ,5,c|o6 = Cybc = Qyca = b) by definition.
From ab = c and be = a vie get ab — b~^a. By definition a5o = b abab =  b^  
and bab = a => abab =  a* hence a^ = 6*. Also ab^ab = 6 =4^ ab^a =  1. Hence 
a^b^ =  1 so =  b~  ^and of — b* = 1. Similar calculations for c imply z= b"^ =
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and =  1 . We also have ab^  — a So jF(2, 3) is the quaternion group with 
a, 6, c representing i , j ,  k.
i^(2,4) = (oi, «2) ®3j o,i\a\a2 — 0,3^  <i2<*3 == a4<^i = 02> 0304 = Oi)·
Using the first three equations we obtain Cia2 =  03 020103 = 0 4 =^
02O1O2O1 =02=^ O1O2O1 = e =4  ^ O3O1 = e oi =  oj^.
Since 03O4 = oi we have O1O2O2O1O2 = Oi o|oi02 = e 01O2O1 = O2O1O2 
alas = e => al — 03^  = oi. So, Oj = oi Oj = 03 Oj = 04 =?►  o| = e. Thus 
■^ (2>4) =  {02, 02, 02, 02, e}.
F{2, 5) =  (O i, O2, O3, 04, 0s|0i 02 — <I3) Q2<^ 3 — <*4>®304 — 05,0405 — 01,0501 = 
0-2)·
Using the defining relations we obtain O1O2O1O2O1 =  02 and 02O1O2O1O2O1O2 =  
oi. Renaming Oi as o and 02 as 6 we get the representation 
F(2,5) =  (o, 6|6o6o6^ o6 =  0, 06 0^60 =  h). 
a =  babba~  ^ implies
0  ^=  bab^ (2.61)
and
b^  = a -H -^a \ (2.62)
Using (2.62) we get 6 = 6“* 0^060 so
b^  =  (j?ba. (2.63)
Hence o“^6” *o^  =  a^ba so
0 = 60^6. (2.64)
(2.64) ^  a  ^= abd^b ^  bab^b~  ^ = aba  ^ so
bab = aba*. (2.65)
We also have b^  0^606 a^aba* = o'*6o'^  6^  =  a*ba*. 
(2.63) we get 0 0^  ^=  bab^b~^a~^b^ =  6^  hence
Using (2.61) and
0® = b*. (2.66)
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Using baba =  6“’a “*6 we get b~^a~^ba-\b = a? and hence aba^b~^ab~^ = e. 
Since a* =  b^  we have a6"* =  a~*b  ^ abaa~*b^ab~^ =  e =>· aba~^b^a~*P = 
e aba~^b^a~^a~^b^ =  e aba~^b^a~^b^a^ =  e aba~^ab^a^a~^b^a^ =  e =>· 
aba~^ab*a^ = e =>· aba~^a^a^ =  e a6a® =  e. So
b = a-7
a — ba^b = a ^a*a  ^= a Hence
1^1 —  ^a = e.
(2.67)
(2.68)
So the group is cyclic of order 11 with generator a.
(iv) i^(r,r +  1) =  (a i,---,a r+ i|a i •••ar =  a^+i, Cj · · · a^+i =  a i,· · · , 
a^^\a\ * · · a^—j — a^  ^a^a^^\ . . .   ^ — ctj._j) and
F{2r -  l ,r )  = {bi,-- ,br\bi --brbi-- br-i = 6r ,62·· · tri»i · · ·6r-i&r = 
bijb j· · -br · · · brb\ =  62, · · ·, brb\ ‘ · - bf · · · br-2 =  br-i).
Let $  : jP(2r — l , r )  —» F (r, r +  1) be the homomorphism defined by 61 t-> 
a i, 62 ^  fl2j · · ■ > Or· This $  is a homomorphism because if R  is one of the 
relations in F{2r — 1, r) then $(i?) is a relation in F{r, r + 1). $  is also onto and 
1 — 1 and thus it is an isomorphism. Moreover, there exist xj) such that
$ o ^  =  ^ o $  = Id. (2.69)
Indeed let V’ be given hy ip : a\ bi, · ·· ,ar br. ip satisfies (2.69). Hence, 
F (2 r - l ,r )^ F (r ,r  +  l).
(v) G = /^(5,3) =  (oi,C2,<J3|oia2a3ai<i2 — 03»<^2030102^3 — 01,0301020301 =
02).
By definition, 010203010203 = 03 =  of. Now 03O1O2O3O1 = 0 2 =  ^ O1O2O3 = 
a j* 020^  ^ hence of =  020301020301 = 02030^^030^*01 = of. Also (010303)^  = 
(030301)  ^= of.
Hence, of =  of = of € Z{G) where Z{G) is the center of G and (of) C Z{G). 
So, (of) is normal in G.
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Now, (7/(a?) =  (a,,a2,a3|(aia203)2 = l ,a j  = =  1).
Define H  as H  = (x, y\z^ = — \) — Z')^ where ><i denotes the semidirect
product. Let $ : G/{a\) —y f f h e  defined such that ai x,C2 y,as y. 
Then $ is an onto homomorphism.
(010203)  ^ =  {xyyY  — {^y^Y' = x^  = 1 and also a\ = = a\ — y"^  = a\ = 1.
Since H  is an infinite group we conclude that Gl{a\) is infinite.
(vi) F{2s +  1, 2) =  (ci, 021(0102) · · · (0102)01 = 02, (02O1) · · · (0201)02 = oi). 
We have,
0l(020i)* = 02 (2.70)
hence (0201)*···^  = a\. We also have
(020i )*02 = oi (2.71)
hence (0201)*·*"^  = oj.
Multiplying (2.70) and (2.71) we get 01O2 = (o20i)*020i(o20i)* = (0201)^ *+^  
hence
01O2 = (0201)^ *"*”^ . (2.72)
Denoting 02O1 by b and oi by o, we get
= α^ (2.73)
Since 0^ 6 =  ba  ^ we have 01O1O2O1 = O2O1O1O1 =+ 0j02 = O2O1 O1O2 = 
oj*^020i (0201)^ *·*·^  =  of*020i0i hence
= a~Ha = 6“. (2.74)
Now, (2.74)=>· a~^b = b^ a => (ba~^Y =  6*"'·’ = o^ .
(2.74) also implies (6^ *+^ )* = 6^ **···* = a~^b“a so 6^ **+2* = a~^b‘ab^  = 
a“'a “'6o“*oa“ 6^o~^  = b~*~^ ba~^ ba~^  hence
= 1.
Hence, F{2s + 1, 2) =  C? = (o,6|o^  = 6*+’ = {ba~^Y). Now let 
ip : Z/(2s^  + 2s)Z  —♦ Z/{2s^ + 2s)Z  be defined as follows:
(2.75)
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(p{l) =  25 +  l,(p{k) =  ¿(25 +  1) so that y>^(l) = (25 + 1)^  = 1.
<fi € Hom{ZI{2s^ +  2s)Z).
Now, (p € Aut{Z/{2s^ +  2s)Z)^·^  25 +  1 is a generator of Z/{2s^ + 2s)Z 
{2s + l)k  = l {  mod 25  ^+  25) ^  (25 +  1,25^ +  25) = 1 O  (25 + 1,25(5 + 1)) = 1. 
This is obviously true, so (p is an automorphism.
Let Q =  { (n ,a ’)|n G Zj{2s^ +  2s)Z, t =  0,1, · · · ,4s — 1} such that >p{n) — 
(25 +  l)n  and define multiplication operation as
(n, o;’)(m, od) = (n +  a*'^ ·'). (2.76)
Let ^  =  ((5 +  l,a -2 )).
Claim: H  is normal in Q in fact H  C Z{Q).
Proof of claim: (n ,a ’) ( s + l ,a “^)(n, a*)“* =  (n ,a ‘)(5 + l,a“^)(—^ ’(n ),a‘‘*“*) = 
(n +  (p'(s +  l ) ,a ’"^)(-v?’(n),Qr'‘*~’) =  (n + p'{s + 1) -  =
(V?’(5 +  1), or“ )^ =  (5 +  1, Qf· )^.
So H  is normal in Q. Let : G GIH be a homomorphism defined
by a I-» (0, a ),6  (1,1). To show that /9 is a homomorphism we have to
check whether (0, a) = (1 ,1 )^  , that is whether (0,a)^(—1, l)*"^  ^ ^ H or
(0, a^ )(-5  -  1,1) € H. Now, (0, a^ )(-5  - 1 ,1 ) =  (v?^(-5 -  1), a^) = (-5  -  1, a^)
and (—5 — l,a ^ )“  ^ =  (—y>^ (5 — 1),^“·*“ )^ =  (5 +  l , a “ )^ . Hence jd is a
homomorphism and it is also onto. We have 0(6) = 2s^ +  2s and o(a) = 2 
_____  _____ 2
since (0,0) ^  1 but (0,0;) = 1 . So G is metacyclicof order + 4s.
Much stronger results were proved by Seal [20] which are given in the following 
two theorems:
T H E O R E M  7:
Let r > 2 , n >  1 , 5 > 0  be integers such that 2*|r and n , 2*+^  does not divide 
r and n does not divide any 0/ r — 1, r  +  1, r +  2,2r, 2r + 1,3r. Then 
(i) F (r, n) is finite.
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r \ n 1 2 3 4 5 6 7 8 9 10
1 Z Z z Z Z z z z Z z
2 Qs ^5 00 Z29 00 00
3 ^2 Qs Zz 00 Z-ii 1512 00 00
4 ^3 Zz 63 ^3 00 00
5 ^4 24 00 624 ^4 00 00 00
6 Zb ^5 ^5 125 7775 Zb 00 00
7 Ze 48 342 00 117648 00 00
8 Z7 Z7 00 Z7 00 f ^7 00
9 Zs 80 ^8 6560 00 00 f 00
10 Z9 ^9 999 4905 ^9 CX) f
11 Zio 120 00 00 161050 00 00 00 00 f
12 Z\\ ^11 Z\\ •2^11 1^1 00
13 Z\i 168 2196 28560 f 00 00 00
14 Z\z •^ 13 00 104845 00 cx> Z\z 00 00
15 Z\\ 224 Zi4 00 Zi4 f 00
16 •^ 15 ^15 4095 ^15 f Zxb
17 Z\z 288 00 83520 00 f 00 00
18 Z\7 Z\7 Z\7 f Zyj 00 Z\7
19 Z\z 340 6858 00 00 f 00 f 00
20 Z\% Z\9 00 ^19 Z\% 00 00 00 ^19
Table 2.4: Orders of F(r, n) for r < 20, n < 10 
(ii) t{r,n) =  n ,
TH EO R EM  8:
Let r > 2, n > 1 6e integers such that n does not divide any of 
r i  3, r i  2 ,2r db 2 ,2r ±  1,2r, 3r ±  1. Then
(i) E(r, n) is infinite.
(ii) i(r, n) =  n.
In Table 2.4, ([20]) f indicates that the group is finite of order > 1000000. Note 
the empty spaces on this table which corresponds to orders not yet determined.
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2.9 Fibonacci and N ature
In the first section, we have seen that Fibonacci numbers are related to the 
breeding of rabbits, which showed us an example of the occurrence of the golden 
section in nature. The famous breeding problem is at the origin of the Fibonacci 
sequence. In this section, we shall look at other examples of natural events related 
to Fibonacci numbers.
Consider the reproduction of honeybees. The drone or the male bee, hatches 
from an egg that has not been fertilized. The fertilized egg produces only females 
(queens or workers). Thus, a drone has a single parent, a female, while a female 
has two parents, namely a female and a male.
Let us denote the number of females and males in generation k by fk  and 
respectively. Now, in generation 1 we have one female and no male, i.e.
f i  =  l ,mi  =  0.
In the following generations we have
^n+l ~  /nj fn+1 ~  fn A “rtin 3.nd
=  /n+1 +  ” ^n+l·
Hence mn+2 = rn^+i + m„ and /„+2 = fn+i + fn-
Thus, we have two Fibonacci sequences, one for the number of males and 
the other for the number of females. Computing the totals of all the males and 
females we also get a Fibonacci sequence since m„ and /„  have different seeds 
and TTin — Ffi—iyfn — Fn imply rrin A fn — F F n  — F n^ -i.
Perhaps, the best known example of the appearance of Fibonacci numbers in 
nature is the Phyllotaxis (from Greek phyllon meaning leaf and taxis meaning 
arrangement) , the botanical term for the arrangement of leaves on the stems of 
plants.
Choose a leaf on a stem as a starting point and then draw a helix counting 
the leaves and turns up the stem until you reach a leaf directly above the starting 
point. The number of leaves and the number of turns taken around the stem
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between the starting point and the leaf directly above is usually observed to be 
a Fibonacci number.
Let us express this phenomena as a ratio: number of turns/number of leaves. 
For various plants the denominator and numerator of this ratio is found to be 
Fibonacci numbers. The following examples are taken from [11],[23] and [9]. 
Common grasses, Elm 1/2 
Sedges, Beech tree 1/3 
Fruit trees. Cherry 2/5 
Plaintains, Pear 3/8 
Leeks, Pussy willow 5/13
If one examines the number of petals of certain flowers it can be observed 
that they turn out to be a Fibonacci number or very close to one. The same 
references above quote the following numbers:
Enchanter’s Nightshade 2 
Iris, Trillium 3
Wild rose. Buttercup, Columbine, Primrose 5 
Bloodroot, Cosmos 8 
Ragwort 13
Daisies usually have 21,34,55 or 89 petals. A field daisy may have 33 or 56 
petals which are very close to Fibonacci numbers 34 and 55, but a daisy with say 
40 or 50 petals would be very rare.
The number of spirals of sunflowers, cauliflowers and the scale patterns of 
pine cones are also related to the Fibonacci sequence. Sunflowers with 89 (or 
144) spirals to the right and 55 (or 89) spirals to the left have been raised.
The main reason for this phenomena may be the self-similar nature of the 
growth. In sunflowers or many other plants each fresh increment forms a gnomon 
to what went before, i.e. the size increases but the shape is unaltered. ( A gnomon 
is a portion of a figure which has been added to another figure so that the whole 
is of the same shape as the smaller one.) This is the fundamental, important
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property of growth in many biological systems. Indeed, the appearance of the 
Fibonacci sequence in so many natural phenomena comes from self-similarity.
The rabbit sequence of the first section for example is self similar. Designating 
a young pair by 0 and a mature pair by 1 we get
0,1,10,101,10110,10110101,etc.
Replacing 101 by 1 and 10 by 0 reproduces the rabbit sequence which indicates 
self-similarity.
Chapter 3
Fibonacci random number
generators
3.1 Random  num ber generators
A sequence of numbers with the property that the occurrence of each number 
is equally likely, each number being independent of others, is called a random 
number sequence. With independent we mean that the probability of obtaining 
each number is independent of the previous values drawn so that each value is 
observed by chance. This is not a mathematical but an intuitive definition.
Random numbers are expected to be uniform, i.e. every subsequence of the 
random number sequence should be smoothly distributed. In other words, if the 
unit interval (0,1) is divided into n subintervals of equal length and N  is the 
total number of observations, then the expected number of observations in each 
interval is N /n.
Random numbers have many useful applications in various area^. They are 
used for instance to simulate natural phenomena. In nuclear physics random 
numbers simulate the collisions of particles. In sampling experiments, a random 
sample is used to determine what constitutes typical behavior, so that one does 
not need to examine all possible cases. Using random numbers, it is possible
43
Chapter 3. Fibonacci random number generators 44
to solve complicated numerical problems including integration. Moreover, many 
computer programmers use a large supply of random numbers for testing the 
effectiveness of computer algorithms. Random numbers are also used in decision 
making, in fact randomness happens to be an important part of optimal strategies 
in the theory of games. The traditional use of random numbers called the Monte 
Carlo method covers recreation, i.e. rolling dice, shuffling cards, spinning roulette 
wheels etc. [14]
There exist several tables of such numbers to be used by researchers. An early 
one is the Cambridge University tables [13], and one of the later ones is produced 
by the RAND Corporation [19].
Instead of rolling dice or flipping coins as many scientists did before 1927 
to obtain random numbers, computer routines (called generators) have been 
developed to produce a sequence of numbers which, although not random, 
have statistical properties similar to random numbers (such as distribution and 
independence). These routines have to be simple, fast, short to program and 
should require little memory space.
This chapter is about pseudorandom numbers (pseudo meaning false), because 
we are dealing with random numbers generated by a known numerical method, 
which means that knowing the method one can possibly reproduce these numbers.
3.2 E xam ples o f random num ber generators
Generators are usually based on a recurrence relationship which produce a 
sequence of numbers. Let x„ be the n-th number in a random sequence. The early 
Midsquare method proposed by Von Neumann and Metropolis in the mid 1940’s 
uses to compute x„+i and takes from the representation of x^ in base 2 (or 
10) the central bits (or digits). Squaring a number of k digits will normally yield 
2k digits, filled with O’s on the left if necessary to get 2k digits. The Midsquare 
method is of historical interest and is generally not used since there are a number 
of drawbacks to using this technique. The following example illustrates how the
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sequence may degenerate.
Suppose that the t-th random number x,· equals 6500. Then x} = (6500)^ = 
42250000. Hence x,+i = 2500. Then x?^j =  06250000 and so x,q.2 =  2500 etc.
Congruential generators of the type
x„+i =  axn + c {mod m)
that generate numbers between 0 and m — 1 have also been proposed and 
extensively studied especially by Lehmer [15]. This generator also has drawbacks 
and is not used anymore.
The choice of the values for a, c, m and xo (called the seed) affects the 
statistical properties and the cycle length(period). (The period of a sequence {xn} 
is defined to be the smallest positive integer P, if it exists, such that x„+p = x„, 
for all n.)
As an example, let xq =  25, a =  19, c =  41, m = 100. Since the modulus
equals 100, integer values between 0 and 99 will be generated. To generate
random numbers between 0 and 1, it is enough to divide every generated random 
integer by the modulus.
Xq —  25
Xi =  (19 · 25 + 41) mod 100 =  16 =?► /?i =  0.16
X2 =  (19 · 16 +  41) mod 100 = 45 R 2 = 0.45 
X3 =  (19 · 45 + 41) mod 100 = 96 =^  Rz = 0.96
To eliminate multiplications, there are additive congruential methods, for 
example,
X„+1 =  Co · Xn + 0i · X n - I  + -----ho, ·  Xn_5 (mod M), ( a,· = 0, ±1).
Of these sequences the simple Fibonacci sequence with s = 1 and cq =  ai =  1 
has strong correlations between successive generated terms is therefore not used. 
A variant of the simple Fibonacci sequence is
Xn =  Xn-i +  O'Xn-2 {mod p),
a multiplicative method with a prime modulus p selected to reduce correlation 
between successive terms. This generator only needs to store two previous values 
and produces well-behaved sequences.
The additive congruential method given by the recurrence Xn+i = x„ +
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Xn-k (mod M ) and introduced by Smith, Green and Klem [21], uses a sequence 
of k numbers x i,X 2,· · · ,Xk and produces the values xjt+i,a:fc4.2, · · · This generator 
is found to be a good one for large values of k.(k > 16) For k < 15, the sequence 
fails to pass the gap test as was reported by Green et al. in [21].
Brief surveys of random number generators are given in [18], [3].
3.3 Tests for random numbers
There are two important properties that a sequence of random numbers must 
have: uniformity and independence. Some random number sequences may not 
have these properties. They may not be uniformly distributed or there may be 
autocorrelation between the elements in the sequence. These properties may 
be established directly from the generator (expression). However to detect such 
departures from randomness various tests have been developed. Some of the tests 
determine how uniform the random numbers are and others determine whether 
the numbers in a sequence are independent by testing pairs or sets of consecutive 
numbers.
We shall explain some of the tests which are commonly used; the first entry 
in the list concerns testing for uniformity, the other entries contain tests for 
independence.[14], [3]
(1) Frequency tests
(i) Kolmogorov-Smirnov test
(ii) Chisquare test
(2) Runs tests
(i) Runs up and down
(ii) Runs above and below mean
(iii) Length of runs
(3) Autocorrelation test
(4) Poker test
(5) Gap test
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(6) Serial correlation test
(1 i) Kolmogorov-Smirnov test:
One of the two different test methods for uniformity is the Kolmogorov- 
Smirnov test. This test measures the degree of agreement between the empirical 
distribution function 5'at(x) and the theoretical uniform distribution F{x).
F (x) is defined as F{x) =  P (X  < x), x 6 [0,1] where X  is our random 
quantity and P  denotes probability. Now, for a uniformly distributed random 
number in [0,1] the probability that X < x is simply equal to x when 0 < x < 1, 
so F{x) =  x ,x  6 [0,1].
The empirical distribution Sn {x), obtained by N  independent observations 
X i ,X 2, · · · , X n  of the random quantity X  is given by S n { x ) = L /N  where L is 
the number oi X i ,X 2 · ■ · X n which are less than or equal to x.
We expect Sn {x) to be a better and better approximation to F{x) cis N  gets 
large. The empirical distribution function S n { x ) is a step function that jumps 
at each observed value. The Kolmogorov- Smirnov test measures the largest 
absolute deviation D between F(x) and Sn {x) over the range of the random 
variable, i.e. D = max\F(x) — 5'a^ (x)|.
The test proceeds as follows: First of all, the data has to be sorted from 
smallest to largest to establish Sn {x)· Next, the values D+ = maxi<,i<N{i/hi — 
X(,·)} and D~ = moxi<,·<//{X(,·) — {i — ^)/N} are computed. Here X^i) denotes 
the i-th number after sorting. Then D — max[D'^,D~) is evaluated.
After determining the critical value Da from the Kolmogorov- Smirnov table 
for the specified significance level a  and sample size N, D should be compared 
with Da- U D > Da, i.e. the deviation from the theoretical value is significant, 
the random sequence fails to be uniformly distributed, li D < Da, vfe conclude 
that the distribution of the generated numbers is uniform. Here, the significance 
level a  is the probability of rejecting independence or uniformity. The decision 
maker sets the value of a  for any test, e.g. let a  = 0.05, then if a test is accepted 
5%, this means that the probability of nonuniformity or dependence is 5%.
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(1 ii) Chisquare test:
This test is perhaps the best known of all statistical tests. Like the 
Kolmogorov-Smirnov test it measures the degree of agreement between theoretical 
and empirical distributions. The Chisquare test uses the density function. For 
this test, the interval [0,1] is divided into n intervals of equal length and the 
observed random numbers are distributed to these intervals. For a sample of 
N  random numbers the expected value in the i-th interval is Ei =  N /n. Then 
Xo = Z^r=i(^‘ ~  EiiYiEi, where Oi is the observed number in the ¿-th class 
(subinterval), Ei is the expected number in the i-th class determined from the 
density function and n is the number of classes.
The number of degrees of freedom of the sample is n — 1, one less than the 
number of classes. This means that knowing R i,R 2, · · ·  ,R n-\, the first n — 1 
random numbers, we can compute Rn the n-th random number. The Chisquare 
value is compared with the critical value in the Chisquare table, e.g. for 9 degrees 
of freedom and a level of significance a — 5%, we have Xo.05,9 =  16-9. For 
values less than 16.9 the hypothesis that the sample belongs to the distribution 
is found to be acceptable, in other words for the pseudorandom numbers uniform 
distribution is not rejected.
The Chisquare test is recommended for large sampl&s, say for N  > 50, while 
the Kolmogorov-Smirnov test is acceptable also when the sample size is small.
(2 i) Runs up and down:
The runs test examines the length of monotone subsequences of the original 
sequence, i.e. segments that are increasing or decreгısing. These segments are 
called runs. A segment of the sequence satisfying Xn < ^n+i < · · · < ®n+A:-i but 
®n-i ^  and Xn+Jt-i > Xn+k is called for instance a run up of length k. For 
example, consider the sequence 1,5,6,2,7,13,9,8,7. In this sequence there is a run 
up of length 2, followed by a run down of length 1, followed by a run up of length 
2 and finally followed by a run down of length 3. If we use + to indicate a larger
number and - to indicate a smaller number, then we get the sequence ---- 1-+ -
- In this test, one doesn’t apply Chisquare test to the data since adjacent runs
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are not independent.
A random sequence should not have too few or too many runs. For n > 20, 
the distribution of the total number of runs in a sequence is approximated by a 
normal distribution, A(//a,o‘a) where a is the total number of runs in a sequence 
and Pa =  (2n — l)/3  and <Ta = (16n — 29)/90 are the mean and variance 
of a respectively and n is the number of elements in the sequence. The test 
statistic is Zo = {a — Pa)l<^ a where Zq ~  A^(0,1), i.e. Zq follows the standard 
normal distribution. The hypothesis of independence within the sample cannot 
be rejected when —2 /^2 < Zq < Za/2 where a  is the level of significance. The 
value Za/2 is read from the table for normal distribution.
(2 ii) Runs above and below mean:
This test determines how many of the random numbers are below and how 
many are above the mean (=0.5), e.g. consider the sequence 0.40,0.59,0.63,0.89, 
0.31,0.24,0.76. By using + for above mean and - for below mean we get the
sequence, - ++4-------f-. Thus, we have runs of length 1,3,2 and 1, i.e. there are
4 runs of which 2 are above and 2 are below the mean. Let ni and ri2 be the 
number of observations above and below the mean and b be the total number 
of runs, (here «i = 4, ri2 =  3,6 =  4) For either rii or n2 greater than 20, b is 
approximately normally distributed.
The test statistic is Zq = {b — Pb)/crb where pb =  (2nin2/n) +  1/2 and o-j = 
2niri2{2n \n2 — n)fn^{n — 1) are the mean and variances respectively and n is the 
total number of random values in the sequence.
Independence hypothesis cannot be rejected when —^ „/2 ^  Zq < Za/2 where 
a  is the level of significance and Zaj2 is read from the table of normal distribution.
(2 iii) Length of runs:
In this test, run lengths are measured. To pass this test, run lengths should 
be short and different types of run lengths should occur simultaneously.
Let Vi be the number of runs of length i. For n random numbers, the expected 
value of Yi for runs up and down is given by
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E(Y.) = I '
\ 2/n!
(¿2 +  3i +  1) -  {F + -  i -  4)]/(t· +  3)! i < n - 2
i! z =  n — 1
Let Oi be the observed number of runs of length t. The test to use is the
test. Then the test statistic is x l  = -  E {Y i)Y /E {Y ^  where L -  n - l
for runs up and down.
Under the hypothesis of independence of sample elements x \  is approximately 
Chisquare distributed with L — \ degrees of freedom. The hypothesis that the 
numbers are independent cannot be rejected on the basis of the length of runs 
up and down, if a value less than the critical value of is observed.
(3) Autocorrelation test:
One of the tests measuring dependence between numbers in the random 
sequence is the autocorrelation test. In this method, starting with the e-th 
number, the autocorrelation between every m numbers is computed. Let n be 
the total number of values in the random sequence and let M  be the largest 
integer such that i +  (M + l)m  < n. We are interested in the autocorrelation 
between the numbers il,·,i2,+m,^+2m>"’>^+(M+i)Tn· First compute, =  
(Er=o^+Jtm^+(ik+i)m)/(M + 1) -  0.25 and =  v/lSM + 7/12(M + 1). 
Then Zq — pim/cTpim which is normally distributed under the assumption of 
independence and a large sample i.e. for large n.
The hypothesis of independence cannot therefore be rejected if —Za/2 < 
Zq <  Zai2·, where a  is the level of significance and Za/2 is obtained from normal 
distribution tables.
Note that > 0 means positive autocorrelation and /),·„, < 0 means negative 
autocorrelation. In the first case, big random numbers are followed by big random 
numbers and small random numbers are followed by small ones and in the second 
case small random numbers are followed by big ones and conversely. We expect 
our sequence to have zero autocorrelation, i.e. no such relation between the 
consecutive random numbers should exist. It must be mentioned that in trials 
for various values of m, by chance, autocorrelation may be observed even though 
independence is established by other tests.
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(4) Poker test:
In this method, groups of numbers are tested for similar properties of a 
hand in a game of poker. Among several variants a simple application is the 
following: The first three digits of random numbers are taken and grouped into 
three categories.
(i) The three digits are all different.
(ii) The three digits are all the same.
(Hi) There is one pair of like digits
The probability of each possibility is computed to be 0.72,0.01 and 0.27 
respectively. From a large sample of numbers, using these values as the expected 
values in the method to compare observed and theoretical values independence 
is tested.
(5) Gap test:
In this test in a sequence of random digits the length of the intervals(gaps) 
between the occurrence of the same digit in a certain range is determined and 
recorded. A gap of length I is defined as the recurrence of the same digit after a 
sequence of I digits. One usually tests the sequence formed by the first digits after 
the decimal point of the random sequence in the interval (0,1). For example, let 
1 ,3 ,4 ,5 ,3 ,6 ,7 ,3 ,4 ,3 ,9 ,7 ,1 ,3  be the sequence formed in this way. If we analyze 
the number 3, we see that first there are two gaps of length 2 followed by a gap 
of length 1 and finally followed by a gap of length 3. After repeating the test 
for each digit 0,1, · · ·, 9 and recording the observed frequencies for all of them 
these results are compared with the theoretical frequency using for example the 
Kolmogorov-Smirnov test.
Theoretical frequency of gap lengths is easy to calculate: The probability 
of t followed by exactly non-t digits equals (0.9)^(0.1),a: = 0,1,2,··· So, the 
theoretical frequency distribution of lengths is given by F{x) = 0.1 =
1 — (0.9)®·*·’. After specifying F{x) based on the selected clciss interval width and 
arranging the observed sample of gaps in a cumulative distribution with these
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same classes, determine S n { x ) as in the Kolmogorov-Smirnov test. Then find 
D =  max\F{x) — 5W(3;)| and compare this with the critical value Da =  1.36/\/iV 
where N  is the number of elements in the random sequence. \i D < Da then 
independence cannot be rejected.
(6) Serial correlation test:
This test measures the amount of dependence of the random sequence. If we 
have n random numbers · · · ,R n-i, then the serial correlation coefficient
is given by
---l+fln-lfip) —(fip-l--------------hfln-l)
^  -  n(Rl+iq+-+Rl_^)-(Ro+-+Rn-i)^
A correlation coefficient lies between —1 and +1. When (7 =  ±1, this means 
that the numbers are totally linearly dependent. When Rn and Rn+i are almost 
independent, then C is close to zero. The deficiency of this test is that the converse 
does not necessarily hold. In particular, C is expected to be between — 2<t„ 
and pn +  2cr„ where pn =  - 1 /n  — 1 and =  yjn{n — 3)/n + l /(n  — 1), n > 2.
3.4 A F ibonacci based pseudorandom  number 
generator
In graphics programs, one specifies an image of size say m x n  pixels (points) 
and one draws the pixels in a specific order (from left to right). This method is a 
very slow one. Programmers want to see a draft of their work to decide whether 
to make changes in their programs or not. Instead of the traditional row-order 
ordering of the images pixels (which can take a long time), pseudorandom pixel 
sequencing, which is a much faster method is used. This pseudorandom ordering 
of pixels is called linear pixel shuffling. By using this method, one can very 
quickly get a low resolution version of the image since the chosen pixels are 
smoothly distributed over the image. Thus, random number generators used for 
this purpose should be uniformly distributed.
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In [2], Anderson defines a generator producing real numbers in the interval 
[0,1), by the sequence
Sk = k<l>- [k4>],k — 0,1,2,· (3.1)
where [,] denotes the greatest integer function. Hence this sequence consists of 
the fractional parts of k(f> for = 0,1,2, · · ·. This generator which turns out to be 
uniform is suitable for linear pixel shuffling. In fact, the sequence 5q, 5i, · · ·, s„_i 
is very evenly spread throughout the interval [0,1).
The first 100 elements of this sequence are tabulated in Table 3.1. Note that 
the sequence kr — [¿r], where t  = <f> — I gives the same random sequence.
Observe that, the distance (gap) between any two consecutive elements of this 
sequence is either r  or r  — 1. To show this, consider the difference
5jfe+i -  Sk =  {k +  l ) r  -  [{k +  l)r] -  kr +  [A:r] =  r -  [(fc +  l)r] +  [fcr].
But, {k +  l ) r  — 1 — A:t < [(A; + 1)t] — [¿r] < (k + — ¿r + 1 hence
r  — 1 < [(A; +  1)t] — [A;t] < r  + 1 s o  that [(A: + l)r] — [A:r] is either 0 or 1.
The absolute value (x) of a nonnegative real number x , reduced modulo 1, 
is defined to be the minimum of x and 1 — x; moreover the notation ||x|| is 
used to represent the distance between x and the nearest integer. For example, 
(5/3) =  (1.66666667) =  0.33333333 and ||5/3|| = -0.33333333.
P R O P O S IT IO N  3.1: If {sp+q — s,) = a, then {sp) = a.
Proof: By assumption, {p<f> — [(p + q)<f)] +  [q<j>]) = a. 
p<f -  (p + q)</> + qf> -  I < p<f> -  [(p + q)f>] + [q<f>] < pf> ~  ((p + q)<l> -  1) + q<j> 
hence —\<p<f> — [(p +  q)(f>] + [q<j>] < 1.
Since <j> is irrational, Sp+, ^  s,, hence either Sp+, — Sq E (0,1) or Sp+, — s, €
( - 1.0).
If Sp^ -g — Sq ^  (0,1) then a —- mm  (sp.^  ^■“  ^ d* ^i) ^^d if Sp^ q Sq ^
(-1 ,0 ) then 1 +  Sp+q — Sq e  (0,1) so a = min  (1 + Sp+, -  s,, s, -  5p+,).
We have to show that (sp) = a, i.e. a = min  (sp, 1 — Sp), i.e. a — min {p<f> —
N l>  1 -  +  \p<f\)·
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Now, assume Sp+, — s, € (0,1), then we have
Of -- V niT l Sg, 1 Sp^ -g "f" ^g'}
= min {p<f> -  [(p + q)<f>] + [q<f>], 1 -  + [(p + q)<f>] -  [q<j)])
= min {p<f> -  \p(f>] +  {[pcf)] + [q(l>] -  [(p + q)<f)]), I -  p(f> d-\p(j)] + ([(p + q)4>] -  \p4>] 
= min (pcf) -  [p<f>], 1 -  p<^+ \p4>\)
The last inequality follows from the fact that each number in the inner parenthesis 
is an integer and modulo 1 they vanish. The second case where Sp+g — Sg G ( — 1,0) 
can be dealt with similarly.
We may conclude that two elements in the sequence are close together only if a 
previous element was close to zero. This can be seen from the previous statement 
by taking a = e for £ > 0 small. If (¿p+g — Sq) = e, then (sp) = e.
3.5 Approxim ating (j) by rationals
[#]))
Any real number x G [0,1) has a continued fraction representation, x — 
[0,ai,a2, · · ·] where a,’s are positive integers. If for some z, Oi is large, then one 
can estimate the continued fraction by a rational number after the appearance of 
ai_i. So, y ~  [0; Cl, 02, ■ ■ ·, ai-i]. We will not be able to approximate y rapidly 
if y doesn’t contain a sequence of rapidly increasing partial quotients ai. The 
smaller the quotients, the harder it is, to approximate the number.
Now, T = ( V 5 - l ) /2  =  [0,1,1,···] is the simplest of all rationals in the sense 
that all o,· = 1 and the partial quotients behave regularly having the smallest 
possible value. The convergents of r  are ]·, | ,  | ,  f , | ,  ^ ,  · · · i-e. rationals formed 
by consecutive Fibonacci numbers. In this sense, r  is the hardest number to 
approximate by rationals. We explain this well-known fact by citing the results 
contained in [8].
Let ^  be the n-th convergent of the continued fraction to r . Then = Pn,Qn
as can be seen from the few examples above and ^  r. So,^ 9n 9n ’
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lEa
' ?F» r  =
1
Hence 1^ —t | =
where = [?n+i,?n+2) · · ·] by Theorem 181 in [8].
In  ' 9n ((l+ T )g„+ 9„_ i] 9R(H -t+ 9„_ i /?„ )
From these we obtain the following results :
İHİ+2Ö = '^hen n oo.
(i) Any irrational (  hats an infinity of approximations which satisfy
(ii) In (i), the number \/E is the best possible number; (i) would become false 
if any larger number were substituted for y/E.
Now, two numbers ^ and tj are said to be equivalent if  ^ where
a ,b ,c ,d  G Z  such that ad — be = ±1. By Theorem 175, in [8], we conclude 
that in the continued fraction expansion of a number ^ which is equivalent to r , 
every a„ from a certain point on is 1. Now, it is possible to replace y/E in (i) by 
some larger number, if we exclude all (  which are equivalent to r.
(iii) Any irrational (  not equivalent to r  has an infinity of rational 
approximations for which |^ — ^| <
3.6 Critique on the Fibonacci based random  
number generator
In his paper [2] Anderson claims that for his generator Sk = k(f> —
<f> is the best possible choice. To see whether this claim is true, we executed the 
tests for random sequences mentioned before on s*. Then instead of <}> we took 
7T and tested the so formed sequences. We did these tests for
Jfc =  1, · · ·, 1000.
For all of the tables A and R means accepted and rejected. In Table 3.4, 527(1)
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means there are 527 intervals of length 1. The number of runs above and below 
mean and the total number of runs b is shown in Table 3.5. The total number 
of runs up and down are shown in Table 3.6. The first three digits after the 
decimal point of Sk are examined and classified into three groups in table 3.7. 
In Table 3.8, 99(4) means there are 99 gaps of length 4. The serial correlation 
coefficients C are tabulated in Table 3.9. C is expected to be between ¡in +  <^n 
and fin — o'n· (for ^  =  1000 these are equal to 0.06218 and —0.06418.) Finally 
some of the values for the seed and the increment for which the generators fail to 
pass the autocorrelation test are illustrated in Table 3.10, where the first entry 
in the parenthesis is the seed and the second one is the increment. For instance, 
(3,5) means starting with the third element, every fifth element of the sequence 
is examined.
Observe that all of the generators passed the two uniformity tests, which is 
not surprising since it is well known that the set {p9 {mod l)|p  =  0,1,2,···} 
is dense in (0,1) for any rational number 0. Note also that the poker test was 
passed by all of them. None of them passed the gap test, since the distribution 
of gaps is very bad. It is interesting that only 2 or 3 different gap lengths are 
observed whereas we expect the gap lengths to be spread over all the values. For 
example for ф the only observed gap lengths are 4,7 and 12.
The generators ктг — \к'к\ and k\/Z — \k\/i\ turned out to be the worst possible 
choices as can be seen from the table 3.11. Out of 9 tests they only passed 3. 
Our tests seem to suggest that the generator (3.1) is not so special after all and 
we could use other irrationals instead of ф. In fact the sequences generated using 
\/7  and turn out to be as uniform as the generator (3.1) and pass the same 
number of tests, so there seems to be no reason for preferring (3.1).
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I- 5 
6-10
I I -  15 
16-20 
21-25 
26-30 
31-35 
36-40 
41-45 
46-50 
51-55 
56-60 
61-65 
66-70 
71-75 
76-80 
81-85 
86-90 
91-95 
96-100
0.618034
0.708203
0.798373
0.888543
0.978713
0.068883
0.159053
0.249223
0.339393
0.429563
0.519733
0.609903
0.700073
0.790243
0.880413
0.970583
0.060753
0.150923
0.241093
0.331262
0.236068
0.326237
0.416407
0.506577
0.596747
0.686917
0.777087
0.867257
0.957427
0.047597
0.137767
0.227937
0.318107
0.408277
0.498447
0.588617
0.678787
0.768957
0.859127
0.949296
0.854102
0.944271
0.034441
0.124607
0.214781
0.304951
0.395121
0.485291
0.575461
0.665631
0.755801
0.845971
0.936141
0.026311
0.116481
0.206651
0.296821
0.386991
0.477161
0.567330
0.472136
0.562305
0.652475
0.742645
0.832815
0.922985
0.013155
0.103325
0.193495
0.283665
0.373835
0.464005
0.554175
0.644345
0.734515
0.824685
0.914855
0.005025
0.095194
0.185364
0.090169
0.180339
0.270509
0.360679
0.450849
0.541019
0.631189
0.721359
0.811529
0.901699
0.991869
0.082039
0.172209
0.262379
0.352549
0.442719
0.532889
0.623059
0.713228
0.803398
Table 3.1: The first 100 values of Sk = k<f> — [k(f>\.
X V2 w e 7T
0.04000 0.06000 0.06000 0.04000 0.12000 0.00000 2.34000
A/R A A A A A A A
Table 3.2: Chisquare test for Sk = kx — [¿i], k =  1, · · ·, 1000
X <f> ~T2 7 3 < /7 e 7T
D 0.00134 0.00169 0.00203 0.00422 0.00290 0.00110 0.01028
A/R A A A A A A A
Table 3.3: Kolmogorov-Smirnov test for Sk = kx — [kx], /: =  1, · · ·, 1000
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X 7 3 w e 7T
runs 527(1) 656(1) 267(1) 519(1) 494(1) 281(1) 141(1)
235(2) 171(2) 72(2) 240(2) 252(2) 127(2) 1(4)
195(3) 154(3) 133(6)
8(7)
0.15007 0.33552 7.76638 0.15637 0.17518 3.88253 234091.63896
A /R A A R A A A R
Table 3.4: Length of runs test for Sk = kx — [¿x],k = 1, - · · ,  1000
^ / r ~ 7 3 7 ^ 7 7<!> IT
above
below
b
Z
A /R
500
500
763
16.5668
R
499
501
828
20.6614
R
500
500
535
2.2047
R
502
498
760
16.3786
R
501
499
747
15.5591
R
500
500
563
3.9685
R
504
496
284
■13.6050
R
Table 3.5: Runs above and below mean test for Sk — kx — [fcx], A: =  1, · · ·, 1000
X <{> 7 ^ ^3 ^ 5 W e 7T
runs 679 737 477 675 664 501 252
Z 0.95086 5.30481 -14.21288 0.65059 -0.17515 -12.41125 -31.10319
A /R A R R A A R R
Table 3.6: Runs up and down test for Sk = kx — [fcx], k=  1, · · ·, 1000
X 7 2 — >/7 e 7T
Different 729 727 726 739 732 730 720
Like 11 11 8 7 10 9 8
Onepair 260 262 266 254 258 261 272
X^ 0.5828 0.4050 0.5092 2.3495 0.7333 0.5388 0.4148
A /R A A A A A A A
Table 3.7: Poker test for Sk = kx — [kx]  ^k = 1, * · ·, 1000
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7 3 Ж 7 7Ф 7 2
Gaps
D
A /R
99(4)
443(7)
458(12)
0.3439
R
291(4)
704(11)
5(16)
0.3439
R
284(3)
473(10)
243(14)
0.2855
R
622(7)
365(12)
13(20)
0.3439
R
876(7)
49(18)
75(26)
0.3439
R
723(6)
11( 10)
266(17)
0.3439
R
915(6)
24(35)
61(42)
0.3439
R
Table 3.8: Gap test for Sk = kx — [¿x], A: =  1, · · ·, 1000
X Ф 7 2 7 Г w e 7Г
c
A/R
-0.4159
R
-0.4527
R
-0.1765
R
-0.4042
R
-0.3961
R
-0.2114
R
0.2767
R
T able 3.9: Serial correlation test for Sk = kx — [¿x], A; = 1, · · ·, 1000
X Ф 7 2 v T w e 7Г
(seed,inc) (1.1) (1.1) (1.2) (1.1) (1.1) (1,2) (1,1)
(5,8) (1.5) (1.11) (5.5) (1.8) (7,7) (8,21)
(21,55) (1.6) (5,26) (13.21) (19,67) (55,5) (1.3)
(5,5) (4.17) (1,15) (1,13) (4,4) (2,2) (8,14)
A /R R R R R R R R
T able 3.10: Autocorrelation test for Sk = kx — [A:x], A: = 1, · · ·, 1000
X Ф 7 Г 7 Г ж ■ 7 Г e 7Г
5 4 3 5 5 4 3
Table 3.11: Number of tests passed for Sk = kx — [A:x], A: = 1, · · ·, 1000
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Chapter 4
Conclusion
Fibonacci numbers are generated using an extremely simple linear recurrence 
defined over integers. This recurrence contains only addition operation, which 
probably is the first mathematical operation discovered by mankind soon after 
the discovery of numbers. This simple recurrence provides a rich mathematical 
literature, in particular during the past 30 years. A lot of mathematicians became 
interested in Fibonacci type mathematics and these numbers have been studied 
extensively since then.
An interesting aspect of these numbers is the fcict that this recurrence models 
many natural phenomena. The basis of this modeling lies in self-similarity which 
is a fundamental property of growth.
Fibonacci numbers constitute a rich field for research. Of the topics treated 
in this thesis there are some which could be pursued further. In particular, 
new identities involving Fibonacci numbers can be discovered using polynomials, 
orders of Fibonacci groups can be studied and random number generators can be 
developed.
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Appendix
Here are the programs used for executing the tests of Chapter 3 given in the 
same order as Section 3.3.
PROGRAM KOLMOGOROV
C + + ++KOLMOGOROV SMIRNOV TEST+ + ++
DIMENSION RANDOM(1000),PLUS(1000),RMINUS(1000)
REAL+8 PHI,TEMP,X,T,DPLUS,DMINUS,D 
P H I = DSQRT{0.5D01)/0.2D01 + 0.05D01 
DO 3 a: = 1,1000 
T E M P  = DBLE{K) + P H I  
X  =  T E M P  -  IN T{T E M P )
3 RAN D O M {K ) = SNG L{X)
C THE FIRST 1000 RANDOM NUMBERS ARE GENERATED
C SORTING
DO 16 / =  1,999
L =  1000 -  I
100 DO 16 J  = 1,L
lF{RANDOM {J).LT.RANDOM {J +  1)) GO TO 16 
120 T  = RANDOM {J)
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130 RANDOM {J) =  RAN D O M {J  +  1)
140 RANDOM {J + l) = T  
16 CONTINUE 
DO 20 J =  1,1000
PLUS{J) =  (J/1000.) -  RAND O M (J)
20 RM IN U S{J) =  RAN D O M (J) -  (J -  l.)/1000. 
DPLUS = PLUS(1)
DO 30 /  = 2,1000
lF{DPLUS.LT.PLUSiI))DPLUS = PLUS(I)
30 CONTINUE 
D M INU S = RM IN U S{1)
DO 40 /  = 2,1000
\¥{D M IN U S.LT.R M IN U S{I))D M IN U S = R M IN U S{I) 
40 CONTINUE
IF(DMINUS.LT.DPLUS) THEN
D =  DPLUS
ELSE
D =  D M IN U S  
ENDIF
WRITE(*,50)D 
50 FORMAT(F10.5)
END
PROGRAM FREQUENCY 
C * ♦ **CHISQUARE TEST* * ♦♦ 
DIMENSION RANDOM(IOOO)
INTEGER OBS(10),DIF
REAL *8 PHI,TEMP,CHI2,X
P H I = DS'(5Rr(0.5jD01)/0.2D01 + 0.05L>01
DO 3 iir = 1,1000
TE M P  = D B LE {K ) * P H I
Chapter 5. Appendix 64
X  = T E M P  -  ID IN T {T E M P )
3 RAND OM {K) =  SNGL{X)
C THE FIRST 1000 RANDOM NUMBERS ARE GENERATED 
C THE UNIT INTERVAL IS DIVIDED INTO 10 SUBINTERVALS 
C WE COUNT THE NUMBERS OBSERVED IN EACH INTERVAL 
DO 5 /  = 1,10 
5 O BS(I) = 0 
DO 15 /  =  1,1000 
J  = IN T{RAN D O M {I) * 10)
J  =  J  + 1
15 OBS{J) = O B S{J)-^ l 
C CHISQUARE TEST 
CH I2  =  0.0 
DO 25 J =  1,10 
D IF  =  100 -  OBS{J)
25 CHI2  =  CHI2  +  D IF * D IF f 100.0 
WRITE(*,70)CHI2
70 FORMAT(’ CHISQ UARE  = ’,F10.5)
END
PROGRAM RUNS 
C ♦ * ♦♦RUNS UP AND DOWN* * *♦ 
DIMENSION RANDOM(IOOO)
INTEGER DIRECTION(999),RUN 
REAL+8 PHI,TEMP,X,MEAN,VAR,Z 
P H I  =  DSQRT{0.hD0\)l0.2D0l +  0.05D01 
DO 3 a: =  1,1000 
T E M P  = D BLE{K) * PH I 
X  =  T E M P  -  IN T{TE M P )
3 RAND OM {K) = SNGL{X)
C WE COUNT THE RUNS HERE
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DO 5 /  =  1,999
IF(RANDOM(I).GT.RANDOM(I+l)) THEN
D IR E C T IO N (I)  =  0
ELSE
D IR E C T IO N (I)  =  1 
ENDIF
5 CONTINUE 
R U N  ^  I 
DO 25 / =  1,888
IF(DIRECTION(I).NE.DIRECTION(I+l)) THEN
RU N  --- RUN  +  1
ELSE
RU N  =  RUN  
ENDIF
25 CONTINUE
C COMPUTATION OF THE MEAN AND VARIANCES 
M E A N  =  (2. * 1000. -  l.)/3.
V A R  =  (16. ♦ 1000. -  29.)/90.
Z  =  {RUN -  M E A N )!SQ R T{V A R )
C CHECKING THE CRITICAL VALUE 
IF(ABS(Z).LT.1.96) THEN 
WRITE(*,100)
ELSE
WRITE(+,200)
ENDIF
100 FORMAT(’ ACCEPT 5%’)
200 FORMAT(’ REJECT 5%’)
WRITE(*,250)Z
250 FORMAT(F10.5)
WRITE(+,251)RUN
251 FORMAT(I4)
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END
PROGRAM MEANRUN
C + + **RUNS ABOVE AND BELOW MEAN* ♦ *♦ 
DIMENSION RANDOM(IOOO)
INTEGER HALFDIF(1000),B
REAL*8 PHI,TEMP,X,Z
P H I  =  D5gRT(0.5D01)/0.2D01 + 0.05D01
DO 3 iir =  1,1000
T E M P  =  D B LE {K ) * P H I
X  =  T E M P  -  ID IN T {T E M P )
3 R A N D O M (K ) ^  SN G L{X)
C WE COUNT THE RUNS ABOVE AND BELOW MEAN 
H A L F  =  0.499995 
N 1 = 0  
N2 = 0
DO 77 / =  1,1000
IF (RANDOM(I).LT.HALF) THEN
H A L F D IF (I) = 0
N2 = N2 + 1
ELSE
H A L F D IF {I) = 1 
N l = N l  + l 
ENDIF
77 CONTINUE
C WE COUNT THE TOTAL NUMBER OF RUNS 
B  = 0
DO 25 /  =  1,1000
25 IF (HALFDIF(I).NE.HALFDIF(I+1))
B  = B  + l
WRITE(*,*) N1,N2,B
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Z = (B-(2*Nl*N2/lOOO)-l/2)/(2*Nl*N2*(2*m*JV2-100)/999000000) 
* ♦ .5
WRITE(*,99)Z 
99 FORMAT(F7.2)
END
PROGRAM LENGTHOFRUNS 
C +  + *+LENGTH OF RUNS* + **
DIMENSION RANDOM(1000),XP(2)
INTEGER DIRECTION(999),LENGTH(2),COUNT,IFACT
REAL*8 PHI,TEMP,X,DIF,CHI2
P H I = DSQRT{6.bD0l)/9.2D6l +  0.05D01
DO 3 /if =  1,1000
T E M P  = D B LE (K ) * P H I
X  =  T E M P  -  ID IN T {T E M P )
3 RAND O M {K) = SN G L{X)
DO 5 /  =  1,999
IF(RANDOM(I).GT.RANDOM(I+l)) THEN
D IR E C T IO N (I) = 0
ELSE
D IR E C T IO N (I)  =  1 
ENDIF
5 CONTINUE 
DO 55 / =  1,2 
55 LE N G T H (I) = 0 
COU NT  =  1 
DO 66 7 =  1,999
IF(DIRECTION(I).EQ.DIRECTION(I+l))THEN
CO U NT  =  COU NT  +  1
ELSE
LENG TH {CO U NT) =  LENGTH{CO UNT) +1
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C O U N T  =  1 
ENDIF
66 CONTINUE
n^k\t:e{*az){length{i)j  == 1, 2)
13 FORMAT(I3)
N  =  1000 
DO 88 / =  1,2 
I  F A C T  =  1 
DO 99 J  =  1,7 +  3 
IF A C T = I F A C T * J
99 CONTINUE
X P iI )  = 2 .* { N * ( I * I  + 3 .* I + l . ) - I * I * I - \ - 3 . * I * I - I - i . ) I I F A C T  
88 CONTINUE 
WRITE(*,23)(A:P(/), 7 =1 ,2 )
23 FORMAT(F10.3)
C H I2  =  0.0 
DO 25 7 =  1,2
D IF  = LE N G TH {I) -  X P {I)
25 C H I2  =  CH I2  +  D IF  * D IF j{X P {I) * X P {I))
WRITE(*,100)CHI2
100 FORMAT(’ CHI2= ’,F20.10)
102 STOP
END
PROGRAM CORRELATION 
C ♦ ♦ ♦♦AUTOCORRELATION TEST^ ♦ ♦♦ 
DIMENSION RANDOM(IOOO)
INTEGER SEED,INC,M
REAL ^8 PHI,TEMP,X,RHO,SIGMA,Z,PROD,SUM 
P H I  =  £>5g72T(0.5L>01)/0.2D01 + 0.05D01 
DO 3 Tif =  1,1000
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T E M P  =  D BLE{K) * P H I  
X  = TE M P  -  ID IN T {T E M P )
3 RAND OM {K) = SNG L{X)
WRITE(*,4)
4 FORMAT(’ENTER SEED AND INCREMENT ’)
READ(+, *)SEED,INC
M  =  /T>/Arr((1000 -  SEED  -  IN C )/IN C )
SU M  = 0 
DO 10 J  = 0,M
PROD = RAND O M {SEED + INC*J)*RAND O M {SEED + INC*{J+ l)) 
SU M  = SUM  +  PROD  
10 CONTINUE
RHO = (SUM /{M  +  1.)) -  0.25
SIG M A  = ((13. ♦ M + 7.) * ♦.5)/(12. * { M +  1.))
Z  = R H O /SIG M A  
WRITE(*,50)M,RHO,SIGMA,Z
50 FORMAT(’Af = ’ ,\Z/RHO  = ’,F10.4,’ SIG M A  = ’,F10.4,’ Z  =  ’,F10.4)
IF(ABS(Z).LT.1.96) THEN
WRITE(*,100)
ELSE
WRITE(*,200)
ENDIF
100 FORMAT(’ ACCEPT 5%’)
200 FORMAT(’ REJECT 5%’)
WRITE(*,250)ABS(Z)
250 FORMAT(F10.4)
END
PROGRAM POKER 
C ♦ ♦ **POKER TEST* * ** 
DIMENSION RANDOM(IOOO)
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INTEGER FIRST,SECOND,THIRD,DIF,LIKE,ONEPR
REAL+8 PHI,TEMP,X
P H I  =  DSQRT(0.5D01)/0.2D01 + 0.05D01
DO 3 / r  = 1,1000
T E M P  = D BLE{K) * P H I
X  =  T E M P  -  IN T {T E M P )
3 RAND O M {K) = SNGL{X)
C WE  LOOK AT THE FIRST THREE DIGITS AFTER THE DECIMAL 
POINT
C DIF:ALL OF THEM DIFFERENT,LIKE:ALL OF THEM SAME,ONEPR:TWO 
OF THEM SAME 
D IF  = 0 
L IK E  =  0 
O N E P R  =  0 
DO 50 / =  1,1000 
A = RAND O M (I)
F IR S T  = /AT(10. ♦ A)
SEC O N D  = I N T { m .  * A) -  10. ♦ F IR S T
T H IR D  = /Ar(1000. * A) -  100. ♦ F IR S T  -  10. ♦ SECO ND
IF(FIRST.NE.SECOND.AND.THIRD.NE.FIRST.AND.THIRD.NE.SEC)THEN
D IF  =  D IF  + 1
ELSEIF(SECOND.EQ.FIRST.AND.THIRD.EQ.FIRST) THEN
L IK E  = L IK E  +  1
ENDIF
50 CONTINUE
O N E P R  =  1000 -  D IF -  L IK E  
WRITE(*,60)DIF,LIKE,ONEPR 
60 FORMAT(I3,’ ’,13,’ ’,13)
END
PROGRAM GAP
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C + + **GAP TEST* ♦ *♦
DIMENSION RELFRE(12)
INTEGER RANDIN(1010),GAPLEN(50),GRP(12),DIF, START, FIN
REAL*8 PHI,TEMP,X
P H I = DSQRT{0.5D0l)/0.2D0l +  0.05D01
DO 22 if  =  1,1010
T E M P  = D B LE (K ) * P H I
X  =  TE M P  -  ID IN T {T E M P )
22 R A N D IN {K ) = IF IX {SN G L {X ) * 10.)
C WE NOW ZERO COUNTERS 
DO 33 7 =  1,50 
33 GAPLEN{I) = Q
C ATTENTION: 1=1 CORRESPONDS TO GAPLENGTH OF ZERO 
C NOTE THAT OUTER LOOP LOOKS FOR DIGIT J 
DO 88 J  = 0,9
C NOW WE LOOK FOR FIRST OCCURRENCE OF J (AT START)
DO 66 7 =  1,1010
IF (RANDIN(I).EQ.J) THEN
ST A R T  =  7
GOTO 50
ENDIF
66 CONTINUE 
50 M  = STA R T  
DO 77 I=M,1010 
IF (RANDIN(I).EQ.J) THEN 
F IN  = I
D IF  =  F IN  -  ST A R T  
G APLEN (D IF) =  G APLEN (D IF) + 1 
ST A R T  =  F IN  
ENDIF
77 CONTINUE
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88 CONTINUE
WRÎTE(*, *) ’GAP LENGTH DISTRIBUTION UP TO 45’
WRITE (*,10){G APLEN {J),J = 1,45)
10 FORMAT(10I5)
WRITE(*,+) ......................’
C NOW WE GROUP AS DONE ON PAGE 285, 0-3, 4-7, 8-11 ETC. 
DO 99 J =  1,12 
GRP(J) = 0 
DO 99 / =  1,4 
K  = I  + 4 * { J - 1 )
C NOTE HOW K IS CALCULATED 
GRP(J) = GRP(J) -f G APLEN {K )
99 CONTINUE
C CALCULATIONS FOR KOLMOGOROV-SMIRNOV 
DO 101 / =  1,12
101 R E L F R E (I)  =  GRP{I)/1000.
C CALCULATION AND OUTPUT OF THE TABLE 
WRITE(*, ♦) ’ I FREQ CUMUL F DIFFERENCE ’
CUMUL  = 0.
DO 111 / =  1,12
CUMUL =  CUMUL  +  R E LF R E {I)
F  = 1. -  0.9 ♦ +(4 ♦ / )
A D I F  = A B S{F  -  CUMUL)
WRITE(*,20)I, GRP(I), CUMUL, F , ADIF 
111 CONTINUE 
WRITE(*,*)’ END OF TEST’
20 FORMAT(2I6,3F8.4)
E N D
PROGRAM SERIAL
C * ♦ **SERIAL CORRELATION TEST* ♦ *♦
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DIMENSION RANDOM(IOOO)
REAL+8 PHI,TEMP,X,Z,SUM,PRO,SQUARE 
P H I = DSQRT{Q.bD{il)/0.2D0l +  0.05Z?01 
DO 3 /if =  1,1000 
T E M P  =  D BLE{K) * P H I  
X  = T E M P  -  ID IN T {T E M P )
3 RAND O M {K) = SN G L{X )
PRO  =  0.0 
SU M  = 0.0 
SQ U ARE  = 0.0 
DO 5 7 = 1,999
5 PRO  = PRO  + R A N  DO M{I )  * R A N  DOM {I +  1)
PRO  =  PRO  +  RANDOM {lQm) * RAND 0M {1)
DO 10 / =  1,999
10 SU M  = SUM  + R A N D O M (I)
DO 20 7 =  1,999
20 SQ U ARE  =  SQUARE  +  R AN D O M {I) ♦ RANDOM {I)
Z  =  {{IQm* P R O )-{S U M *  S U M ))/{{m o *  SQ U A R E )-{SU M * SUM))
WRITE(*,50)Z
50 FORMAT(’Z=’,F7.4)
IF(Z.GE.0.06218.0R.Z.LE.-0.06418) THEN 
WRITE(*,100)
ELSE
WRITE(*,200)
ENDIF
100 FORMAT(’ REJECTED’)
200 FORMAT(’ ACCEPTED’)
END
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