Abstract. In this article, we propose a class of six-dimensional Painlevé systems given as the monodromy preserving deformations of the Fuchsian systems. They are expressed as polynomial Hamiltonian systems of sixth order. We also discuss their particular solutions in terms of the hypergeometric functions defined by fourth order rigid systems.
Introduction
Recently, higher order generalizations of the sixth Painlevé equation (P VI ) has been studied from a viewpoint of the monodromy preserving deformations of Fuchsian systems. It is shown in [14, 15, 16] that irreducible Fuchsian systems with a fixed number of accessary parameters can be reduced to finite types of systems by using the Katz's two operations, addition and middle convolution [12] . It is also shown in [8] that the isomonodromy deformation equation is invariant under the Katz's two operations. These facts allow us to construct a classification theory of Painlevé systems given as the isomonodromy deformation equations.
The Fuchsian systems with two accessary parameters were classified by Kostov [14] . According to it, they are reduced to the systems with the following spectral types: 4 singularities 11, 11, 11, 11 3 singularities 111, 111, 111 22, 1111, 1111 33, 222, 111111 The system with the spectral type {11, 11, 11, 11} gives P VI as the monodromy preserving deformation [1] . The other three systems have no deformation parameters, thus we can not derive isomonodromy deformation equations from them.
In general, Fuchsian systems can be classified with the aid of algorithm proposed by Oshima [15, 16] . The systems with four accessary parameters are reduced as follows: 5 singularities 11, 11, 11, 11, 11 4 singularities 21, 21, 111, 111 31, 22, 22, 1111 22, 22, 22, 211 In addition to them, there exist nine systems which have three singularities; we do not list here. Sakai investigated their monodoromy preserving deformations systematically and derived the fourdimensional Painlevé systems in [17] . 1 {11, 11, 11, 11, 11, 11}, {31, 31, 1111, 1111}, {33, 33, 33, 321}, {51, 33, 33, 111111}.
In this article, we investigate for the other eight Fuchsian systems and derive six-dimensional Painlevé systems.
It is known that P VI can be expressed as the Hamiltonian system In the case N = 1, we denote t 1 and H 1 by t and H respectively. In this article, we obtain explicit formulas of the following Hamiltonians; see Section 2:
and 
2.5. Spectral type 22, 22, 211, 211.
where
and 2θ 1 + 2θ 2 + θ 3,1 + θ 3,2 + ρ 1 + ρ 2 + 2ρ 3 = 0. 
and 3θ 1 + θ 2 + 2θ 3,1 + 2θ 3,2 + 2ρ 1 + 2ρ 2 + 2ρ 3 = 0.
Schlesinger system
In this section, we recall the Schlesinger system and its Poisson structure following the previous work [10, 11, 17, 20] .
Let A 1 , . . . , A N+2 ∈ M L (C). We consider a Fuchsian system on P 1 (C)
with regular singularities x = t 1 , . . . , t N , t N+1 = 1, t N+2 = 0, ∞. Here we assume that each A i (i = 1, . . . , N + 2) can be diagonalized and
A i is a diagonal matrix. Then the monodromy preserving deformation of (3.1) gives a Schlesinger system
It is also expressed as a Hamiltonian system
with a Poisson bracket defined by
Thanks to the method established in [10] , the Schlesinger system can be rewritten to a canonical Hamiltonian system. Consider a decomposition of matrices A i as
Then the variables b
l,k can be regarded as canonical ones. In fact, the Poisson bracket {b
l,k } = −1, {otherwise} = 0, implies the above one (3.3). In terms of those variables, the system (3.2) is expressed as a Hamiltonian system
It remains to find a canonical variables which is suitable for the number of accessory parameters of (3.1). We denote the multiplicity data of eigenvalues of
Then the number of accessory parameters of (3.1) is given by
And it is generally less than the dimension of a space of matrices (B 1 , C 1 , . . . , B N+2 , C N+2 ). When we reduce the number of dependent variables of (3.4) to the suitable one, the following proposition plays an important role.
Derivation of the Painlevé system
In this section, we derive six-dimensional Painlevé systems from the Schlesinger system (3.4) associated with the following spectral types: 
with a Riemann scheme
Note that a Fuchsian relation θ 1 + θ 2 + θ 3 + θ 4 + ρ 1 + ρ 2 + ρ 3 = 0 is satisfied. The residue matrices are expressed as
where b
and
Under the Schlesinger system (3.4) associated with the Fuchsian one (4.1), we consider a gauge transformation
, where
Then the residue matrices are transformed into
and
Note that each component is rational in (b
; we do not give its explicit formula here. Furthermore, the relation (4.2) implies
Hence the components of A 1 , . . . , A 4 turn out to be polynomials in (b j , c j ). Then, thanks to Proposition 3.1, we obtain 
with a symplectic form
and the relation (4.3).
We next reduce the Hamiltonian system (4.4) to the one of sixth order. Substituting the second relation of (4.3) to (4.5), we obtain
Hence we can take a six-dimensional canonical coordinate system by
Let
Then it is easy to verify that the Hamiltonian H i is just equivalent to the one H , which was given in Section 2, for each i = 1, 2. Note that the variables b j , c j ( j = 1, . . . , 4) are described in terms of the canonical coordinates as
Although the components of the matrices A 1 , . . . , A 4 are rational in (q j , p j ), the Hamiltonians H 1 , H 2 turn out to be polynomials in (q j , p j ). 
Note that a Fuchsian relation θ 1 + θ 2 + 2θ 3 + 2θ 4 + 2ρ 1 + 2ρ 2 = 0 is satisfied.
11
In a similar manner as Section 4.1, the residue matrices are transformed to
By using (4.7), we can show that the variables a 1 , . . . .a 15 are polynomials in (b j , c j ); we do not give their explicit formulas here. Then the dependent variables b j , c j ( j = 1, 2, 3) satisfy a Hamiltonian system
with a symplectic form ω = 3 j=1 db j ∧ dc j . Under the system (4.8), we consider a canonical transformation
Then, by a direct computation, we arrive at 
Note that a Fuchsian relation θ 1 + θ 2,1 + θ 2,2 + θ 3,1 + θ 3,2 + ρ 1 + ρ 2 + ρ 3 = 0 is satisfied. 12 In a similar manner as Section 4.1, the residue matrices are transformed to
By using (4.9) and (4.10), we can show that the variables a 1 , . . . .a 10 are rational in (b j , c j ); we do not give their explicit formulas here. Furthermore, we obtain
Then the dependent variables b j , c j ( j = 1, . . . , 4) satisfy a Hamiltonian system
with a symplectic form 13) and the relation (4.11). Note that the Hamiltonian H turns out to be a polynomial in (b j , c j ), although the components of the matrices A 1 , A 2 , A 3 are rational. We reduce the Hamiltonian system (4.12) to the one of sixth order. Substituting the first relation of (4.11) to (4.13), we obtain
Hence we can take a six-dimensional canonical coordinate system by 
Note that a Fuchsian relation θ 1 + 2θ 2 + θ 3,1 + θ 3,2 + ρ 1 + ρ 2 + ρ 3 + ρ 4 = 0 is satisfied. In a similar manner as Section 4.1, the residue matrices are transformed to 
and the relation (4.16). 14 We reduce the Hamiltonian system (4.17) to the one of sixth order. Substituting the second relation of (4.16) to (4.18), we obtain
Furthermore, we consider a canonical transformation
Note that the variables b j , c j ( j = 1, . . . , 4) are rational in (q j , p j ); we do not give their explicit formulas here. Then, in a similar manner as Section 4.1, we arrive at 
Note that a Fuchsian relation 2θ 1 + 2θ 2 + θ 3,1 + θ 3,2 + ρ 1 + ρ 2 + 2ρ 3 = 0 is satisfied. In a similar manner as Section 4.1, the residue matrices are transformed to 
Here we set
Then it is easy to verify that the Hamiltonian H is just equivalent to the one H 22, 22, 211, 211 , which was given in Section 2. Note that 4.6. Spectral type 22, 22, 22, 1111 . In this case, we consider a Fuchsian system 16 with a Riemann scheme
Note that a Fuchsian relation 2θ 1 + 2θ 2 + 2θ 3 + ρ 1 + ρ 2 + ρ 3 + ρ 4 = 0 is satisfied. In a similar manner as Section 4.1, the residue matrices are transformed to
By using (4.21), we can show that the variables a 1 , . . . .a 11 are polynomials in (b j , c j ); we do not give their explicit formulas here. Furthermore, we obtain
Then the dependent variables b j , c j ( j = 1, . . . , 5) satisfy a Hamiltonian system
with a symplectic form 24) and the relation (4.22).
We derive a six-dimensional canonical coordinate system in advance. The first and third relation of (4.22) are rewritten to
Substituting them to (4.24), we obtain
Hence we can take
The system (4.23) is transformed into the one H 22,22,22,1111 as follows. We set
Then, by using (4.22) and (4.25), we can show that the components of the matrices P, Q, R are polynomials in (q j , p j ); we do not give their explicit formulas here. And, in a similar manner as Section 4.5, we arrive at 
Note that a Fuchsian relation 3θ 1 + 3θ 2 + 2θ 3 + 2ρ 1 + 2ρ 2 + 2ρ 3 = 0 is satisfied. 18 In a similar manner as Section 4.1, the residue matrices are transformed to Now we can find 35 relations in (4.26) . Among them, the relations derived from the following matrix components are used to determine the variables a 12 , . . . , a 27 as polynomials in the other variables:
(1, 3), (1, 4) , (1, 5) , (1, 6) , (2, 3) , (2, 4) , (2, 5) , (2, 6) , (3, 1) , (3, 2) , (4, 1), (4, 2), (5, 1), (5, 2), (6, 1), (6, 2) .
And the following ones are used to determine the variables a 1 , . . . , a 11 as rational expressions in (b j , c j ):
(1, 2), (2, 1), (2, 2) , (3, 3) , (3, 4) , (4, 4) , (4, 5) , (5, 5) , (5, 6) , (6, 5) , (6, 6 ).
We do not give their explicit formulas here. Then the dependent variables b j , c j ( j = 1, . . . , 7) satisfy a rational Hamiltonian system Furthermore, we have 8 relations which is derived from the matrix components (3, 5) , (3, 6) , (4, 3) , (4, 6) , (5, 3) , (5, 4) , (6, 3) , (6, 4) . 19 In order to derive the Hamiltonian system of sixth order, we use the first four relations, whose explicit formulas are given as
(4.29)
We reduce the Hamiltonian system (4.27) to the one of sixth order. Substituting the first and second relation of (4.29) to (4.28), we obtain
Those variables satisfy a rational Hamiltonian system of fifth order with a symplectic form ω = 5 j=1 dλ j ∧dµ j ; we do not give its explicit formula here. Then the third and fourth relation of (4.29) are described as
Substituting them to the symplectic form ω again, we obtain
Then, in a similar manner as Section 4.1, we arrive at 
Note that a Fuchsian relation 3θ 1 + θ 2 + 2θ 3,1 + 2θ 3,2 + 2ρ 1 + 2ρ 2 + 2ρ 3 = 0 is satisfied. In a similar manner as Section 4.1, the residue matrices are transformed to Under the system (4.31), we consider a canonical transformation 
Particular Solutions
In this section, we give particular solutions of the six-dimensional Painlevé systems in terms of the hypergeometric functions. Then we have 
22
The Riemann scheme of the system (5.1) is given by          
