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Why Convex Combination Is an Effective
Crossover Operation in Continuous
Optimization: A Theoretical Explanation
Kelly Cohen, Olga Kosheleva, and Vladik Kreinovich

Abstract When evolutionary computation techniques are used to solve continuous
optimization problems, usually, convex combination is used as a crossover operation. Empirically, this crossover operation works well, but this success is, from the
foundational viewpoint, a challenge: why this crossover operation works well is not
clear. In this paper, we provide a theoretical explanation for this empirical success.

1 Formulation of the Problem
Biological evolution has successfully managed to come up creatures that fit well
with different complex environments, i.e., creatures for each of which the value of
its fitness is close to optimal. So, when we want to optimize a complex objective
function, a natural idea is to emulate biological evolution. This idea is known as
evolutional computation or genetic programming.
Each living creature is described by its DNA, i.e., in effect, by a discrete (4-ary)
code. In other words, each creature is characterized by a sequence 𝑥 1 𝑥2 . . ., where
each 𝑥 𝑖 is an element of a small discrete set (4-element set for biological evolution).
Environment determines how fit is a creature is: the higher the fitness level, the higher
the probability that this creature will survive – and also the higher the probability
that it will be able to mate and give birth to offsprings. During the lifetime, the code
is slightly changed by mutations – when some of the values 𝑥 𝑖 changes with a small
probability.
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The most drastic changes happen when a new creature appears: its code is obtained
from the codes of the two parents by a special procedure called crossover. For
biological creatures, crossover is organized as follows: the two DNA sequences are
placed together, then a few random locations 𝑖 1 < 𝑖2 < . . . are marked on both
sequences, and the resulting DNA is obtained by taking the segment of the 1st parent
until the first location, then the segment of the second parent between the 1st and
2nd locations, then again the segment from the 1st parent, etc. In this scheme, for
each location 𝑖, the child’s value 𝑐 𝑖 at this location is equal:
• either to the value 𝑓𝑖 of the first parent at this location,
• or to the values 𝑠𝑖 of the second parent at this location.
To be more precise:
• for 𝑖 < 𝑖1 , we take 𝑐 𝑖 = 𝑓𝑖 ;
• for 𝑖 1 ≤ 𝑖 < 𝑖2 , we take 𝑐 𝑖 = 𝑠𝑖 ,
• for 𝑖 2 ≤ 𝑖 < 𝑖3 , we take 𝑐 𝑖 = 𝑓𝑖 , etc.
This is how crossover is performed in nature, this is how it is performed in discrete
optimization problems, where each possible option is represented as a sequence of
discrete units – e.g., 0-or-1 bits.
Similar techniques have been proposed – and successfully used – for continuous
optimization problems, in which each possible alternative is represented by a sequence 𝑥1 𝑥2 . . . of real numbers. In this arrangement – known as geometric genetic
programming – mutations correspond to small changes of the corresponding values,
and crossover is usually implemented as a convex combination
𝑐 𝑖 = 𝛼 · 𝑓𝑖 + (1 − 𝛼) · 𝑠𝑖

(1)

for some real value 𝛼 – which may different for different locations 𝑖; see, e.g.,
[1, 2, 3, 4].
Empirically, the crossover operation (1) works really well, but why it works well
is not clear. In this paper, we provide a theoretical explanation for its efficiency.

2 Our Explanation
Usually, the numbers 𝑥𝑖 that characterize an alternative are values of the corresponding physical quantities. For example, if we are designing a car, the values 𝑥𝑖 can
be lengths, heights, weights, etc. of its different components. The numerical value
of each physical quantity depends on the choice of a measuring unit and, for some
properties like temperature or time, on the choice of the starting point. If we replace
the original measuring unit by a new unit which is 𝑎 times smaller, then all the
numerical values are multiplied by 𝑎: 𝑥 ↦→ 𝑎 · 𝑥. For example, if we replace meters
with 100 times smaller unit – centimeter – then 2 m becomes 100 · 2 = 200 cm. For
some quantities like electric current, the sign is also arbitrary, so we can change 𝑥
to −𝑥. If we replace the original starting point with a new starting point which is 𝑏
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units earlier, then this value 𝑏 is added to all the numerical values: 𝑥 ↦→ 𝑥 + 𝑏. If we
change both the measuring unit and the starting point, then we get a generic linear
transformation 𝑥 ↦→ 𝑎 · 𝑥 + 𝑏.
If we change the measuring unit and the starting point, then the numerical values
change but the actual values of the physical quantities do not change. Thus, a
reasonable crossover operation should not change if we simply change the measuring
unit and the starting point: it does not make sense to use one optimization algorithm
if we have meters and another one if we use feet or centimeters. It turns out that this
natural requirement explains the appearance of the convex combination crossover
operation (1).
Let us describe this result in precise terms.
Definition 1. By a crossover operation, we mean a real-value function of two realvalued inputs 𝐹 : IR × IR → IR.
Definition 2. We say that a crossover operation is scale-invariant if for all 𝑎 ≠ 0
and 𝑏, whenever we have 𝑐 = 𝐹 ( 𝑓 , 𝑠), we will also have 𝑐 ′ = 𝐹 ( 𝑓 ′, 𝑠 ′), where
def
def
def
𝑐 ′ = 𝑎 · 𝑐 + 𝑏, 𝑓 ′ = 𝑎 · 𝑓 + 𝑏, and 𝑠 ′ = 𝑎 · 𝑠 + 𝑏.
Proposition 1. A crossover operation is scale-invariant if and only if it has the form
𝐹 (𝑠, 𝑓 ) = 𝛼 · 𝑓 + (1 − 𝛼) · 𝑠 for some 𝛼.
Discussion. This results explains why crossover (1) is effective: it is the only
crossover operation that satisfies the reasonable invariance requirements.
Comment. Usually, only the values 𝛼 from the interval [0, 1] are used. However,
Proposition 1 allows values 𝛼 outside this interval. So maybe such value 𝛼 < 0 or
𝛼 > 1 can be useful in some optimization applications?
Proof. It is easy to check that the crossover operation (1) is scale-invariance. Let us
prove that, vice versa, every scale-invariant crossover operation has the form (1).
def

Let us denote 𝛼 = 𝐹 (1, 0). By scale-invariance, for each 𝑎 ≠ 0 and 𝑏, we have
𝑎 · 𝛼 + 𝑏 = 𝐹 (𝑎 · 1 + 𝑏, 𝑎 · 0 + 𝑏). For each two different numbers 𝑓 ≠ 𝑠, we can
take 𝑎 = 𝑓 − 𝑠 and 𝑏 = 𝑠. In this case, 𝑎 · 1 + 𝑏 = 𝑓 − 𝑠 + 𝑠 = 𝑓 , 𝑎 · 0 + 𝑏 = 𝑠, and
𝑎 · 𝛼 + 𝑏 = ( 𝑓 − 𝑠) · 𝛼 + 𝑠 = 𝛼 · 𝑓 + (1 − 𝛼) · 𝑠, and thus, scale-invariance implies
that 𝛼 · 𝑓 + (1 − 𝛼) · 𝑠 = 𝐹 ( 𝑓 , 𝑠).
The desired equality is thus proven for all the cases when 𝑓 ≠ 𝑠. So, to complete
the proof, it is sufficient to prove this equality for the case when 𝑓 = 𝑠. In this case,
scale-invariance means that if 𝑐 = 𝐹 ( 𝑓 , 𝑓 ), then for every 𝑎 ≠ 0 and 𝑏, we should
have 𝑎 · 𝑐 + 𝑏 = 𝐹 (𝑎 · 𝑓 + 𝑏, 𝑎 · 𝑓 + 𝑏). Let us take 𝑎 = 2 and 𝑏 = − 𝑓 . In this case,
𝑎 · 𝑓 + 𝑏 = 2 · 𝑓 + (− 𝑓 ) = 𝑓 , so we get 2𝑐 − 𝑓 = 𝐹 ( 𝑓 , 𝑓 ). We already know that
𝑐 = 𝐹 ( 𝑓 , 𝑓 ), thus 2𝑐 − 𝑓 = 𝑐 and therefore, 𝑐 = 𝑓 . In this case, the right-hand side
of the desired equality is equal to 𝛼 · 𝑓 + (1 − 𝛼) · 𝑓 = 𝑓 , so the desired equality is
also true.
The proposition is proven.
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3 An Alternative Explanation
In the previous section, we proved that the currently used crossover operation is the
only one that satisfies some reasonable requirement. In this section, we will show
that this operation is also optimal in some reasonable sense.
To explain this result, let us first recall what optimal means. In many cases, optimal
means attaining the largest or the smallest value of some objective function 𝐺 (𝑥). In
this case, the optimality criterion is straightforward: an alternative 𝑥 is better than the
alternative 𝑦 if – for the case of minimization – we have 𝐺 (𝑥) < 𝐺 (𝑦). For example,
we can select the crossover operation for which the average degree of sub-optimality
is the smallest possible, i.e., for which the results are, on average, the closest to the
desired optimum of the fitness function.
However, not all optimal situations are like that. For example, if may turn out
that several different crossover operations lead to the same average degree of suboptimality. In this case, we can use this non-uniqueness to optimize some other
function 𝐻 (𝑥): e.g., the worst-case degree of sub-optimality. In this case, the optimality criterion is more complex that simply comparing the values of a single
function – here, 𝑥 is better than 𝑦 if:
• either 𝐺 (𝑥) < 𝐺 (𝑦)
• or 𝐺 (𝑥) = 𝐺 (𝑦) and 𝐻 (𝑥) < 𝐻 (𝑦).
If this still leaves us with several equally optimal alternatives, this means that our
optimality criterion is not final – we can again use the non-uniqueness to optimize
something else. For a final optimality criterion, there should be only one optimal
alternative.
What all the resulting complex optimality criteria have in common is that they
allow, for at least some pairs of alternatives 𝑎 and 𝑏, to decide:
• whether 𝑎 is better according to this criterion – we will denote it by 𝑎 > 𝑏,
• or whether 𝑏 is better,
• or whether these two alternatives are equally good; we will denote it by 𝑎 ∼ 𝑏.
Of course, these decisions must be consistent: e.g., if 𝑎 is better than 𝑏 and 𝑏 is better
than 𝑐, then 𝑎 should be better than 𝑐. Thus, we arrive at the following definition.
Definition 3. Let 𝐴 be a set. Its elements will be called alternatives.
• By an optimality criterion on the set 𝐴, we mean a pair of binary relations ⟨>, ∼⟩
that satisfy the following conditions for all 𝑎, 𝑏, and 𝑐:
–
–
–
–
–
–

if 𝑎 > 𝑏 and 𝑏 > 𝑐, then 𝑎 > 𝑐;
if 𝑎 > 𝑏 and 𝑏 ∼ 𝑐, then 𝑎 > 𝑐;
if 𝑎 ∼ 𝑏 and 𝑏 > 𝑐, then 𝑎 > 𝑐;
if 𝑎 ∼ 𝑏 and 𝑏 ∼ 𝑐, then 𝑎 ∼ 𝑐;
if 𝑎 > 𝑏, then we cannot have 𝑎 ∼ 𝑏;
we have 𝑎 ∼ 𝑎.

Why Convex Combination Is an Effective Crossover Operation

5

• We say that an alternative 𝑎 opt is optimal if for every 𝑎 ∈ 𝐴, either 𝑎 opt > 𝑎 or
𝑎 opt ∼ 𝑎.
• We say that the optimality criterion is final if there exists exactly one optimal
alternative.
In our case, alternatives are crossover operations. It is reasonable to require
that which crossover operation is better should not depend on re-scaling the corresponding quantity. Let us describe this natural requirement in precise terms. Let
def

us denote the corresponding re-scaling by 𝑇𝑎,𝑏 (𝑥) = 𝑎 · 𝑥 + 𝑏. If we apply a
crossover operation 𝐹 ( 𝑓 , 𝑠) in a new scale, this means that in the new scale, we
get the value 𝑐 ′ = 𝐹 ( 𝑓 ′, 𝑠 ′) = 𝐹 (𝑇𝑎,𝑏 ( 𝑓 ), 𝑇𝑎,𝑏 (𝑠)). If we transform this value into
−1 (𝑐 ′ ) = 𝑎 −1 · (𝑐 ′ − 𝑏), then
the original scale, i.e., apply the inverse operation 𝑇𝑎,𝑏
−1 (𝐹 (𝑇
we get 𝑐 = 𝑇𝑎,𝑏
𝑎,𝑏 ( 𝑓 ), 𝑇𝑎,𝑏 (𝑠))). Thus, the use of the crossover operation 𝐹
is the new scale is equivalent to applying a crossover operation 𝑇𝑎,𝑏 (𝐹) defined as
def

−1 (𝐹 (𝑇
(𝑇𝑎,𝑏 (𝐹)) ( 𝑓 , 𝑠) = 𝑇𝑎,𝑏
𝑎,𝑏 ( 𝑓 ), 𝑇𝑎,𝑏 (𝑠))) in the original scale. In these terms,
invariance means that, e.g., 𝐹 > 𝐹 ′, then we should have 𝑇𝑎,𝑏 (𝐹) > 𝑇𝑎,𝑏 (𝐹 ′), etc.

Definition 4.
def

• For every two numbers 𝑎 ≠ 0 and 𝑏, let us denote 𝑇𝑎,𝑏 (𝑥) = 𝑎 · 𝑥 + 𝑏 and
−1
𝑇𝑎,𝑏
(𝑥) = 𝑎 −1 · (𝑥 − 𝑏).

• For each 𝑎 ≠ 0 and 𝑏, and for each crossover operation 𝐹 (𝑎, 𝑏), by 𝑇𝑎,𝑏 (𝐹), we
will denote a crossover operation defined as
def

−1
(𝑇𝑎,𝑏 (𝐹)) ( 𝑓 , 𝑠) = 𝑇𝑎,𝑏
(𝐹 (𝑇𝑎,𝑏 ( 𝑓 ), 𝑇𝑎,𝑏 (𝑠))).

• We say that an optimality criterion on the set of all crossover operations is scaleinvariant if for all crossover operations 𝐹 and 𝐹 ′ and for all 𝑎 ≠ 0 and 𝑏, 𝐹 > 𝐹 ′
implies that 𝑇𝑎,𝑏 (𝐹) > 𝑇𝑎,𝑏 (𝐹 ′) and 𝐹 ∼ 𝐹 ′ implies that 𝑇𝑎,𝑏 (𝐹) ∼ 𝑇𝑎,𝑏 (𝐹 ′).
Proposition 2. For every scale-invariant final optimality criterion on the set of all
crossover operations, the optimal operation has the form
𝐹 (𝑠, 𝑓 ) = 𝛼 · 𝑓 + (1 − 𝛼) · 𝑠
for some 𝛼.
Proof. Let 𝐹opt be the optimal crossover operation. This means that for every other
crossover operation 𝐹, we have 𝐹opt > 𝐹 or 𝐹opt ∼ 𝐹. In particular, this is true
for operations 𝑇 −1 (𝑎, 𝑏) (𝐹), i.e., we have either 𝐹opt > 𝑇 −1 (𝑎, 𝑏) (𝐹) or 𝐹opt ∼
𝑇 −1 (𝑎, 𝑏) (𝐹). Due to the fact that the optimality criterion is scale-invariant, we get
either 𝑇𝑎,𝑏 (𝐹opt ) > 𝐹 or 𝑇𝑎,𝑏 (𝐹opt ) ∼ 𝐹. This is true for all crossover operations
𝐹. Thus, by definition of an optimal alternative, the operation 𝑇𝑎,𝑏 (𝐹opt ) is optimal.
However, we already know that the operation 𝐹opt is optimal, and we assumed that the
optimality criterion is final, which means that there is only one optimal alternative.
Thus, we have 𝑇𝑎,𝑏 (𝐹opt ) = 𝐹opt .
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This equality holds for all 𝑎 ≠ 0 and 𝑏. Thus, the crossover operation 𝐹opt is
scale-invariant. For such operations, we have already proved, in Proposition 1, that
they have the desired form. The proposition is proven.
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