Abstract
INTRODUCTION
Clock network synthesis is one of the most important steps in any high-speed digital VLSI design. Since clock network is typically the largest net in any design, it is more sensitive to variations than regular signal nets. Some of the dominant variation effects that affect the clock network are manufacturing variations [7] [8] [9] , temperature variation [10] and power supply variations [11] . It is to be noted here that the skew variation can be a very significant portion of the nominal skew. For example, according to [9] , just the interconnect variations can contribute to as much as 25% skew variation. Such a significant impact makes the traditional method of margining for variation both inefficient and risky. Thus, designing variation tolerant clock networks is of utmost importance for today's high-speed designs.
Several methods have been proposed for designing variation tolerant clock networks. Among these, the link based clock network [1] is a promising approach that combines the advantages of clock mesh and clock trees. The basic idea of [1] is to insert links in appropriate locations in a given clock tree, there by changing the tree to a non-tree structure. Due to its redundancy, the non-tree structure is much more tolerant to variation effects compared to a tree structure. The key to building a good link based non-tree clock network is selection of appropriate link locations. Though the current link selection algorithms of [1] [2] [3] [4] [5] result in significant skew reduction, they suffer from a number of drawbacks which are discussed in Section 2-B. The important contributions of this work are:
• We introduce the concept of delay sensitivity vector for the sink pairs. We use this to identify the sink pairs that are most susceptible to variation effects and insert links only between such sink pairs. This makes our algorithm very efficient and results in a robust, variation tolerant clock network.
• Our methodology is compatible to higher order delay models. Though we use Elmore delay in this paper to explain our algorithm, the same methodology can be easily extended to any higher order delay model.
• Any given variation model, like the systematic and random power supply variation, temperature variation etc. can be seamlessly integrated with our algorithm. In this work, we use random interconnect width variation as an example. SPICE based Monte Carlo simulations on standard benchmarks shows that our algorithm achieves better skew variability reduction while utilizing considerably lesser routing resources compared with existing methods.
REVIEW OF EXISTING WORKS
According to [1] , if a link is inserted between nodes u and w of a clock tree, the final skew between nodes u and w after link insertion is given by:
where, q u,w is the original skew between nodes u & w,q u,w the final skew after the link insertion, C l the link capacitance, R l the link resistance, R u,u & R w,w the transfer resistances of nodes u & w. The r u & r w are equal to the Elmore delay at u & w when C u = 1, C w = −1 and the other node capacitance are zero. The C u and C w are the total node capacitance at nodes u and w respectively. Equation 1 can be rewritten as:
where α =
Rl
Rl+ru−rw and β = Cl 2 (R u,u − R w,w ).
According to [1] , the value of α is always less than 1. The first term of the above equation is the value of the original skew scaled by α. The second term represents the extra skew introduced by the value of link capacitance. If the original skew between nodes u and v is zero, then we can conclude that adding only a resistance still maintains the zero skew. However, adding the link capacitance changes the nominal skew. In [1] , the original skew after link insertion is restored by tuning the locations of the internal clock network nodes similar to the method in [12] . This makes sure that the link insertion does not affect the nominal skew of the clock network. It also guarantees that link insertion between sinks u and w always reduces the skew as shown in [1] . Also, it has been proved in [1] that adding the links lower in the clock tree is better for skew variability reduction. Henceforth, we will assume that the links will be inserted only between clock sinks in this work.
All the link insertion algorithms of [1] [2] [3] [4] [5] follow the steps listed below:
• Given an initial clock tree, select all the node pairs where cross links are to be inserted.
• Add only the link capacitance values at the sink nodes and tune the internal nodes of the clock tree to restore original skew. The tuning is done in a bottom-up fashion similar to the method in [12] .
• Finally, add the link to the selected node pairs. Since the effect of link capacitance has been already removed by bottom-up tuning, only the effect of link resistances will be present. Selecting the sink node pairs for link insertion is the critical step in the above procedure. All the previous works mainly differ in the way the links are chosen.
A. Existing Link Insertion Methods
The existing link insertion methods can be broadly classified into the following three types:
Rule Based Algorithms: In the rule-based link insertion methods of [1] [2] [3] [4] [5] , all the possible links are characterized by parameters denoted by α, β , γ and δ. The definitions of α and β are the same as in equation 2. The readers are referred to the [1] [2] [3] [4] [5] for a detailed explanation of all the parameter definitions. In simple terms, the rule-based methods involve empirically selecting appropriate values of bounds α max , β max , γ max and δ max and adding only the links that have α, β, γ and δ values less than chosen bounds.
Graph Theory Based Algorithms: The graph theory based link insertion methods of [1] [2] [3] [4] [5] involve appropriately dividing the clock tree into recursive bi-partite graphs and choosing the number of links to be inserted based on edge weights of the bipartite graph. The edge weights are proportional to the wirelength of the links considered.
Statistical Link Insertion:
The statistical link insertion method of [6] adds the links incrementally by updating the statistical values of the sink delays and using the information of the latest non-tree to select the next link to be inserted.
B. Drawbacks of the Existing Approaches
The key drawbacks of the existing algorithms are:
• Most current algorithms require the user to empirically select the values of different parameters. For rule-based methods, parameters like α max , β max , γ max and δ max are chosen. In the case of the graph theory based methods, the user needs to empirically select the number of links to be inserted at each level of the clock network.
• Most of the exiting works, except [6] , do not use either delay or skew variation information while choosing links. Therefore, they might add ineffective links.
• The current methods are not compatible with the use of higher order delay models because all the parameters used for selecting the links are based on nominal Elmore delays.
• Also, the current algorithms cannot be modified for use with a given variation model. For example, if the IR drop variation information or the metal thickness variation information is available, the current methods cannot use them to choose between links that have similar parameter values, but are different only because of their variation context.
• Though the method of [6] does not suffer from some of the above drawbacks, it has very high run-time and complexity. For example, the method takes 2 minutes to add 10 links in a 74 pin clock network and more than 10 hours to add 20 links to a 597 sink clock network.
SENSITIVITY BASED ALGORITHM
In this section, we propose the delay sensitivity based algorithm that addresses all the drawbacks of the existing algorithms. The basic idea behind sensitivity based link insertion is to insert links between the node pairs that are most susceptible to variation. This is motivated by the fact that a given link has the maximum beneficial effect on the node pairs between which it is inserted. The rest of this section presents the details of the algorithm. First, we introduce the concept of delay sensitivity vector for a given process variation model. This concept helps us to identify the link pairs that are the most susceptible to the variation effects. Following this, we prove that the α-rule proposed for unbuffered clock trees in [1] is also true for buffered clock tree case. Finally, we present our sensitivity based link selection method. A. Sensitivity Vector
Consider Fig.1 which shows a typical clock tree. Let the variables x 1 , x 2 ,. . . , x n denote process variation variables that affect the delays and skew of the clock tree. Without any loss of generality, we can assume that these variables are independent from each other. If the variables are not independent from each other, then we can employ the method of [13] to create independent process variation variables. Let T i denote the root to sink delay of any sink i. This can be expressed in terms of the process variation variables x 1 , x 2 ,. . . , x n as follows:
The first order Taylor expansion of T i can be written aŝ
where T i,0 is the nominal delay of node i and It may be noted here that, expressing the delay variation as a linear function of the random variables is quite accurate for all practical purposes [14] . In other words, though the delay might be a non-linear function of the variables x i , the variation in delay w.r.t. its nominal value can be treated as a linear function of changes in the random variables.
Assuming a zero nominal skew clock tree, T i,0 is equal to T j,0 for any two sinks i and j. Therefore, the skew between sinks i and node j in the presence of process variation can be expressed as:
Let us define the sensitivity vector for the skew between nodes i and j as:
Thus, the skew between any two sink nodes i and j can be expressed in terms of the sensitivity vector as:
An important point to be noted here is that each element of the vector S i,j in equation (4) represents effect of one process related variable on the skew between sink nodes i and j. Similar to the work of [6] , we also assume that the variables have a Gaussian distribution. Based on this assumption, we can regard the Δx k (k = 0, 1, . . . , n) as zero mean random variables with a known variance σ k . Since a weighted sum of several independent Gaussian random variable is also Gaussian, the skew between sink nodes i and j, q i,j is also a Gaussian random variable. q i,j has a range of E(q i,j ) − 3σ i,j ∼ E(q i,j ) + 3σ i,j , where the σ i,j is the standard deviation of the q i,j . For a zero nominal skew clock tree, the expected value of skew is given as:
The range of q i,j is −3σ i,j ∼ +3σ i,j . Similarly, the standard deviation of skew is calculated as
where σ k is the standard deviation of the independent Gaussian distribution variable Δx k . Assuming that Δx k (k = 0, 1, . . . , n) have the same standard deviation σ, we can rewrite the above equation as
The magnitude of standard deviation of skew between sinks i and j is indicative of how sensitive the skew between nodes i and j is to the variation effects. Therefore, we can conclude that the sink pairs that have higher value of M i,j are more sensitive to variation. Thus, by adding link only between sinks pairs that have the maximum value of M i,j , we can greatly reduce the sensitivity to variations.
Obtaining Sensitivity Vector for a Generic Case: In the above derivation, we have assumed that the random variables Δx k as Gaussian random variables with the same σ just for illustrative purpose. The concept of using the magnitude of sensitivity vector as a measure of skew sensitivity to variation is still applicable even if the random variables Δx k had different non-Gaussian distributions.
Similarly, the same concept can also be applied with higher order delay models, including SPICE, by employing a method similar to the work of [15] to obtain the delay sensitivities. For example, we can obtain the sensitivity vector considering the effect of power-supply noise as follows. For a given buffer in the clock tree, any changes in the power-supply voltage on that buffer directly affects buffer delay and the delay of the segment directly driven by it. Also, it can have an effect on the input slews of next stage, thereby affecting the delay of the next stage slightly. In most practical cases, the effect of slews on delays can be ignored after one stage of buffers. The key point is that, for all practical purposes, we can bound the effect of small changes in power-supply voltage on a given buffer to a few segments near the buffer. Thus, we need not evaluate the delay sensitivities of all the segments in the clock tree for a given power-supply noise in a single buffer as most segment sensitivities can be assumed to be zero for all practical purposes. By extension, we can state that we can obtain the delay sensitivities of all the segments of a given clock tree w.r.t. the power-supply noise for all the clock buffers in an efficient manner. Once we know the delay sensitivities of each segment of the clock network, we can trivially obtain the sensitivities of the sink delays and thereby the sensitivities of skew between any two sinks. This menthod can be similarly extended to consider variation effects like L ef f , T ox , interconnect thickness, etc. Also, the above method of obtaining sensitivities inherently considers the path sharing between different sinks. For example, when a given segment is common for two sinks, its effect will be cancelled out while obtaining the values of S i,j in Equation 4.
B. α-Rule for Buffered Clock Tree
The α rule that was proposed in [1] was motivated by the fact that it scales down the original skew as shown in equation 2. Further, it was shown in [1] that the value of α is always less than 1 for any link added between nodes driven by the same buffer. However, it was not clear whether the same α rule could be extended for links that connect nodes driven by different clock buffers. This situation can happen in a buffered clock network. In this section, we prove that the same rule is also valid for buffered clock networks where a given link can have two drivers.
The motivation for extending the α-rule for buffered clock tree is explained below. The magnitude of sensitivity vector, M i,j , is a good measure of how much a the skew between a given sink pairs i, j is susceptible to variation effects. However, the value of M i,j does not measure how close two sink pairs are in terms of physical proximity. For example, two sets of sink pairs might have the same value of M i,j , but one of the sink pairs might be physically close to each other while the other pair might be far apart. In such cases, we need to be able to add link between the sink pair that are close to each other to reduce the wire-length consumption. From the work of [1] , we can conclude that lengthy link will have a high value of α. Thus, if we are able to choose links with low value of α, we will be able to have a good control over the increase in wire-length due to link insertion.
It is worth noting here that equation 2 was derived in [1] based on the following equation from [16] :
The above equation gives the new voltage in all the nodes of any RC network when a resistance R is added between nodes i and j of the RC network. Thev is the vector of new node voltages and v is the original node voltages before adding the resistance R, v i and v j are the initial node voltages of i and j. The r vector gives the Elmore delays of all the nodes of the RC network when the capacitance at node i is +1 and at node j is -1 and all other capacitance values set at 0. v i and v j are the entries in the r for the nodes i and j.
The work of [16] also deals with situations when there are more than one voltage source by chopping up the network into sub-networks such that the each sub-network has only one source. After this, the different sub-networks are stitched together considering the fact that the final settling voltages of the different nodes at t = ∞ can be different from what it was when it was driven by only one source. However, in the case of a link driven by two different buffers, since the entire clock tree can be assumed to be on the same voltage domain, we can directly apply equation (8) for delay calculation purposes. As a result, the same α rule proposed in [1] for non-buffered clock trees is also valid for buffered clock trees. From [1] , we know that lower the value of α, better the link is. Since the value of α is always less than 1, we can also state that a higher value of (1 − α) denotes a better link.
C. Sensitivity Based Link Insertion
Based on the last two sections, we can conclude that the effectiveness of a link between nodes i and j is proportional to M i,j and (1-α) where M i,j is the magnitude of the sensitivity vector and α is as defined in equation 2. Hence, we define the link sensitivity cost as follows:
Any node pair with large value of eq (9) can be regarded as a good candidate for link insertion. This is because if M i,j is high, it means that the sink pair i,j is very sensitive to variations. Similarly, if the value of α is low (or a high value of 1-α), the link can significantly reduce the final skew. Thus, we use the SensitivityCost as a measure of effectiveness of each link.
In this paper, as in [3] , we follow the set of guidelines listed below for link insertion:
• Links are always inserted between zero nominal skew nodes.
• Node pairs are selected such that the buffers driving the links are not overloaded. Therefore, the selected sink nodes are relatively close to each other. This also makes sure that the links are not concentrated in a single place.
• Since the magnitude of the sensitivity vector is higher for sink pairs that do not share any common element, the method inherently selects pairs with considerably different source to sink paths.
• Short circuit risk in multi-driver nets is avoided by the method of [3] .
The overall flow of the sensitivity based link insertion for buffered clock trees is shown below. Generate sensitivity vector for node pair and obtain its magnitude Mi,j 5:
Algorithm 1 Node Pair Selection
end if 8: end for 9: Sort (1 − α)M and find the top N links such that the wire-length increase reaches limit. 10: Add all link capacitance to the sink nodes 11: Tune the locations of the internal nodes to restore original skew similar to [1] 12: Add link resistances 13: Output the final link-based non-tree clock network As shown in the algorithm, we first obtain the delay sensitivity of each clock segment under the given variation model. This step enables us to quickly get the skew sensitivities for all the sink pairs. Next, for every feasible node pair, we evaluate the value of the SensitivityCost. Finally, we select the top N links based on the value of SensitivityCost such that the total wire-length does not exceed the user specified maximum wire-length increase.
D. Advantages of Sensitivity Based Link Addition
The sensitivity based link insertion algorithm has the following merits when compared to the other existing algorithms:
• Because of the use of delay sensitivity, this method identifies the sink pairs that are most prone to the effects of variations.
• Links insertion can be modified based on a given variation model. For example, if the power-supply noise model is available, the works of [1] [2] [3] [4] [5] cannot use that information while choosing the links. However, since our scheme directly uses the variation information in the form of delay sensitivity, the links selected will be more effective.
• The work of [6] , though can make use of given variation information, is extremely slow. This is mainly because [6] updates the vaulues of mean and variance for all sink delays after every single link addition while considering all possible variation parameters simultaneously. However, since our method of obtaining the sensitivity information is a one-time process, our overall approach is much faster than the approach of [6] .
• The calculation of delay sensitivity is compatible with higher order models including SPICE. Hence our algorithm can be applied even when high accuracy is required. In the case of using SPICE, we can employ a method very similar to the one used in [15] to obtain the delay sensitivities.
• Our algorithm does not involve the use of any empirical parameters such as α, β, γ, etc., as in [1] [2] [3] [4] . In the next section, we present the experimental results comparing our sensitivity based methods with existing methods.
EXPERIMENTAL RESULT
In order to verify the effectiveness of the sensitivity based link insertion, we should ideally compare our results with that of the works [1] [2] [3] [4] [5] [6] . Since the skew reduction in [6] was lesser than the works of [1] [2] [3] [4] [5] and also the benchmarks used were smaller, it is sufficient to compare our results with the best from the works of [1] [2] [3] [4] [5] . However, the work of [3] uses special tunable buffers and the work does not give details about the buffer. The works of [1, 4, 5] mainly focus on unbuffered clock trees as opposed to the focus on buffered clock trees in this work. Because of these reasons, we compare our results only with the work of [2] .
Similar to [2] , we use the benchmarks r1-r5 downloaded from GSRC Bookshelf [17] . We run SPICE based Monte Carlo simulations with 500 trials with interconnect width as a source of variation. We assume that the interconnect widths are Gaussian random variables with a σ value of of 5%. Please note that we use this process variation model only as an example. Any other variation can also be used in our method. We use the 180nm technology parameters for the buffers and interconnect parameters. We implemented our algorithm in C++ and all the experiments were run on a 3.25GHz, 2GB Linux system. Table I shows the details of the buffered clock trees used in our experiments. The clock trees were obtained using the algorithm of [18] , which was also implemented using C++. The column denoted by WL gives the wire-length of the trees. The worst case skew and the standard deviation values for each of the clock trees is given under the columns of WCS and SD respectively. Table II , we can see that the sensitivity based link insertion has achieved a 26% reduction in worst case skew, 38% reduction in standard deviation at the cost of 7.6% increase in the total wire length when compared with the buffered clock trees. In comparison, the method of [2] has achieved a 22% reduction in worst case skew, 30% reduction in standard deviation at the cost of 15% increase in wire-length. Thus, the sensitivity based method has achieved higher skew variability reduction while reducing the total wire-length increase by 7% compared to [2] . This indicates that the sensitivity based method is able to insert links much more efficiently than the method of [2] .
Another important fact to be noted in Table II is that our sensitivity based algorithm is orders of magnitude faster when compared with the work of [6] . The work of [6] is a good comparison for run-time because it is the only work among [1] [2] [3] [4] [5] [6] which can potentially make use of any given process variation model. Even for our biggest benchmark, the run time is in a few seconds when compared to several hours of run-time for the method of [6] . Thus, our sensitivity based algorithm is very fast and achieves better skew variability reduction using lesser routing resources.
CONCLUSION AND FUTURE WORK
In this paper, we have presented a fast and efficient sensitivity based link insertion algorithm. Unlike existing algorithms, our method is compatible with the use of higher order delay models and can efficiently use any given variation model. Experimental results show that our method is able to achieve better skew variability reduction compared with existing methods while utilizing lesser routing resources. In future, this work might be extended by incrementally adding links based on the sensitivity. The main challenge in obtaining such a method is to be able to efficiently update the sensitivity values after each link addition. This problem is non-trivial because the addition of the first link converts the tree into a non-tree, which complicates the analysis. We plan to investigate this topic in our future research.
