Estimating Channel Identification Quality in Passive Radar Using LMS Algorithms by Callahan, Michael J.
Wright State University 
CORE Scholar 
Browse all Theses and Dissertations Theses and Dissertations 
2017 
Estimating Channel Identification Quality in Passive Radar Using 
LMS Algorithms 
Michael J. Callahan 
Wright State University 
Follow this and additional works at: https://corescholar.libraries.wright.edu/etd_all 
 Part of the Engineering Commons 
Repository Citation 
Callahan, Michael J., "Estimating Channel Identification Quality in Passive Radar Using LMS Algorithms" 
(2017). Browse all Theses and Dissertations. 1816. 
https://corescholar.libraries.wright.edu/etd_all/1816 
This Dissertation is brought to you for free and open access by the Theses and Dissertations at CORE Scholar. It 
has been accepted for inclusion in Browse all Theses and Dissertations by an authorized administrator of CORE 
Scholar. For more information, please contact library-corescholar@wright.edu. 
ESTIMATING CHANNEL IDENTIFICATION
QUALITY IN PASSIVE RADAR USING LMS
ALGORITHMS
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
by
MICHAEL J. CALLAHAN
B.S., Wilkes University, 1987
M.S., Syracuse University, 1998
2017
Wright State University
WRIGHT STATE UNIVERSITY
GRADUATE SCHOOL
July 14, 2017
I HEREBY RECOMMEND THAT THE DISSERTATION PREPARED UNDER MY
SUPERVISION BY Michael J. Callahan ENTITLED
Estimating Channel Identification Quality in Passive Radar Using LMS Algorithms
BE ACCEPTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE
DEGREE OF Doctor of Philosophy.
Brian D. Rigling, Ph.D.
Dissertation Director
Frank W. Ciarallo, Ph.D.
Director, Ph.D. in Engineering Program
Robert E. W. Fyffe, Ph.D.
Vice President for Research and
Dean of the Graduate School
Committee on
Final Examination
Brian D. Rigling, Ph.D.
Fred D. Garber, Ph.D.
Arnab K. Shaw, Ph.D.
Michael A. Temple, Ph.D.
Muralidhar Rangaswamy, Ph.D.
ABSTRACT
Callahan, Michael J., Ph.D., Engineering Ph.D. Program, Department of Electrical En-
gineering, Wright State University, 2017. Estimating Channel Identification Quality in
Passive Radar Using LMS Algorithms.
Passive bistatic radar can be an attractive choice relative to monostatic radar because it
provides the ability to operate covertly; immunity to jamming and interference; the ability
to operate outside of traditional radar bands; and reduced cost.
The benefits of noise waveforms versus classic radar waveforms such as linear fre-
quency modulation (LFM) are discussed in the literature. Noise waveforms, with their
thumbtack ambiguity functions, are ideal for use in non-cooperative passive radar. Since
many digital waveforms are randomized to make their spectra approximately white, noise-
like waveforms may be readily available for opportunistic use by non-cooperative passive
radar receivers. For instance, the literature points out that digital television transmitters
offer a powerful, well-defined signal with sufficient bandwidth for reasonable precision
in range and are noise-like, thereby allowing for good, consistent range compression and
Doppler estimation of targets.
Much of the literature assumes that the transmitted noise (or noise-like) waveform is
white (flat spectrum) over a finite bandwidth, and with good reason. However, some illu-
minators may emit waveforms that are not white.
When the transmitted waveform’s spectrum is colored (correlated), the cross-correlation
process is likely to produce unacceptably high sidelobes. Meanwhile, LMS may produce
more acceptable sidelobes. Until now, no theoretical expressions for the SNR at the output
of the LMS family of algorithms existed in the literature for cases in which variants of the
LMS algorithm are used to process colored Gaussian noise input data.
The original contribution of this research is as follows. An equation is derived which
predicts the theoretical output SNR when processing colored Gaussian noise input data us-
ing conventional LMS, valid at steady-state. Theoretical results have been corroborated by
iii
simulation results, and this contribution has been completed. The equation which predicts
the steady-state theoretical output SNR when conventional LMS processes colored Gaus-
sian noise input data should also apply at steady-state when block LMS and fast block LMS
(fast LMS) are used to perform the processing.
Additionally, promising simulation results using L1 LMS are presented, which high-
light the previously known fact that L1 LMS’s performance when processing sparse input
data may be robust even when the transmit waveform’s spectrum is notched, while results
from other algorithms (including conventional LMS) noticeably degrade. These simulation
results prompt future research to extend the contribution documented herein by deriving the
steady-state theoretical output SNR when processing sparse colored Gaussian noise input
data using L1 LMS.
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Abbreviations and Symbols
Throughout this dissertation numerous abbreviations and symbols are used. While the def-
initions can be found in surrounding text, this section provides a quick reference.
List of Abbreviations
AFRL Air Force Research Laboratory
DAB Digital Audio Broadcast
DTV Digital Television
DVB Digital Video Broadcast
DVB-T Digital Video Broadcast - Terrestrial
FFT Fast Fourier Transform
FM Frequency Modulation
GHz Gigahertz
GMTI Ground Moving Target Indication
GTRI Georgia Tech Research Institute
HF High Frequency
IID Independent and Identically Distributed
LFM Linear Frequency Modulation
LMS Least Mean Square
LS Least Squares
MAPLE A registered trademark of Waterloo Maple Software
MATLAB Matrix Laboratory (a registered trademark of The MathWorks)
MC Monte Carlo
MHz Megahertz
MPEG 2 Moving Pictures Expert Group - 2
MHT Multi-Hypothesis Tracker
OFDM Orthogonal Frequency Division Multiplexing
PAL Phase Alternating Line
PSD Power Spectral Density
RF Radio Frequency
RLS Recursive Least Squares
Rx Receive
SAR Synthetic Aperture Radar
SNR Signal-to-Noise Ratio
TPS Transport Parameter Signalling
TV Television
Tx Transmit
UHF Ultra High Frequency
VHF Very High Frequency
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' Approximately equal to
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E{·} Expectation operator
‖ · ‖p The p-norm of an argument
∇ Gradient vector
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th entry of a column vector
 Hadamard operator
tr Trace of a matrix
(·)−1 Inverse operator
| · | Absolute value
(̂·) Estimate
∈ Denotes membership in a set
C Field of complex numbers
≤ Less than or equal to
≥ Greater than or equal to
(·)T Transpose operator
∂ Partial derivative
→ Tends to
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Chapter 1
Introduction
This chapter introduces the research, puts it in context, and provides a brief synopsis of
each of the original contributions in the dissertation. First, Section 1.1 provides a high-
level overview of the dissertation. Section 1.2 discusses what motivated pursuit of this
important research topic. Section 1.3 discusses the novel contribution made by this re-
search. Section 1.4 gives the outline of the dissertation. Section 1.5 presents the notation
used throughout the document. Finally, Section 1.6 presents the assumptions and simplifi-
cations employed in the research. 1
1.1 Overview
Due to the advances that have been made in the past few decades in the radio frequency
(RF), digital, and signal processing domains, coupled with the availability of transmitters
of opportunity which transmit digital or analog broadcast, communications, and navigation
signals, passive noise radar has become a popular research topic across the globe. Even
a small research group on a tight budget can afford to build and operate a passive noise
radar receiver and signal processor. Now, more so than ever before, the ability to predict
1This research was sponsored by the Sensors Directorate of the United States Air Force Research Labo-
ratory (AFRL). Opinions, interpretations, conclusions, and recommendations are those of the author and are
not necessarily endorsed by the United States Air Force.
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the signal-to-noise ratio (SNR) at the output of a signal processing approach is needed and
desired. Some work has already been done in this area, but much more remains. The
main goal of this research project is the development and analysis of an expression for
the steady-state theoretical output SNR performance of the conventional least mean square
(LMS) algorithm when processing noise-like input data (simulated noise radar data) that
may be modeled as colored Gaussian noise. Another goal of this research project is an in-
vestigation of the relative performance exhibited by theL1 LMS algorithm when processing
the same noise-like input data, in particular when the power spectral density (spectrum) of
the simulated noise radar waveform from the transmitter contains a spectral notch.
1.2 Motivation
This dissertation is enabled by the RF, digital, and signal processing advances that have
made it easy to generate and transmit noise-like waveforms and to subsequently process
them efficiently, as well as by the proliferation of transmitters of opportunity which transmit
broadcast, communications, and navigation signals which have been modulated and coded
such that they appear to be noise-like. The prior work by Meller & Tujaka [1] and by
Rigling [2–5] laid much of the groundwork for this dissertation. The original contribution
made in this work is an outgrowth of work done by many researchers who performed mean-
square analysis with the primary intent of deriving bounds for stable operation of the LMS
family of algorithms. Meller & Tujaka [1], and Rigling [2–5], built upon their work, and
the present work, in turn, is built upon Meller & Tujaka’s and Rigling’s work.
The motivation behind this research is to extend Meller & Tujaka’s and Rigling’s
work, and to persuade the radar community to use algorithms from the LMS family, instead
of using cross-correlation, to process noise radar data.
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1.3 Original Contribution
This dissertation research achieved a significant, original contribution, namely, the ability
to compute the steady-state theoretical output SNR obtained when using the conventional
LMS algorithm to process colored Gaussian noise input data. It is hoped that more such
contributions may be achieved through relatively straightforward extensions of this contri-
bution. This contribution is introduced below.
1.3.1 Theoretical Output SNR Prediction When Using Conventional
LMS to Process Colored Gaussian Noise Input Data
The State-of-the-Art
The literature search focused on 1) some key textbooks which dealt with adaptive process-
ing in general and the LMS family of algorithms in particular; 2) IEEE and IEE/IET articles
available for download from IEEE Xplore, through searches seeking information about the
state-of-the-art on signal-to-noise ratio (SNR) in regard to the LMS family of algorithms;
and 3) some articles downloaded from Elsevier Press and from elsewhere on the Internet.
The only material that was found that dealt with the SNR at the output of various al-
gorithms as they processed noise-like signals was authored by Rigling [2–5] and by Meller
& Tujaka [1], which are available from IEEE Xplore. These presented SNR expressions
at the output of algorithms that processed white Gaussian noise data. No other material
could be found in textbooks or through IEEE Xplore that dealt with the SNR at the output
of algorithms that processed colored Gaussian noise data. It is unlikely that any published
material on the theoretical output SNR when using conventional LMS to process colored
Gaussian noise input data has been in existence prior to the research documented in this
dissertation.
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The Innovation
The innovation here, which is the main innovation of this dissertation research, is the de-
velopment of an expression for the steady-state theoretical output SNR when conventional
LMS processes colored Gaussian noise input data. It very nicely reduces to an expression
from Meller & Tujaka for the case of white Gaussian noise input data, which is exactly
what would be expected, since white Gaussian noise is a specific type of colored Gaussian
noise. The expression for the conventional LMS output SNR when processing white Gaus-
sian noise input data, which was provided in the article by Meller & Tujaka in the more
general framework of block LMS, became the foundation upon which much of the present
research is based. The simulation results that have been collected corroborate the validity
of the theoretical steady state output SNR expression for a variety of transmit waveform
spectra.
In preparing to accomplish this contribution, the performance of cross-correlation pro-
cessing, conventional LMS using four different step-sizes, and cross-correlation followed
by whitening (i.e., least squares (LS)) were compared when the transmitted waveform was
white Gaussian noise, and when the transmitted waveform’s spectrum contained a notch
extending across 5% of its bandwidth, and then a notch extending across 10% of its band-
width, with one or eight point scatterers in the scene [6]. Then, the performance of cross-
correlation, conventional, block, and fast block LMS with two different step-sizes, and LS
were compared when the transmitted waveform was white Gaussian noise, and when the
transmitted waveform’s spectrum was skyline-shaped [7]. It was shortly after this time that
an equation was successfully derived for the theoretical output SNR when conventional
LMS processes colored Gaussian noise input data, and this equation is the main contribu-
tion of the present research.
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Benefits of This Innovation
This innovation facilitates analysis of the performance potential of conventional LMS when
the input data has a Gaussian distribution, regardless of whether or not it is white (flat
spectrum).
1.4 Outline of Dissertation
In Chapter 2 a literature review and historical background relevant to the dissertation are
presented, touching first on a broad overview, followed by the history of noise radar, the
history of LMS, and initial analyses. Topics of relevance to LMS, such as the indepen-
dence assumption, convergence of LMS (the weight-error autocorrelation matrix, stability
bounds on LMS step-size, and excess mean-square error) are discussed next, followed by an
overview of LMS variants. Lastly in Chapter 2, the theoretical output SNR obtained when
various algorithms process white Gaussian noise is covered, since this lays the groundwork
for the present research. The theoretical output SNR for conventional LMS when process-
ing colored Gaussian input data is derived in Chapter 3. Chapter 4 presents a comparison
of theoretical and simulated results obtained for conventional LMS when processing white
and colored Gaussian input data. Chapter 5 presents results obtained using L1 LMS and
other algorithms to process white and colored Gaussian noise input data for a sparse scene,
which appears to be a possible area of follow-on research work that may yield useful ben-
efits. Closing remarks, future work, and the conclusion are discussed in Chapter 6. Lastly,
Chapter 7 contains the appendices.
1.5 Notation
The notation used is as follows. Scalars are denoted by regular font and may be lower-
case or upper-case letters or symbols (e.g., x). Column vectors are denoted by underlined,
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bold font, lower-case letters or symbols (e.g., x or xy), while matrices are denoted by bold
font, upper-case letters or symbols (e.g., X or Xy). The conjugate transpose of a vector
or matrix is denoted by (·)H (e.g., xH ,XH), complex conjugation is denoted by (·)∗ (e.g.,
x∗), and an estimate is denoted by (̂·) (e.g., x̂). Particular elements of a vector are scalar
quantities, and are denoted by regular font and are subscripted (e.g., xi). Finally, sample
number (or iteration number or time) is denoted by n and indexed in parenthesis (e.g.,
x(n)), while filter tap (i.e., range bin) number is denoted by k and is used as a subscript
(e.g., xk), E{·} denotes the statistical expectation operation, I denotes the identity matrix,
and C denotes the complex number field.
1.6 Assumptions and Simplifications
This dissertation research was performed using somewhat idealistic assumptions and sim-
plifications to simplify the theoretical derivations and the subsequent corroboration with
results achieved in simulation using MATLAB.
The goal was to compute the steady-state theoretical output SNR obtained using vari-
ants of LMS when processing colored Gaussian noise input data (simulated radar data), and
use MATLAB-generated estimated range profile plots to corroborate the theoretical results.
1.6.1 Assumptions and Simplifications in the Radar Model
In practice, the transmitter may be an antenna owned by a commercial entity, perhaps
located on or atop a tower, a building, or a mountain, and may be non-moving, while
the receiver may be mounted aboard a moving platform, or it may be non-moving. The
transmitter may emit a broadcast, communications, or navigation signal, which may appear
noise-like and may be processed as though it were noise. The transmitted waveform is
assumed to not be a standard radar waveform. Real transmit and receive antennas have
antenna patterns associated with them such that the electric field intensity is enhanced in
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a certain direction (gain) and suppressed in others (nulls). Transmit and receive antenna
patterns were not modeled. The antenna gain was effectively assumed to be isotropic on
both transmit and receive. Real transmitters and receivers have distortions, nonlinearities,
and losses associated with them, but these were not modeled. It was assumed that a fraction
of the transmitted waveform bounced off a few point scatterers in the otherwise empty
scene, and that a portion of that scattered energy was received by the receiver, with the only
non-ideality being the addition of thermal noise in the receiver to the received waveform.
To ensure that the only correlation between samples of the transmitted (reference sig-
nal) waveform is due to any non-flatness that may be present in the transmitted waveform’s
spectrum (which is controlled in the simulation), the input signal was sampled at a sam-
pling rate (sampling frequency) equal to the bandwidth of the transmitted waveform. Since
the samples of the signal are complex numbers, having a real part and an imaginary part,
this sampling rate (known as the critical sampling rate) satisfies the Nyquist criterion to
prevent aliasing.
!!!!!!!!fc!
frequency!
fc!–!W/2! fc!+!W/2!
Figure 1.1: Frequency time relationship - zero crossings of the autocorrelation in time occur
at integer multiples of 2/W , where W is the bandwidth of the signal in frequency.
When simulated data is generated and processed for situations in which the spectrum
of the transmitted waveform is far from flat, using an algorithm from the LMS family,
for instance, with a small step-size parameter µ in search of greater accuracy (at the cost
of slower convergence), one has to sample at an extremely high rate in order to generate
enough input samples without increasing the length of the “pseudo-pulse”. This forces one
to sample the transmitted waveform very densely, producing a very large number of input
7
samples while at the same time maintaining the width of the transmitted pseudo-pulses
and the width of the range bins at the same widths that were employed when fewer input
samples were processed (and the sampling rate was correspondingly smaller) in order to
generate good range profile estimates.
A/D sampling at zero crossings of the autocorrelation function of the transmitted
waveform, in order to avoid introducing correlation between the samples of the transmit-
ted waveform through the choice of the sampling rate, forced a dramatic increase in the
bandwidth of the transmitted waveform. The effects of sampling at a rate higher than the
bandwidth of the transmitted waveform were not investigated. In practice, one may have
to do this, to avoid the situation, encountered in the included examples, in which the center
frequency of the transmitted waveform was 10 GHz and the bandwidth of the transmitted
waveform was 2 GHz, because it was desired to sample at a rate of 2 GHz. The sam-
ples of the transmitted waveform were actually generated by a random number generator
in MATLAB, which produced random numbers which were uncorrelated with each other,
so they “naturally” fit the paradigm of what one might expect when sampling a noise-like
waveform at zero crossings of the autocorrelation function of the transmitted waveform, by
sampling at the critical sampling rate. It would be a useful study to examine the effects of
sampling noise-like opportunistic waveforms for use in a bistatic passive radar at sampling
rates much higher than the bandwidth of the transmitted waveform, which would allow one
to use a smaller, more representative bandwidth while still generating enough samples for
processing. The now non-zero inter-sample correlation would have to be introduced some-
how, since, in simulation, merely placing uncorrelated random numbers (numerical values
of samples) generated by a random number generator in MATLAB such that they would
appear to be closer together in the time domain without increasing the bandwidth of the
transmitted waveform will not of itself introduce the inter-sample correlation that would be
representative of what one might expect to see in practice. In [8], it is stated that sampling a
strictly bandlimited input signal at higher than the Nyquist rate (i.e., at higher than the crit-
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ical sampling rate) will make the autocorrelation matrix of the input signal singular, due to
the fact that the input samples will now be correlated. One thought is that diagonal loading
could be used to prevent the transmitted waveform’s autocorrelation matrix from becoming
singular when one is sampling the input signal at higher than the Nyquist rate, but exactly
how much diagonal loading would have to be applied as a function of the sampling rate,
should one choose to sample the bandlimited input signal at higher than the Nyquist rate,
has not been investigated.
1.6.2 Assumptions and Simplifications in the Scenario Model
In the included scenario, it was assumed that the transmit platform was an aircraft and that
the receive platform was another aircraft, and that both of these aircraft had zero veloc-
ity (i.e., they were “hanging in mid-air”) and that these platforms had no electromagnetic
effect on the transmit and receive antenna patterns (i.e., no mutual coupling, no radome
effects, etc.). It was assumed that the transmit and receive antenna patterns were perfectly
isotropic. The point scatterers in the scene were also assumed to have zero velocity. The
point scatterers were located on the surface of a (nonexistent) flat earth, and the only ob-
jects that inhabited the scenario’s universe were the transmitter, the receiver, and the point
scatterers.
The HF, VHF, UHF, and L-band frequency bands are rather crowded, and VHF, UHF,
and L-band contain many of the broadcast, communications, and navigation signals that
could potentially be of use, but the system has been modeled in MATLAB at X-band, using
10 GHz as the center frequency, with a very large signal bandwidth in the simulation runs.
This enabled the showing of agreement of simulated results in MATLAB with theoretical
results, which is all that was intended in this dissertation research. In practice, though, one
most likely will not be able to find a communications, broadcast, or navigation signal that is
2 GHz wide (the transmit waveform bandwidth that was used in generating the simulation
results).
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1.6.3 Assumptions and Simplifications in the Signal Processing
As stated above, the independence assumption is utilized in this dissertation research.
Another simplification was the employment of a filter to transform the white Gaussian
noise produced by the random number generator in MATLAB into a colored Gaussian noise
waveform in such a manner that it was straightforward for the user to specify the magnitude
of the spectrum in each frequency subband. In other words, the user directly specifies the
spectrum of the transmitted waveform, leaving the inter-sample correlation to be whatever
it must be in order to produce a transmitted waveform that had that spectrum. Most people
seem to take an autoregressive modeling approach in which they directly specify the inter-
sample correlation and let the resulting spectrum be whatever it may turn out to be. The
novel, innovative approach taken in the present research, in which the user deliberately
specifies the outline of the spectrum of the transmitted waveform during the process of
launching a new simulation run, was very useful in setting up the simulation runs.
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Chapter 2
Literature Review and Historical
Background
2.1 Literature Review
Fig. 2.1 shows in graphical form some key individuals whose publications influenced the
research which culminated in this dissertation.
2.1.1 Broad Overview
The fundamental principles of radar were first discovered in 1897 by Alexander Popov as
a result of experiments performed on the Baltic Sea [9]. They were first exercised in a
rudimentary experiment of a ship collision avoidance device, based on the reflection of
radio waves (a warning bell was rung as a ship passed by the test vessel on which the
collision avoidance system was located), in Rotterdam harbor, The Netherlands, in 1904
by Christian Hülsmeyer from Germany, who called his invention the Telemobiloskop [10].
According to [9], radar as a technical means was first proposed by Piotr Oshchepkov in
1932, with the first successful field tests of an experimental radar conducted in July-August
1934.
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Figure 2.1: Those who influenced this research. “We can see farther than those who have
gone before us, because they have lit our way.”
Passive radar has been in existence for more than eighty years. The first passive radar
experiment was conducted at Daventry, England, in February, 1935 [11], in which a Hey-
ford bomber was detected at a range of about eight miles, using reflections from the short-
wave radio signal emitted from a BBC Empire broadcast transmitter about six miles away.
The continuous-wave nature of the transmitted signal meant that the passive radar was lim-
ited to a short range (because the tiny reflected signal from an airborne target would be
dwarfed by the strong direct-path signal from the transmitter) and no range information
about the aircraft could be extracted. Nevertheless, this experiment, which was the first
British experiment in radar, was deemed a success. Funding was received, and within a
year the team of investigators had designed an active radar system for aircraft detection
with a dedicated 200 kW transmitter that had much greater range (over 100 miles).
Even though the first radars were bistatic in nature, the monostatic configuration has
dominated the radar field for many years. When one thinks of airborne radar, one often
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thinks in terms of what is displayed in Fig. 2.2, which was adapted from Fig. 7 in Chapter
22 of [12].
Downlooking Radar Geometry 
Mainlobe 
Clutter 
Sidelobe 
Clutter 
Figure 2.2: Downlooking monostatic radar.
Of course, one can also think in terms of a bistatic airborne radar scenario like what is
displayed in Fig. 2.3, which was adapted from Fig. 11-4 in [13].
Figure 2.3: Bistatic airborne radar scenario.
One is not limited to using standard, classic radar waveforms. There has been an
interest in using noise waveforms on transmit to generate coherent radar returns since the
late 1950’s.
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As listed in [14], there are several reasons why noise waveforms may be desirable for
use in radar, and they are repeated here for convenience:
1. Noise waveforms are inexpensive to generate both in analog and digital formats;
2. Noise waveforms have featureless LPI/LPD characteristics and are therefore covert;
3. Noise waveforms are inherently anti-jam and interference resistant;
4. Noise sources are easily obtained using current microwave and RF circuit technol-
ogy;
5. Noise waveform spectral characteristics can be adaptively shaped to suit the dynamic
environment;
6. Noise waveforms are spectrally very efficient and can share spectral bands without
mutual interference;
7. Noise waveforms exhibit excellent waveform diversity characteristics.
In 1957, Bourret published [15] a short article on range-measuring radar using noise
signals, in which he applied a CW noise waveform and correlation reception [16]. In 1959,
Horton proposed using random noise as the modulation function in distance measuring sys-
tems, pointing out that such a system would be particularly well-suited for use as a radar
altimeter in a blind landing system [17]. Correlation processing (or ”anti-correlation pro-
cessing”) was considered by Horton for use in the signal processing. Correlation processing
is used in noise radar processing to this day.
As pointed out in [14], noise radar development over the past 50+ years can be grouped
into three eras:
1. 1960’s and 1970’s: Initial studies and performance analyses by a handful of re-
searchers.
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2. 1980’s: Relatively little development took place. Not much work was published
during this decade. Further work had to await advances in RF and digital component
design and signal processing techniques.
3. 1990’s and 2000’s: Advanced system development and demonstration by several
groups all over the world.
It should be pointed out that although noise radar has a rich history, the present re-
search does not rely upon transmitters of opportunity to emit noise waveforms. Instead,
any waveform that appears to an observer to be sufficiently Gaussian noise-like may be
considered for use. Consider broadcast, communication, and navigation signals, for in-
stance. The various signal formats possess different characteristics (frequency, bandwidth,
modulation, coding, transmit power level, etc.), but each conforms to a known standard.
The digital signals (digital audio broadcast (DAB) and digital video broadcast (DVB), for
instance), even though the intricate modulation and coding within them encapsulates sig-
nals rich in information content, would appear to an observer to be noise-like, and may be
processed as though they were Gaussian noise. As pointed out in [18], digital television
transmitters offer a powerful, well-defined signal with sufficient bandwidth for reasonable
precision in range and are noise-like, thereby allowing for good, consistent range compres-
sion and Doppler estimation of targets. So, a “noise radar transmitter of opportunity” may
be a broadcast, communication, or navigation transmitter. The reader is referred to [19]
for a good description of the types of transmit signals that one might expect to encounter
in a real-world environment and potentially use, and to [20] in which the possibility of
modifying communication signal formats to benefit radar is discussed.
Table 2.1, which is reproduced from Table 1 in [19], summarizes potential transmitters
of opportunity for use in passive bistatic radar. Some of these transmitters emit noise-like
signals, such that they can be considered to be “noise radar transmitters of opportunity”.
There have been many studies of the suitability of broadcast, communication, and
navigation transmissions of opportunity (some of which appear to be noise-like) for use in
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Table 2.1: Summary of Properties of Some Transmitters Considered for Passive Bistatic
Radar Operation
(This is reproduced from Table 1 in [19]. 1 Appropriate frequency will depend
upon time of day.)
Transmission	 Frequency	 Modula3on,	
bandwidth	
PtGt	
(typical)	
HF	broadcast	 10-30	
MHz1	
DSB	AM,	9	kHz	
DRM,	10	kHz	
50	MW	
VHF	FM	
(analogue)	
~	100	
MHz	
FM,	
50	kHz	
250	kW	
UHF	TV	
(analogue)	
~	550	
MHz	
VesHgial-sideband	
AM	(vision);	FM	
(sound),	
5.5	MHz	
1	MW	
Digital	Audio	
Broadcast	
~	220	
MHz	
Digital,	
COFDM	
220	kHz	
10	kW	
Digital	TV	 ~	750	
MHz	
Digital,	
6	MHz	
8	kW	
Cellphone	
Networks	
(GSM)	
900	MHz,	
1.8	GHz	
GMSK,	
FDM/TDMA/FDD	
200	kHz	
100	W	
Cellphone	
Networks	(3G)	
~	2	GHz	 CDMA	
3.84	MHz	
100	W	
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radar, such as, for instance, [18, 21–43].
Fig. 2.4, which is Fig. 3 in [19], shows the spectrum of a digital television signal (i.e.,
DTV, also known as DVB or DVB-T (digital video broadcast - terrestrial)) and the spectrum
of an analog television signal as recorded using a spectrum analyzer in the U.K. at UHF.
The plot has a horizontal scale of 2 MHz/division, and a vertical scale of 10 dB/division.
The frequency extent shown is 501-521 MHz. The DTV signal is to the left of center,
while the analog TV signal is to the right of center. The format of the analog TV signal
is the Phase Alternating Line (PAL) format used in the U.K., with the vision information
modulated onto the carrier using vestigial-sideband amplitude modulation, while the sound
information is modulated onto the carrier using frequency modulation. Note that the DTV
spectrum is flat. As pointed out in [25], the DTV signal is a random process with Gaussian
distribution, but the addition of pilot carriers and guard intervals causes some regularity,
which affects the ambiguity function of the resulting waveform. The transmitted signal
has two sets of components: random and deterministic. The random components are the
result of the MPEG-2 compression algorithm, channel coding, interleaving, and orthogonal
frequency division multiplexing (OFDM). The deterministic components are introduced
into the signal later, due to the guard interval, pilot, and transport parameter signaling
(TPS) carriers’ injection into the DTV signal.
The DTV signal represents a good transmit signal of opportunity for passive bistatic
radar that one might find in the environment, but it’s bandwidth is only 7.6 MHz wide (this
may vary according to local standards). It should be noted that in the present research, a
much larger transmit waveform bandwidth (2 GHz) is utilized in the MATLAB simulations
to yield good steady-state theoretical results.
In [35], a fully mobile FM/DAB/DVB-T multi-band, multi-illuminator passive radar
system is described, that is available, and experiments have been conducted with a great va-
riety of third-party transmitters and arbitrary transmitter-target-receiver geometries. They
have shown that the combination of FM, DAB, and DVB-T bands leads to a reliable over-
17
Figure 2.4: DTV spectrum and analog TV spectrum at UHF. This is Figure 3 in [19].
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all air picture and that passive radar applications for naval and ground scenarios are also
feasible. At the time the article was written, they had planned to direct future work to-
ward fusion of data from several spatially distributed sensors in a central multi-hypothesis
tracker (MHT). FM (88-108 MHz, with a bandwidth (dependent upon program content) of
0-100 kHz), DAB (174-240 MHZ, with a bandwidth of 1.5 MHz), and DVB-T (470-790
MHz, with a bandwidth of 7.6 MHz), which are relatively widely spaced in frequency with
widely differing bandwidths (and hence range resolutions), can thus be used together to
provide improved performance.
Clearly, passive radar utilizing noise-like transmissions of opportunity is moving be-
yond the experimental phase and will surely play a more important role in the future in the
form of actually-fielded systems.
The least-mean square (LMS) algorithm, developed in 1959 by Widrow and Hoff,
first appeared in the literature in 1960 [44], shortly after the first papers were published on
using noise waveforms for radar. So, the LMS algorithm has been around almost as long as
noise radar. Widrow went on to publish further on LMS and the LMS family of algorithms
( [45], [46], [47], [48]).
Several books on adaptive filtering have since been published that describe the charac-
teristics, advantages, and disadvantages of a wide variety of signal processing techniques,
including LMS, such as [49], [50], [51], [52] and [53].
In a series of papers in 2004-2006 [2], [3], [4], [5]), Rigling touted the relative merits
of LMS over cross-correlation processing due to cross-correlation processing’s degrada-
tion in sidelobe level when multiple strong scatterers are present, and over least squares
(LS) processing (cross-correlation processing followed by whitening) due to the computa-
tional burden of LS, while showing the usefulness of adaptive noise radar in performing
GMTI and SAR using LMS processing. One benefit of Rigling’s work in this area was
the presentation of the theoretical output SNR that may be obtained when processing white
Gaussian noise input data (i.e., radar data obtained using a white Gaussian noise waveform
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on transmit) using cross-correlation and using LS. In 2012, Meller & Tujaka published a
paper [1] that, among other things, presented the theoretical output SNR to be had by pro-
cessing white Gaussian noise using cross-correlation and using block LMS. Block LMS
generalizes conventional LMS, which may be thought of as block LMS with a block-size
of one, so the theoretical output SNR to be obtained using block LMS with a block-size
of one is the theoretical output SNR to be obtained using conventional LMS. The present
dissertation research into the theoretical output SNR from LMS is built squarely atop this
equation, and atop similar work that Meller & Tujaka (and Rigling) performed, because,
without the work documented in their publications (just cited), there would not have been
a solid starting point for the present research. Incidentally, Meller & Tujaka cited Rigling’s
work in their paper.
Further reviews of the open literature revealed that, outside of the work published by
Meller & Tujaka and by Rigling, there are apparently no good sources of expressions for
the SNR at the output of LMS variants, or at the output of cross-correlation or LS, when
processing white Gaussian noise data, and none at all when processing colored Gaussian
noise radar data. Outside of the work of these authors, prediction of the theoretical output
SNR in LMS variants has largely been unaddressed or at best only obliquely addressed.
This represents a huge gap in the literature and an unfortunate oversight by the adaptive
radar community. Given that there is a strong commitment to cross-correlation processing
in that community, it may not be entirely surprising that there hasn’t been more research
into the SNR achievable at the output of LMS variants when the input data is colored
Gaussian noise. It is the goal of this research project to begin to fill this gap, to provide
reliable output SNR expressions for use when researching, developing, and analyzing the
performance potential of adaptive noise radar signal processing techniques.
Many of those who analyzed the performance of the LMS algorithm focused on stabil-
ity analysis, to determine parameter limits within which the algorithm would be stable, and
one parameter that they focused on in particular was the step-size parameter µ. Because
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they needed to check the mean-square convergence of the algorithm, they often studied the
weight-error autocorrelation matrix as a function of algorithm iteration. Not only does this
study enable one to arrive at an upper bound on the step-size to ensure stability, it provides
as a by-product a way to arrive at the noise power in each range bin due to filter tap weight
errors, and this noise appears in the denominator of the expression for theoretical output
SNR. Assuming that one can calculate the signal power, one now has both the numerator
and the denominator for use in computing the theoretical output SNR.
Radar data can be collected over multiple dimensions, such as range, pulse, and chan-
nel. Figure 2.5, which came from the GTRI short course titled “Principles of Modern
Radar” [54], illustrates a typical radar datacube and concisely describes the types of pro-
cessing that may be performed across the various dimensions of the datacube.
Figure 2.5: Radar datacube processing options.
In this research, focus has been placed on processing the data from one pulse return in
one receive channel, along the range dimension. This work could be extended to the entire
range-Doppler plane, but in its present form it stops short of generating and performing
Doppler processing on returns from many pulses, preferring instead to process the returns
from a single pulse. Nothing in the scene is moving, so the Doppler frequency associated
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with every object in the scene is zero, and one can thus afford to focus on one range profile
at zero Doppler. Also, ground clutter has not been included, and the non-moving scatterers
are located on the ground. So, the scenario is akin to that illustrated in Figure 2.3 with
no terrain (ground) clutter, one or more (four) discrete, non-moving point scatterers lying
on the (nonexistent) ground, with an airborne transmitter and an airborne receiver whose
platforms have zero velocity.
2.1.2 History of Noise Radar
An overview of the history of random signal radar is provided in [55], and a later publi-
cation [16] overviews the history of and research on noise radar. Noise radar history can
also be found in [56], in addition to a discussion of random signal selection criteria, a
comparison of signal characteristics, and a discussion of signal processing techniques.
2.1.3 History of LMS and Initial Analyses
According to the Introduction of [53], written by Haykin, “The LMS algorithm was devised
by Widrow and Hoff in 1959 in their study of a pattern-recognition machine known as the
adaptive linear element, commonly referred to as the Adaline [44,57]. The LMS algorithm
is a stochastic gradient algorithm in that it iterates each tap weight of the transversal filter
in the direction of the instantaneous gradient of the squared error signal with respect to
the tap weight in question.” Haykin goes on to say, “Although the LMS filter is very simple
in computational terms, its mathematical analysis is profoundly complicated because of its
stochastic and nonlinear nature. Indeed, despite the extensive effort that has been expended
in the literature to analyze the LMS filter, we still do not have a direct mathematical theory
for its stability and steady-state performance, and probably we never will. Nevertheless,
we do have a good understanding of its behavior in a stationary as well as a non stationary
environment, as demonstrated in the chapters of this book.”
LMS is computationally simple and numerically robust [49], and it remains a popular
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adaptive filtering algorithm to this day. It’s only major drawback compared to other algo-
rithms such as recursive least-squares (RLS) is that it is relatively slow to converge. LMS
does exhibit other problems, when implemented digitally (i.e., when implemented in a fi-
nite precision environment). In a limited precision environment, the step-size µ may only
be decreased to a level at which the degrading effects of round-off errors in the tap weights
of the finite-precision LMS algorithm become significant [49]. Also, to avoid the problem
known as “stalling” or “lock-up” in digital implementations of LMS, in which the gradient
estimate is not sufficiently noisy, the LMS algorithm stops adapting (it stalls) whenever the
correction term for the ith tap weight in the update equation is smaller in magnitude than
the least significant bit (LSB) of the tap weight [49]. So, in spite of the infinite-precision
theory for LMS that advocates a small value for the step-size µ, it is important to recog-
nize from a design point of view that the step-size parameter µ should not be chosen too
small [49].
To further stabilize the digital implementation of the LMS algorithm, one may use a
technique known as leakage. Leakage prevents the occurrence of overflow in a limited-
precision environment by providing a compromise between minimizing the mean-square
error and containing the energy in the impulse response of the adaptive filter [49]. However,
the prevention of overflow is attained at the expense of an increase in hardware cost and at
the expense of a degradation in performance compared to the infinite-precision form of the
conventional LMS algorithm [49].
According to [58], the stability of LMS may be negatively influenced by the inad-
equacy of excitation by the input signal. Even though the input, output, and errors of
the LMS algorithm may be bounded or even go to zero, the filter tap weights, which
may be considered to be internal variables of the LMS algorithm, may slowly (i.e., non-
exponentially) escape without bound to infinity, and, as such, this parameter drift represents
a hidden form of instability of the LMS algorithm [49]. The presence of drift may de-
grade long-term performance and may increase sensitivity to unmodeled disturbances [58].
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One way to combat parameter drift is by the application of leakage, which must be done
carefully because the application of leakage results in parameter bias, which has a detri-
mental effect on prediction error, since the parameter estimates in those subspaces that do
not drift are (needlessly) forced away from the values yielding zero prediction error. It is
possible that better performance could be obtained by introducing leakage only in those
subspaces where drift occurs [58]. According to [59], leaky LMS was successful in alle-
viating stalling, where the gradient estimate was too small to adjust the coefficients of the
algorithm due to very low input signal. In [60], a subspace approach was presented to judi-
ciously apply leakage to mitigate parameter drift while keeping the addition of parameter
bias to a minimum.
2.2 Independence Assumption
Statistical analysis of LMS is commonly based on the independence theory. The indepen-
dence theory assumes that the current filter tap weight vector (estimated range profile) is
independent of the current samples of the input data in the filter’s memory. From [49, eq.
(9.5)], the tap-weight vector ŵ(n+ 1) at iteration n+ 1 depends only on three inputs:
1. the previous sample vectors of the input process, u(n),u(n− 1), ...,u(1),
2. the previous samples of the desired response, d(n), d(n− 1), ..., d(1), and
3. the initial value of the tap-weight vector, ŵ(0).
Accordingly, in view of points 1 and 2 in the independence assumption, the tap-weight
vector ŵ(n + 1), and therefore the weight-error vector ε(n + 1), are independent of both
u(n+1) and d(n+1). This is a useful observation. Note that in a similar manner, the tap-
weight vector ŵ(n), and therefore the weight-error vector ε(n), are independent of both
u(n) and d(n).
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The independence assumption is valid in some cases, such as when adaptive arrays
are used, with each element of the weight vector assigned to a separate antenna element in
the adaptive array.
The independence assumption is clearly invalid for some applications, such as tapped
delay line (transversal) filters [61]. When a tapped delay line filter is used, the input vector
u(n) is loaded with data in shift-input fashion. At each new iteration, a shift occurs that
causes all samples in the vectoru(n) of input samples to be moved by one element location,
causing the “oldest” input sample in the input sample vector to “drop off”, while at the
other end of the vector of input samples, a “new” input sample is taken in, thus causing a
predictable pattern from iteration to iteration (all of the input samples are known exactly,
except for the most recent input sample to arrive), which is a dependence (correlation) from
iteration to iteration. Therefore, there is a predictable relationship (a dependence) between
u(n + 1) and previous sample vectors of the input process. Thus, ŵ(n + 1) now has a
relationship to (i.e., a dependency with) u(n+ 1), violating the independence assumption.
The independence assumption is commonly used with tapped delay line filters anyway,
when the step-size µ is small. As stated in [62], many have observed that the analysis
using this assumption is reasonably accurate in predicting the statistical nature of the LMS
algorithm when the step-size µ is a “small value”. The range profile in the scene in the
present research is modeled as a finite impulse response (FIR) tapped delay line filter, for
which an estimate of the weights at each filter tap is desired, with each filter tap representing
a range bin and the vector of filter tap weights representing the estimated range profile. So,
strictly speaking, the independence assumption, though commonly employed, is an invalid
assumption for the present research application.
The independence assumption has been in use for a long time. As Mazo mentioned in
1979 [63] in connection with research on using stochastic gradient algorithms to adjust filter
tap weights of an adaptive equalizer to mitigate linear distortion over a telephone channel,
“It has been common analytical practice to invoke an assumption stating that a certain
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sequence of random vectors which direct the “hunting” of the equalizer are statistically
independent. Everyone acknowledges this assumption to be far from true, just as everyone
agrees that the final predictions made using it are in excellent agreement with experiments
and simulations.”
People have tried valiantly to free themselves from the necessity of having to employ
the independence assumption. In [64] an exact analysis was conducted for a two-tap FIR
filter with independent and identically distributed (IID) input data, without invoking the
independence assumption. In [62] and [65] attempts were made to get away from the in-
dependence assumption, and to automate their recursive and algorithmic equation-deriving
procedure for arbitrarily long adaptive filters using the MAPLE symbolic-manipulation
software package, operating on input data with correlated statistics. Unfortunately, the
sheer number of equations soon became too daunting as the number of filter taps was in-
creased. Butterweck [66–70] also did much work to free adaptive filter theory from the
need to employ the independence assumption, but, alas, his work also became intractable
as the number of filter taps was increased.
Because the present research segments the scene into 100 range bins, with each range
bin represented by a filter tap, it was felt that the independence assumption had to be used
for the sake of practicality and mathematical tractability, which is why the independence
assumption is used in this work. As the results in [62] indicate, analyses based upon the
independence assumption can be inaccurate in predicting the transient behavior of adaptive
filters, even in slow adaptation situations. (Slow adaptation situations are those in which the
LMS step-size µ is very small.) However, in the present work, the focus is on steady-state
behavior, so any inaccuracy introduced by the independence assumption should (hopefully)
be negligible.
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2.3 Convergence of LMS
2.3.1 Weight-Error Autocorrelation Matrix
The need to study the stability of LMS adaptive filters through analysis of the conver-
gence properties of a second-moment parameter such as the mean-square error has long
been recognized [71]. Oversimplification in expanding fourth-moment data statistics meant
that early contributions contain rather imprecise expressions for bounds on the maximum
step-size and the resulting mean-square error [71]. Horowitz and Senne [61] corrected
this imprecision by making the assumption that the input (reference) data have a Gaus-
sian distribution, and then employing the Gaussian fourth-moment expansion [71]. The
basic methodology of Horowitz and Senne was to set up a time recursion for the diagonal
elements of the weight-error autocorrelation matrix [71].
The results of Horowitz and Senne were subsequently confirmed by Feuer and Wein-
stein in [72]. The approaches taken by Horowitz and Senne and by Feuer and Weinstein
were somewhat involved. Foley and Boland in [71] showed how the Horowitz-Senne result
can be established with clarity and straightforward precision, while using a formulation and
approach similar to Feuer and Weinstein.
It is well-known [1,73] that the weight-error autocorrelation matrix becomes diagonal
as the number of algorithm iterations (input data samples processed) n → ∞, with the
elements along the main diagonal containing identical values. Each one of these identical
values is the noise variance (average noise power) due to the filter tap-weight errors at its
respective filter tap (range bin), and represents the average noise power in the denominator
of the equation for the SNR at that range bin. This fact was the key to obtaining the
equation for the steady-state theoretical output SNR when conventional LMS processes
white Gaussian noise input data.
The fact that, even when the input signal is colored Gaussian noise, as the number of
samples that are processed by LMS increases to the point at which LMS reaches steady-
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state, the weight-error autocorrelation matrix becomes a diagonal matrix like that seen
when the input is white Gaussian noise should not be surprising, since the assumption
put forward by Horowitz and Senne was that the input (reference) data have a Gaussian
distribution, which encompasses both white and colored Gaussian noise alike. However, it
can be rather surprising none the less, considering that in the case of colored Gaussian noise
input data, the weight-error autocorrelation matrix, prior to the convergence of conventional
LMS, contains a 2-D array of spikes. If there are M scatterers in the scene, then there
are M2 spikes in the weight-error autocorrelation matrix, with M spikes lying along the
main diagonal and the remaining M2−M spikes occupying off-diagonal positions. (Note:
These spikes are actually sinc functions.) It was found that by increasing the number of
input samples processed (i.e., by increasing the number of algorithm iterations), gradually
a diagonal would emerge that eventually became a strong main diagonal, and the weight-
error autocorrelation matrix became a diagonal matrix as steady-state was asymptotically
reached. Therefore, it was possible to verify in simulation that, indeed, the weight-error
autocorrelation matrix becomes diagonal as n → ∞ even when the input data is colored
Gaussian noise, and, as in the white Gaussian noise input data case, this fact was the key to
obtaining the equation for the steady-state theoretical output SNR when conventional LMS
processes colored Gaussian noise input data.
Note: Butterweck shows in [69] that the weight-error autocorrelation matrix may be
expanded in a power series in terms of the step-size µ. The terms soon become very com-
plicated, so µ may be assumed to be small so that one may ignore the power series terms
beyond the first three terms or so. As stated in [69], the first term is a scalar matrix, rep-
resenting a set of equal-power, uncorrelated weight fluctuations, in agreement with what is
found with the aid of the independence assumption; while the quadratic approximation rep-
resents a set of weakly correlated, equal-power weight fluctuations with a slightly increased
common power level; while in the third-order approximation a power decrease is observed
down the length of the filter’s delay line, running up to several percent and is more easily
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observed than the second-order effects. As it is assumed in the present research that the
independence assumption holds, it is assumed that the weight-error autocorrelation matrix
at steady-state is a diagonal matrix with equal-power elements along the main diagonal due
to equal-power, uncorrelated weight fluctuations.
2.3.2 Step-Size Bounds
As mentioned by Bershad in 1987 [74], “... the optimum selection of µ is a complicated
function of the number of filter taps, the initial weight setting, the Wiener weights, and
the number of learning samples. µ is not chosen, in general, to yield the most rapid tran-
sient response. For most cases of interest, a smaller value of µ will be selected for slower
adaptation and smaller misadjustment error at the end of the learning phase.”
The step-size µ is a positive real number, therefore it is greater than zero, and it is often
chosen to be rather small, but it is important to know what the maximum step-size (above
which the LMS algorithm becomes unstable) is, so that the step-size being employed will
ensure stable operation of the algorithm.
Expressions for bounds on the maximum step-size µ vary somewhat across the litera-
ture. There is a need to stay well below commonly stated maximum step-sizes to avoid the
possibility of the LMS algorithm becoming unstable. There is also a need to use a small
step-size to stay within the small step-size assumption often employed, as well as a need to
keep the residual excess mean-square error as small as possible, even if it means that LMS
will take longer to converge. At the other extreme, LMS will be controlled by finite preci-
sion computational hardware if it is implemented digitally (even the best supercomputers
use finite-precision arithmetic), and therefore too small a step-size will result in LMS being
unable to adjust the filter weights any further, thus ”stalling” when the input samples have
small magnitudes. Too small a step-size also makes it more difficult for the LMS algorithm
to adjust to signal statistics that change over time in dynamic environments such as those
that may be encountered in radar.
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The step-size must be adjusted for each individual application on a trial-and-error
basis in order to achieve desired performance, after first ensuring that it lies well within the
bounds that are commonly stated in the literature.
2.3.3 Learning Curve and Excess Mean-Square Error
The learning curve for individual applications of the LMS algorithm consists of noisy,
decaying exponentials, the number of which equals (in general) the number of filter tap
weights (range bins), and one can average these curves over the number of Monte Carlo
realizations.
2.4 Brief Overview of LMS Variants
2.4.1 Conventional LMS
Conventional LMS (also known as standard LMS or simply as LMS) is a stochastic gradient
algorithm which is a stochastic digital implementation of the Wiener filter that seeks to
find a solution that satisfies the Wiener-Hopf equations, given in vector form as w0 =
R−1u ρud. The autocorrelation matrix Ru of the input signal vector u(n) (which, in the
present research, is a vector containing the samples of the transmitted waveform, which
is also used as the reference signal) and the vector of cross-correlations ρ
ud
between the
input signal vector u(n) and the received radar echo signal d(n) are unknown, so we must
estimate them based upon the available data, which is updated on a sample-by-sample basis.
LMS successively refines the estimates of the filter tap weights on a transversal (tapped-
delay-line) filter, and each of these tap weights is multiplied by the corresponding element
of the input signal vector u(n), and the results are then summed to produce an estimate
of the received radar echo signal d(n) from the input signal vector u(n). (In the present
research, this technique was used to estimate the radar return d(n) from a scene which had
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been subdivided into range bins, given the transmitted waveform u(n).) The mean-square
error is a quadratic function of the filter tap weights, and therefore it is guaranteed that there
is a single unique minimum of the hyperparaboloidal (i.e., bowl-shaped) mean-square error
performance surface, and LMS is used to find an estimate of the correct filter tap weight
vector which would yield the minimum mean-square error.
Interestingly, according to Haykin in [49], a single realization of the LMS algorithm
(despite its name) is not optimal in the least-mean-square sense, but it is optimal in the H∞
(minimax) sense.
LMS is simple to understand and to implement, making it popular. It does not re-
quire measurements of the pertinent correlation functions, nor does it require matrix in-
version [49]. Its chief drawback with respect to other algorithms such as recursive least
squares (RLS) is its slower rate of convergence. In practical settings, LMS exhibits some
limitations which people have tried to overcome by modifying the algorithm, producing
other algorithms in the LMS family. Below are some of these limitations.
LMS uses a very inaccurate estimate of the gradient vector, because it performs the
estimation on a sample-by-sample basis. The block LMS algorithm uses a more accurate
estimate of the gradient vector. The fast block LMS algorithm is simply the block LMS
algorithm implemented in the frequency domain.
LMS is unable to adapt in subspaces in which it has no data to adapt upon, i.e., LMS
is unable to adapt in so-called ”unexcited” subspaces. That can lead to problems, because,
as stated previously, the filter tap weight estimates produced by the LMS algorithm may
be viewed as internal variables, and the weight estimates can drift slowly (i.e., not expo-
nentially) toward infinity. In finite precision computations (no computer performs infinite-
precision computations) this drifting of the weights toward infinity can result in overflow.
The leaky LMS algorithm, which apparently first made an appearance in 1973, addresses
this problem by applying leakage. However, leaky LMS applies leakage indiscriminately,
introducing parameter bias, which must be kept low. Therefore, the amount of leakage in
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turn must be kept low. Improvements have been made such that leakage may be applied
only to unexcited subspaces, thus preventing parameter drift while minimizing parameter
bias.
The correction term to the filter tap weight estimate employed at each iteration of
conventional LMS is directly proportional to the magnitude of the current input sample
being processed, leading to a problem known as gradient noise amplification. Normalized
LMS, which appeared in 1967, overcomes this problem by performing a normalization of
the correction term in the weight update equation.
If the conventional LMS correction term is less than the magnitude of the least signif-
icant bit used in performing the computations, then the correction, when applied, does not
in fact actually “flip any bits” to apply the correction because it is too small to do so, and
hence LMS “stalls” (no further adaptations are possible). Many of the theoretical analyses
of LMS implicitly assume that the step-size µ can be made arbitrarily small to satisfy the
assumption that “µ is small”. In practice, µ must be greater than the magnitude of the least
significant bit employed in the computations.
Some of the algorithms which are used to overcome various practical limitations of
conventional LMS are listed and briefly described below.
2.4.2 Block LMS
The block LMS algorithm processes input data one block at a time, instead of one sample
at a time, with each block consisting of one or more input samples. The weight vector is
thus held fixed while each block of input samples is processed, and is updated once each
input sample block has been processed. The output signal and the error signal, however,
are updated on a sample-by-sample basis as in conventional LMS. Block LMS uses a more
accurate estimate of the gradient than does conventional LMS because of the time averaging
that is employed in block LMS; however, use of a more accurate gradient vector estimate
does not result in computational speedup [49]. According to [49] which in turn cites [75],
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the most practical block-size is equal to the number of filter tap weights. Therefore, in
terms of the present research, the most practical block-size would be equal to the number
of range bins modeled.
2.4.3 Fast Block LMS
Fast block LMS, developed independently by Clark, et. al. [75, 76] and by Ferrara [77], is
simply block LMS implemented in the frequency domain. The output y(n) produced by
the filter in response to the input signal u(n) is computed as a linear convolution of the tap
inputs and tap weights of the filter, while each element of the cross-correlation of the tap
inputs and the error signal is computed as a linear correlation. The fast Fourier transform
(FFT) is a powerful tool for performing fast convolution and fast correlation. These ob-
servations point to a frequency-domain implementation of the block LMS algorithm. Fast
convolution may be performed using the overlap-save method or the overlap-add method.
According to [76], in implementing the LMS algorithm, the overlap-add method results in
more computations than that needed in the overlap-save method. According to [75], the
most efficient implementation of the overlap-save method is obtained by using 50% over-
lap. Therefore, the description of the fast block LMS algorithm presented in [49] uses the
overlap-save method with 50% overlap, and this description of fast block LMS is the one
that was implemented in MATLAB for the present research.
2.4.4 Leaky LMS
LMS can generate unbounded parameter (i.e., filter tap-weight vector (that is to say, range
profile, as is the case in the present research)) estimates when driven by bounded sequences.
As stated previously, this parameter drift is related to the inadequacy of excitation in the
input sequence and is characterized by slow (i.e., non-exponential) escape of the parameter
estimate vector to infinity in spite of all other signals (inputs, outputs, prediction errors)
remaining bounded or decaying to zero [58]. This drift mechanism is inherent in the algo-
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rithm and is not due to numerical implementation problems or violation of small step-size
conditions [58]. It is a form of instability that can cause additional numerical problems,
increased sensitivity to unmodeled disturbances, and poor long-term performance [58].
Sethares, et.al. partition the space which the input sequence could possibly span into four
orthogonal subspaces: Sp: the persistently excited subspace, Sd: the subspace of decreas-
ing excitation, So: the subspace otherwise excited, and Su: the unexcited subspace. For
excitation in Sp, the parameter estimate can be guaranteed convergent, assuming conver-
gent disturbances. In Su the sparsity of excitation guarantees that the parameter will remain
bounded. In Sd and So, however, there exist forms of excitation that can cause parameter
drift.
Unbounded parameter estimates can lead to numerical difficulties due to overflow
in finite precision environments, and degraded performance as a consequence of possi-
bly unbounded prediction error [59]. Introducing leakage in the LMS algorithm stabi-
lizes the system, improving performance by reducing parameter drift and also alleviating
”stalling” [59]. However, the leakage term in leaky LMS introduces parameter bias, thus
increasing mean-square error, so the leakage term must be kept low. Leaky LMS intro-
duces parameter bias because it applies leakage indiscriminately. There are variants that
apply leakage where needed, being careful not to apply leakage where it is not needed
or would cause parameter drift. Algorithms such as circular leaky LMS, switched-sigma
LMS, and subspace LMS attempt to apply leakage smartly.
As shown in [8], the input data’s autocorrelation matrix will be singular when the
power spectral density function of the filter’s input has nulls within its band. When this
happens, the signal behavior of conventional LMS will still be acceptable, but the weight
behavior of conventional LMS will be unacceptable. Therefore, LMS may still be used
when the autocorrelation matrix of the input data is singular, as long as the signal behavior
of LMS is what is important, and the weight behavior of LMS is unimportant. An example
of this is adaptive echo cancellation, in which what is important is cancelling the echo,
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and not estimating the echo path parameters. In radar, estimating the echo path parameters
is of interest, so the weight behavior is important. Since LMS’ weight behavior is unac-
ceptable when the autocorrelation matrix of the input data is singular, one needs to turn to
approaches such as those provided by the family of leaky LMS-type algorithms in order to
achieve acceptable performance.
2.4.5 Normalized LMS
According to Haykin in [49], from which this overview of normalized LMS came, the
stochastic gradient algorithm that later became known as normalized LMS was suggested
independently by Nagumo and Noda (1967) [78, 79] and Albert and Gardner (1967) [80].
Haykin goes on to say that Nagumo and Noda did not use any special name for the algo-
rithm, whereas Albert and Gardner referred to it as a “quick and dirty regression” scheme.
It appears that Bitmead and Anderson (1980) [81] coined the name “normalized LMS al-
gorithm”. Normalized LMS may be viewed as the solution to a constrained optimization
(minimization) problem (Goodwin and Sin, 1984) [82]. The normalized LMS algorithm
overcomes the gradient noise amplification problem associated with conventional LMS
when conventional LMS processes tap-input samples that have large magnitudes. How-
ever, normalized LMS introduces a problem of its own when the tap-input samples have
small magnitudes, because then one has to divide by a small value in the correction term,
but this is easily fixed by adding a small value to the denominator of the correction term.
Importantly, the normalized LMS algorithm exhibits a rate of convergence that is poten-
tially faster than that of the standard (conventional) LMS algorithm for both uncorrelated
and correlated input data (Nagumo and Noda, 1967 [78]; Douglas and Meng, 1994 [83]).
2.4.6 Variable Step-Size LMS
The smaller the step-size µ, the smaller the excess mean-square error will be. However,
a smaller step-size also results in a longer time until convergence is reached. Also, the
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smaller the step-size, the harder it will be for the filter to track signals as their statistics
change over time. This may happen in dynamic situations encountered in radar, for in-
stance. An LMS algorithm should begin with a larger step-size when its initial weight
estimate is most likely far from the optimum. As the iterations progress, the mean-square
error decreases, and the weight estimates become more accurate, a smaller step-size may
be used. According to [50], the difficulty is in specifying a set of rules for changing the
step-size in such a way that the adaptive filter has a small excess mean-square error while,
at the same time, maintaining the ability of the filter to respond quickly to changes in the
signal statistics.
2.4.7 L1 LMS
In many scenarios, impulse responses of unknown systems can be assumed to be sparse,
containing only a few large coefficients interspersed among many negligible ones. Using
such sparse prior information can improve the filtering performance. However, standard
LMS filters do not exploit this information [84]. An approach to identifying sparse sys-
tems using LMS filters is proposed in [84]. The basic idea is to introduce a penalty that
favors sparsity in the cost function, by incorporating an L1-norm (taxicab norm) penalty
on the coefficients (i.e. filter tap-weights) into the quadratic cost function of standard (i.e.
conventional) LMS. This results in a modified LMS update with a zero-attractor for all of
the filter taps (i.e. range bins). Therefore, this algorithm is more commonly known as
zero-attracting LMS, or ZA-LMS. Using L1 LMS (i.e. ZA-LMS) accelerates convergence
when the majority of the filter tap-weights are zero, and results in better steady-state per-
formance than conventional LMS for sparse systems. Also, L1 LMS can achieve lower
mean-square error than conventional LMS [84]. The cost function incorporating an L1-
norm penalty/constraint is convex, so the L1 LMS algorithm is guaranteed to converge to
the global minimum cost under some set of conditions. However, since L1 LMS does not
distinguish between zero filter taps and non-zero filter taps, it forces all filter taps to zero
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uniformly, so its performance would deteriorate for less-sparse systems.
Therefore, [84] has also proposed re-weighted zero-attracting LMS (RZA-LMS), which
selectively shrinks taps with small magnitudes, exerting little shrinkage on taps with large
magnitudes, reducing the bias of RZA-LMS [84]. The cost function of RZA-LMS in [84]
is non-convex, however, so RZA-LMS [84] is not guaranteed to converge to the global
minimum cost. In [85], a re-weighted L1-norm penalty on the cost function is presented
that does result in a convex cost function.
Using anL0-norm penalty in the cost function would result in the algorithm attempting
to find the sparsest solution - a minimal number of non-zero filter tap-weights that represent
the solution of interest [86]. However, the resulting cost function, incorporating an L0-
norm constraint, would be non-convex, which is why regularization using the L1-norm as
a surrogate for the L0-norm is popularly used to promote sparsity in the solution.
People have also considered including an Lp-norm (0 < p < 1) penalty in the cost
function, but the resulting cost function is non-convex, and the analysis of the global
convergence and consistency of the corresponding algorithm is problematic [85]. (Note:
Strictly speaking, these Lp-norms (0 < p < 1) are not truly norms, since they violate the
triangle inequality [87].)
2.5 Theoretical SNR for Various Algorithms When Pro-
cessing White Gaussian Noise
2.5.1 Data Model
The transmitted waveform is assumed to be wide sense stationary and ergodic, at least over
windows in time. The transmitter emits a Gaussian noise waveform (in simulation, a se-
quence of samples of Gaussian noise) which is the result of filtering white Gaussian noise
prior to transmit in order to shape the spectrum of what is then emitted as the transmitted
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waveform. Even when white Gaussian noise is transmitted, the same pre-transmit filtering
operation is performed to shape the spectrum, in the case of white Gaussian noise on trans-
mit by using a rectangular frequency response window. What is transmitted then propagates
from the transmitter to the scene where it is reflected by the scatterers, and then propagates
to the receiver, where it is sampled on receive to produce radar data (in simulation, a se-
quence of Gaussian (white or colored) random numbers that are used to represent radar
data). In the simulation, transmission, propagation, reflection, and sampling on receive are
modeled by simply imparting delay, scaling, and Doppler frequency shift (currently set to
zero) to the Gaussian noise samples that are output from the pre-transmit filtering opera-
tion. The scenario geometry (see Figs. 4.2 and 4.1) is based upon that used in [5], [3], [2],
and [4]. A passive bistatic radar air-to-ground scenario is modeled, with an airborne trans-
mit platform, an airborne receive platform, and scatterers on the ground, though the Earth’s
surface is not modeled. Platform and scatterer motion can be included, but have been set to
zero because in this research, the focus is on a single range profile at zero Doppler, which
is estimated. The theoretical development does not depend upon any relative motion of the
scatterers with respect to the transmit and receive platforms.
2.5.2 Cross-Correlation
Fig. 2.6 is a block diagram of an architecture that may be employed to perform cross-
correlation processing.
Figure 2.6: Noise radar receiver-correlator architecture (cross-correlation processing) [3].
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Below is a derivation of the equation for theoretical output SNR when performing
cross correlation processing on white Gaussian noise radar data. This equation appears
in [3,5] by Rigling, with the starting point for the present derivation being (10) in [1]. In this
derivation, k denotes the range bin at which the theoretical output SNR is being determined.
For practicality, setN = L in this derivation, withN and L in the notation used in [1] being
the number of range bins (which, in the notation of the present research, is denoted by K)
and the block length, respectively. The SNR at the output of cross correlation processing
of noise radar data, shown in (10) in [1], is reproduced here. Among other things, it is a
function of the SNR in range bin k at the input to the cross-correlation processor.
SNRo(k) = L
SNRi(k)
SNRi(k)
∑N−1
i=0
|hi|2
|hk|2
+ 1
(2.1)
The above equation can be used to derive (6) in [5]. But first, it is instructive to look at how
the above equation was derived in [1]. From (9) in [1], it can be observed that
SNRi(k) =
|hk|2σ2x
σ2e
, SNRo(k) =
|E[ĥk]|2
V ar[ĥk]
(2.2)
Given (from (8) in [1]) that
E[ĥk] = hkσ
2
x (2.3)
and
V ar[ĥk] =
1
L
(N−1∑
i=0
|hi|2σ4x + σ2xσ2e
)
(2.4)
then
|E[ĥk]|2 = |hkσ2x|2 = |hk|2σ4x (since σ2x is a positive real number) (2.5)
This can be rewritten in terms of SNRi(k) as follows.
|E[ĥk]|2 = SNRi(k)σ2xσ2e (2.6)
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Meanwhile,
V ar[ĥk] =
1
L
(N−1∑
i=0
|hi|2σ4x + σ2xσ2e
)
=
1
L
(N−1∑
i=0
|hi|2σ4x
)
+
1
L
(
σ2xσ
2
e
)
(2.7)
which can be rewritten as
V ar[ĥk] =
1
L
((
SNRi(k)
N−1∑
i=0
|hi|2σ4xσ2e
|hk|2σ2x
)
+ σ2xσ
2
e
)
(2.8)
So,
1
V ar[ĥk]
= L
(
1(
SNRi(k)
∑N−1
i=0
|hi|2σ4xσ2e
|hk|2σ2x
)
+ σ2xσ
2
e
)
(2.9)
Therefore, since
SNRo(k) =
|E[ĥk]|2
V ar[ĥk]
(2.10)
one can write
SNRo(k) = L
(
SNRi(k)σ
2
xσ
2
e(
SNRi(k)
∑N−1
i=0
|hi|2σ4xσ2e
|hk|2σ2x
)
+ σ2xσ
2
e
)
(2.11)
which can be simplified and rewritten as
SNRo(k) =
L(∑N−1
i=0
|hi|2
|hk|2
)
+
(
σ2e
|hk|2σ2x
) (2.12)
Translating from the notation used here to the notation used in [2–5] by Rigling, σ2x is
the average transmit power σ2u, L is WTcoh, where W is the bandwidth of the transmit
waveform and Tcoh is the coherent integration time, N is K, |hk|2 is (σ2d/σ2x) = (σ2d/σ2u),
|hi|2 is (σ2d/σ2x) = (σ2d/σ2u) if there is a scatterer in range bin (filter tap) i and |hi|2 = 0 if
there is no scatterer in range bin (filter tap) i. Also, from the discussion under (5) in [1], the
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mean-square error σ2e may be greater than the average thermal noise power in the receiver
σ2z , but if for purposes of the derivation one assumes that σ
2
e = σ
2
z , then, using what is in
this paragraph, the above equation for SNRo(k) can be rewritten as
SNRo(k) =
WTcoh(∑K−1
i=0
|hi|2
σ2
d
σ2u
)
+
(
σ2z
σ2
d
σ2u
σ2u
) (2.13)
which can be rewritten as
SNRo(k) =
σ2d
σ2u
WTcoh(∑K−1
i=0 |hi|2
)
+
(
σ2z
σ2u
) (2.14)
For the case of M scatterers in the range profile (i.e. FIR filter), each in a separate range
bin (i.e. filter tap) and inducing a power at the radar receiver of σ2d, with no scatterers in the
other range bins (i.e. filter taps), the above equation for SNRo(k) can be written as
SNRo(k) =
σ2d
σ2u
WTcoh
M
σ2d
σ2u
+ σ
2
z
σ2u
(2.15)
which can be simplified and expressed in dB as
SNRo(k) = 10 log10
(
σ2dWTcoh
Mσ2d + σ
2
z
)
(2.16)
which agrees with (6) in [3] and (6) in [5].
2.5.3 Cross-Correlation Followed by Whitening (i.e., LS)
Fig. 2.7 is a block diagram of an architecture that may be employed to perform cross-
correlation processing followed by whitening, which is also known as least squares (LS)
processing.
When cross-correlation is followed by a whitening filter, the resulting theoretical out-
41
Figure 2.7: Noise radar receiver-correlator architecture with a whitening filter added after
correlation (LS processing) [3].
put SNR is the following, expressed in dB.
SNRo(k) = 10 log10
(
σ2dWTcoh
σ2z
)
(2.17)
which agrees with (10) in [3].
2.5.4 Block/Fast Block LMS
The block LMS algorithm was developed as a more efficient alternative to conventional
LMS. In block LMS, the weight vector (vector of filter coefficients) is updated once after
every block of L samples has been processed. In other words, the weight vector is held
constant over the length of a block, and the filter output and the error at every sample
within the block are calculated using those filter weights. Then, at the end of every block of
L samples, the filter coefficients are updated using an average of the L gradient estimates
over the block. Since the filter output over each block is the convolution of the weight
vector with a block of input samples, the efficiency of the block LMS algorithm comes
from using an FFT to perform this block convolution [50].
According to [1, eq. (24)], the theoretical output SNR from block LMS is as follows
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(using the notation employed in this research).
SNRo(k) = SNRi(k)
(
2L
µLσ2u
− (L+K)
)
= SNRi(k)
(
2
µσ2u
− (K + L)
)
(2.18)
The most efficient implementation of block LMS is with the block-size L set equal to the
number of filter taps (range bins) K, and one can rewrite (2.18) as follows:
SNRo(k) = SNRi(k)
(
2
µσ2u
− (K +K)
)
= SNRi(k)
(
2
µσ2u
− (2K)
)
(2.19)
Fast block LMS is block LMS implemented in the frequency domain, and, when the block-
size is equal to the number of filter taps (range bins), the theoretical output SNR when
using fast block LMS is the same as (2.19):
SNRo(k) = SNRi(k)
(
2
µσ2u
− (K +K)
)
= SNRi(k)
(
2
µσ2u
− (2K)
)
(2.20)
2.5.5 Conventional LMS
Fig. 2.8 is a block diagram of an adaptive channel identification architecture that may be
employed to perform conventional least mean square (LMS) processing.
Figure 2.8: Block diagram of adaptive noise radar receiver architecture (conventional LMS
processing) [3].
Here, the SNR in any given range bin of the estimated range profile at the output
of LMS processing of white Gaussian input data is derived, based upon derivations in
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the literature to compute bounds on the step-size parameter to ensure the stability and
convergence of LMS in the mean-square. Reference [1] points out how the average noise
power in a filter tap (range bin) due to filter tap-weight errors may be obtained for block
LMS, with the average noise power in a range bin forming the denominator of the SNR.
Subsequently, the SNR of the estimated range profile at the output of LMS will be obtained
at steady-state when the input data is colored Gaussian noise, with white Gaussian noise as
a special case.
The LMS algorithm is defined in [3,5] and [49, eq. (9.5)] as follows, using the notation
in the present research:
ŵ(n+ 1) = ŵ(n) + µu(n)e∗(n) = ŵ(n) + µu(n)[d∗(n)− uH(n)ŵ(n)] (2.21)
where u(n) ∈ CK×1 is the vector of samples of the input process at iteration n, whose
samples come from time instants n to n − K + 1, d(n) is the sample (a complex scalar)
at iteration n of the received (desired) signal, µ is the step-size parameter (a real scalar),
and ŵ(n) ∈ CK×1 is the estimate at iteration n of the vector of filter tap-weights used to
model the true range profile h ∈ CK×1. The filter output error, a complex scalar, is e(n) =
d(n) − y(n), where the filter’s output, also a complex scalar, is y(n) = ŵH(n)u(n). The
“correct” vector of filter tap-weights w(n) ∈ CK×1 corresponds to h. The vector of filter
tap-weight errors ε(n) = ŵ(n) −w0 ∈ CK×1, where w0 ∈ CK×1 is the optimum Wiener
solution. The filter tap-weight errors ε(n) are thus errors with respect to the optimum
Wiener solution (which itself is also affected by noise). When the filter tap inputs u(n)
and the desired response d(n) are jointly stationary, the mean-square error J , which is a
real scalar cost function, is a second-order function of the filter tap-weights. One may
visualize the dependence of the cost function J as a bowl-shaped (K + 1)-dimensional
surface with K degrees of freedom represented by the filter tap-weights. This surface,
referred to as the filter’s error performance surface, is characterized by a unique minimum,
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where the cost function J attains its minimum value and the gradient vector ∇J ∈ CK×1 is
identically 0. The optimum Wiener solution w0 is the unique minimum point of this error
performance surface [49]. The Wiener solution isw0 = R
−1
u ρud, whereRu ∈ C
K×K is the
autocorrelation matrix of the transmitted waveform u(n) and ρ
ud
∈ CK×1 is the vector of
cross-correlations between the transmitted waveform u(n) and the radar echo signal d(n).
From the earliest days of LMS, the independence assumption, which is used in the
present research, has been deemed necessary to achieve detailed results, as was stated in
Section 2.2.
Butterweck [69] describes an iterative approach without the independence assumption
which leads to a power series of the weight-error autocorrelation matrix in terms of the
step-size, see also [66] and [49, Appendix I]. Since only the first few terms of the series
are simple enough, Butterweck confines his analysis in [69] to small step-sizes sufficiently
below the stability bound.
Butterweck produces some interesting results using the first few terms of his exact
analysis, which will be commented upon later to put the main contribution of the present
research, derived using the independence assumption with small step-sizes, into the context
of a more exact analysis.
By virtue of the independence assumption,
E{ŵ(n+ 1)} = E{ŵ(n)}+ µE{u(n)d∗(n)} − µE{u(n)uH(n)}E{ŵ(n)}. (2.22)
Because
ŵ(n+ 1)−w0 = ŵ(n)−w0 + µu(n)[d∗(n)− uH(n)(ε(n) +w0)] (2.23)
we can write, since ε(n+ 1) = ŵ(n+ 1)−w0,
ε(n+ 1) = [I − µu(n)uH(n)]ε(n) + µu(n)[d∗(n)− uH(n)w0]. (2.24)
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The weight-error vector outer product is then
ε(n+ 1)εH(n+ 1)
= ([I − µu(n)uH(n)]ε(n) + µu(n)[d∗(n)− uH(n)w0])
· (εH(n)[I − u(n)uH(n)µ] + [d(n)−wH0 u(n)]uH(n)µ). (2.25)
Next, expand terms, take the expectation, and use the fact that E{ε(n)} = 0 to ar-
rive at (2.26), which is the expanded form of the update expression for the weight-error
autocorrelation matrix.
E{ε(n+ 1)εH(n+ 1)}
= E{ε(n)εH(n)}
− µE{u(n)uH(n)}E{ε(n)εH(n)}
− µE{ε(n)εH(n)}E{u(n)uH(n)}
+ µ2E{u(n)uH(n)ε(n)εH(n)u(n)uH(n)}
+ µ2E{u(n)d∗(n)d(n)uH(n)}
− µ2E{u(n)uH(n)w0d(n)uH(n)}
− µ2E{u(n)d∗(n)wH0 u(n)uH(n)}
+ µ2E{u(n)uH(n)w0wH0 u(n)uH(n)} (2.26)
As pointed out in [72], the need to study the convergence properties of the weight-
error autocorrelation matrix was identified by Horowitz and Senne in [61]. The diagonal
terms in the weight-error autocorrelation matrix at steady-state represent the noise power
in each filter tap (range bin) due to the weight fluctuations, and it is necessary to determine
these, because they will be used to form the denominator of the theoretical output SNR
expression.
Make the following substitutions. Let Rε(n) = E{ε(n)εH(n)}, where Rε(n) ∈
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CK×K is the weight-error autocorrelation matrix, Ru = E{u(n)uH(n)}, where, as pre-
viously defined, Ru ∈ CK×K is the autocorrelation matrix of the transmitted waveform
u(n), and e0(n) = d(n) − wH0 u(n), where e0(n), a complex scalar, is the filter output
error when the weights corresponding to the optimum Wiener solution are used. Note that
the dependence on the iteration number n when expressingRε has been retained.
Thus,
Rε(n+ 1) = Rε(n)− µ(RuRε(n) + Rε(n)Ru)
+ µ2E{u(n)eH0 (n)e0(n)uH(n)}+ µ2E{u(n)uH(n)ε(n)εH(n)u(n)uH(n)}, (2.27)
which agrees closely with [88, eq. (7)] and [89, eq. (11)], which express the weight-error
autocorrelation matrix update equation for multiple-error LMS (of which block LMS is a
special case) with real-valued input, while (2.27) is the weight-error autocorrelation matrix
update equation for conventional LMS with complex-valued input.
Since e0(n) is a scalar, eH0 (n)e0(n) = e0(n)e
H
0 (n), so one can replace e
H
0 (n)e0(n)
with e0(n)eH0 (n) in (2.27). Because e0(n) is a random variable independent of u(n), with
E{e0(n)eH0 (n)} being the minimum mean square error denoted by σ2e0 (a real scalar),
E{u(n)e0(n)eH0 (n)uH(n)} = σ2e0Ru. (2.28)
Since ε(n) is independent of u(n),
E{u(n)uH(n)ε(n)εH(n)u(n)uH(n)}
= E{u(n)uH(n)E{ε(n)εH(n)}u(n)uH(n)}
= E{u(n)uH(n)Rε(n)u(n)uH(n)}. (2.29)
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One may now express (2.27) as
Rε(n+ 1) = Rε(n)− µ(RuRε(n) + Rε(n)Ru)
+ µ2σ2e0Ru + µ
2E{u(n)uH(n)Rε(n)u(n)uH(n)}. (2.30)
Note the similarity to [49, eq. (9.62)], written in the present notation
Rε(n+ 1) = (I − µRu)Rε(n)(I − µRu) + µ2σ2e0Ru (2.31)
which had been obtained as an outgrowth of the study of the convergence behavior of
the weight-error vector ε(n) in an average sense, by invoking the direct-averaging method
described in [90], operating under the assumption of a small step-size parameter µ [49].
Use of [52, lemma (1.B.3)] on the fourth-moment of complex Gaussian variables, re-
stated in the present notation for direct application below, will simplify the last term of
(2.30).
Let u(n) be a circular complex-valued Gaussian random column vector with zero-
mean and a diagonal covariance matrix E{u(n)uH(n)} = Ru. Then for any Hermitian
matrix E{ε(n)εH(n)} = Rε(n) of compatible dimensions, the following holds.
E{u(n)uH(n)Rε(n)u(n)uH(n)} = RuRε(n)Ru +RuTr[Rε(n)Ru] (2.32)
One may now rewrite (2.30) as
Rε(n+ 1) = Rε(n)− µ(RuRε(n) + Rε(n)Ru)
+ µ2σ2e0Ru + µ
2
(
RuRε(n)Ru + Rutr[Rε(n)Ru]
)
. (2.33)
At steady-state, the entries on the main diagonal ofRε(n+1) should be identical in the
white Gaussian input case [74], [1]. In [73, eq. (152), using (10) and (52) therein] and cast
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in the present notation, it is shown that when the input data is Gaussian, the weight-error
autocorrelation matrix as n→∞ (i.e., at steady-state) can be expressed as
Rε(∞) =
µσ2e0
2
1
1− µσ2uK2
(I − µRu)−1 , (2.34)
so, when the autocorrelation matrix Ru of the input vector u(n) is diagonal (which is the
case when the transmitted waveform’s spectrum is white) with all of Ru’s diagonal ele-
ments equal to σ2u (a real scalar), the weight-error autocorrelation matrix can be expressed
as
Rε(∞) =
µσ2e0
2− µ(K + 2)σ2u + µ2Kσ4u
I , (2.35)
which, for small µ, can be simplified to
Rε(∞) '
µσ2e0
2− µ(K + 2)σ2u
I , (2.36)
and further simplified to
Rε(∞) '
µ
2
σ2e0I , (2.37)
which agrees with [73, eq. (153)], in our notation. Note from (2.34) - (2.37) that for small
µ, the steady-state weight-error autocorrelation matrix depends weakly or not at all on the
transmitted waveform’s autocorrelation matrixRu, and hence depends weakly or not at all
on the degree of correlation between the transmitted waveform’s samples. In other words,
for small µ, the weight-error autocorrelation matrix at steady-state is essentially unaffected
by whether the transmitted waveform is white or colored Gaussian noise. It should also be
noted that, for small µ at steady-state, the entries on the main diagonal ofRε(n) should be
at least approximately the same. Finally, note that [73] uses the independence assumption
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and assumes real-valued input data, while the present derivation uses the independence
assumption and assumes complex-valued input data.
Reaching the minimum mean-square error σ2e0 is achievable with an infinite number
of learning (input) samples [74]. However, one does not have an infinite number of input
samples. The mean-square error at any stage of the weight adaptation is given by the
expression below from [74] (using the present notation)
σ2e(n) = σ
2
e0
+ tr[RuRε(n)] . (2.38)
Note: In the simulation examples shown below, the minimum mean-square error σ2e0
was equal to the average thermal noise power σ2z in the receiver, and σ
2
e(n) at the approxi-
mation of steady-state in the present research was slightly larger than σ2e0 .
Next in the derivation, the trace of Rε(n + 1) is computed at steady-state. Once the
trace is computed, it will be divided by K to obtain the variance (average noise power) due
to filter tap-weight errors in each range bin.
In the case of IID input data (i.e.,Ru = σ2uI), it can be shown that for E{uk(n)} = 0,
E{|uk(n)|2} = σ2u, and ηu = E{|uk(n)|4} = 2σ4u, the trace of (2.33) can be written as
tr[Rε(n+ 1)] = tr[Rε(n)]− µ(σ2utr[Rε(n)] + tr[Rε(n)]σ2u)
+ µ2σ2e0σ
2
uK + µ
2
(
tr[RuRε(n)Ru + Rutr[Rε(n)Ru]]
)
. (2.39)
By inspection, the last term in (2.39) can be expressed as
µ2(tr[RuRε(n)Ru +Rutr[Rε(n)Ru]]) = µ2((K + 1)σ4u)tr[Rε(n)]. (2.40)
Now, plug (2.40) into (2.39) and simplify to get
tr[Rε(n+ 1)] =
(
1− 2µσ2u + µ2(K + 1)σ4u
)
tr[Rε(n)] +Kµ2σ2e0σ
2
u. (2.41)
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If one were searching for an upper bound on the step-size µ to ensure mean-square
stability, they would proceed as follows. Setting the measurement noise (mean-square
error σ2e0) to zero, the above equation can be rewritten as:
tr[Rε(n+ 1)] =
(
1− 2µσ2u + µ2(K + 1)σ4u
)
tr[Rε(n)]. (2.42)
It can be seen that the mean trace will decrease with every step when [1] (1− 2µσ2u +
µ2(K + 1)σ4u) < 1, or, equivalently, when (−2µσ2u + µ2(K + 1)σ4u) < 0. Note that
(−2µσ2u + µ2(K + 1)σ4u) < 0 is equivalent to 2µσ2u > µ2(K + 1)σ4u, and hence 2 >
µ(K+1)σ2u. Since (K+1) and σ
2
u are both positive real numbers, their product (K+1)σ
2
u
is a positive real number, and dividing both sides of 2 > µ(K +1)σ2u by (K +1)σ
2
u simply
performs scaling but does not reverse the inequality, and one is left with 2
(K+1)σ2u
> µ, or,
equivalently, µ < 2
(K+1)σ2u
, which is a condition for mean-square stability. Note that this
agrees rather well with [49, eq. (9.92)], repeated here for convenience,
0 < µ <
2
tr[Ru]
, (2.43)
which provides an upper bound on µ for mean-square stability of conventional LMS, where
in the special case of white Gaussian noise,Ru = σ2uI .
The LMS algorithm is convergent in the mean-square if and only if the step-size pa-
rameter µ satisfies the condition 0 < µ < 2
λmax
, where λmax is the largest eigenvalue of
the autocorrelation matrix Ru [49]. No restriction is placed on the input data u(n) by this
condition, so this relationship includes as valid cases the input data being white Gaussian
and colored Gaussian. Since knowledge of λmax is not available in typical applications
of LMS, to overcome this practical difficulty, the trace of Ru, denoted by tr[Ru], where
tr[Ru] =
∑K
k=1 λk, in which the λk (which includes λmax) are the eigenvalues of Ru, may
be taken as a conservative estimate of λmax, and one may write 0 < µ < 2tr[Ru] [49]. The
expression here for the upper bound on µ for stability and convergence, µ < 2
(K+1)σ2u
, is
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more conservative than is µ < 2tr[Ru] =
2
Kσ2u
in the white Gaussian case.
As n→∞, one would expect tr[Rε(n)] to approach tr[Rε(n+1)], and one can replace
tr[Rε(n+ 1)] in (2.41) with tr[Rε(n)] and take the limit as n approaches infinity, yielding
lim
n→∞
tr[Rε(n)] = (1− 2µσ2u + µ2(K + 1)σ4u) lim
n→∞
tr[Rε(n)] +Kµ2σ2e0σ
2
u. (2.44)
One may then solve for the trace of Rε(n) at steady-state. At steady state, one can
omit the limn→∞ operation, and remove the dependence ofRε on iteration number n.
tr[Rε] =
Kµσ2e0
2− µ(K + 1)σ2u
. (2.45)
From [1], the diagonal elements of tr[Rε] are equal, and therefore the steady-state
variance (which is the average noise power) of the filter tap-weight error associated with
the filter tap-weight in the kth range bin, with k = 1, 2, . . . , K, is
var[ŵk] = var[εk] =
µσ2e0
2− µ(K + 1)σ2u
, (2.46)
where tr[Rε] was divided by K, the number of equal-valued main diagonal elements. Note
the close similarity to what is expressed by (2.36).
The steady-state variance of the filter tap-weight error in range bin k is thus equal to
the value in any one of the equal-valued diagonal elements of the weight-error autocorrela-
tion matrix at steady state when the input is white Gaussian noise.
Each element along the main diagonal of the steady-state approximation of the weight-
error autocorrelation matrix shown in (2.36) and (2.37) does indeed approximate the steady-
state variance shown in (2.46) for small µ, which is assumed in the derivation. Any differ-
ence between (2.36) and (2.46) may be due to [73] having assumed real-valued input data
instead of the complex-valued input data assumed in the present research.
Recall that the trace of the weight-error autocorrelation matrix is equal to the sum
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of the diagonal elements of the matrix, and it is also equal to the sum of the matrix’s
eigenvalues, and for a diagonal weight-error autocorrelation matrix having equal-valued
main diagonal elements, all of the matrix’s eigenvalues λk have the same value; namely,
the trace of the weight-error autocorrelation matrix divided byK, or, more simply, the right
side of (2.46), i.e.,
λk(Rε) =
µσ2e0
2− µ(K + 1)σ2u
, (2.47)
where k = 1, . . . , K. Recall that here one is considering the case of white Gaussian noise
input data.
In [1], as expressed in the present notation, it is stated that when the eigenvalues of
I−µRu are inside the unit circle, the estimates ŵ will converge in mean tow, which mim-
ics the true range profile h (refer to Fig. (2.8)), so that E{ŵk} = hk, and thus |E{ŵk}|2 =
|hk|2, and therefore (again from [1] but using the present notation) SNRik = |hk|
2σ2u
σ2e0
, where
SNRik is the input SNR of the radar return from range bin k at the receiver prior to pro-
cessing by LMS, and thus |E{ŵk}|2 = SNRik
σ2e0
σ2u
.
This eigenvalue criterion provides assurance that the ensemble mean of ŵ will con-
verge, but it does not guarantee that its variance will converge to a finite value, or that the
mean-square error will be finite, which is why the weight-error autocorrelation matrix is
used to derive a mean-square stability bound on the step-size µ, to ensure that the vari-
ance of ŵ is bounded [1], and this bounded variance allows one to compute the theoretical
output SNR for LMS.
Turning attention once again to the SNR in range bin k at the output of the LMS
algorithm at steady-state,
SNRok =
|E{ŵk}|2
var[ŵk]
=
SNRik
σ2e0
σ2u
µσ2e0
2−µ(K+1)σ2u
(2.48)
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which can be simplified to
SNRok = SNRik
(
2
µσ2u
− (K + 1)
)
(2.49)
which agrees with [1, eq. (24)].
One can see in the above equation that SNRok is the product of SNRik and a term that
represents the processing gain achieved by using conventional LMS. This processing gain
term will be positive if the step-size µ has been set to a value greater than zero but less
than the upper bound to ensure mean-square stability, 2
(K+1)σ2u
which was presented above.
Thus, if the step-size µ has been set to a value inside the bounds for mean-square stability,
the processing gain term will be positive, and LMS processing will increase the SNR.
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Chapter 3
Theoretical Output SNR for
Conventional LMS When Processing
Colored Gaussian Input Data
3.1 Derivation
Now, the theoretical output SNR when LMS is used to process colored Gaussian input data
will be derived [91]. The starting point will be (2.33), repeated here for convenience.
Rε(n+ 1) = Rε(n)− µ(RuRε(n) +Rε(n)Ru)
+ µ2σ2e0Ru + µ
2
(
RuRε(n)Ru +Rutr[Rε(n)Ru]
)
(3.1)
Note the similarity to [89, eq. (15)], using the present notation, though that equation
assumes real-valued input, while (3.1) is written for the complex-valued case.
It is known that Ru = E{u(n)uH(n)} is positive semi-definite because it is an auto-
correlation matrix. Since the case under consideration includes noise, Ru will be positive
definite. So that it may be explicitly stated that Ru will be positive definite in this deriva-
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tion (and therefore invertible so that occurrences of Ru may be cancelled), αI is added to
Ru, where α is a tiny constant and I is the identity matrix. The new, diagonally loadedRu
will have the same eigenvectors as the originalRu, and its eigenvalues will be λi + α [50].
It will be assumed that the step-size µ is small enough that it is well within the bounds
for stability and convergence in both the white Gaussian and colored Gaussian cases, and
hence that Rε(n) will converge to a steady-state value. As in the white Gaussian case,
the LMS algorithm is convergent in the mean-square if and only if the step-size parame-
ter µ satisfies the condition 0 < µ < 2
λmax
, where λmax is the largest eigenvalue of the
autocorrelation matrixRu [49].
Since the step-sizes are assumed to have been chosen to be “sufficiently small”, at
steady-state the mean-square error in the system will be only slightly above the minimum
mean-square error. In order to approach steady-state when the step-size is small, the LMS
algorithm must iterate many, many times. As it does so, the mean-square error in the
system decays exponentially. When the transmitted waveform is white Gaussian noise,
the eigenvalue spread (i.e., the ratio of maximum to minimum eigenvalues) of Ru is ide-
ally unity, though in practice it is likely to be some number slightly greater than one. If
the transmitted waveform is colored Gaussian noise, then Ru’s eigenvalue spread can be
much greater than unity, since the eigenvalues of the autocorrelation matrix of a discrete-
time stochastic process are bounded by the minimum and maximum values of the power
spectral density of the process [49]. The larger the eigenvalue spread of Ru, the longer
LMS may take to converge. Convergence of LMS may be decelerated or accelerated by
an increase in the eigenvalue spread. Choosing a suitable initial filter tap-weight estimate
(i.e., initial estimated range profile) can guide LMS along a fast convergence trajectory, but
this requires prior knowledge about the operating environment [49]. If a small steady-state
mean-square error is desired, a small step-size µ is necessary, since a larger step-size would
apply coarser-grained corrections to the weight vector (range profile) estimate during the
iterative updates, resulting in a larger excess mean-square error. The tiny µ values used in
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the present research ensure that very little noise due to LMS update errors will remain in
the system at steady-state, at the cost of very many iterations being required for LMS to
reach convergence.
In practice, it is possible to choose the step-size to be too small, causing the LMS
algorithm to “stall” and be unable to update the weight vector estimate any further [49].
However, the work presented here, being theoretical, does not take into account this practi-
cal lower limit on the step-size.
When the LMS algorithm approaches steady-state, it is assumed that limn→∞Rε(n) =
limn→∞Rε(n+ 1), such that
lim
n→∞
Rε(n) = lim
n→∞
(
Rε(n)− µ(RuRε(n) +Rε(n)Ru)
+ µ2σ2e0Ru + µ
2
(
RuRε(n)Ru +Rutr[Rε(n)Ru]
))
. (3.2)
SubtractingRε(n) from both sides of (3.2) and reorganizing,
lim
n→∞
(
µ(RuRε(n) +Rε(n)Ru)− µ2
(
RuRε(n)Ru +Rutr[Rε(n)Ru]
))
= µ2σ2e0Ru. (3.3)
Now, post multiply both sides of the above equation byR−1u to yield
lim
n→∞
(
µ(RuRε(n)R
−1
u +Rε(n))− µ2
(
RuRε(n) + tr[Rε(n)Ru]I
))
= µ2σ2e0I . (3.4)
One can now take the trace of both sides, yielding
tr
[
lim
n→∞
(
µ(RuRε(n)R
−1
u +Rε(n))− µ2
(
RuRε(n) + tr[Rε(n)Ru]I
))]
= tr[µ2σ2e0I]. (3.5)
Interchanging the order of the limit operation and the trace operation, and making use
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of tr[cA] = c tr[A] and tr[A+B] = tr[A] + tr[B], the above equation can be rewritten as
lim
n→∞
(
µ(tr[RuRε(n)R−1u ] + tr[Rε(n)])− µ2
(
tr[RuRε(n)] +Ktr[Rε(n)Ru]
))
= Kµ2σ2e0 . (3.6)
Since tr[ABC] = tr[BCA], one can rewrite tr[RuRε(n)R−1u ] in the above equation
as tr[Rε(n)R−1u Ru], which can be simplified to tr[Rε(n)], so one can rewrite (3.6) as
lim
n→∞
(
µ(tr[Rε(n)] + tr[Rε(n)])− µ2
(
tr[RuRε(n)] +Ktr[Rε(n)Ru]
))
= Kµ2σ2e0 . (3.7)
Making use of tr[AB] = tr[BA], combining terms, and dividing both sides of (3.7)
by µ, one obtains
lim
n→∞
(
2 tr[Rε(n)]− (K + 1)µ tr[RuRε(n)]
)
= Kµσ2e0 (3.8)
which can be rearranged as
lim
n→∞
tr[Rε(n)] = lim
n→∞
1
2
(K + 1)µ tr[RuRε(n)] +
1
2
Kµσ2e0 . (3.9)
An inequality can now be developed to bracket the theoretical output SNR by lever-
aging [92, eq. (H.1.g) and eq. (H.1.h)].
IfA ∈ CK×K andB ∈ CK×K are Hermitian positive semidefinite matrices with their
eigenvalues arranged in non-increasing order as follows,
λ1(A) ≥ · · · ≥ λK(A) and λ1(B) ≥ · · · ≥ λK(B)
then
K∑
i=1
λi(A)λK−i+1(B) ≤
K∑
i=1
λi(AB) ≤
K∑
i=1
λi(A)λi(B)
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which can be restated as follows, because tr[AB] =
∑K
i=1 λi(AB).
K∑
i=1
λi(A)λK−i+1(B) ≤ tr[AB] ≤
K∑
i=1
λi(A)λi(B) (3.10)
Now one can apply (3.10) to (3.9) to yield
lim
n→∞
1
2
(
Kµσ2e0 + (K + 1)µ
K∑
i=1
λi(Ru)λK−i+1(Rε(n))
)
≤ lim
n→∞
tr[Rε(n)]
≤ lim
n→∞
1
2
(
Kµσ2e0 + (K + 1)µ
K∑
i=1
λi(Ru)λi(Rε(n))
)
(3.11)
where A was replaced by Ru and B was replaced by Rε(n), the eigenvalues of which are
not generally known.
One can divide (3.11) by K, which is the total number of filter taps (i.e., range bins),
to yield the average noise power due to the weight errors in each filter tap, and this average
noise power can be placed in the denominator of the average SNR expression.
lim
n→∞
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λK−i+1(Rε(n))
2K
≤ lim
n→∞
tr[Rε(n)]
K
≤ lim
n→∞
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λi(Rε(n))
2K
(3.12)
At steady state, one can omit the limn→∞ operation, remove the dependence ofRε on
iteration number n, and define σ2ε =
(
tr[Rε]
K
)
, where σ2ε is the average noise power for the
range bins due to the filter tap-weight errors. Now one can rewrite (3.12) as
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λK−i+1(Rε)
2K
≤ σ2ε
≤
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λi(Rε)
2K
. (3.13)
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Noting that all of the components, including the eigenvalues, of (3.13) are real and
non-negative, one can write the inequality for 1
σ2ε
as follows.
(
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λK−i+1(Rε)
2K
)−1
≥ 1
σ2ε
≥
(
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λi(Rε)
2K
)−1
(3.14)
Recall that SNRok =
|E{ŵk}|2
var[ŵk]
, where each filter tap (range bin) k, with k = 1, 2, . . . , K,
represents an element of the range profile vector, containing the complex sum of all of the
scatterer returns in that range bin, plus the steady state average noise power due to the filter
tap-weight errors in that range bin (plus other noise such as thermal noise).
Since |E{ŵk}|2 = |hk|2 = SNRik
σ2e0
σ2u
at each filter tap is a non-negative real num-
ber, with SNRik =
|hk|2σ2u
σ2e0
, one can multiply the left, center, and right sides of the above
inequality by |E{ŵk}|2 without reversing the inequality to produce (3.15) below. Note that
at steady-state, the average filter tap variance is equal to the individual variance (average
noise power) in each of the K filter taps due to the filter tap-weight errors.
|E{ŵk}|2
(
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λK−i+1(Rε)
2K
)−1
≥ |E{ŵk}|
2
σ2ε
≥ |E{ŵk}|2
(
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λi(Rε)
2K
)−1
(3.15)
which, since |E{ŵk}|2 = |hk|2 and |E{ŵk}|
2
σ2ε
= |hk|
2
σ2ε
= SNRok, where SNRok is the theoret-
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ical output signal-to-noise ratio in range bin k, can equivalently be written as
|hk|2
(
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λK−i+1(Rε)
2K
)−1
≥ SNRok
≥ |hk|2
(
Kµσ2e0 + (K + 1)µ
∑K
i=1 λi(Ru)λi(Rε)
2K
)−1
. (3.16)
Note: For the simulation results shown in Chapter 4, max(|hk|2) was used in place
of |hk|2, so that a horizontal line could be drawn to show the theoretical average sidelobe
level below the maximum peak, with the vertical separation between the maximum peak
and the average sidelobe level being the theoretical output signal-to-average-noise ratio of
the maximum peak.
As already pointed out, the eigenvalues ofRu andRε are not generally known because
the matrices are usually not known beforehand. One does not know beforehand what Ru
will be becauseu(n) is a vector of random waveform samples that one may or may not have
control or advanced knowledge of. But since it is assumed that one will receive the direct
path signal from the transmitter, which can be used as a reference signal, it is possible to
compute a sample estimate ofRu, while (3.1) provides a recursive equation for computing
Rε(n) using quantities that one knows or can estimate. The filter tap-weight estimate ŵ
can be initialized to 0, which, in the absence of prior information, is a convenient, though
completely arbitrary, choice of initialization state. One can form the Wiener solution from
w0 = R
−1
u ρud, using an estimate of Ru and of the cross-correlation vector ρud, and the
difference 0 − w0 can be used to form the initial estimate ε(0) in Rε(0) to begin the
recursion to computeRε(n) using (3.1). Once one estimatesRu andRε, their eigenvalues
can be estimated for use in (3.16).
As steady-state is approached and LMS reaches convergence, the left and right sides
of the inequality in (3.16) will converge to the steady-state theoretical output SNR.
Before LMS converges to steady-state, Rε(n) exhibits a non-uniform eigenspectrum.
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Thus, in general,
∑K
i=1 λi(Ru)λK−i+1(Rε(n)) 6=
∑K
i=1 λi(Ru)λi(Rε(n)) in (3.16), and
therefore the left and right sides of the inequality in (3.16) bracket a gap within which the
theoretical output SNR lies.
Assuming that µ is small enough, even in the colored Gaussian input case when Ru
is not diagonal in the strict sense, the eigenvalues of Rε(n) at steady-state converge to the
right side of (2.47). That is, they converge to
µσ2e0
2−µ(K+1)σ2u
. Then, the left and right sides of
(3.16) both converge to
SNRok = |hk|2
(
Kµσ2e0 + (K + 1)µ
( µσ2e0
2−µ(K+1)σ2u
)∑K
i=1 λi(Ru)
2K
)−1
. (3.17)
Since
∑K
i=1 λi(Ru) = tr[Ru] and |hk|2 = |E{ŵk}|2 = SNRik
σ2e0
σ2u
, and simplifying,
one can rewrite the above as
SNRok = SNRik
2
µσ2u
{
1 +
(1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
}−1
(3.18)
where tr[Ru] is a positive real scalar, as are σ2u, K and µ.
If µ is sufficiently small such that (1+
1
K
)µ
2−µ(K+1)σ2u
tr[Ru], which below shall be represented
by x, is a positive real scalar < 1, and if one rewrites (3.18) as
SNRok = SNRik
2
µσ2u
{
1 + x
}−1
, (x2 < 1) (3.19)
then one can do the following.
Since (1± x)−1 = 1∓ x+ x2 ∓ x3 + x4 ∓ x5 . . . , (x2 < 1) [93, p. 43], (3.18) can be
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expanded as follows
SNRok = SNRik
2
µσ2u
{
1−
( (1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
)
+
( (1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
)2
−
( (1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
)3
+
( (1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
)4
−
( (1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
)5
+ . . .
}
. (3.20)
Neglecting higher-order terms, one may approximate (3.20) as
SNRok ' SNRik
2
µσ2u
{
1−
( (1 + 1
K
)µ
2− µ(K + 1)σ2u
tr[Ru]
)}
. (3.21)
Since µ is small, one can approximate (3.21) as
SNRok ' SNRik
2
µσ2u
, (3.22)
which is an approximation of the steady-state theoretical output SNR in range bin k when
conventional LMS processes colored Gaussian noise input data.
For white Gaussian noise input data, tr[Ru] = Kσ2u, and (3.18) reduces to (2.49),
which is the theoretical output SNR in range bin k when conventional LMS processes
white Gaussian noise input data.
Looking at (3.22) (or, more generally, at (3.20)) and (2.49), it may seem that a change
in the input signal-to-noise ratio SNRik would result in an equivalent change in the theo-
retical output signal-to-noise ratio SNRok, i.e., that a 3 dB or a 5 dB reduction in the input
SNR would result in an equivalent reduction in the output SNR. This is not so, as can be
seen by replacing SNRik by the equivalent expression |hk|2 σ
2
u
σ2e0
in each equation. By doing
so, one may see that a cancellation of average transmit power terms (i.e., σ2u) takes place. A
change in the input SNR does result in a change in the output SNR, but that change is not
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in direct proportion to the change in the input SNR, and, perhaps surprisingly, the change
in the output SNR may be relatively insignificant. This is the case in the simulation results
shown in Chapter 4.
Note that the derivations in this research make use of the independence assumption
and a small step-size. A more exact analysis to develop a more exact steady-state weight-
error autocorrelation matrix and hence a more exact steady-state theoretical output SNR
could be done in the case of real-valued input data using [69]. The analysis in [69] does not
use the independence assumption. However, it does assume a small step-size, as is done
here. A truncated (to three terms) Taylor power series expansion in the step-size µ of the
steady-state weight-error autocorrelation matrix is presented in [69]. The three-term Taylor
series expansion of the weight-error autocorrelation matrix in [69] showed in the first term
that the weight fluctuations are uncorrelated, and have equal power independent of the
amplitude and spectral distribution of the input signal. These equal-power, uncorrelated
weight fluctuations are in agreement with what is found with the aid of the independence
assumption [49]. Meanwhile, the quadratic approximation represents a set of weakly corre-
lated equal-power weight fluctuations with a slightly increased common power level. In the
third-order approximation, a power decrease along the delay line (i.e. along the filter taps
or range bins) is observed, which can run up to several percent and is more easily observed
than the second-order effects [69]. If these results for LMS processing real-valued input
data are indicative of what one might expect for LMS processing the complex-valued input
data in the present research, then a more exact weight-error autocorrelation matrix would
exhibit a decrease in average noise power due to filter tap-weight fluctuations in steady
progression from top-left to bottom-right along its main diagonal, i.e., there would be a
decrease in average noise power due to filter tap-weight fluctuations in steady progression
from the nearest-in to the farthest-out range bin in the scene. So, if one had two scatterers
in the scene, with one in the closest range bin and one in the farthest range bin, and if these
two scatterers provided equal power at the receiver, then, if Butterweck’s results were to
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apply to the case of LMS processing the complex-valued input data in the present research,
the scatterer in the farthest range bin would exhibit a slightly larger theoretical output SNR
than would the scatterer in the nearest range bin.
In Chapter 4, the steady-state weight-error autocorrelation matrix was computed in
each of the simulation runs performed. For the cases in which the transmit waveform was
white Gaussian noise, a comparison was made with theoretical results computed using a
variety of equations. Excellent agreement was obtained. It would appear that use of the
independence assumption has not cost much in terms of accuracy.
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Chapter 4
Comparison of Theoretical and
Simulated Conventional LMS SNR
Results When Processing Gaussian
Input Data
In this chapter, the theoretical output SNR results derived above are corroborated by the
SNR results obtained via simulation, implemented in MATLAB [91].
4.1 Overview, Scenario Geometry and Key Parameters
In the normalized average estimated range profile plots shown, the SNR is the vertical dis-
tance (in dB) from 0 dB at the top of the plot (to which each blue LMS average estimated
range profile’s highest scatterer return peak has been normalized), to the range profile’s
average sidelobe level. The theoretical average sidelobe level relative to the highest peak
in each normalized average estimated conventional LMS range profile plot is bracketed by
two horizontal lines (cyan dash-dot and magenta dash-dash) that gradually come closer to-
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gether to become one line in the limit as LMS approaches steady-state, and which overlap
one another in the plots shown because steady-state has been approximately reached. Prior
to steady-state, the bracketing lines are separated by a gap between them that narrows as
steady-state is approached. Also included is a horizontal red dot-dot line indicating where
the average conventional LMS sidelobe level would be, relative to the normalized highest
average peak, as predicted by (2.49) for the case of white Gaussian input data. It approx-
imately applies when LMS processes colored Gaussian input data, provided that enough
input samples have been processed for LMS to reach steady-state. Also included are the
black cross-correlation normalized, average estimated range profile and theoretical average
sidelobe level relative to the highest peak, and the green least squares (LS) normalized,
average estimated range profile and theoretical average sidelobe level relative to the high-
est peak, calculated assuming that white Gaussian input data had been processed (which
depends on the simulation run).
In the simulation runs, hk for a scatterer placed in any range bin k has been set to
0.1(
√
2
2
+ i
√
2
2
) (therefore |hk|2 = 0.01), µ = 0.0002, 0.0004, 0.0006, and 0.0008, and σ2u,
the transmitted waveform’s average power, equals the area under the transmitted wave-
form’s power spectral density curve [94], i.e., σ2u =
∫∞
−∞ Su(f) df =
∫W/2
−W/2 Su(f) df ,
where Su(f) and W are the power spectral density and the bandwidth, respectively, of the
transmitted waveform. The average power σ2u in the simulation equals 1.0000 W when the
transmitted waveform is white Gaussian noise (flat spectrum), for instance, while K = 100
(the number of range bins in the scene). The average transmit powers σ2u were each seen
in the simulation results as the magnitude of the equal-power diagonal elements of their
respective autocorrelation matrix Ru. Plugging the above numbers into (2.49) or (3.22)
yields a theoretical output SNR from conventional LMS of approximately 50 dB when the
step-size µ = 0.0002, approximately 47 dB when µ = 0.0004, approximately 45 dB when
µ = 0.0006, and approximately 44 dB when µ = 0.0008, which all agree rather closely
with the simulation results for both the white and colored Gaussian noise input data cases.
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Note that a step-size µ of 0.0004 is twice as large as a step-size of 0.0002, and that an SNR
of 47 dB is roughly one-half as large as an SNR of 50 dB. This is because doubling the step-
size causes the noise due to the filter tap-weight errors to approximately double, which in
turn causes the theoretical output SNR to be approximately halved. This inverse relation-
ship holds for the other step-sizes and the corresponding theoretical output SNR values that
are seen in the included simulation results. For a step-size of 0.0006 and a corresponding
SNR of 45 dB, note that this step-size is three times as large as a step-size of 0.0002 and
the SNR of 45 dB is therefore roughly one-third that of an SNR of 50 dB, and similarly
for a step-size of 0.0008 and a corresponding SNR of 44 dB, note that this step-size is four
times as large as a step-size of 0.0002 and the SNR of 44 dB is therefore roughly one-fourth
that of an SNR of 50 dB. Enough input samples have been processed in many of the in-
cluded simulation cases for conventional LMS to have approximately reached steady-state.
An indication of whether or not steady-state has been reached is given by the weight-error
autocorrelation matrix. If it is a diagonal matrix whose main diagonal elements all contain
the same value, and whose eigenvalues all equal that same value found along the matrix’s
main diagonal, so that the eigenspread (the ratio of the maximum eigenvalue to the min-
imum eigenvalue) equals 1, then steady-state has been reached for that case. If there are
noticeable bumps or peaks along the weight-error autocorrelation matrix’s main diagonal
(and in off-diagonal elements), and if the eigenspread is greater than 1, then steady-state
has not been reached yet for that case.
Figs. 4.1 and 4.2 provide a view of the simulated bistatic data collection geome-
try. The simple, notional scenario consists of an airborne transmit platform (red dot), an
airborne receive platform (blue dot) with one antenna pointed at the transmit platform to
record the transmitted (reference) waveform and another antenna pointed at the scene to
act as a radar receive antenna, and one (Fig. 4.1) or four (Fig. 4.2) point scatterers (green
dots) on the ground (flat earth geometry), with one scatterer at scene center (0, 0, 0) and
the others positioned along the x-axis with the y and z coordinates of all of the point scat-
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terers set equal to zero. This is based upon the bistatic data collection geometry shown
in [5], [3], [2], and [4]. The transmit and receive platforms, and the point scatterers, all
have zero velocity.
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Figure 4.1: Bistatic scenario geometry implemented in simulation, with one point scatterer
in the scene.
Table 4.1 lists some key notional parameters used in the simulation. The transmitted
waveform was modeled as a complex-valued random noise sequence. Therefore the sam-
ples of the transmitted waveform contain a real part and an imaginary part, and as such the
minimum sampling rate required by Nyquist (i.e. the critical sampling rate) to avoid alias-
ing is achieved when the receiver sampling rate equals the bandwidth of the transmitted
signal. Since sampling is performed at the critical sampling rate, the sampling occurs in
time at zero-crossings of the transmitted waveform’s autocorrelation function, and correla-
tion is not introduced by the choice of sampling rate.
Each scatterer’s power at the receiver is assumed to be the same as that from any other
scatterer. The estimated range profiles are averaged over 100 Monte Carlo realizations. All
of the peaks due to scatterer returns plus noise are approximately equal. But only one peak
in a range profile is the largest. Each average estimated range profile (regardless of the
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Figure 4.2: Bistatic scenario geometry implemented in simulation, with four point scatter-
ers in the scene.
Table 4.1: Key Notional Parameters Used in the Simulation
Parameter Value
Tx/Rx/Point Scatterer Velocities 0.0 m/s
Avg Tx Power (Flat Spectrum) 1.0000 W
Avg Tx Power (Skyline Spectrum) 0.4688 W
Avg Tx Power (Rectangle on a Pedestal Spectrum) 0.2969 W
Avg Tx Power (5% Notched Spectrum) 0.9500 W
Avg Tx Power (Hamming-Weighted Spectrum) 0.4027 W
Each Scatterer’s Avg Power at Radar Rx 0.01× Avg Tx Power W
Avg Thermal Noise Power 0.001 W
Number of Range Bins 100
Center Frequency 10.0 GHz
Bandwidth of Tx Waveform 2.0 GHz
Sampling Rate 2.0 GHz
Step-Size µ 0.0002, 0.0004, 0.0006, 0.0008
Number of Monte Carlo Realizations 100
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algorithm employed) is normalized to place its highest peak at 0 dB, though visually it may
appear that all of the scatterer return peaks are at 0 dB.
In order to investigate cases in which the step-size µ was very small, conventional
LMS was run using step-sizes of µ = 0.0002, 0.0004, 0.0006, and 0.0008, which were 1%,
2%, 3%, and 4%, respectively, of the maximum limit of µmax = 0.02 on the step-size as
given by [49, eq. (9.92] for the simulation examples shown.
Diagonal loading was applied to the transmitted waveform’s autocorrelation matrix
Ru by adding the average thermal noise power at the receiver to each element along the
main diagonal ofRu, to make it more numerically stable under inversion when computing
R−1u , which is used in computing the least squares (LS) estimated range profile, and which
is used to cancelRu in the derivation work shown in Chapter 3.
Whether the spectrum of the transmitted (reference) waveform was white or colored,
the SNR achieved in simulation using LMS agreed closely with the theoretical output SNR
for LMS, as shown below, though when the transmitted waveform’s spectrum contained a
notch, or when the eigenvalue spread exhibited by the transmit waveform’s autocorrelation
matrix was large, this was not so in the vicinity of each of the large scatterer returns.
Interestingly, in the estimated range profile plots, the range sidelobes of the simulated data
were generally below the horizontal lines that marked the expected theoretical sidelobe
level relative to the plot’s normalized maximum peak. This was so except in the immediate
vicinity of each of the large scatterer returns when the transmitted waveform exhibited a
spectral notch or had an autocorrelation matrix possessing a large eigenvalue spread.
When the transmitted waveform is white Gaussian noise, the weight-error autocorre-
lation matrix estimate, obtained through many LMS algorithm iterations, contains a strong
main diagonal, with the main diagonal values being approximately equal. However, before
convergence is reached, peaks may be discernable in certain off-diagonal elements of the
weight-error autocorrelation matrix estimate. If there are M scatterers in the scene, there
are M2 peaks present in the weight-error autocorrelation matrix, of which M peaks are po-
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sitioned along the main diagonal, while the remaining M2−M peaks occupy off-diagonal
positions. These peaks may be far below the matrix’s strong main diagonal, completely dis-
appearing when convergence is reached. But, for colored Gaussian input, as the transmitted
Gaussian noise waveform becomes more non-white and thus the transmitted waveform’s
autocorrelation matrix becomes more ill-conditioned (greater eigenvalue spread), LMS
may need to process a greater number of input samples to reach convergence. In these col-
ored Gaussian input cases, the M2 peaks may be large and prominent, and the weight-error
autocorrelation matrix may contain a two dimensional array of strong peaks. Processing a
greater number of input samples allows LMS to approach convergence when the transmit-
ted waveforms are colored Gaussian noise, and a prominent main diagonal will once again
dominate the weight-error autocorrelation matrix. This diagonalization effect happens for
the larger step-sizes first, as does the weight-error autocorrelation matrix’s main diagonal
elements becoming approximately identical to one another, assuming values of approxi-
mately
µσ2e0
2−µ(K+1)σ2u
, or roughly µ
2
σ2e0 . With the minimum mean-square error σ
2
e0
approaching
the thermal noise level of σ2z = 0.001 W at steady-state in the included simulation results, it
would be expected that, for step-sizes µ = 0.0002, 0.0004, 0.0006, and 0.0008, the weight-
error autocorrelation matrix’s main diagonal elements at steady-state would all assume val-
ues of approximately 1.0000e− 07, 2.0000e− 07, 3.0000e− 07, and 4.0000e− 07, respec-
tively, by plugging the values σ2e0 = 0.001 W and µ = 0.0002, 0.0004, 0.0006, and 0.0008
into µ
2
σ2e0 . This was seen (approximately) in the included simulation results. In order to
process the same number of input samples in all of the simulation runs that were per-
formed, which includes white and colored Gaussian input cases, 500, 000 input samples
were processed in each of the 100 Monte Carlo realizations for each of the simulation runs,
to ensure that LMS has achieved (or at least is well on its way to approaching) convergence
even when using the smallest step-size (0.0002) with a non-white transmit waveform. In
situations such as these, however, when the input data has (for instance) a spectrum shaped
like a rectangle on a pedestal, and the step-size is small, the weight-error autocorrelation
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matrix (refer to Fig. 4.30) may, with peaks clearly discernible along its main diagonal and
in off-diagonal positions, look as though more iterations of the LMS algorithm are needed
for LMS to reach steady-state and for the weight-error autocorrelation matrix to become a
diagonal matrix.
The figures in this chapter that contain normalized, average, estimated range profiles
produced by conventional LMS (solid blue curve), cross-correlation (solid black curve),
and least squares (LS) (solid green curve) contain other information as well. The red dot-
dot horizontal line on such a plot indicates where the steady-state conventional LMS theo-
retical average sidelobe level would be (as predicted by (2.49), which was derived for the
white Gaussian input case), relative to the highest normalized (to 0 dB) average peak of
the conventional LMS range profile estimate. The steady-state theoretical average side-
lobe level for conventional LMS lies between the magenta dash-dash and cyan dash-dot
horizontal bracketing lines that also appear on these plots. Note that the red dot-dot, ma-
genta dash-dash, and cyan dash-dot horizontal lines often all lie fairly close together and
even overlap, since in many of these plots steady-state has been approached. Note that the
black cross-correlation and green LS normalized average range profile estimates overlap
and cover from view the blue conventional LMS normalized average range profile estimate
at the peak (or peaks). The black and green dot-dot horizontal lines indicate where the
steady-state cross-correlation and LS theoretical average sidelobe levels would lie relative
to the highest normalized (to 0 dB) average estimated scatterer return peak.
The SNR of each peak in the estimated range profile produced by cross-correlation
when four large, equal-power point scatterers are in the scene versus the SNR of the peak
when only one such point scatterer is in the scene is approximately 6 dB poorer (i.e., ap-
proximately one-fourth as large), due to the raising of the average noise floor in the cross-
correlation estimated range profile as more large scatterers are included in the scene.
Table 4.2 below shows whether or not conventional LMS has converged to steady-state
in each of the included simulation cases.
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Table 4.2: Indication of Whether or Not Conventional LMS Has Converged to Steady-State
(Green indicates that steady-state has been essentially reached, yellow that steady-
state is being approached, and red that steady-state is still somewhat far off.)
Transmit	Waveform's	
Spectrum
Step-Size Number	Of	
Scatterers	
In	Scene
Weight-Error	
Autocorrelation	Matrix	
Main	Diagonal	Value
Weight-Error	
Autocorrelation	Matrix	
Eigenvalue	Spread
Flat 0.0002 1 1.008e-07 1
Flat 0.0004 1 2.016e-07 1
Flat 0.0006 1 3.024e-07 1
Flat 0.0008 1 4.032e-07 1
Flat 0.0002 4 1.032e-07 1
Flat 0.0004 4 2.064e-07 1
Flat 0.0006 4 3.097e-07 1
Flat 0.0008 4 4.13e-07 1
Skyline 0.0002 1
1.009e-07,	Except	Bump	
At	Element	33	 1.0672
Skyline 0.0004 1 2.018e-07 1.0002
Skyline 0.0006 1 3.027e-07 1.0003
Skyline 0.0008 1 4.036e-07 1.0004
Skyline 0.0002 4
1.036e-07,	Except	Bumps	
At	Elements	19,	25,	29,	&	
35 1.1598
Skyline 0.0004 4 2.072e-07 1.0002
Skyline 0.0006 4 3.109e-07 1.0003
Skyline 0.0008 4 4.145e-07 1.0004
Rectangle	On	A	Pedestal 0.0002 1
1.009e-07,	Except	Spike	
At	Element	33 1.2152
Rectangle	On	A	Pedestal 0.0004 1 2.018e-07 1.0002
Rectangle	On	A	Pedestal 0.0006 1 3.027e-07 1.0003
Rectangle	On	A	Pedestal 0.0008 1 4.036e-07 1.0004
Rectangle	On	A	Pedestal 0.0002 4
1.037e-07,	Except	Spikes	
At	Elements	19,	25,	29,	&	
33 1.7311
Rectangle	On	A	Pedestal 0.0004 4 2.075e-07 1.0002
Rectangle	On	A	Pedestal 0.0006 4 3.112e-07 1.0003
Rectangle	On	A	Pedestal 0.0008 4 4.149e-07 1.0004
Notch	Across	5%	
Bandwidth 0.0002 1
1.093e-07,	At	An	Element	
Far	From	The	Mound		 3223.4465
Notch	Across	5%	
Bandwidth 0.0004 1
2.033e-07,	At	An	Element	
Far	From	The	Mound 663.5747
Notch	Across	5%	
Bandwidth 0.0006 1
3.026e-07,	At	An	Element	
Far	From	The	Mound 267.9144
Notch	Across	5%	
Bandwidth 0.0008 1
4.033e-07,	At	An	Element	
Far	From	The	Mound 142.1483
Notch	Across	5%	
Bandwidth 0.0002 4
1.734e-07,	At	An	Element	
Far	From	The	Mound 20150.5798
Notch	Across	5%	
Bandwidth 0.0004 4
2.291e-07,	At	An	Element	
Far	From	The	Mound 3676.5963
Notch	Across	5%	
Bandwidth 0.0006 4
3.131e-07,	At	An	Element	
Far	From	The	Mound 1362.5051
Notch	Across	5%	
Bandwidth 0.0008 4
4.13e-07,	At	An	Element	
Far	From	The	Mound 691.1829
Hamming	Weighted 0.0002 1
1.01e-07,	At	An	Element	
Far	From	The	Mound 1988.3193
Hamming	Weighted 0.0004 1
2.018e-07,	At	An	Element	
Far	From	The	Mound 167.6199
Hamming	Weighted 0.0006 1
3.027e-07,	Except	Near	
The	Mound 21.962
Hamming	Weighted 0.0008 1
4.036e-07,	Except	Near	
The	Mound 4.1292
Hamming	Weighted 0.0002 4
1.038e-07,	At	An	Element	
Far	From	The	Mound 14627.2956
Hamming	Weighted 0.0004 4
2.072e-07,	Except	Near	
The	Mound 1497.9592
Hamming	Weighted 0.0006 4
3.107e-07,	Except	Near	
The	Mound 211.5846
Hamming	Weighted 0.0008 4
4.143e-07,	Except	Near	
The	Mound 34.7132
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4.2 The Tx Waveform is Complex Circular Gaussian
The transmit waveform is assumed to be complex circular Gaussian. The term “circular”
means that the real and imaginary parts are jointly Gaussian, independent, and have equal
variance [1].
Five different transmit waveform spectra were modeled in the MATLAB code that
was developed to generate simulation results to corroborate the theoretical results of this
research project: flat, skyline, rectangle on a pedestal, notched, and Hamming, with two
simulation cases (one point scatterer in the scene and four point scatterers in the scene)
performed using each of the five transmit waveform spectra. In each case, the real and
imaginary parts of the complex transmit waveform samples were drawn from a normal
distribution. This was checked for one realization in each simulation case by generating
and displaying several plots as well as dialog, in which each of these presented statistics
of the real and imaginary parts of the complex samples for one realization of the transmit
waveform. However, only the plots and dialog for the first case (flat transmit spectrum,
with one point scatterer in the scene) are shown in the appendices, in Section 7.3.
First, histograms of the real and imaginary parts of the complex transmit waveform
samples were plotted versus a theoretical normal probability density function, for a visual
comparison in Fig. 7.1 and Fig. 7.2. Next, box plots of the real and imaginary parts
of the complex samples of the transmit waveform were plotted to provide another view
of their summary statistics in Fig. 7.3. Additionally, quantile-quantile plots and normal
probability plots of the real and imaginary parts of the complex transmit waveform samples
were plotted, to determine whether they came from the normal probability distribution
family, in Fig. 7.4 and Fig. 7.5. If the data points lie close to a line on the quantile-quantile
and normal probability plots, an assumption of normality is reasonable [95].
Finally, statistical dialog (mean, median, variance, skewness, and kurtosis, as well as
the results of a Lilliefors test to check whether or not the null hypothesis that the real and
imaginary parts of the complex samples of the transmit waveform are normally distributed)
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is presented for one realization of the transmit waveform in Fig. 7.6.
In all ten simulation cases, it was concluded that the real and imaginary parts of the
samples from one realization of the transmit waveform are normally distributed.
4.3 Tx Spectrum is Flat (White Gaussian Noise)
4.3.1 One Point Scatterer in the Scene
The frequency response magnitude of the filter applied to white Gaussian noise samples
to produce the samples of the white Gaussian noise (flat spectrum) transmit waveform is
shown in Fig. 4.3, while the Welch periodogram of one realization of the flat spectrum
transmit waveform is shown in Fig. 4.4. A rotated 3D view of the autocorrelation matrix
of the flat spectrum transmit waveform is shown in Fig. 4.5, including datatips that show
the plot values at selected points in the matrix’s main diagonal. This autocorrelation matrix
is approximately a diagonal matrix, whose main diagonal elements all contain a constant
value of 1.001, which is very close to the theoretical value of σ2u = 1.0000 W for this flat
transmit spectrum (white Gaussian noise) example. Fig. 4.6 shows the eigenspectrum of
the flat spectrum transmit waveform’s autocorrelation matrix seen in Fig. 4.5. Note that the
eigenvalues in the eigenspectrum all have approximately the same value, approximately
equal to the constant value of 1.001 found along the main diagonal of the flat spectrum
transmit waveform’s autocorrelation matrix. The eigenvalue spread is 1.0064, which is
very close to 1, which in theory would be the eigenvalue spread of the autocorrelation
matrix shown in Fig. 4.5 of a white Gaussian noise (flat spectrum) transmit waveform.
76
-1000 -800 -600 -400 -200 0 200 400 600 800 1000
Frequency (MHz)
0.9999999999999
0.99999999999995
1
1.00000000000005
1.0000000000001
M
ag
ni
tu
de
Comparison Of Ideal (Blue, Sharp Bends) & Simulated (Orange, Curved Bends)
Tx Waveform Spectrum Windows
Ideal
Simulated
Figure 4.3: Spectral window filter applied to white Gaussian noise to produce the white
Gaussian noise (flat spectrum) transmit waveform. The input to the filter is white Gaussian
noise, and the output of the filter is white Gaussian noise. Note that the spectral window
filter achieved in simulation (shown in orange) is the same as the ideal one (shown in blue).
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78
Tx Spectrum Is Flat, Step-Size µ = 0.0002, One Point Scatterer
Fig. 4.7 illustrates the weight-error autocorrelation matrix Rε for the case of the flat spec-
trum Tx waveform, for a step-size parameter value of µ = 0.0002, with one point scatterer
in the scene. Note that it is a diagonal matrix, having a constant value of 1.008e− 07 along
the main diagonal.
Fig. 4.8 shows the flat eigenspectrum of the weight-error autocorrelation matrix in
Fig. 4.7. Note the constant value of 1.008e − 07, which is the same value as the constant
value found along the main diagonal of the weight-error autocorrelation matrix in Fig. 4.7,
because the weight-error autocorrelation matrix in Fig. 4.7 is a diagonal matrix whose main
diagonal elements all have the same value. The eigenvalue spread in Fig. 4.8 is equal to 1.
The fact that the weight-error autocorrelation matrix here is a diagonal matrix with equal-
valued main diagonal elements as seen in Fig. 4.7, which results in the eigenspectrum
shown in Fig. 4.8 having an eigenvalue spread of 1, indicates that steady-state has been
reached.
Fig. 4.9 presents the estimated range profiles produced by cross-correlation, conven-
tional LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0002, and one point scatterer in the scene. Note that the sidelobes of conventional
LMS achieved in simulation lie slightly beneath −50 dB. In this case, cross-correlation
and LS both outperform conventional LMS. Note that the theoretical sidelobe levels using
cross-correlation, conventional LMS, and LS lie slightly above the sidelobes using these
respective algorithms in simulation.
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Tx Spectrum Is Flat, Step-Size µ = 0.0004, One Point Scatterer
The weight-error autocorrelation matrix Rε (not shown) for the case of the flat spectrum
Tx waveform, for a step-size parameter value of µ = 0.0004, with one point scatterer in
the scene, is a diagonal matrix, having a constant value of 2.016e − 07 along the main
diagonal, which is twice as large as the constant value seen along the main diagonal when
the step-size µ was equal to 0.0002. This is because the current step-size of µ = 0.0004
is twice as large as the previous step-size of 0.0002. The eigenspectrum (not shown) of
this weight-error autocorrelation matrix is flat, having a constant value of 2.016e − 07,
which is the same value as the constant value found along the main diagonal of the weight-
error autocorrelation matrix, because the weight-error autocorrelation matrix is a diagonal
matrix whose main diagonal elements all have the same value. The eigenvalue spread is
equal to 1. The fact that the weight-error autocorrelation matrix here is a diagonal matrix
with equal-valued main diagonal elements, which results in an eigenspectrum that has an
eigenvalue spread of 1, indicates that steady-state has been reached.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0004, and one point scatterer in the scene were also examined. The sidelobes of
conventional LMS that were achieved in simulation lay slightly beneath −47 dB (3 dB
higher than for the case of the flat spectrum Tx waveform, for a step-size parameter µ =
0.0002, and one point scatterer in the scene). In this case, cross-correlation and LS both
outperform conventional LMS. The difference in performance is more than when the step-
size µ was equal to 0.0002, because the average range sidelobes exhibited by conventional
LMS are about 3 dB worse than when the step-size µwas equal to 0.0002, while the average
range sidelobes exhibited by cross-correlation and LS are not influenced by the choice of
µ. The theoretical sidelobe levels using cross-correlation, conventional LMS, and LS lie
slightly above the sidelobes using these respective algorithms in simulation.
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Tx Spectrum Is Flat, Step-Size µ = 0.0006, One Point Scatterer
The weight-error autocorrelation matrix Rε (not shown) for the case of the flat spectrum
Tx waveform, for a step-size parameter value of µ = 0.0006, with one point scatterer in the
scene, is a diagonal matrix, having a constant value of 3.024e−07 along the main diagonal,
which is three times as large as the constant value seen along the main diagonal when the
step-size µ was equal to 0.0002. This is because the current step-size of µ = 0.0006 is
three times as large as the earlier step-size of 0.0002. The eigenspectrum (not shown) of
this weight-error autocorrelation matrix is flat, having a constant value of 3.024e − 07,
which is the same value as the constant value found along the main diagonal of the weight-
error autocorrelation matrix, because the weight-error autocorrelation matrix is a diagonal
matrix whose main diagonal elements all have the same value. The eigenvalue spread is
equal to 1. The fact that the weight-error autocorrelation matrix here is a diagonal matrix
with equal-valued main diagonal elements, which results in an eigenspectrum that has an
eigenvalue spread of 1, indicates that steady-state has been reached.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0006, and one point scatterer in the scene were also examined. The sidelobes of
conventional LMS that were achieved in simulation lay slightly beneath −45 dB (5 dB
higher than for the case of the flat spectrum Tx waveform, for a step-size parameter µ =
0.0002, and one point scatterer in the scene). In this case, cross-correlation and LS both
outperform conventional LMS. The difference in performance is more than when the step-
size µ was equal to 0.0002, because the average range sidelobes exhibited by conventional
LMS are about 5 dB worse than when the step-size µwas equal to 0.0002, while the average
range sidelobes exhibited by cross-correlation and LS are not influenced by the choice of
µ. The theoretical sidelobe levels using cross-correlation, conventional LMS, and LS lie
slightly above the sidelobes using these respective algorithms in simulation.
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Tx Spectrum Is Flat, Step-Size µ = 0.0008, One Point Scatterer
The weight-error autocorrelation matrix Rε (not shown) for the case of the flat spectrum
Tx waveform, for a step-size parameter value of µ = 0.0008, with one point scatterer in the
scene, is a diagonal matrix, having a constant value of 4.032e−07 along the main diagonal,
which is four times as large as the constant value seen along the main diagonal when the
step-size µ was equal to 0.0002. This is because the current step-size of µ = 0.0008 is
four times as large as the earlier step-size of 0.0002. The eigenspectrum (not shown) of
this weight-error autocorrelation matrix is flat, having a constant value of 4.032e − 07,
which is the same value as the constant value found along the main diagonal of the weight-
error autocorrelation matrix, because the weight-error autocorrelation matrix is a diagonal
matrix whose main diagonal elements all have the same value. The eigenvalue spread is
equal to 1. The fact that the weight-error autocorrelation matrix here is a diagonal matrix
with equal-valued main diagonal elements, which results in an eigenspectrum that has an
eigenvalue spread of 1, indicates that steady-state has been reached.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0008, and one point scatterer in the scene were also examined. The sidelobes of
conventional LMS that were achieved in simulation lay slightly beneath −44 dB (6 dB
higher than for the case of the flat spectrum Tx waveform, for a step-size parameter µ =
0.0002, and one point scatterer in the scene). In this case, cross-correlation and LS both
outperform conventional LMS. The difference in performance is more than when the step-
size µ was equal to 0.0002, because the average range sidelobes exhibited by conventional
LMS are about 6 dB worse than when the step-size µwas equal to 0.0002, while the average
range sidelobes exhibited by cross-correlation and LS are not influenced by the choice of
µ. The theoretical sidelobe levels using cross-correlation, conventional LMS, and LS lie
slightly above the sidelobes using these respective algorithms in simulation.
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4.3.2 Four Point Scatterers in the Scene
Tx Spectrum Is Flat, Step-Size µ = 0.0002, Four Point Scatterers
Fig. 4.10 illustrates the weight-error autocorrelation matrix Rε for the case of the flat
spectrum Tx waveform, for a step-size parameter value of µ = 0.0002, with four point
scatterers in the scene. Note that it is a diagonal matrix, having a constant value of 1.032e−
07 along the main diagonal.
Fig. 4.11 shows the flat eigenspectrum of the weight-error autocorrelation matrix in
Fig. 4.10. Note the constant value of 1.032e− 07, which is the same value as the constant
value found along the main diagonal of the weight-error autocorrelation matrix in Fig. 4.10,
because the weight-error autocorrelation matrix in Fig. 4.10 is a diagonal matrix whose
main diagonal elements all have the same value. The eigenvalue spread is 1. The fact that
the weight-error autocorrelation matrix here is a diagonal matrix with equal-valued main
diagonal elements as seen in Fig. 4.10, which results in the eigenspectrum shown in Fig.
4.11 having an eigenvalue spread of 1, indicates that steady-state has been reached.
Fig. 4.12 presents the estimated range profiles produced by cross-correlation, conven-
tional LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0002, and four point scatterers in the scene. Note that the sidelobes of conventional
LMS achieved in simulation lie slightly beneath−50 dB. In this case, cross-correlation and
LS both outperform conventional LMS, though this time cross-correlation’s performance
is only about 1 dB better than that of conventional LMS, because cross-correlation’s av-
erage range sidelobes are 6 dB higher (poorer) now that there are four scatterers in the
scene instead of just one, as in Fig. 4.9 . Note that the theoretical sidelobe levels using
cross-correlation, conventional LMS, and LS lie slightly above the sidelobes using these
respective algorithms in simulation.
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Figure 4.10: Weight-error autocorrelation matrix for the case of the flat spectrum transmit
waveform described above, with a step-size parameter µ = 0.0002, and four point scatterers
in the scene.
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Figure 4.11: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.10
for the case of a flat spectrum transmit waveform, with a step-size parameter µ = 0.0002,
and four point scatterers in the scene.
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Figure 4.12: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the flat spectrum transmit waveform described above, with a step-size pa-
rameter µ = 0.0002, and four point scatterers in the scene.
Tx Spectrum Is Flat, Step-Size µ = 0.0004, Four Point Scatterers
The weight-error autocorrelation matrix Rε (not shown) for the case of the flat spectrum
Tx waveform, for a step-size parameter value of µ = 0.0004, with four point scatterers
in the scene, is a diagonal matrix, having a constant value of 2.064e − 07 along the main
diagonal, which is twice as large as the constant value seen along the main diagonal when
the step-size µ was equal to 0.0002. This is because the current step-size of µ = 0.0004 is
twice as large as the previous step-size of 0.0002. The eigenspectrum (not shown) of the
weight-error autocorrelation matrix is flat, having a constant value of 2.064e − 07, which
is the same value as the constant value found along the main diagonal of the weight-error
autocorrelation matrix, because the weight-error autocorrelation matrix is a diagonal matrix
whose main diagonal elements all have the same value. The eigenvalue spread is equal to 1.
The fact that the weight-error autocorrelation matrix here is a diagonal matrix with equal-
valued main diagonal elements, which results in the eigenspectrum having an eigenvalue
spread of 1, indicates that steady-state has been reached.
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The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0004, and four point scatterers in the scene were also examined. The sidelobes
of conventional LMS that were achieved in simulation lay slightly beneath −47 dB (3
dB higher than for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0002, and four point scatterers in the scene). In this case, cross-correlation and
LS both outperform conventional LMS. The difference in performance is even more than
when the step-size µ was equal to 0.0002, because the average range sidelobes exhibited
by conventional LMS are about 3 dB worse than when the step-size µ was equal to 0.0002,
while the average range sidelobes exhibited by cross-correlation and LS are not influenced
by the choice of µ. The normalized, average estimated range profile due to cross-correlation
is about 6 dB worse (6 dB higher average range sidelobes) with four point scatterers in the
scene than with just one point scatterer in the scene. The theoretical sidelobe levels using
cross-correlation, conventional LMS, and LS lie slightly above the sidelobes using these
respective algorithms in simulation.
Tx Spectrum Is Flat, Step-Size µ = 0.0006, Four Point Scatterers
The weight-error autocorrelation matrix Rε (not shown) for the case of the flat spectrum
Tx waveform, for a step-size parameter value of µ = 0.0006, with four point scatterers in
the scene, is a diagonal matrix, having a constant value of 3.097e−07 along the main diag-
onal, which is approximately three times as large as the constant value seen along the main
diagonal when the step-size µ was equal to 0.0002. This is because the current step-size of
µ = 0.0006 is three times as large as the earlier step-size of 0.0002. The eigenspectrum
(not shown) of the weight-error autocorrelation matrix is flat, having a constant value of
3.097e− 07, which is the same value as the constant value found along the main diagonal
of the weight-error autocorrelation matrix, because the weight-error autocorrelation matrix
is a diagonal matrix whose main diagonal elements all have the same value. The eigenvalue
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spread is equal to 1. The fact that the weight-error autocorrelation matrix here is a diago-
nal matrix with equal-valued main diagonal elements, which results in the eigenspectrum
having an eigenvalue spread of 1, indicates that steady-state has been reached.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0006, and four point scatterers in the scene were also examined. The sidelobes
of conventional LMS that were achieved in simulation lay slightly beneath −45 dB (5
dB higher than for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0002, and four point scatterers in the scene). In this case, cross-correlation and
LS both outperform conventional LMS. The difference in performance is even more than
when the step-size µ was equal to 0.0002, because the average range sidelobes exhibited
by conventional LMS are about 5 dB worse than when the step-size µ was equal to 0.0002,
while the average range sidelobes exhibited by cross-correlation and LS are not influenced
by the choice of µ. The normalized, average estimated range profile due to cross-correlation
is about 6 dB worse (6 dB higher average range sidelobes) with four point scatterers in the
scene than with just one point scatterer in the scene. The theoretical sidelobe levels using
cross-correlation, conventional LMS, and LS lie slightly above the sidelobes using these
respective algorithms in simulation.
Tx Spectrum Is Flat, Step-Size µ = 0.0008, Four Point Scatterers
The weight-error autocorrelation matrix Rε (not shown) for the case of the flat spectrum
Tx waveform, for a step-size parameter value of µ = 0.0008, with four point scatterers in
the scene, is a diagonal matrix, having a constant value of 4.13e− 07 along the main diag-
onal, which is approximately four times as large as the constant value seen along the main
diagonal when the step-size µ was equal to 0.0002. This is because the current step-size
of µ = 0.0008 is four times as large as the earlier step-size of 0.0002. The eigenspectrum
(not shown) of the weight-error autocorrelation matrix is flat, having a constant value of
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4.13e− 07, which is the same value as the constant value found along the main diagonal of
the weight-error autocorrelation matrix, because the weight-error autocorrelation matrix is
a diagonal matrix whose main diagonal elements all have the same value. The eigenvalue
spread is equal to 1. The fact that the weight-error autocorrelation matrix here is a diago-
nal matrix with equal-valued main diagonal elements, which results in the eigenspectrum
having an eigenvalue spread of 1, indicates that steady-state has been reached.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0008, and four point scatterers in the scene were also examined. The sidelobes
of conventional LMS that were achieved in simulation lay slightly beneath −44 dB (6
dB higher than for the case of the flat spectrum Tx waveform, for a step-size parameter
µ = 0.0002, and four point scatterers in the scene). In this case, cross-correlation and
LS both outperform conventional LMS. The difference in performance is even more than
when the step-size µ was equal to 0.0002, because the average range sidelobes exhibited
by conventional LMS are about 6 dB worse than when the step-size µ was equal to 0.0002,
while the average range sidelobes exhibited by cross-correlation and LS are not influenced
by the choice of µ. The normalized, average estimated range profile due to cross-correlation
is about 6 dB worse (6 dB higher average range sidelobes) with four point scatterers in the
scene than with just one point scatterer in the scene. The theoretical sidelobe levels using
cross-correlation, conventional LMS, and LS lie slightly above the sidelobes using these
respective algorithms in simulation.
4.3.3 Steady-State Weight-Error Autocorrelation Matrix
In Table 4.3, the numerical value in each of the equal-valued main diagonal elements of the
steady-state weight-error autocorrelation matrix Rε computed (using (2.31)) in the simu-
lation runs having white Gaussian noise on transmit, with µ = 0.0002, 0.0004, 0.0006, or
0.0008, and one or four point scatterers in the scene is shown for comparison with the re-
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Table 4.3: Rε’s Steady-State Equal-Power Main Diagonal Values for the White Gaussian
Noise Input Data Cases
Main Diagonal Equal-Power Values
Scats µ
Simulation† From (2.46)† Butterweck‡ From (2.35)‡
1 0.0002 1.008e− 07 1.0102e− 07 1.0103e− 07 1.0103e− 07
1 0.0004 2.016e− 07 2.0412e− 07 2.0416e− 07 2.0416e− 07
1 0.0006 3.024e− 07 3.0937e− 07 3.0945e− 07 3.0946e− 07
1 0.0008 4.032e− 07 4.1684e− 07 4.1697e− 07 4.1700e− 07
4 0.0002 1.032e− 07 1.0102e− 07 1.0103e− 07 1.0103e− 07
4 0.0004 2.064e− 07 2.0412e− 07 2.0416e− 07 2.0416e− 07
4 0.0006 3.097e− 07 3.0937e− 07 3.0945e− 07 3.0946e− 07
4 0.0008 4.13e− 07 4.1684e− 07 4.1697e− 07 4.1700e− 07
†complex-valued input
‡real-valued input
spective theoretical value computed using (2.46), the respective theoretical value computed
using Butterweck’s method in [69], and the respective theoretical value computed using
(2.35) for each case. Note that the agreement is excellent, even with the values computed
using Butterweck’s method, which does not use the independence assumption. It would
appear that use of the independence assumption in the present research has not cost much
in terms of accuracy.
4.4 Tx Spectrum is Skyline-Shaped
4.4.1 One Point Scatterer in the Scene
White Gaussian noise was filtered prior to transmission, to give the transmitted waveform’s
power spectral density (spectrum) a shape like a skyline, as shown in Fig. 4.13, which
depicts the ideal, angular shape (in blue) and the somewhat rounded approximation (in
orange) that the simulation was able to design. Note that the spectrum does not go to
zero at any frequency within its band. A Welch periodogram of one realization of the
transmit waveform is presented in Fig. 4.14 to show what type of power spectral density
91
the simulation actually produced for one realization of the transmit waveform having a
skyline-shaped spectrum.
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Figure 4.13: Filter applied to white Gaussian noise (flat spectrum) to produce a colored
Gaussian noise transmit waveform having a skyline-shaped spectrum.
Fig. 4.15 shows the autocorrelation matrix of the colored Gaussian noise transmit
waveform which has a spectrum shaped like a skyline, while Fig. 4.16 provides the eigen-
spectrum of the transmit waveform’s autocorrelation matrix.
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Figure 4.14: Welch periodogram of one realization of the transmit waveform. Note the
crude similarity to a skyline-shaped spectrum.
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Figure 4.15: Autocorrelation matrix of the colored Gaussian noise transmit waveform
which has a skyline-shaped spectrum. Note the equal-valued main diagonal elements equal
to approximately 0.4656 (which is close to σ2u = 0.4688 W for this colored Gaussian noise
transmit waveform case).
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Figure 4.16: Eigenspectrum of the autocorrelation matrix of the colored Gaussian noise
transmit waveform which has a skyline-shaped spectrum, shown in Fig. 4.15.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0002, One Point Scatterer
For the case of the transmitted waveform being colored Gaussian noise with a spectrum
shaped like a skyline, the step-size parameter µ = 0.0002 and with one point scatterer
in the scene, Fig. 4.17 depicts the weight-error autocorrelation matrix Rε, whose main
diagonal is largely flat, having a constant value of 1.009e − 07 except for a small rise or
bump centered at main diagonal element 33, having a value of 1.024e − 07. Fig. 4.18
depicts the eigenspectrum of the weight-error autocorrelation matrix Rε. The eigenvalue
spread is 1.0672.
Fig. 4.19 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a skyline shape, with one point scatterer in the
scene. The red dot-dot horizontal line indicates where the steady-state LMS theoretical
average sidelobe level would be relative to the highest normalized scatterer return peak
as predicted by (2.49), derived for the white Gaussian input data case, which this is not.
The steady-state LMS theoretical average sidelobe level lies between the magenta dash-
94
0
100
0.2
0.4
80
0.6
M
ag
ni
tu
de
×10-7
0.8
60
1
100
Row
Magnitude Of The Weight-Error Autocorrelation Matrix, µ = 0.0002
1.2
908040 7060
Column
5020 403020100 0
1
2
3
4
5
6
7
8
9
10
×10-8
X: 1
Y: 1
Z: 1.009e-07
X: 17
Y: 17
Z: 1.009e-07
X: 33
Y: 33
Z: 1.024e-07
X: 50
Y: 50
Z: 1.009e-07
X: 67
Y: 67
Z: 1.009e-07
X: 83
Y: 83
Z: 1.009e-07
X: 100
Y: 100
Z: 1.009e-07
Figure 4.17: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a skyline-shaped spectrum as described above, with a step-
size parameter µ = 0.0002, and one point scatterer in the scene.
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Figure 4.18: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.17
for the case of a colored Gaussian noise transmit waveform which has a skyline-shaped
spectrum, with a step-size parameter µ = 0.0002, and one point scatterer in the scene.
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dash and cyan dash-dot horizontal bracketing lines. Note that the red dot-dot, magenta
dash-dash, and cyan dash-dot horizontal lines all lie fairly close together, since we are
approaching (but have not quite reached) steady-state. At this plot resolution, these hori-
zontal lines are seen to overlap around −50 dB. Also shown are the normalized, average,
estimated range profiles produced by cross-correlation (solid black curve) and least squares
(solid green curve) from processing the same colored Gaussian input data having a spec-
trum shaped like a skyline, with one point scatterer in the scene. Note that cross-correlation
is exhibiting high range sidelobes, and is performing worse than conventional LMS, while
LS is performing better than conventional LMS. The black and green dot-dot horizontal
lines indicate where the steady-state cross-correlation and least squares theoretical average
sidelobe levels, respectively, would have been relative to the normalized scatterer return
peak if the input data had been white Gaussian instead of colored Gaussian.
When step-sizes of µ = 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the
normalized average estimated range profile plots produced by LMS looked similar to the
normalized average estimated LMS range profile plot shown in Fig. 4.19, but with theo-
retical average sidelobe levels lying approximately 47 dB, 45 dB, and 44 dB, respectively,
below the highest peak in each plot, instead of lying approximately 50 dB below the high-
est peak as seen in Fig. 4.19. This is similar to the general trend that was seen when the
spectrum of the transmitted waveform was flat.
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Figure 4.19: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a skyline-shaped
spectrum as described above, with a step-size parameter µ = 0.0002, and one point scat-
terer in the scene.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0004, One Point Scatterer
The weight-error autocorrelation matrix (not shown) for the case of the skyline-shaped
spectrum Tx waveform, for a step-size parameter value of µ = 0.0004, with one point
scatterer in the scene, is very close to being a diagonal matrix, having a constant value of
2.018e− 07 along the main diagonal. The eigenspectrum (not shown) of this weight-error
autocorrelation matrix is very close to being flat, with its eigenvalues being approximately
equal to 2.018e − 07, which is the same value as the constant value found along the main
diagonal of the weight-error autocorrelation matrix, because the weight-error autocorrela-
tion matrix is close to being a diagonal matrix whose main diagonal elements all have the
same value. The eigenvalue spread is equal to 1.0002.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the skyline-shaped spectrum Tx waveform, for a step-size
parameter µ = 0.0004, and one point scatterer in the scene were also examined. The
sidelobes of conventional LMS that were achieved in simulation lay slightly beneath −47
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dB (3 dB higher than for the case of the skyline-shaped spectrum Tx waveform, for a
step-size parameter µ = 0.0002, and one point scatterer in the scene). In this case, cross-
correlation performed worse than conventional LMS due to the high range sidelobes in
cross-correlation’s estimated range profile, while conventional LMS performed worse than
LS even more so than when the step-size µ was equal to 0.0002, because the average range
sidelobes exhibited by conventional LMS are about 3 dB worse than when the step-size µ
was equal to 0.0002, while the average range sidelobes exhibited by cross-correlation and
LS are not influenced by the choice of µ. The theoretical sidelobe levels for conventional
LMS lay slightly above the conventional LMS sidelobes achieved in simulation, while the
theoretical sidelobe levels shown for cross-correlation and LS assume that the transmit
waveform is white Gaussian noise, while in fact the transmit waveform in this case is
colored Gaussian noise.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0006, One Point Scatterer
The weight-error autocorrelation matrix (not shown) for the case of the skyline-shaped
spectrum Tx waveform, for a step-size parameter value of µ = 0.0006, with one point
scatterer in the scene, is very close to being a diagonal matrix, having a constant value of
3.027e− 07 along the main diagonal. The eigenspectrum (not shown) of this weight-error
autocorrelation matrix is very close to being flat, with its eigenvalues being approximately
equal to 3.027e − 07, which is the same value as the constant value found along the main
diagonal of the weight-error autocorrelation matrix, because the weight-error autocorrela-
tion matrix is close to being a diagonal matrix whose main diagonal elements all have the
same value. The eigenvalue spread is equal to 1.0003.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the skyline-shaped spectrum Tx waveform, for a step-size
parameter µ = 0.0006, and one point scatterer in the scene were also examined. The
sidelobes of conventional LMS that were achieved in simulation lay slightly beneath −45
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dB (5 dB higher than for the case of the skyline-shaped spectrum Tx waveform, for a
step-size parameter µ = 0.0002, and one point scatterer in the scene). In this case, cross-
correlation performed worse than conventional LMS due to the high range sidelobes in
cross-correlation’s estimated range profile, while conventional LMS performed worse than
LS even more so than when the step-size µ was equal to 0.0002, because the average range
sidelobes exhibited by conventional LMS are about 5 dB worse than when the step-size µ
was equal to 0.0002, while the average range sidelobes exhibited by cross-correlation and
LS are not influenced by the choice of µ. The theoretical sidelobe levels for conventional
LMS lay slightly above the conventional LMS sidelobes achieved in simulation, while the
theoretical sidelobe levels shown for cross-correlation and LS assume that the transmit
waveform is white Gaussian noise, while in fact the transmit waveform in this case is
colored Gaussian noise.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0008, One Point Scatterer
The weight-error autocorrelation matrix (not shown) for the case of the skyline-shaped
spectrum Tx waveform, for a step-size parameter value of µ = 0.0008, with one point
scatterer in the scene, is very close to being a diagonal matrix, having a constant value of
4.036e− 07 along the main diagonal. The eigenspectrum (not shown) of this weight-error
autocorrelation matrix is very close to being flat, with its eigenvalues being approximately
equal to 4.036e − 07, which is the same value as the constant value found along the main
diagonal of the weight-error autocorrelation matrix, because the weight-error autocorrela-
tion matrix is close to being a diagonal matrix whose main diagonal elements all have the
same value. The eigenvalue spread is equal to 1.0004.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the skyline-shaped spectrum Tx waveform, for a step-size
parameter µ = 0.0008, and one point scatterer in the scene were also examined. The
sidelobes of conventional LMS that were achieved in simulation lay slightly beneath −44
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dB (6 dB higher than for the case of the skyline-shaped spectrum Tx waveform, for a
step-size parameter µ = 0.0002, and one point scatterer in the scene). In this case, cross-
correlation performed worse than conventional LMS due to the high range sidelobes in
cross-correlation’s estimated range profile, while conventional LMS performed worse than
LS even more so than when the step-size µ was equal to 0.0002, because the average range
sidelobes exhibited by conventional LMS are about 6 dB worse than when the step-size µ
was equal to 0.0002, while the average range sidelobes exhibited by cross-correlation and
LS are not influenced by the choice of µ. The theoretical sidelobe levels for conventional
LMS lay slightly above the conventional LMS sidelobes achieved in simulation, while the
theoretical sidelobe levels shown for cross-correlation and LS assume that the transmit
waveform is white Gaussian noise, while in fact the transmit waveform in this case is
colored Gaussian noise.
4.4.2 Four Point Scatterers in the Scene
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0002, Four Point Scatterers
For the case of the transmitted waveform being colored Gaussian noise with a spectrum
shaped like a skyline, the step-size parameter µ = 0.0002 and with four point scatterers
in the scene, Fig. 4.20 depicts the weight-error autocorrelation matrix Rε, whose main
diagonal is largely flat, having a constant value of 1.036e−07 except for four small rises or
bumps centered at main diagonal elements 19, 25, 29,& 35, having a value of 1.052e− 07
at main diagonal elements 19 & 35 and a value of 1.042e − 07 at main diagonal elements
25 & 29. Fig. 4.21 depicts the eigenspectrum of the weight-error autocorrelation matrix
Rε, which has 99 out of 100 eigenvalues approximately equal to 1.036e − 07, and one
eigenvalue (the largest) equal to 1.202e− 07. The eigenvalue spread is 1.1598.
Fig. 4.22 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a skyline shape, with four point scatterers in the
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Figure 4.20: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a skyline-shaped spectrum as described above, with a step-
size parameter µ = 0.0002, and four point scatterers in the scene.
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Figure 4.21: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.20
for the case of a colored Gaussian noise transmit waveform which has a skyline-shaped
spectrum, with a step-size parameter µ = 0.0002, and four point scatterers in the scene.
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scene. The red dot-dot horizontal line indicates where the steady-state LMS theoretical
average sidelobe level would be relative to the highest normalized scatterer return peak
as predicted by (2.49), derived for the white Gaussian input data case, which this is not.
The steady-state LMS theoretical average sidelobe level lies between the magenta dash-
dash and cyan dash-dot horizontal bracketing lines. Note that the red dot-dot, magenta
dash-dash, and cyan dash-dot horizontal lines all lie fairly close together, since in this
plot we are approaching (but have not quite reached) steady-state. At this plot resolution,
these horizontal lines are seen to overlap around −50 dB. Also shown are the normalized,
average, estimated range profiles produced by cross-correlation (solid black curve) and
least squares (solid green curve) from processing the same colored Gaussian input data
having the spectrum shaped like a skyline, with four point scatterers in the scene. Note that
cross-correlation is exhibiting high range sidelobes, with sidelobe nulls being “filled in”
in between large scatterer returns, and is performing worse than conventional LMS, while
LS is performing better than conventional LMS. The black and green dot-dot horizontal
lines indicate where the steady-state cross-correlation and least squares theoretical average
sidelobe levels, respectively, would have been relative to the highest normalized scatterer
return peak if the input data had been white Gaussian instead of colored Gaussian.
When step-sizes of µ = 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the
normalized average estimated range profile plots produced by LMS looked similar to the
normalized average estimated LMS range profile plot shown in Fig. 4.22, but with theo-
retical average sidelobe levels lying approximately 47 dB, 45 dB, and 44 dB, respectively,
below the highest peak in each plot, instead of lying approximately 50 dB below the high-
est peak as seen in Fig. 4.22. This is similar to the general trend that was seen when the
spectrum of the transmitted waveform was flat.
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Figure 4.22: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a skyline-shaped
spectrum as described above, with a step-size parameter µ = 0.0002, and four point scat-
terers in the scene.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0004, Four Point Scatterers
The weight-error autocorrelation matrix (not shown) for the case of the skyline-shaped
spectrum Tx waveform, for a step-size parameter value of µ = 0.0004, with four point
scatterers in the scene, is very close to being a diagonal matrix, having a constant value of
2.072e− 07 along the main diagonal. The eigenspectrum (not shown) of this weight-error
autocorrelation matrix is very close to being flat, with its eigenvalues being approximately
equal to 2.072e − 07, which is the same value as the constant value found along the main
diagonal of the weight-error autocorrelation matrix, because the weight-error autocorrela-
tion matrix is close to being a diagonal matrix whose main diagonal elements all have the
same value. The eigenvalue spread is equal to 1.0002.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the skyline-shaped spectrum Tx waveform, for a step-size
parameter µ = 0.0004, and four point scatterers in the scene were also examined. The
sidelobes of conventional LMS that were achieved in simulation lay slightly beneath −47
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dB (3 dB higher than for the case of the skyline-shaped spectrum Tx waveform, for a
step-size parameter µ = 0.0002, and four point scatterers in the scene). In this case, cross-
correlation performed worse than conventional LMS due to the high range sidelobes in
cross-correlation’s estimated range profile, while conventional LMS performed worse than
LS even more so than when the step-size µ was equal to 0.0002, because the average range
sidelobes exhibited by conventional LMS are about 3 dB worse than when the step-size µ
was equal to 0.0002, while the average range sidelobes exhibited by cross-correlation and
LS are not influenced by the choice of µ. The theoretical sidelobe levels for conventional
LMS lay slightly above the conventional LMS sidelobes achieved in simulation, while the
theoretical sidelobe levels shown for cross-correlation and LS assume that the transmit
waveform is white Gaussian noise, while in fact the transmit waveform in this case is
colored Gaussian noise.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0006, Four Point Scatterers
The weight-error autocorrelation matrix (not shown) for the case of the skyline-shaped
spectrum Tx waveform, for a step-size parameter value of µ = 0.0006, with four point
scatterers in the scene, is very close to being a diagonal matrix, having a constant value of
3.109e− 07 along the main diagonal. The eigenspectrum (not shown) of this weight-error
autocorrelation matrix is very close to being flat, with its eigenvalues being approximately
equal to 3.109e − 07, which is the same value as the constant value found along the main
diagonal of the weight-error autocorrelation matrix, because the weight-error autocorrela-
tion matrix is close to being a diagonal matrix whose main diagonal elements all have the
same value. The eigenvalue spread is equal to 1.0003.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the skyline-shaped spectrum Tx waveform, for a step-size
parameter µ = 0.0006, and four point scatterers in the scene were also examined. The
sidelobes of conventional LMS that were achieved in simulation lay slightly beneath −45
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dB (5 dB higher than for the case of the skyline-shaped spectrum Tx waveform, for a
step-size parameter µ = 0.0002, and four point scatterers in the scene). In this case, cross-
correlation performed worse than conventional LMS due to the high range sidelobes in
cross-correlation’s estimated range profile, while conventional LMS performed worse than
LS even more so than when the step-size µ was equal to 0.0002, because the average range
sidelobes exhibited by conventional LMS are about 5 dB worse than when the step-size µ
was equal to 0.0002, while the average range sidelobes exhibited by cross-correlation and
LS are not influenced by the choice of µ. The theoretical sidelobe levels for conventional
LMS lay slightly above the conventional LMS sidelobes achieved in simulation, while the
theoretical sidelobe levels shown for cross-correlation and LS assume that the transmit
waveform is white Gaussian noise, while in fact the transmit waveform in this case is
colored Gaussian noise.
Tx Spectrum Is Skyline-Shaped, Step-Size µ = 0.0008, Four Point Scatterers
The weight-error autocorrelation matrix (not shown) for the case of the skyline-shaped
spectrum Tx waveform, for a step-size parameter value of µ = 0.0008, with four point
scatterers in the scene, is very close to being a diagonal matrix, having a constant value of
4.145e− 07 along the main diagonal. The eigenspectrum (not shown) of this weight-error
autocorrelation matrix is very close to being flat, with its eigenvalues being approximately
equal to 4.145e − 07, which is the same value as the constant value found along the main
diagonal of the weight-error autocorrelation matrix, because the weight-error autocorrela-
tion matrix is close to being a diagonal matrix whose main diagonal elements all have the
same value. The eigenvalue spread is equal to 1.0004.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the skyline-shaped spectrum Tx waveform, for a step-size
parameter µ = 0.0008, and four point scatterers in the scene were also examined. The
sidelobes of conventional LMS that were achieved in simulation lay slightly beneath −44
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dB (6 dB higher than for the case of the skyline-shaped spectrum Tx waveform, for a
step-size parameter µ = 0.0002, and four point scatterers in the scene). In this case, cross-
correlation performed worse than conventional LMS due to the high range sidelobes in
cross-correlation’s estimated range profile, while conventional LMS performed worse than
LS even more so than when the step-size µ was equal to 0.0002, because the average range
sidelobes exhibited by conventional LMS are about 6 dB worse than when the step-size µ
was equal to 0.0002, while the average range sidelobes exhibited by cross-correlation and
LS are not influenced by the choice of µ. The theoretical sidelobe levels for conventional
LMS lay slightly above the conventional LMS sidelobes achieved in simulation, while the
theoretical sidelobe levels shown for cross-correlation and LS assume that the transmit
waveform is white Gaussian noise, while in fact the transmit waveform in this case is
colored Gaussian noise.
4.5 Tx Spectrum has a Rectangle on a Pedestal Shape
4.5.1 One Point Scatterer in the Scene
White Gaussian noise was filtered prior to transmission, to give the transmitted waveform’s
power spectral density (spectrum) a shape like a rectangle on a pedestal, as shown in Fig.
4.23, which depicts the ideal, angular shape (in blue) and the somewhat rounded approxi-
mation (in orange) that the simulation was able to design. Note that the spectrum does not
go to zero at any frequency within its band. A Welch periodogram of one realization of
the transmit waveform is presented in Fig. 4.24 to show what type of power spectral den-
sity the simulation actually produced for one realization of the transmit waveform having a
spectrum shaped like a rectangle on a pedestal.
Fig. 4.25 shows the autocorrelation matrix of the colored Gaussian noise transmit
waveform which has a spectrum shaped like a rectangle on a pedestal, while Fig. 4.26 pro-
vides the eigenspectrum of the transmit waveform’s autocorrelation matrix. The eigenvalue
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Figure 4.23: Filter applied to white Gaussian noise (flat spectrum) to produce a colored
Gaussian noise transmit waveform having a spectrum shaped like a rectangle on a pedestal.
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spread is equal to 15.852.
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Figure 4.25: Autocorrelation matrix of the colored Gaussian noise transmit waveform
which has a spectrum shaped like a rectangle on a pedestal. Note the equal-valued main
diagonal elements equal to approximately 0.2927 (which is close to σ2u = 0.2969 W for
this colored Gaussian noise transmit waveform case).
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Figure 4.26: Eigenspectrum of the autocorrelation matrix of the colored Gaussian noise
transmit waveform which has a spectrum shaped like a rectangle on a pedestal, shown in
Fig. 4.25.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0002, One
Point Scatterer
Fig. 4.27 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.28 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted wave-
form is colored Gaussian noise with a spectrum shaped like a rectangle on a pedestal, when
the step-size parameter µ = 0.0002 and there is one point scatterer in the scene. Note
that while most of the main diagonal elements of the weight-error autocorrelation matrix
shown in Fig. 4.27 are approximately at a constant 1.009e− 07, there is a spike at element
33 of value 1.166e − 07, because steady-state has not been reached yet, and this induced
the eigenspectrum shown in Fig. 4.28 to not be flat. While 99 of the 100 eigenvalues are
approximately equal to 1.009e − 07, one eigenvalue (the largest) is equal to 1.226e − 07,
thus yielding an eigenvalue spread of 1.2152.
Fig. 4.29 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
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Figure 4.27: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a spectrum shaped like a rectangle on a pedestal as described
above, with a step-size parameter µ = 0.0002, and one point scatterer in the scene.
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Figure 4.28: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.27
for the case of a colored Gaussian noise transmit waveform which has a spectrum shaped
like a rectangle on a pedestal, with a step-size parameter µ = 0.0002, and one point scat-
terer in the scene.
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transmitted waveform’s spectrum having a rectangle on a pedestal shape, with one point
scatterer in the scene. The red dot-dot horizontal line indicates where the steady-state LMS
theoretical average sidelobe level would be relative to the highest normalized scatterer re-
turn peak as predicted by (2.49), derived for the white Gaussian input data case, which
this is not. The steady-state LMS theoretical average sidelobe level lies between the ma-
genta dash-dash and cyan dash-dot horizontal bracketing lines. Note that the red dot-dot,
magenta dash-dash, and cyan dash-dot horizontal lines all lie fairly close together, since
we are approaching (but have not yet reached) steady-state. At this plot resolution, these
horizontal lines are seen to overlap around −50 dB. Also shown are the normalized, av-
erage, estimated range profiles produced by cross-correlation (solid black curve) and least
squares (solid green curve) from processing the same colored Gaussian input data having a
spectrum shaped like a rectangle on a pedestal, with one point scatterer in the scene. The
black and green dot-dot horizontal lines indicate where the steady-state cross-correlation
and least squares theoretical average sidelobe levels, respectively, would be relative to the
normalized scatterer return peak if the input data had been white Gaussian instead of col-
ored Gaussian.
When step-sizes of µ = 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the
normalized average estimated range profile plots produced by LMS looked similar to the
normalized average estimated LMS range profile plot shown in Fig. 4.29, but with theo-
retical average sidelobe levels lying approximately 47 dB, 45 dB, and 44 dB, respectively,
below the highest peak in each plot, instead of lying approximately 50 dB below the high-
est peak as seen in Fig. 4.29. This is similar to the general trend that was seen when the
spectrum of the transmitted waveform was flat.
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Figure 4.29: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a spectrum shaped
like a rectangle on a pedestal as described above, with a step-size parameter µ = 0.0002,
and one point scatterer in the scene.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0004, One
Point Scatterer
The weight-error autocorrelation matrix (not shown) for the case of the Tx waveform hav-
ing a spectrum shaped like a rectangle on a pedestal, for a step-size parameter value of
µ = 0.0004, with one point scatterer in the scene, is very close to being a diagonal matrix,
having a constant value of 2.018e − 07 along the main diagonal. Clearly, in this case, the
use of a step-size larger than 0.0002 has enabled conventional LMS to be closer to steady-
state once the algorithm iterations were complete; thus the values along the main diagonal
of the weight-error autocorrelation matrix are identical, with no spike now present. The
eigenspectrum (not shown) of this weight-error autocorrelation matrix is very close to be-
ing flat, with its eigenvalues being approximately equal to 2.018e − 07, which is the same
value as the constant value found along the main diagonal of the weight-error autocorre-
lation matrix, because the weight-error autocorrelation matrix is close to being a diagonal
matrix whose main diagonal elements all have the same value. The eigenvalue spread is
112
equal to 1.0002.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the Tx waveform having a spectrum shaped like a rectangle
on a pedestal, for a step-size parameter µ = 0.0004, and one point scatterer in the scene
were also examined. The sidelobes of conventional LMS that were achieved in simulation
lay slightly beneath −47 dB (3 dB higher than for the case of the Tx waveform having
a spectrum shaped like a rectangle on a pedestal, for a step-size parameter µ = 0.0002,
and one point scatterer in the scene). In this case, cross-correlation performed worse than
conventional LMS due to the high range sidelobes in cross-correlation’s estimated range
profile, while conventional LMS performed worse than LS even more so than when the
step-size µ was equal to 0.0002, because the average range sidelobes exhibited by conven-
tional LMS are about 3 dB worse than when the step-size µ was equal to 0.0002, while
the average range sidelobes exhibited by cross-correlation and LS are not influenced by the
choice of µ. The theoretical sidelobe levels for conventional LMS lay slightly above the
conventional LMS sidelobes achieved in simulation, while the theoretical sidelobe levels
shown for cross-correlation and LS assume that the transmit waveform is white Gaussian
noise, while in fact the transmit waveform in this case is colored Gaussian noise.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0006, One
Point Scatterer
The weight-error autocorrelation matrix (not shown) for the case of the Tx waveform hav-
ing a spectrum shaped like a rectangle on a pedestal, for a step-size parameter value of
µ = 0.0006, with one point scatterer in the scene, is very close to being a diagonal matrix,
having a constant value of 3.027e − 07 along the main diagonal. Clearly, in this case, the
use of a step-size larger than 0.0002 has enabled conventional LMS to be closer to steady-
state once the algorithm iterations were complete; thus the values along the main diagonal
of the weight-error autocorrelation matrix are identical, with no spike now present. The
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eigenspectrum (not shown) of this weight-error autocorrelation matrix is very close to be-
ing flat, with its eigenvalues being approximately equal to 3.027e − 07, which is the same
value as the constant value found along the main diagonal of the weight-error autocorre-
lation matrix, because the weight-error autocorrelation matrix is close to being a diagonal
matrix whose main diagonal elements all have the same value. The eigenvalue spread is
equal to 1.0003.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the Tx waveform having a spectrum shaped like a rectangle
on a pedestal, for a step-size parameter µ = 0.0006, and one point scatterer in the scene
were also examined. The sidelobes of conventional LMS that were achieved in simulation
lay slightly beneath −45 dB (5 dB higher than for the case of the Tx waveform having
a spectrum shaped like a rectangle on a pedestal, for a step-size parameter µ = 0.0002,
and one point scatterer in the scene). In this case, cross-correlation performed worse than
conventional LMS due to the high range sidelobes in cross-correlation’s estimated range
profile, while conventional LMS performed worse than LS even more so than when the
step-size µ was equal to 0.0002, because the average range sidelobes exhibited by conven-
tional LMS are about 5 dB worse than when the step-size µ was equal to 0.0002, while
the average range sidelobes exhibited by cross-correlation and LS are not influenced by the
choice of µ. The theoretical sidelobe levels for conventional LMS lay slightly above the
conventional LMS sidelobes achieved in simulation, while the theoretical sidelobe levels
shown for cross-correlation and LS assume that the transmit waveform is white Gaussian
noise, while in fact the transmit waveform in this case is colored Gaussian noise.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0008, One
Point Scatterer
The weight-error autocorrelation matrix (not shown) for the case of the Tx waveform hav-
ing a spectrum shaped like a rectangle on a pedestal, for a step-size parameter value of
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µ = 0.0008, with one point scatterer in the scene, is very close to being a diagonal matrix,
having a constant value of 4.036e − 07 along the main diagonal. Clearly, in this case, the
use of a step-size larger than 0.0002 has enabled conventional LMS to be closer to steady-
state once the algorithm iterations were complete; thus the values along the main diagonal
of the weight-error autocorrelation matrix are identical, with no spike now present. The
eigenspectrum (not shown) of this weight-error autocorrelation matrix is very close to be-
ing flat, with its eigenvalues being approximately equal to 4.036e − 07, which is the same
value as the constant value found along the main diagonal of the weight-error autocorre-
lation matrix, because the weight-error autocorrelation matrix is close to being a diagonal
matrix whose main diagonal elements all have the same value. The eigenvalue spread is
equal to 1.0004.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the Tx waveform having a spectrum shaped like a rectangle
on a pedestal, for a step-size parameter µ = 0.0008, and one point scatterer in the scene
were also examined. The sidelobes of conventional LMS that were achieved in simulation
lay slightly beneath −44 dB (6 dB higher than for the case of the Tx waveform having
a spectrum shaped like a rectangle on a pedestal, for a step-size parameter µ = 0.0002,
and one point scatterer in the scene). In this case, cross-correlation performed worse than
conventional LMS due to the high range sidelobes in cross-correlation’s estimated range
profile, while conventional LMS performed worse than LS even more so than when the
step-size µ was equal to 0.0002, because the average range sidelobes exhibited by conven-
tional LMS are about 6 dB worse than when the step-size µ was equal to 0.0002, while
the average range sidelobes exhibited by cross-correlation and LS are not influenced by the
choice of µ. The theoretical sidelobe levels for conventional LMS lay slightly above the
conventional LMS sidelobes achieved in simulation, while the theoretical sidelobe levels
shown for cross-correlation and LS assume that the transmit waveform is white Gaussian
noise, while in fact the transmit waveform in this case is colored Gaussian noise.
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4.5.2 Four Point Scatterers in the Scene
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0002, Four
Point Scatterers
Fig. 4.30 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.31 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmit waveform
is colored Gaussian noise with a spectrum shaped like a rectangle on a pedestal, when the
step-size parameter µ = 0.0002 and there are four point scatterers in the scene. A 2-D
array of peaks is evident in the weight-error autocorrelation matrix shown in Fig. 4.30,
indicating that conventional LMS, though approaching steady-state, has not converged to
steady-state yet. The elements of the main diagonal of Fig. 4.30 have magnitudes of
1.037e−07 when they are far from the four peaks along the main diagonal. The four peaks,
having magnitudes of 1.159e − 07 at element 21, 1.157e − 07 at element 25, 1.158e − 07
at element 29, and 1.162e − 07 at element 33, correspond to the radar echoes from the
four scatterers in the scene. The eigenspectrum, meanwhile, has a maximum eigenvalue of
1.796e − 07, after which the eigenspectrum quickly drops to values slightly larger than or
equal to 1.037e− 07, with an eigenvalue spread of 1.7311.
Fig. 4.32 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a rectangle on a pedestal shape, with four point
scatterers in the scene. The red dot-dot horizontal line indicates where the steady-state
LMS theoretical average sidelobe level would be relative to the highest normalized scat-
terer return peak as predicted by (2.49), derived for the white Gaussian input data case,
which this is not. The steady-state LMS theoretical average sidelobe level lies between
the magenta dash-dash and cyan dash-dot horizontal bracketing lines. Note that the red
dot-dot, magenta dash-dash, and cyan dash-dot horizontal lines all lie fairly close together,
since in this plot we are approaching steady-state. At this plot resolution, these horizontal
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Figure 4.30: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a spectrum shaped like a rectangle on a pedestal as described
above, with a step-size parameter µ = 0.0002, and four point scatterers in the scene.
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Figure 4.31: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.30
for the case of a colored Gaussian noise transmit waveform which has a spectrum shaped
like a rectangle on a pedestal, with a step-size parameter µ = 0.0002, and four point
scatterers in the scene.
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lines are seen to overlap around −50 dB. Also shown are the normalized, average, esti-
mated range profiles produced by cross-correlation (solid black curve) and least squares
(solid green curve) from processing the same colored Gaussian input data having a spec-
trum shaped like a rectangle on a pedestal, with four point scatterers in the scene. The
black and green dot-dot horizontal lines indicate where the steady-state cross-correlation
and least squares theoretical average sidelobe levels, respectively, would be relative to the
highest normalized scatterer return peak if the input data had been white Gaussian instead
of colored Gaussian. Note that the black dot-dot horizontal line is 6 dB higher (6 dB poorer
SNR) with four strong scatterers in the scene than with one strong scatterer in the scene
(see Fig. 4.29 for comparison).
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the nor-
malized average estimated range profile plots produced by LMS looked similar to the nor-
malized average estimated LMS range profile plot shown in Fig. 4.32, but with theoretical
average sidelobe levels lying approximately 47 dB, 45 dB, and 44 dB, respectively, below
the highest peak in each plot, instead of lying approximately 50 dB below the highest peak
as seen in Fig. 4.32. This is similar to the general trend that was seen when the spectrum
of the transmitted waveform was flat.
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Figure 4.32: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a spectrum shaped
like a rectangle on a pedestal as described above, with a step-size parameter µ = 0.0002,
and four point scatterers in the scene.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0004, Four
Point Scatterers
The weight-error autocorrelation matrix (not shown) for the case of the Tx waveform hav-
ing a spectrum shaped like a rectangle on a pedestal, for a step-size parameter value of
µ = 0.0004, with four point scatterers in the scene, is very close to being a diagonal ma-
trix, having a constant value of 2.075e− 07 along the main diagonal, which is flat. No 2-D
array of peaks is present. The eigenspectrum (not shown) of this weight-error autocorre-
lation matrix is very close to being flat, with its eigenvalues being approximately equal to
2.075e− 07, which is the same value as the constant value found along the main diagonal
of the weight-error autocorrelation matrix, because the weight-error autocorrelation matrix
is close to being a diagonal matrix whose main diagonal elements all have the same value.
The eigenvalue spread is equal to 1.0002. Thus, given the number of algorithm iterations
employed, conventional LMS appears to be much closer to steady-state when a step-size of
µ = 0.0004 has been used instead of a step-size of µ = 0.0002.
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The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the Tx waveform having a spectrum shaped like a rectangle
on a pedestal, for a step-size parameter µ = 0.0004, and four point scatterers in the scene
were also examined. The sidelobes of conventional LMS that were achieved in simulation
lay slightly beneath −47 dB (3 dB higher than for the case of the Tx waveform having a
spectrum shaped like a rectangle on a pedestal, for a step-size parameter µ = 0.0002, and
four point scatterers in the scene). In this case, cross-correlation performed worse than
conventional LMS due to the high range sidelobes in cross-correlation’s estimated range
profile, while conventional LMS performed worse than LS even more so than when the
step-size µ was equal to 0.0002, because the average range sidelobes exhibited by conven-
tional LMS are about 3 dB worse than when the step-size µ was equal to 0.0002, while
the average range sidelobes exhibited by cross-correlation and LS are not influenced by the
choice of µ. The theoretical sidelobe levels for conventional LMS lay slightly above the
conventional LMS sidelobes achieved in simulation, while the theoretical sidelobe levels
shown for cross-correlation and LS assume that the transmit waveform is white Gaussian
noise, while in fact the transmit waveform in this case is colored Gaussian noise.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0006, Four
Point Scatterers
The weight-error autocorrelation matrix (not shown) for the case of the Tx waveform hav-
ing a spectrum shaped like a rectangle on a pedestal, for a step-size parameter value of
µ = 0.0006, with four point scatterers in the scene, is very close to being a diagonal ma-
trix, having a constant value of 3.112e− 07 along the main diagonal, which is flat. No 2-D
array of peaks is present. The eigenspectrum (not shown) of this weight-error autocorre-
lation matrix is very close to being flat, with its eigenvalues being approximately equal to
3.112e− 07, which is the same value as the constant value found along the main diagonal
of the weight-error autocorrelation matrix, because the weight-error autocorrelation matrix
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is close to being a diagonal matrix whose main diagonal elements all have the same value.
The eigenvalue spread is equal to 1.0003. Thus, given the number of algorithm iterations
employed, conventional LMS appears to be much closer to steady-state when a step-size of
µ = 0.0006 has been used instead of a step-size of µ = 0.0002.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the Tx waveform having a spectrum shaped like a rectangle
on a pedestal, for a step-size parameter µ = 0.0006, and four point scatterers in the scene
were also examined. The sidelobes of conventional LMS that were achieved in simulation
lay slightly beneath −45 dB (5 dB higher than for the case of the Tx waveform having a
spectrum shaped like a rectangle on a pedestal, for a step-size parameter µ = 0.0002, and
four point scatterers in the scene). In this case, cross-correlation performed worse than
conventional LMS due to the high range sidelobes in cross-correlation’s estimated range
profile, while conventional LMS performed worse than LS even more so than when the
step-size µ was equal to 0.0002, because the average range sidelobes exhibited by conven-
tional LMS are about 5 dB worse than when the step-size µ was equal to 0.0002, while
the average range sidelobes exhibited by cross-correlation and LS are not influenced by the
choice of µ. The theoretical sidelobe levels for conventional LMS lay slightly above the
conventional LMS sidelobes achieved in simulation, while the theoretical sidelobe levels
shown for cross-correlation and LS assume that the transmit waveform is white Gaussian
noise, while in fact the transmit waveform in this case is colored Gaussian noise.
Tx Spectrum Is Shaped Like A Rectangle On A Pedestal, Step-Size µ = 0.0008, Four
Point Scatterers
The weight-error autocorrelation matrix (not shown) for the case of the Tx waveform hav-
ing a spectrum shaped like a rectangle on a pedestal, for a step-size parameter value of
µ = 0.0008, with four point scatterers in the scene, is very close to being a diagonal ma-
trix, having a constant value of 4.149e− 07 along the main diagonal, which is flat. No 2-D
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array of peaks is present. The eigenspectrum (not shown) of this weight-error autocorre-
lation matrix is very close to being flat, with its eigenvalues being approximately equal to
4.149e− 07, which is the same value as the constant value found along the main diagonal
of the weight-error autocorrelation matrix, because the weight-error autocorrelation matrix
is close to being a diagonal matrix whose main diagonal elements all have the same value.
The eigenvalue spread is equal to 1.0004. Thus, given the number of algorithm iterations
employed, conventional LMS appears to be much closer to steady-state when a step-size of
µ = 0.0008 has been used instead of a step-size of µ = 0.0002.
The estimated range profiles (not shown) produced by cross-correlation, conventional
LMS, and LS, for the case of the Tx waveform having a spectrum shaped like a rectangle
on a pedestal, for a step-size parameter µ = 0.0008, and four point scatterers in the scene
were also examined. The sidelobes of conventional LMS that were achieved in simulation
lay slightly beneath −44 dB (6 dB higher than for the case of the Tx waveform having a
spectrum shaped like a rectangle on a pedestal, for a step-size parameter µ = 0.0002, and
four point scatterers in the scene). In this case, cross-correlation performed worse than
conventional LMS due to the high range sidelobes in cross-correlation’s estimated range
profile, while conventional LMS performed worse than LS even more so than when the
step-size µ was equal to 0.0002, because the average range sidelobes exhibited by conven-
tional LMS are about 6 dB worse than when the step-size µ was equal to 0.0002, while
the average range sidelobes exhibited by cross-correlation and LS are not influenced by the
choice of µ. The theoretical sidelobe levels for conventional LMS lay slightly above the
conventional LMS sidelobes achieved in simulation, while the theoretical sidelobe levels
shown for cross-correlation and LS assume that the transmit waveform is white Gaussian
noise, while in fact the transmit waveform in this case is colored Gaussian noise.
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4.6 Tx Spectrum Contains a Notch Across 5% of Its Band-
width
4.6.1 One Point Scatterer in the Scene
White Gaussian noise was filtered prior to transmission, to give the transmitted waveform’s
power spectral density (spectrum) a notch across 5% of its bandwidth, as shown in Fig.
4.33, which depicts the ideal, angular shape (in blue) and the somewhat rounded approx-
imation (in orange) that the simulation was able to design. A Welch periodogram of one
realization of the transmit waveform is presented in Fig. 4.34 to show what type of power
spectral density the simulation actually produced for one realization of the transmit wave-
form having a notched spectrum.
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Figure 4.33: Filter applied to white Gaussian noise (flat spectrum) to produce a colored
Gaussian noise transmit waveform having a notched spectrum.
Fig. 4.35 shows the autocorrelation matrix of the colored Gaussian noise transmit
waveform which has a notched spectrum, while Fig. 4.36 provides the eigenspectrum of
the transmit waveform’s autocorrelation matrix.
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Figure 4.34: Welch periodogram of one realization of the transmit waveform. Note the
crude similarity to a notched spectrum.
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Figure 4.35: Autocorrelation matrix of the colored Gaussian noise transmit waveform
which has a notch extending across 5% of its spectral bandwidth. Note the equal-valued
main diagonal elements equal to approximately 0.9426 (which is close to σ2u = 0.9500
W for this colored Gaussian noise transmit waveform case), and the downslope-shaped
sidelobe structure to either side of the matrix’s main diagonal.
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Figure 4.36: Eigenspectrum of the autocorrelation matrix of the colored Gaussian noise
transmit waveform which has a notched spectrum, shown in Fig. 4.35.
Tx Spectrum Is Notched, Step-Size µ = 0.0002, One Point Scatterer
When there is a notch in the spectrum of the transmit waveform, one or more of the eigen-
values of the autocorrelation matrix Ru of the transmit waveform vector u(n) are equal
to zero, and thus Ru is singular and therefore has a null space. The null space of Ru
is the vector space spanned by the eigenvectors corresponding to the zero eigenvalues of
Ru. From [8], when the power spectral density function of the filter input has nulls within
its band, the mean weight misalignment vector (i.e., the mean weight-error vector) is bi-
ased by the projection of the initial weight misalignment (i.e., the projection of the initial
weight-error vector) on the null space of Ru. This projection of the initial weight-error
vector on the null space of Ru is non-random and time invariant (therefore, it does not
decay with time), even though the “plant input” u(n) and the “plant noise” σ2z (the ther-
mal noise) are random processes. This represents a bias on the weight-error vector, and
makes the weight behavior of conventional LMS unacceptable for estimating the echo path
parameters (which in the present case corresponds to estimating a range profile). Thus, as
expected from theory, a noticeable degradation is seen in the normalized, average estimated
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range profiles that are produced by conventional LMS when a 5% notch is present in the
transmit waveform’s spectrum.
Fig. 4.37 depicts the weight-error autocorrelation matrixRε, while Fig. 4.38 presents
the eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted
waveform is colored Gaussian noise with a notched spectrum, when the step-size parameter
µ = 0.0002 and there is one point scatterer in the scene.
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Figure 4.37: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a notched spectrum as described above, with a step-size
parameter µ = 0.0002, and one point scatterer in the scene.
Fig. 4.39 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a notch, with one point scatterer in the scene. The
red dot-dot horizontal line indicates where the steady-state LMS theoretical average side-
lobe level would be relative to the highest normalized scatterer return peak as predicted by
(2.49), derived for the white Gaussian input data case, which this is not. The steady-state
LMS theoretical average sidelobe level lies between the magenta dash-dash and cyan dash-
dot horizontal bracketing lines. At this plot resolution, the magenta dash-dash horizontal
line (the upper bracket on the theoretical average sidelobe level) is seen to lie slightly above
126
10 20 30 40 50 60 70 80 90 100
Index Of Sorted Eigenvalues
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Ei
ge
nv
al
ue
 A
m
pl
itu
de
×10-4Average Eigenspectrum And Eigenvalue Spread Of The Weight-Error Autocorrelation Matrix, µ = 0.0002
Eigenvalue Spread = 3223.4465
X: 1
Y: 0.0001708
X: 100
Y: 5.298e-08
Figure 4.38: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.37
for the case of a colored Gaussian noise transmit waveform which has a notched spectrum,
with a step-size parameter µ = 0.0002, and one point scatterer in the scene.
(i.e., not completely overlap with), the cyan dash-dot horizontal line (the lower bracket on
the theoretical average sidelobe level) and the red dot-dot horizontal line (the theoretical
average sidelobe level when the transmit waveform is white Gaussian noise), with the cyan
dash-dot and red dot-dot horizontal lines overlapping one another around −50 dB. This
separation of the magenta dash-dash and cyan dash-dot horizontal lines is due to the large
eigenvalue spread in the weight-error autocorrelation matrix. Also shown are the normal-
ized, average, estimated range profiles produced by cross-correlation (solid black curve)
and least squares (solid green curve) from processing the same colored Gaussian input data
having a notched spectrum, with one point scatterer in the scene. The black and green
dot-dot horizontal lines indicate where the steady-state cross-correlation and least squares
theoretical average sidelobe levels, respectively, would be relative to the normalized scat-
terer return peak if the input data had been white Gaussian instead of colored Gaussian.
The average range sidelobes achieved in simulation in Fig. 4.39 by all of the algo-
rithms considered (cross-correlation, conventional LMS, and LS) varied tremendously as
a function of the range bin, with each curve forming a mound in the vicinity of the peak
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corresponding to the single scatterer’s radar echo. The average range sidelobe structure of
conventional LMS’ estimated range profile as achieved in simulation was, for the most part,
very different from the theoretical average sidelobe level. This was also true for the average
range sidelobe structure produced by cross-correlation and LS, but it should be pointed out
that the theoretical average sidelobe levels that were included for those algorithms were
valid when the transmit waveform was white Gaussian noise, which is not the case here.
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Figure 4.39: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a notched spectrum
as described above, with a step-size parameter µ = 0.0002, and one point scatterer in the
scene.
Tx Spectrum Is Notched, Step-Size µ = 0.0004, 0.0006, & 0.0008, One Point Scatterer
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the following
general trends were evident. For each step-size, the weight-error autocorrelation matrix
looked similar to that shown in Fig. 4.37 for a step-size of 0.0002, with the main diagonal
gradually becoming much more dominant as the step-size was increased. Also, for each
step-size, the eigenspectrum of the weight-error autocorrelation matrix looked similar to
that shown in Fig. 4.38 for a step-size of 0.0002, with the eigenvalue spread gradually
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decreasing as the step-size was increased. Finally, the normalized average estimated range
profile plots produced by LMS looked similar to the normalized average estimated LMS
range profile plot shown in Fig. 4.39 for a step-size of 0.0002, but with the average sidelobe
levels achieved by conventional LMS in simulation gradually flattening out somewhat as
the step-size was increased, yielding a better normalized average estimated range profile.
As the eigenvalue spread in the weight-error autocorrelation matrix gradually decreased
with increasing step-size, the magenta dash-dash horizontal line (the upper bracket on the
theoretical average sidelobe level for conventional LMS) gradually merged with the cyan
dash-dot horizontal line (the lower bracket on the theoretical average sidelobe level for
conventional LMS) and the red dot-dot horizontal line (the theoretical average sidelobe
level for conventional LMS when the transmit waveform is white Gaussian noise) at ap-
proximately 47 dB, 45 dB, and 44 dB, respectively, below the highest peak in each plot as
the step-size was increased, instead of lying approximately 50 dB below the highest peak
as seen in Fig. 4.39. Since, as is the case for a step-size of 0.0002, the average sidelobe
levels seen in the estimated range profiles computed in simulation using conventional LMS
differ so greatly for the most part from the theoretical average sidelobe levels predicted
for conventional LMS at steady-state, even though the normalized average estimated range
profiles produced by conventional LMS did get better as the step-size was increased, it is
still felt that plots of the respective weight-error autocorrelation matrices, their eigenspec-
tra, and the normalized average estimated range profile plots for the 5% notched transmit
spectrum case at these step-sizes (0.0004, 0.0006, and 0.0008) with one point scatterer in
the scene are not of much interest, and therefore these plots have not been included.
4.6.2 Four Point Scatterers in the Scene
Tx Spectrum Is Notched, Step-Size µ = 0.0002, Four Point Scatterers
Fig. 4.40 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.41 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted wave-
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form is colored Gaussian noise with a 5% notched spectrum, when the step-size parameter
µ = 0.0002 and there are four point scatterers in the scene.
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Figure 4.40: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a notched spectrum as described above, with a step-size
parameter µ = 0.0002, and four point scatterers in the scene.
Fig. 4.42 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum containing a notch across 5% of its bandwidth, with four
point scatterers in the scene. The red dot-dot horizontal line indicates where the steady-
state LMS theoretical average sidelobe level would be relative to the highest normalized
scatterer return peak as predicted by (2.49), derived for the white Gaussian input data case,
which this is not. The steady-state LMS theoretical average sidelobe level lies between the
magenta dash-dash and cyan dash-dot horizontal bracketing lines. At this plot resolution,
there is a visible gap (approximately 3 dB wide) between the magenta dash-dash upper
bracketing horizontal line and the cyan dash-dot lower bracketing horizontal line, with the
red dot-dot horizontal line positioned close to the cyan lower bracketing horizontal line,
with both the cyan and red broken horizontal lines positioned around −50 dB. The large
gap between the magenta dash-dash and cyan dash-dot lines is due to the large eigenvalue
130
10 20 30 40 50 60 70 80 90 100
Index Of Sorted Eigenvalues
0
0.2
0.4
0.6
0.8
1
1.2
Ei
ge
nv
al
ue
 A
m
pl
itu
de
×10-3Average Eigenspectrum And Eigenvalue Spread Of The Weight-Error Autocorrelation Matrix, µ = 0.0002
Eigenvalue Spread = 20150.5798
X: 1
Y: 0.001057
X: 100
Y: 5.245e-08
Figure 4.41: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig. 4.40
for the case of a colored Gaussian noise transmit waveform which has a notched spectrum,
with a step-size parameter µ = 0.0002, and four point scatterers in the scene.
spread in the weight-error autocorrelation matrix when the step-size µ = 0.0002. Also
shown are the normalized, average, estimated range profiles produced by cross-correlation
(solid black curve) and least squares (solid green curve) from processing the same colored
Gaussian input data having a spectrum with 5% of its bandwidth notched out, with four
point scatterers in the scene. The black and green dot-dot horizontal lines indicate where
the steady-state cross-correlation and least squares theoretical average sidelobe levels, re-
spectively, would be relative to the highest normalized scatterer return peak if the input data
had been white Gaussian instead of colored Gaussian.
The average range sidelobes achieved in simulation in Fig. 4.42 by all of the algo-
rithms considered (cross-correlation, conventional LMS, and LS) varied tremendously as
a function of the range bin, with each curve forming a mound in the vicinity of the peaks
corresponding to the four scatterers’ radar echoes. The average range sidelobe structure of
conventional LMS’ estimated range profile as achieved in simulation was, for the most part,
very different from the theoretical average sidelobe level. This was also true for the average
range sidelobe structure produced by cross-correlation and LS, but it should be pointed out
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that the theoretical average sidelobe levels that were included for those algorithms were
valid when the transmit waveform was white Gaussian noise, which is not the case here.
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Figure 4.42: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a notched spectrum
as described above, with a step-size parameter µ = 0.0002, and four point scatterers in the
scene.
Tx Spectrum Is Notched, Step-Size µ = 0.0004, 0.0006,&0.0008, Four Point Scatterers
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the following
general trends were evident. For each step-size, the weight-error autocorrelation matrix
looked similar to that shown in Fig. 4.40 for a step-size of 0.0002, with the main diagonal
gradually becoming more dominant as the step-size was increased. Also, for each step-size,
the eigenspectrum of the weight-error autocorrelation matrix looked similar to that shown
in Fig. 4.41 for a step-size of 0.0002, with the eigenvalue spread gradually decreasing as the
step-size was increased. Finally, the normalized average estimated range profile plots pro-
duced by LMS looked similar to the normalized average estimated LMS range profile plot
shown in Fig. 4.42 for a step-size of 0.0002, but with the average sidelobe levels achieved
by conventional LMS in simulation gradually flattening out somewhat and the mound in the
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sidelobe level at the base of the four scatterer returns gradually decreasing as the step-size
was increased, yielding a better normalized average estimated range profile. As the eigen-
value spread in the weight-error autocorrelation matrix gradually decreased with increasing
step-size, the magenta dash-dash horizontal line (the upper bracket on the theoretical aver-
age sidelobe level for conventional LMS) gradually drew somewhat closer to the cyan dash-
dot (the lower bracket on the theoretical average sidelobe level for conventional LMS) and
red dot-dot (the theoretical average sidelobe level for conventional LMS when the transmit
waveform is white Gaussian noise) horizontal lines, with the cyan and red broken horizon-
tal lines lying at approximately 47 dB, 45 dB, and 44 dB, respectively, below the highest
peak in each plot as the step-size was increased, instead of lying approximately 50 dB be-
low the highest peak as seen in Fig. 4.42. Since, as is the case for a step-size of 0.0002, the
average sidelobe levels seen in the estimated range profiles computed in simulation using
conventional LMS differ so greatly for the most part from the theoretical average sidelobe
levels predicted for conventional LMS at steady-state, even though the normalized average
estimated range profiles produced by conventional LMS did get better as the step-size was
increased, it is still felt that plots of the respective weight-error autocorrelation matrices,
their eigenspectra, and the normalized average estimated range profile plots for the 5%
notched transmit spectrum case at these step-sizes (0.0004, 0.0006, and 0.0008) with four
point scatterers in the scene are not of much interest, and therefore these plots have not
been included.
4.7 Tx Spectrum is Hamming-Weighted
4.7.1 One Point Scatterer in the Scene
White Gaussian noise was filtered prior to transmission, to give the transmitted waveform’s
power spectral density (spectrum) a Hamming-weighted shape, implemented using Fig.
4.43 as shown in Fig. 4.44, which depicts the “ideal”, stair-step approximation to Ham-
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ming weighting (in blue) and the somewhat rounded approximation (in orange) that the
simulation was able to design, which, as it turns out, appears to be much better than what
had been specified as input to the MATLAB simulation code. A Welch periodogram of
one realization of the transmit waveform is presented in Fig. 4.45 to show what type of
power spectral density the simulation actually produced for one realization of the transmit
waveform having a Hamming-weighted spectrum.
Figure 4.43: This is a discretized stair-step approximation to Hamming weighting.
Fig. 4.46 shows the autocorrelation matrix of the colored Gaussian noise transmit
waveform which has a Hamming-weighted spectrum, while Fig. 4.47 provides the eigen-
spectrum of the transmit waveform’s autocorrelation matrix.
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Figure 4.44: Filter applied to white Gaussian noise (flat spectrum) to produce a colored
Gaussian noise transmit waveform having a Hamming-weighted spectrum.
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Figure 4.45: Welch periodogram of one realization of the transmit waveform. Note the
crude similarity to a Hamming-weighted spectrum.
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Figure 4.46: Autocorrelation matrix of the colored Gaussian noise transmit waveform
which has a Hamming-weighted spectrum. Note the equal-valued main diagonal elements
equal to approximately 0.4040 (which is close to σ2u = 0.4027 W for this colored Gaussian
noise transmit waveform case). Also, note the four diagonal “rows” of elements, which are
offset from the main diagonal, that contain small but noticeable cross-correlations. These
will result in small-scale offset peaks in estimated range profiles when cross-correlation
processing is performed.
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Figure 4.47: Eigenspectrum of the autocorrelation matrix of the colored Gaussian noise
transmit waveform which has a Hamming-weighted spectrum, shown in Fig. 4.46.
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Tx Spectrum is Hamming-Weighted, Step-Size µ = 0.0002, One Point Scatterer
Fig. 4.48 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.49 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted wave-
form is colored Gaussian noise with a Hamming-weighted spectrum, when the step-size
parameter µ = 0.0002 and there is one point scatterer in the scene.
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Figure 4.48: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a Hamming-weighted spectrum as described above, with a
step-size parameter µ = 0.0002, and one point scatterer in the scene.
Fig. 4.50 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a Hamming-weighted shape, with one point scat-
terer in the scene. The red dot-dot horizontal line indicates where the steady-state LMS
theoretical average sidelobe level would be relative to the highest normalized scatterer re-
turn peak as predicted by (2.49), derived for the white Gaussian input data case, which this
is not. The steady-state LMS theoretical average sidelobe level lies between the magenta
dash-dash and cyan dash-dot horizontal bracketing lines. Note the narrow gap between the
magenta dash-dash upper bracketing horizontal line and the cyan dash-dot lower bracket-
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Figure 4.49: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig.
4.48 for the case of a colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum, with a step-size parameter µ = 0.0002, and one point scatterer in the
scene.
ing horizontal line, with the red dot-dot horizontal line lying near the cyan dash-dot lower
bracketing horizontal line, which is found around −50 dB. Also shown are the normal-
ized, average, estimated range profiles produced by cross-correlation (solid black curve)
and least squares (solid green curve) from processing the same colored Gaussian input data
having a Hamming-weighted spectrum, with one point scatterer in the scene. The black
and green dot-dot horizontal lines indicate where the steady-state cross-correlation and
least squares theoretical average sidelobe levels, respectively, would be relative to the nor-
malized scatterer return peak if the input data had been white Gaussian instead of colored
Gaussian.
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the nor-
malized average estimated range profile plots produced by LMS steadily improved as step-
size increased, with the mound-shaped sidelobe structure in the immediate vicinity of the
peak of the point scatterer’s radar echo (i.e., the highest peak in each of the plots) gradually
decreasing and spreading out to become part of the relatively flat range sidelobe structure
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as it appeared away from the immediate vicinity of the highest peak. This relatively flat
range sidelobe structure, achieved in simulation, lay underneath the theoretical steady-state
average sidelobe level, when away from the location of the highest peak. The theoretical
steady-state average sidelobe level looked somewhat similar to that in the normalized aver-
age estimated LMS range profile plot shown in Fig. 4.50, but with the cyan dash-dot lower
bracketing horizontal line lying approximately 47 dB, 45 dB, and 44 dB, respectively, be-
low the highest peak in each plot, instead of lying approximately 50 dB below the highest
peak as seen in Fig. 4.50. The gap between the magenta dash-dash and the cyan dash-dot
upper and lower bracketing horizontal lines steadily narrowed as the value of the step-size
was increased, because at the end of the fixed number of iterations that were performed
for each step-size, the results obtained using larger step-sizes were closer to a steady-state
condition.
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Figure 4.50: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum as described above, with a step-size parameter µ = 0.0002, and one
point scatterer in the scene. Also note the small-scale offset peaks which are artifacts of
cross-correlation processing due to contributions from one of the four off-diagonal “rows”
of cross-correlations present in the transmit waveform’s autocorrelation matrix.
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Tx Spectrum is Hamming-Weighted, Step-Size µ = 0.0004 & 0.0006, One Point Scat-
terer
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the follow-
ing general trends were evident. The weight-error autocorrelation matrix looked somewhat
similar to that shown in Fig. 4.48 for a step-size of 0.0002, with the main diagonal gradu-
ally becoming much more dominant as the step-size increased. Also, for each step-size, the
eigenspectrum of the weight-error autocorrelation matrix looked similar to that shown in
Fig. 4.49 for a step-size of 0.0002, with the eigenvalue spread gradually decreasing as the
step-size increased. Finally, the normalized average estimated range profile plots produced
by LMS looked similar to the normalized average estimated LMS range profile plot shown
in Fig. 4.50 for a step-size of 0.0002, but with the mound in the normalized, average, es-
timated sidelobe level achieved by conventional LMS in simulation gradually diminishing
and flattening out as the step-size increased, yielding a better normalized average estimated
range profile. As the eigenvalue spread in the weight-error autocorrelation matrix gradu-
ally decreased with increasing step-size, the magenta dash-dash horizontal line (the upper
bracket on the theoretical average sidelobe level for conventional LMS) gradually merged
with the cyan dash-dot horizontal line (the lower bracket on the theoretical average side-
lobe level for conventional LMS) and the red dot-dot horizontal line (the theoretical average
sidelobe level for conventional LMS when the transmit waveform is white Gaussian noise),
at approximately 47 dB, 45 dB, and 44 dB, respectively, below the highest peak in each
plot as the step-size increased, instead of lying approximately 50 dB below the highest
peak as seen in Fig. 4.50. Since it was felt that only the plots at step-sizes µ = 0.0002
and µ = 0.0008 needed to be shown to illustrate the salient features and trends seen in the
results when the transmitted waveform had a Hamming-weighted spectrum, with one point
scatterer in the scene, the plots at step-sizes µ = 0.0004 and µ = 0.0006 have been deemed
to be of not much interest, and therefore these plots have not been included.
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Tx Spectrum is Hamming-Weighted, Step-Size µ = 0.0008, One Point Scatterer
Fig. 4.51 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.52 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted wave-
form is colored Gaussian noise with a Hamming-weighted spectrum, when the step-size
parameter µ = 0.0008 and there is one point scatterer in the scene.
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Figure 4.51: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a Hamming-weighted spectrum as described above, with a
step-size parameter µ = 0.0008, and one point scatterer in the scene.
Fig. 4.53 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a Hamming-weighted shape, with one point scat-
terer in the scene. The red dot-dot horizontal line indicates where the steady-state LMS
theoretical average sidelobe level would be relative to the highest normalized scatterer re-
turn peak as predicted by (2.49), derived for the white Gaussian input data case, which this
is not. The steady-state LMS theoretical average sidelobe level lies between the magenta
dash-dash and cyan dash-dot horizontal bracketing lines, which overlap in this figure with
no visual indication of a gap between them, positioned around−44 dB. Also shown are the
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Figure 4.52: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig.
4.51 for the case of a colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum as described above, with a step-size parameter µ = 0.0008, and one
point scatterer in the scene.
normalized, average, estimated range profiles produced by cross-correlation (solid black
curve) and least squares (solid green curve) from processing the same colored Gaussian in-
put data having a Hamming-weighted spectrum, with one point scatterer in the scene. The
black and green dot-dot horizontal lines indicate where the steady-state cross-correlation
and least squares theoretical average sidelobe levels, respectively, would be relative to the
normalized scatterer return peak if the input data had been white Gaussian instead of col-
ored Gaussian.
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Figure 4.53: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum as described above, with a step-size parameter µ = 0.0008, and one
point scatterer in the scene. Also note the small-scale offset peaks which are artifacts of
cross-correlation processing due to contributions from one of the four off-diagonal “rows”
of cross-correlations present in the transmit waveform’s autocorrelation matrix.
4.7.2 Four Point Scatterers in the Scene
Tx Spectrum is Hamming-Weighted, Step-Size µ = 0.0002, Four Point Scatterers
Fig. 4.54 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.55 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted wave-
form is colored Gaussian noise with a Hamming-weighted spectrum, when the step-size
parameter µ = 0.0002 and there are four point scatterers in the scene.
Fig. 4.56 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a Hamming-weighted shape, with four point scat-
terers in the scene. The red dot-dot horizontal line indicates where the steady-state LMS
theoretical average sidelobe level would be relative to the highest normalized scatterer re-
turn peak as predicted by (2.49), derived for the white Gaussian input data case, which this
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Figure 4.54: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a Hamming-weighted spectrum as described above, with a
step-size parameter µ = 0.0002, and four point scatterers in the scene.
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Figure 4.55: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig.
4.54 for the case of a colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum, with a step-size parameter µ = 0.0002, and four point scatterers in the
scene.
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is not. The steady-state LMS theoretical average sidelobe level lies between the magenta
dash-dash and cyan dash-dot horizontal bracketing lines. Note the 4 dB gap between the
magenta dash-dash upper bracketing horizontal line and the cyan dash-dot lower bracket-
ing horizontal line, with the red dot-dot horizontal line lying near the cyan dash-dot lower
bracketing horizontal line, which is located around −50 dB. This 4 dB gap indicates that
steady-state has not been reached yet. The conventional LMS normalized, average, esti-
mated range sidelobes achieved in simulation lie either within the gap between the ma-
genta and cyan broken horizontal lines, or lie below the cyan broken horizontal line. Also
shown are the normalized, average, estimated range profiles produced by cross-correlation
(solid black curve) and least squares (solid green curve) from processing the same colored
Gaussian input data having a Hamming-weighted spectrum, with four point scatterers in
the scene. The black and green dot-dot horizontal lines indicate where the steady-state
cross-correlation and least squares theoretical average sidelobe levels, respectively, would
be relative to the highest normalized scatterer return peak if the input data had been white
Gaussian instead of colored Gaussian.
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the nor-
malized average estimated range profile plots produced by LMS steadily improved as step-
size increased, with the mound-shaped sidelobe structure in the immediate vicinity of the
four high peaks in each of the plots (due to the radar echoes from the point scatterers in
the scene) gradually decreasing to become part of the relatively flat range sidelobe struc-
ture as it appeared away from the immediate vicinity of the high peaks. This relatively flat
range sidelobe structure, achieved in simulation, lay underneath the theoretical steady-state
average sidelobe level, when away from the location of the high peaks. The theoretical
steady-state average sidelobe level looked somewhat similar to that in the normalized aver-
age estimated LMS range profile plot shown in Fig. 4.56, but with a steadily narrowing gap
between the magenta and cyan broken horizontal lines, with the cyan dash-dot lower brack-
eting horizontal line lying approximately 47 dB, 45 dB, and 44 dB, respectively, below the
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highest peak in each plot, instead of lying approximately 50 dB below the highest peak as
seen in Fig. 4.56. The gap between the magenta dash-dash and the cyan dash-dot upper
and lower bracketing horizontal lines narrowed as the step-size was increased because by
using larger step-sizes, a steady-state condition was approached in fewer iterations.
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Figure 4.56: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum as described above, with a step-size parameter µ = 0.0002, and four
point scatterers in the scene. Also note the small-scale offset peaks which are artifacts of
cross-correlation processing due to contributions from one of the four off-diagonal “rows”
of cross-correlations present in the transmit waveform’s autocorrelation matrix.
Tx Spectrum is Hamming-Weighted, Step-Size µ = 0.0004 & 0.0006, Four Point Scat-
terers
When step-sizes of 0.0004, 0.0006, and 0.0008 were used in place of 0.0002, the follow-
ing general trends were evident. The weight-error autocorrelation matrix looked somewhat
similar to that shown in Fig. 4.54 for a step-size of 0.0002, with the main diagonal gradu-
ally becoming much more dominant as the step-size increased. Also, for each step-size, the
eigenspectrum of the weight-error autocorrelation matrix looked similar to that shown in
Fig. 4.55 for a step-size of 0.0002, with the eigenvalue spread gradually decreasing as the
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step-size increased. Finally, the normalized average estimated range profile plots produced
by LMS looked similar to the normalized average estimated LMS range profile plot shown
in Fig. 4.56 for a step-size of 0.0002, but with the mound in the normalized, average, es-
timated sidelobe level achieved by conventional LMS in simulation gradually diminishing
as the step-size increased, yielding a better normalized average estimated range profile.
As the eigenvalue spread in the weight-error autocorrelation matrix gradually decreased
with increasing step-size, the magenta dash-dash horizontal line (the upper bracket on the
theoretical average sidelobe level for conventional LMS) gradually merged with the cyan
dash-dot horizontal line (the lower bracket on the theoretical average sidelobe level for con-
ventional LMS) and the red dot-dot horizontal line (the theoretical average sidelobe level
for conventional LMS when the transmit waveform is white Gaussian noise) at approxi-
mately 47 dB, 45 dB, and 44 dB, respectively, below the highest peak in each plot as the
step-size increased, instead of lying approximately 50 dB below the highest peak as seen
in Fig. 4.56. Since it was felt that only the plots at step-sizes µ = 0.0002 and µ = 0.0008
needed to be shown to illustrate the salient features and trends seen in the results when the
transmitted waveform had a Hamming-weighted spectrum, with four point scatterers in the
scene, the plots at step-sizes µ = 0.0004 and µ = 0.0006 have been deemed to be of not
much interest, and therefore these plots have not been included.
Tx Spectrum is Hamming-Weighted, Step-Size µ = 0.0008, Four Point Scatterers
Fig. 4.57 depicts the weight-error autocorrelation matrix Rε, while Fig. 4.58 depicts the
eigenspectrum of the weight-error autocorrelation matrix Rε when the transmitted wave-
form is colored Gaussian noise with a Hamming-weighted spectrum, when the step-size
parameter µ = 0.0008 and there are four point scatterers in the scene.
Fig. 4.59 presents the normalized, average, estimated range profile (solid blue curve)
produced by conventional LMS when processing colored Gaussian input data due to the
transmitted waveform’s spectrum having a Hamming-weighted shape, with four point scat-
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Figure 4.57: Weight-error autocorrelation matrix for the case of the colored Gaussian noise
transmit waveform which has a Hamming-weighted spectrum as described above, with a
step-size parameter µ = 0.0008, and four point scatterers in the scene.
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Figure 4.58: Eigenspectrum of the weight-error autocorrelation matrix shown in Fig.
4.57 for the case of a colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum as described above, with a step-size parameter µ = 0.0008, and four
point scatterers in the scene.
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terers in the scene. The red dot-dot horizontal line indicates where the steady-state LMS
theoretical average sidelobe level would be relative to the highest normalized scatterer re-
turn peak as predicted by (2.49), derived for the white Gaussian input data case, which this
is not. The steady-state LMS theoretical average sidelobe level lies between the magenta
dash-dash and cyan dash-dot horizontal bracketing lines, which overlap in this figure with
no visual indication of a gap between them, around −44 dB. Also shown are the normal-
ized, average, estimated range profiles produced by cross-correlation (solid black curve)
and least squares (solid green curve) from processing the same colored Gaussian input
data having a Hamming-weighted spectrum, with four point scatterers in the scene. The
black and green dot-dot horizontal lines indicate where the steady-state cross-correlation
and least squares theoretical average sidelobe levels, respectively, would be relative to the
highest normalized scatterer return peak if the input data had been white Gaussian instead
of colored Gaussian.
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Figure 4.59: Estimated range profiles using cross-correlation, conventional LMS, and LS,
for the case of the colored Gaussian noise transmit waveform which has a Hamming-
weighted spectrum as described above, with a step-size parameter µ = 0.0008, and four
point scatterers in the scene. Also note the small-scale offset peaks which are artifacts of
cross-correlation processing due to contributions from one of the four off-diagonal “rows”
of cross-correlations present in the transmit waveform’s autocorrelation matrix.
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Chapter 5
L1 LMS Estimated Range Profile
Simulated Results
In this chapter, estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS) are shown for all of
the cases that were analyzed: flat, skyline, rectangle on a pedestal, notched, and Hamming-
weighted transmit waveform spectra, with one or four point scatterers in the scene, and
with a step-size parameter µ = 0.0002, 0.0004, 0.0006, or 0.0008. Here, block LMS and
fast block LMS use a block size of 100 samples, equal to the number of range bins (i.e.
filter taps) spanning the scene. Fast block LMS is block LMS in the frequency domain [49],
and, as discussed in Chapter 2 and as implemented in the simulation, uses the overlap-save
method, with 50% overlap (see [49] for details).
There are two things that should be noted regarding the plots in this chapter. First,
the colors allocated for the conventional LMS and LS estimated range profiles shown in
this chapter differ from the colors used in displaying the estimated range profiles computed
using these algorithms in Chapter 4. Second, no dash-dash, dash-dot, or dot-dot horizontal
lines representing brackets on theoretical sidelobe levels when the transmit waveform is
colored Gaussian noise or representing theoretical sidelobe levels when the transmit wave-
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form is white Gaussian noise have been included on the plots in this chapter. Therefore, it
is important to state the following. In Chapter 4, the cyan dash-dot lower bracketing hor-
izontal line used to mark the lower bound on the theoretical sidelobe level obtained when
conventional LMS processes colored Gaussian noise input data was typically found on each
normalized average estimated range profile plot 50 dB, 47 dB, 45 dB, or 44 dB below the
peak of each plot, depending on whether the step-size µ equalled 0.0002, 0.0004, 0.0006,
or 0.0008, respectively. Meanwhile, the range sidelobes achieved in simulation by conven-
tional LMS typically lay about 1 dB below the cyan dash-dot lower bracketing horizontal
line on each plot. In other words, the range sidelobes achieved in simulation by conven-
tional LMS lay about 51 dB, 48 dB, 46 dB, or 45 dB below the normalized peak in each
normalized, average, estimated range profile plot in Chapter 4. In the present chapter, the
steady-state normalized, average, estimated range profile plots for all of the algorithms in
the LMS family that have been included in each figure are (in many cases) nearly identical,
and some of the estimated range profiles are almost completely covered by the estimated
range profiles produced by other algorithms in the LMS family. These almost identical
normalized, average, estimated range profiles are not surprising, given the algorithms that
were used. The steady-state mean weight vector (i.e. steady-state mean range profile)
estimated by block LMS is identical to the steady-state mean weight vector estimated by
conventional LMS [49]. As mentioned above, fast block LMS is simply block LMS in the
frequency domain, so the steady-state mean weight vector estimated by fast block LMS is
thus also identical to the steady-state mean weight vector estimated by conventional LMS.
L1 LMS tries to minimize a slightly different cost function than that which conventional,
block, and fast block LMS all try to minimize. The cost function that L1 LMS tries to
minimize has an additional term incorporated in it to encourage a sparse solution. The
mean-square error using L1 LMS could be less (or more) than the mean-square error using
conventional LMS, depending upon the filter parameters [84, 96], and it certainly seems
reasonable that the range profiles computed using L1 LMS might be similar to those com-
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puted using conventional, block, and fast block LMS, depending upon the filter parameters.
What the plots show is that these various algorithms from the LMS family often yielded
almost identical results in each case, as long as they processed “enough” input data such
that the algorithms have approximately converged to steady-state. However, a noticeable
exception occurred when the transmit waveform had a 5% notched spectrum. Most of the
algorithms whose results are shown yielded poor range profile estimates when the transmit
waveform’s spectrum was notched, but L1 LMS still yielded good range profile estimates,
though only if the step-size was one of the larger step-sizes that were used, which caused
steady-state to be more closely approached given the fixed number of algorithm iterations
that were performed regardless of the shape of the transmit waveform’s spectrum. Simi-
larly, when the transmit waveform had a Hamming-weighted spectrum, L1 LMS yielded
good range profile estimates for the larger step-sizes, in which steady-state had been more
closely approached.
In the normalized, average estimated range profile plots in this chapter, the conven-
tional LMS range profile (red) is mostly covered by the block LMS range profile (green),
which in turn is mostly covered by the fast block LMS range profile (magenta), and the
three of these are sometimes covered by the L1 LMS range profile (cyan).
The derivation of the weight vector update equation for L1 LMS is given below, fol-
lowed by simulation results obtained for the various cases analyzed in this work.
5.1 Derivation of the Weight Update Equation forL1 Leaky
LMS
The update equation for the filter tap weights of a variant of leaky LMS, namely L1 leaky
LMS, will now be derived by treating the mean-squared error J(n) as a cost function to
be minimized, and including a 1-norm raised to the 1’st power in the cost function as a
regularization term to encourage the algorithm to converge to a sparse weight vector as the
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solution. This derivation is not a new, original contribution. It is included here to enhance
the reader’s understanding. It should be noted that L1 leaky LMS is one form of zero
attracting LMS (ZA-LMS).
The idea of incorporating a p-norm to the p’th power in the cost function was inspired
by [97].
First, recall that the filter output error e(n) is defined as follows.
e(n) = d(n)− y(n) = d(n)− ŵH(n)u(n) (5.1)
where d(n) is the current sample of the received (desired) signal, the filter’s output y(n) =
ŵH(n)u(n), while ŵ(n) is the estimate at iteration n of the vector of filter tap weights used
to model the true range profile h, with the “correct” vector of filter tap weightsw(n) corre-
sponding to h, and the current vector of samples of the reference waveform (the transmitted
waveform) is denoted by u(n).
Therefore,
e∗(n) = (d(n)− ŵH(n)u(n))∗ = d∗(n)− ŵT (n)u∗(n) = d∗(n)− uH(n)ŵ(n) (5.2)
Now the cost function can be defined as follows.
J(n) = E{e(n)e∗(n) + γ||ŵ(n)||11} = E{e(n)e∗(n)}+ E{γ||ŵ(n)||11}
= E{e(n)e∗(n)}+ γE{||ŵ(n)||11} (5.3)
where γ is the leakage parameter and ||ŵ(n)||11 is the L1-norm of the estimated weight
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vector ŵ(n) at time instant n, raised to the 1’st power. Since
e(n)e∗(n)
= d(n)d∗(n)− d(n)uH(n)ŵ(n)− ŵH(n)u(n)d∗(n) + ŵH(n)u(n)uH(n)ŵ(n)
= |d(n)|2 − d(n)uH(n)ŵ(n)− ŵH(n)u(n)d∗(n) + ŵH(n)u(n)uH(n)ŵ(n) , (5.4)
the expectation can be taken as follows
E{e(n)e∗(n)}
= E{|d(n)|2 − d(n)uH(n)ŵ(n)− ŵH(n)u(n)d∗(n) + ŵH(n)u(n)uH(n)ŵ(n)} , (5.5)
which can be rewritten as sums and differences of expectations.
E{e(n)e∗(n)} = E{|d(n)|2} − E{d(n)uH(n)ŵ(n)}
− E{ŵH(n)u(n)d∗(n)}+ E{ŵH(n)u(n)uH(n)ŵ(n)} (5.6)
If ŵ(n) is held fixed (i.e. as a constant), ŵ(n) and ŵH(n) may be taken out of the expec-
tation operations, as shown in the following equation.
E{e(n)e∗(n)} = E{|d(n)|2} − E{d(n)uH(n)}ŵ(n)
− ŵH(n)E{u(n)d∗(n)}+ ŵH(n)E{u(n)uH(n)}ŵ(n) (5.7)
Since ρ
ud
= E{u(n)d∗(n)} and Ru = E{u(n)uH(n)}, where ρud is the vector of cross-
correlations between the transmitted waveform u(n) and the desired signal d(n), and Ru
is the autocorrelation matrix of the transmitted waveform u(n), the above may be rewritten
as follows.
E{e(n)e∗(n)} = E{|d(n)|2} − ρH
ud
ŵ(n)− ŵH(n)ρ
ud
+ ŵH(n)Ruŵ(n) (5.8)
154
Therefore, Equation (5.3) may be rewritten as follows.
J(n) = E{|d(n)|2} − ρH
ud
ŵ(n)− ŵH(n)ρ
ud
+ ŵH(n)Ruŵ(n) + γE{||ŵ(n)||11} (5.9)
where, with ŵ(n) fixed, E{||ŵ(n)||11} = ||ŵ(n)||11, and the above may therefore be rewrit-
ten as follows.
J(n) = E{|d(n)|2} − ρH
ud
ŵ(n)− ŵH(n)ρ
ud
+ ŵH(n)Ruŵ(n) + γ||ŵ(n)||11 (5.10)
This cost function J(n) is convex in the weight vector, and therefore it is guaran-
teed that the gradient descent method will converge to a unique minimum under certain
conditions [85].
Now the gradient of J(n) with respect to ŵ∗ will be computed [50, p. 50].
J(n), which now includes the L1-norm raised to the 1’st power as one of its terms,
will be differentiated with respect tow∗ to find the direction in which the maximum rate of
change occurs.
First, note that ||w||11 =
∑n
i=1 |wi|; therefore ||w||11 =
∑n
i=1
√
wiw∗i , so that
∂||w||11
∂w∗k
=
∂(
∑n
i=1
√
wiw∗i )
∂w∗k
. (5.11)
Next, use is made of the well-known derivative formula d
dx
(un) = nun−1 du
dx
[93, p.
387], to write the following.
∂||w||11
∂w∗k
=
n∑
i=1
1
2
(wkw
∗
k)
− 1
2wk =
1
2
n∑
i=1
(wkw
∗
k)
− 1
2wk =
1
2
(wkw
∗
k)
− 1
2wk =
1
2
wk
|wk|
, (5.12)
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and therefore by induction,
∂||w||11
∂w∗
=
1
2
w  |w|−1 (5.13)
where  denotes the Hadamard (element-wise) product of two vectors and | · | denotes the
absolute value of each component of the enclosed vector.
Therefore,
∇ŵ∗(J(n))
= ∇ŵ∗(E{|d(n)|2} − ρHudŵ(n)− ŵ
H(n)ρ
ud
+ ŵH(n)Ruŵ(n) + γ||ŵ(n)||11)
= 0− 0− ρ
ud
+Ruŵ(n) + γ
1
2
(ŵ(n) |ŵ(n)|−1)
= −ρ
ud
+Ruŵ(n) + γ
1
2
(ŵ(n) |ŵ(n)|−1) (5.14)
where we have made use of Equation (5.13).
Since the weight update equation is
ŵ(n+ 1) = ŵ(n)− µ∇ŵ∗(J(n)) (5.15)
where µ is the step-size parameter, the following can be written.
ŵ(n+ 1) = ŵ(n)− µ(−ρ
ud
+Ruŵ(n) + γ
1
2
(ŵ(n) |ŵ(n)|−1)) (5.16)
The above equation can be rewritten as follows,
ŵ(n+ 1) = ŵ(n) + µ(ρ
ud
−Ruŵ(n)− γ
1
2
(ŵ(n) |ŵ(n)|−1)) (5.17)
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and again as follows.
ŵ(n+ 1)
= ŵ(n) + µ(E{u(n)d∗(n)} − E{u(n)uH(n)}ŵ(n)− γ 1
2
(ŵ(n) |ŵ(n)|−1)) (5.18)
If the expected values are approximated by instantaneous values, one can write
ŵ(n+ 1)
= ŵ(n) + µ(u(n)d∗(n)− u(n)uH(n)ŵ(n)− γ 1
2
(ŵ(n) |ŵ(n)|−1)) (5.19)
Since e∗(n) = d∗(n)− uH(n)ŵ(n), the above equation can be rewritten as follows.
ŵ(n+ 1) = ŵ(n) + µ(u(n)e∗(n)− γ 1
2
(ŵ(n) |ŵ(n)|−1)) (5.20)
The above can be rewritten as
ŵ(n+ 1) = ŵ(n) + µu(n)e∗(n)− µγ 1
2
(ŵ(n) |ŵ(n)|−1) , (5.21)
which can in turn be rewritten as follows.
ŵ(n+ 1) = ŵ(n) + µu(n)e∗(n)− µγ 1
2
ŵ(n) |ŵ(n)|−1 (5.22)
Finally, the above can be rewritten as follows,
ŵ(n+ 1) = ŵ(n) + µu(n)e∗(n)− ρ
2
sgn(ŵ(n)) (5.23)
where ρ = µγ and sgn(·) is a component-wise sign function which operates on each com-
ponent of its argument (vector) separately, and is defined component-wise for complex
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arguments as [84]
sgn(ŵk(n)) =

ŵk(n)
|ŵk(n)|
if ŵk(n) 6= 0,
0 if ŵk(n) = 0.
Equation (5.23) is the weight update equation for L1 leaky LMS.
5.2 Tx Spectrum is Flat (White Gaussian Noise)
Fig. 5.1 and Fig. 5.2 show normalized, average, estimated range profiles computed us-
ing L1 LMS, cross-correlation, conventional LMS, block LMS, fast block LMS, and LS
when the transmit waveform is white Gaussian noise (flat spectrum), there are one or four
point scatterers in the scene, and the step-size µ = 0.0002. Note the similarity of the
range profiles at steady-state computed using the algorithms employed from the LMS fam-
ily (conventional LMS, block LMS, fast block LMS, and L1 LMS), with simulated range
sidelobes that are approximately 51 dB below the highest normalized peak in each figure,
corresponding to 50 dB as predicted by theory, plus about 1 dB because the simulated
sidelobes lie about 1 dB beneath the theoretical steady-state sidelobes. Similar plots could
be shown with the same transmit waveform and the same scatterers when the step-size
µ equals 0.0004, 0.0006, and 0.0008. The simulated steady-state sidelobe level would be
higher (i.e., poorer, at 48 dB, 46 dB, and 45 dB below the highest peak (located at 0 dB)
in each conventional LMS (and block LMS and fast block LMS) normalized, average es-
timated range profile, respectively), but that is the only difference, so these similar plots
have not been included.
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Estimated Range Profile Using Fast Block LMS With   µ  = 0.0002
Estimated Range Profile Using L1 LMS With   µL1 = 0.0002, And αL1 = 5e-06
Estimated Range Profile Using LS
Figure 5.1: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
white Gaussian noise (flat spectrum) transmit waveform, with a step-size parameter µ =
0.0002, and one point scatterer in the scene.
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Figure 5.2: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
white Gaussian noise (flat spectrum) transmit waveform, with a step-size parameter µ =
0.0002, and four point scatterers in the scene.
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5.3 Tx Spectrum is Skyline-Shaped
Fig. 5.3 and Fig. 5.4 show normalized, average, estimated range profiles computed using
L1 LMS, cross-correlation, conventional LMS, block LMS, fast block LMS, and LS when
the transmit waveform is colored Gaussian noise with a skyline-shaped spectrum, there
are one or four point scatterers in the scene, and the step-size µ = 0.0002. Note the
similarity of the range profiles at steady-state computed using the algorithms employed
from the LMS family (conventional LMS, block LMS, fast block LMS, and L1 LMS), with
simulated range sidelobes that are approximately 51 dB below the highest normalized peak
in each figure, corresponding to 50 dB as predicted by theory, plus about 1 dB because the
simulated sidelobes lie about 1 dB beneath the theoretical steady-state sidelobes. Similar
plots could be shown with the same transmit waveform and the same scatterers when the
step-size µ equals 0.0004, 0.0006, and0.0008. As is the case when the transmit waveform’s
spectrum is flat, the simulated steady-state sidelobe level would be higher (i.e. poorer, at
48 dB, 46 dB, and 45 dB below the highest peak (located at 0 dB) in each conventional
LMS (and block LMS and fast block LMS) normalized, average estimated range profile,
respectively), but that is the only difference, so these similar plots have not been included.
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Figure 5.3: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform with a skyline-shaped spectrum, with a step-
size parameter µ = 0.0002, and one point scatterer in the scene.
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Figure 5.4: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform with a skyline-shaped spectrum, with a step-
size parameter µ = 0.0002, and four point scatterers in the scene.
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5.4 Tx Spectrum has a Rectangle on a Pedestal Shape
Fig. 5.5 and Fig. 5.6 show normalized, average, estimated range profiles computed using
L1 LMS, cross-correlation, conventional LMS, block LMS, fast block LMS, and LS when
the transmit waveform is colored Gaussian noise with a spectrum shaped like a rectangle on
a pedestal, there are one or four point scatterers in the scene, and the step-size µ = 0.0002.
Note the similarity of the range profiles at steady-state computed using the algorithms
employed from the LMS family (conventional LMS, block LMS, fast block LMS, and
L1 LMS), with simulated range sidelobes that are approximately 51 dB below the highest
normalized peak in each figure, corresponding to 50 dB as predicted by theory, plus about
1 dB because the simulated sidelobes lie about 1 dB beneath the theoretical steady-state
sidelobes. Similar plots could be shown with the same transmit waveform and the same
scatterers when the step-size µ equals 0.0004, 0.0006, and 0.0008. As is the case when
the transmit waveform’s spectrum is white, the simulated steady-state sidelobe level would
be higher (i.e. poorer, at 48 dB, 46 dB, and 45 dB below the highest peak (located at 0
dB) in each conventional LMS (and block LMS and fast block LMS) normalized, average
estimated range profile, respectively), but that is the only difference, so these similar plots
have not been included.
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Figure 5.5: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform with a spectrum shaped like a rectangle on a
pedestal, with a step-size parameter µ = 0.0002, and one point scatterer in the scene.
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Figure 5.6: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform with a spectrum shaped like a rectangle on a
pedestal, with a step-size parameter µ = 0.0002, and four point scatterers in the scene.
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5.5 Tx Spectrum Contains a Notch Across 5% of Its Band-
width
Fig. 5.7 and Fig. 5.8 show normalized, average, estimated range profiles computed using
L1 LMS, cross-correlation, conventional LMS, block LMS, fast block LMS, and LS when
the transmit waveform is colored Gaussian noise with a spectrum containing a notch across
5% of its bandwidth, there are one or four point scatterers in the scene, and the step-size
µ = 0.0006 in the case of Fig. 5.7 and µ = 0.0008 in the case of Fig. 5.8. These
figures show L1 LMS performing well even though the spectrum of the transmit waveform
contains a notch, causing all of the other algorithms to perform rather poorly. Similar plots
were made in which other step-sizes were used, but in those plots, L1 LMS performed
rather poorly, like the other algorithms, so those plots have not been included.
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Figure 5.7: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform having a spectrum with 5% of its bandwidth
notched out, with a step-size parameter µ = 0.0006, and one point scatterer in the scene.
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Figure 5.8: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform having a spectrum with 5% of its bandwidth
notched out, with a step-size parameter µ = 0.0008, and four point scatterers in the scene.
5.6 Tx Spectrum is Hamming-Weighted
Fig. 5.9 and Fig. 5.10 show normalized, average, estimated range profiles computed us-
ing L1 LMS, cross-correlation, conventional LMS, block LMS, fast block LMS, and LS
when the transmit waveform is colored Gaussian noise with a Hamming-weighted spec-
trum, there are one or four point scatterers in the scene, and the step-size µ = 0.0008.
These selected figures show the best performance of L1 LMS among the plots made for the
various step-sizes considered (µ = 0.0002, 0.0004, 0.0006, and0.0008). Similar plots were
made using the other step-sizes, but those plots have not been included.
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Figure 5.9: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform having a Hamming-weighted spectrum, with
a step-size parameter µ = 0.0008, and one point scatterer in the scene. Also note the
small-scale offset peaks which are artifacts of cross-correlation processing due to contribu-
tions from one of the four off-diagonal “rows” of cross-correlations present in the transmit
waveform’s autocorrelation matrix.
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Figure 5.10: Estimated range profiles using L1 LMS and several other algorithms (cross-
correlation, conventional LMS, block LMS, fast block LMS, and LS), for the case of a
colored Gaussian noise transmit waveform having a Hamming-weighted spectrum, with
a step-size parameter µ = 0.0008, and four point scatterers in the scene. Also note the
small-scale offset peaks which are artifacts of cross-correlation processing due to contribu-
tions from one of the four off-diagonal “rows” of cross-correlations present in the transmit
waveform’s autocorrelation matrix.
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Chapter 6
Closing Remarks, Future Work, &
Conclusion
LMS represents a reliable, robust alternative to the classical radar signal processing tech-
nique of cross-correlation, which suffers from an increased noise floor if a noise waveform
is used on transmit and there are several large scatterers in the scene, and which can pro-
duce unacceptably high sidelobes when the transmit waveform’s spectrum is colored (cor-
related). LMS’ noise floor does not increase as the number of large scatterers in the scene
increases, and LMS has been seen to produce more acceptable sidelobes when the transmit
waveform’s spectrum is colored Gaussian noise.
Until now, no theoretical expressions for the SNR at the output of the LMS family
of algorithms existed in the literature for cases in which variants of the LMS algorithm
are used to process colored Gaussian noise input data. This state of affairs provided the
motivation for the present research.
In the present research, an expression has been derived (3.18) which predicts the theo-
retical output SNR when processing colored Gaussian noise input data using conventional
LMS, valid when conventional LMS has reached steady-state.
Many algorithms, including conventional LMS, suffer in performance when the trans-
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mit waveform contains a notch in its spectrum. However, this research highlighted the
previously known fact that L1 LMS can perform robustly, provided that the scene is sparse,
even when the transmitted waveform is not persistently exciting over all frequencies within
its bandwidth (i.e. when the transmit waveform’s spectrum contains a notch). A sparse
scene may sometimes be a reasonable assumption in radar. Results obtained using other al-
gorithms besides conventional LMS may also noticeably degrade when the transmit wave-
form contains a notch. The L1 LMS simulation results contained herein, obtained when the
transmit waveform’s spectrum contained a notch, appear, for certain step-sizes, like there is
little or no degradation due to the notch. This led to entertaining the possibility of perform-
ing future work to derive the theoretical output SNR at steady-state that would be obtained
when processing colored Gaussian noise input data using L1 LMS.
It was noted that since the mean converged weight vectors (i.e. the mean converged
range profiles) produced using block LMS and fast block LMS are identical to the mean
converged weight vector produced using conventional LMS (refer to [49] and see the esti-
mated range profiles computed using conventional, block, and fast block LMS in Chapter
5), the expression (3.18) that was derived which predicts the steady-state theoretical output
SNR when processing colored Gaussian noise input data using conventional LMS may also
apply at steady-state to the theoretical output SNR when processing colored Gaussian noise
input data using block LMS and using fast block LMS.
In Chapter 5, the estimated range profile plots for all of the algorithms in the LMS
family that have been included are (in many cases) nearly identical, and some of the es-
timated range profiles are completely covered by the estimated range profiles that were
computed using other algorithms in the LMS family. What this shows is that these vari-
ous algorithms from the LMS family yield almost identical results in any given case, as
long as they process “enough” input data such that the algorithms have approximately con-
verged to steady-state. However, when the transmit waveform had a 5% notched spectrum,
most of the algorithms whose results are shown yielded poor range profile estimates, but
169
L1 LMS yielded good range profile estimates for the larger step-sizes, in which steady-
state had been more closely approached, given the fixed number of algorithm iterations
that were performed regardless of the shape of the transmit waveform’s spectrum. Simi-
larly, when the transmit waveform had a Hamming-weighted spectrum, L1 LMS yielded
good range profile estimates for the larger step-sizes, in which steady-state had been more
closely approached. The good range profile estimates produced by L1 LMS as steady-state
was being approached exhibited average range sidelobe levels that were in agreement with
those that one might expect to see in good steady-state range profile estimates produced by
conventional LMS for the same step-size.
From the plots in Chapter 5, it would seem that the equation for the theoretical SNR
(3.18) at the output of conventional LMS when processing colored Gaussian input data may
apply to most (conventional LMS, block LMS, and fast block LMS) of the algorithms in
the LMS family that were exercised. Deriving the equations for the theoretical SNR at the
output of the other algorithms (block LMS and fast block LMS) in the LMS family that
were employed in Chapter 5 to process colored Gaussian input data would be of help in
checking whether or not these equations actually do converge to a common expression at
steady-state.
It appears that [96] may point the way toward a derivation of the steady-state theo-
retical output SNR from L1 LMS when the input data is white Gaussian noise, and it thus
seems to be perhaps the most direct way in which the work which has been performed in
this research project may be extended to potentially yield a new research contribution. A
derivation of the steady-state theoretical output SNR from L1 LMS when the input data
is white Gaussian noise could perhaps be generalized to cases in which the input data is
colored Gaussian noise, and this equation could be compared to the steady-state theoretical
output SNR (3.18) from conventional LMS when the input data is colored Gaussian noise,
and conclusions could then be drawn.
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Chapter 7
Appendices
7.1 Lemma 1.B.3 from [52], Re-Stated for Direct Applica-
tion in This Research
Let u(n) be a circular complex-valued Gaussian random column vector with zero-mean
and a diagonal covariance matrix E{u(n)uH(n)} = Ru. Then for any Hermitian matrix
E{ε(n)εH(n)} of compatible dimensions, the following holds.
E{u(n)uH(n)E{ε(n)εH(n)}u(n)uH(n)}
= RuE{ε(n)εH(n)}Ru +RuTr[E{ε(n)εH(n)}Ru] (7.1)
Proof: The argument is based on the fact that uncorrelated Gaussian random variables
are also independent, so that if ui(n) is the i’th element of u(n), then ui(n) is independent
of uj(n) for i 6= j. Now let S be defined as follows,
S = E{u(n)uH(n)E{ε(n)εH(n)}u(n)uH(n)} (7.2)
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and let Sij denote its (i, j)-th element. Assume also that u(n) is K-dimensional, i.e., u(n)
is a K × 1 column vector.
Sij = E
{
ui(n)u
H
j (n)
( K∑
l=1
K∑
m=1
uHl (n)E{ε(n)εH(n)}lmum(n)
)}
(7.3)
The right side is non-zero only when there are two pairs of equal indices {i = j, l =
m} or {i = l, j = m} or {i = m, j = l}. Assume first that i = j (which corresponds to
the diagonal elements of S). Then the expectation is non-zero only for l = m, i.e.,
Sii = E
{
|ui(n)|2
K∑
l=0
E{ε(n)εH(n)}ll|ul(n)|2
}
=
K∑
l=0
E{ε(n)εH(n)}llE{|ui(n)|2|ul(n)|2}
= E{ε(n)εH(n)}iiR2uii +RuiiTr[E{ε(n)εH(n)}Ru] (7.4)
where the Ruii denote the diagonal entries of Ru, and use was made of the fact that the
fourth-order moment of a zero-mean complex scalar-valued circular random variable a, of
variance σ2a = E{|a|2}, is given by E{|a|4} = 2(E{|a|2})2 = 2σ4a.
For the off-diagonal elements of S (i.e., for i 6= j), one must have either i = m, j = l
or i = l, j = m, so that
Sij = E{ui(n)uHj (n)(uHi (n)E{ε(n)εH(n)}ijuj(n))}
+ E{ui(n)uHj (n)(uHj (n)E{ε(n)εH(n)}jiui(n))}
= E{|ui(n)|2E{ε(n)εH(n)}ij|uj(n)|2}+ 0
= RuiiE{ε(n)εH(n)}ijRujj (7.5)
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The zero in the second equality follows from the circularity assumption on u(n),
namely E{u(n)uT (n)} = 0, which guarantees
E{u2i (n)} = 0 for all i. (7.6)
7.2 Steady-State Weight-Error Autocorrelation Matrix Com-
parison with [69]
In [69], Butterweck presents a power series expansion of the weight-error autocorrelation
matrix in powers of the step-size µ, without invoking the independence assumption. There-
fore, his approach is more exact than one that uses the independence assumption. Since
only the first few terms are simple enough, he had to confine himself to small step-sizes,
sufficiently below the stability bound. The independence theory presupposes white Gaus-
sian output noise (i.e.white Gaussian filter output error e(n)), though his analysis does not
require such a limitation. For convenience, however, he adopts the whiteness assumption
for the output noise, too. One must be cautious in making use of the results of his analysis,
because his analysis assumed real-valued input data, while the input data considered in this
research is complex-valued.
For the special case of a white Gaussian input signal, the approximate weight-error
autocorrelation matrix is given in [69] as:
V ≈ V1µ+ V2µ2 + V3µ3
= µN{[1 + µX(M + 2) + µ2X2(M + 2)2]I − 4µ2X2T − 8µ2X2S}
= [µN + µ2NX(M + 2) + µ3NX2(M + 2)2]I − 4µ3NX2T − 8µ3NX2S (7.7)
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where
T =

0 0 1 0 1 . . .
0 0 0 1 0 . . .
1 0 0 0 1 . . .
0 1 0 0 0 . . .
1 0 1 0 0 . . .
...
...
...
...
... . . .

S =

0 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 2 0 . . . 0
0 0 0 3 . . . 0
...
...
...
... . . .
...
0 0 0 0 . . . (M − 1)

. (7.8)
Noting that Butterweck’s µ is defined to be one-half of µ in the present research, and
that his N is the average additive thermal noise power σ2z in the present research, which
happens to be the minimum mean-square error σ2e0 , while hisM is the present research’sK,
his X is the present research’s tr[Ru
K
], and noting that for white Gaussian input data, Ru =
σ2uI , so X = tr[
Ru
K
] = tr[σ
2
uI
K
] = σ
2
u
K
tr[I] = σ
2
u
K
K = σ2u, one can re-write Butterweck’s
approximation in the present notation as follows.
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V ≈ V1µ+ V2µ2 + V3µ3
= (
1
2
µσ2e0 +
1
4
µ2σ2e0σ
2
u(K + 2) +
1
8
µ3σ2e0σ
4
u(K + 2)
2)I
− (41
8
µ3σ2e0σ
4
u)T − (8
1
8
µ3σ2e0σ
4
u)S}
= (
1
2
+
1
4
µσ2u(K + 2) +
1
8
µ2σ4u(K + 2)
2)µσ2e0I
− (41
8
µ2σ4u)µσ
2
e0
T − (81
8
µ2σ4u)µσ
2
e0
S
= (
1
2
+
1
4
µσ2u(K + 2) +
1
8
µ2σ4u(K + 2)
2)µσ2e0I
− (1
2
µ2σ4u)µσ
2
e0
T − (µ2σ4u)µσ2e0S (7.9)
For the two simulation cases in Chapter 4 having a white Gaussian noise transmit
waveform (flat spectrum), with an average noise power of σ2u = 1.0000 W, when step-sizes
µ = 0.0002, 0.0004, 0.0006, or 0.0008 were used, with the minimum mean-square error
equal to the average additive thermal noise power, i.e. with σ2e0 = σ
2
z = 0.001 W, with
the number of filter taps (range bins) K = 100, and with one or four point scatterers in
the scene, each element along the main diagonal of the weight-error autocorrelation matrix
at steady-state exhibited the respective average noise powers due to the filter tap-weight
errors that are shown in the third column of Table 4.3.
Meanwhile, the equations used to compute the theoretical average noise power values
due to the filter tap-weight errors do not take into account the echoes received from the
scene, so their calculated values are the same regardless of whether there are one or four
point scatterers in the scene.
From (2.46), derived for the case of complex-valued white Gaussian noise input data
and implemented in the simulation, each of the elements along the main diagonal of the
weight-error autocorrelation matrix at steady-state will have the respective average noise
power due to the filter tap-weight errors as shown in the fourth column of Table 4.3.
Butterweck’s truncated exact power series yields the respective average power due to
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the filter tap-weight errors for each of the elements along the main diagonal of the weight-
error autocorrelation matrix at steady-state as shown in the fifth column of Table 4.3.
Using (2.35) - (2.37) which are based on Gardner’s work in [73], one may calculate
the average noise power due to the filter tap-weight errors at each of the elements along the
main diagonal of the weight-error autocorrelation matrix at steady-state, with the respective
values computed using (2.35) shown in the sixth column of Table 4.3. As already pointed
out, equations (2.35) - (2.37) use the independence assumption and assume real-valued (not
complex-valued) input data.
Results are tabulated in Table 4.3 for easy comparison. It is noted that the agreement
is excellent. It would appear that use of the independence assumption has not cost much in
terms of accuracy.
7.3 Statistical Plots from Section 4.2
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Figure 7.1: Histogram (red) of the real part of one realization of the transmit waveform,
as implemented in simulation for the case in which the transmit waveform’s spectrum is
flat and there is one point scatterer in the scene, with a blue theoretical probability density
function, for comparison.
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Figure 7.2: Histogram (red) of the imaginary part of one realization of the transmit wave-
form, as implemented in simulation for the case in which the transmit waveform’s spectrum
is flat and there is one point scatterer in the scene, with a blue theoretical probability density
function, for comparison.
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Figure 7.3: Box plots of the real and imaginary parts of one realization of the transmit
waveform, as implemented in simulation for the case in which the transmit waveform’s
spectrum is flat and there is one point scatterer in the scene. Note that the median (central
red line) of both box plots is the same, as are the distances from the median to the 25th and
75th percentiles.
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Figure 7.4: Quantile-quantile plots of the real and imaginary parts of one realization of
the transmit waveform, as implemented in simulation for the case in which the transmit
waveform’s spectrum is flat and there is one point scatterer in the scene. Because as plotted
they each form a line, it is known that the real parts (blue +’s) and imaginary parts (orange
+’s) of the complex samples of one realization of the transmit waveform each have a normal
Gaussian distribution.
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Figure 7.5: Normal probability plots of the real and imaginary parts of one realization of
the transmit waveform, as implemented in simulation for the case in which the transmit
waveform’s spectrum is flat and there is one point scatterer in the scene. Because as plotted
they each form a line, it is known that the real parts (blue +’s) and imaginary parts (orange
+’s) of the complex samples of one realization of the transmit waveform each have a normal
Gaussian distribution.
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Figure 7.6: Statistical dialog about the real and imaginary parts of one realization of a
white Gaussian noise transmit waveform, as implemented in simulation for the case in
which the transmit waveform’s spectrum is flat and there is one point scatterer in the scene.
The set of complex numbers formed from these real plus imaginary parts, with identical
statistical properties for the real and imaginary parts, will be circular complex Gaussian,
with a mean, median, and skewness of approximately zero, a variance of approximately
one (for this simulation case), and a kurtosis of approximately three, as would be expected
for a complex circular zero-mean normal Gaussian distribution, for a white Gaussian noise
(flat spectrum) transmit waveform.
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