In this study, we consider a variant of the hybrid parareal algorithm based on deferred correction techniques in order to increase the convergence order even for the stiff system.
Introduction
Deferred correction methods can be used to obtain high order numerical solutions for a system of time dependent differential equations in the form of f (y(t), y ′ (t), t) = 0,
y(0) = y 0 .
Deferred correction methods have mainly been used for boundary value problems. It has been developed by Pereyra in a series of papers [1] [2] [3] by introducing an equation for the error or defect correction to increase the accuracy of a provisional solution. In [4] , the principle was applied to a ODE initial value problem. Related techniques related to the deferred and defect correction idea for initial and boundary value problems for ordinary differential equations (ODEs) were considered in [5] [6] [7] . Recently, Dutt et al. [8] introduced a new variation on the deferred/defect correction strategy called the spectral deferred correction (SDC) techniques by applying the Picard integral equation form of the correction equation and using spectral integration on Gaussian quadrature nodes [9, 10] . Moreover, a new class of accelerated methods, Krylov deferred correction (KDC) methods were first studied in [11, 12] to improve the accuracy of the original SDC by removing the order reduction phenomena observed in the original SDC and the divergence of the SDC methods for differential algebraic equations (DAEs). For linear problems, KDC methods use the Krylov subspace to find an optimal solution and accelerate the convergence. Further, for nonlinear problems, the spectral deferred correction procedure is used as a preconditioner for the collocation formulation. And then the Jacobian-Free Newton-Krylov (JFNK) method [13] can be applied to the resulting preconditioned system by coupling it with the KDC technique to avoid the expensive evaluation of the Jacobian matrices [14, 15] . On the other hand, the parareal algorithm, first introduced by Lions et al. [16] , is a time integration scheme to compute in parallel the numerical solutions of ODEs or discretized PDEs in the temporal direction. There are three categories to parallelize time dependent differential equation systems [17] [18] [19] [20] in general. The first approach is parallelization across the method [21, 22] in which a processor is assigned to each sub-step or sub-stage of the methods, such as Runge-Kutta or linear multi-step methods. The second is categorized parallelism across the problem (or system) [23, 24] in which a processor is assigned to each sub-piece of the problems by splitting of the systems, seen in techniques such as waveform relaxation. The last approach is parallelization across the steps and the parareal methods are categorized as this approach. The parareal method iteratively approximates the solution of the differential equations by assigning a processor to each time interval over the whole time domain. This parallelization scheme has received a lot of attention over the past few years. Also, the method has been studied in the context of different approaches [25] , such as multi-shooting techniques or predictor-corrector methods.
A parareal algorithm, in general, can be defined by
where the subscript n refers to the time subdomain number, the superscript k refers to the iteration number. . G represents a coarse propagator, a less accurate approximation in a coarser grid. Note that the F -propagator plays with the overall accuracy of the parareal method, whereas the convergence order of the method is decided by the order of the Gpropagator and the number of iterations used when it is coupled with a sufficiently accurate F -propagator [20, 26, 27] .
In this paper we are interested in increasing the order of the coarse grid propagator in the parareal method. The convergence and stability of the parareal algorithm has been studied in [25, 26, 28] . The convergence analysis in [25, 27] using an exact F -propagator and m-th order method G-propagator gives the following estimation result
where C k is an appropriate convergence constant at the k-th iteration, and ∆t is the desired time step in the coarse grid.
There are two possibilities to increase the overall convergence order mk of the method: (1) one is to increase the order m of G-propagator and (2) the other is to adjust the number of the parareal iteration k. Boosting the order of the G-propagator is more efficient to obtain a solution with the desired convergence order in the parareal scheme since the cost of increasing the order of the G-propagator is much cheaper than using highly accurate F -propagator.
There are several ways to raise the convergence order of the G-propagator. A theoretical analysis of the parareal algorithm shows that the stability of the method depends on the choice of G-propagator [26, 28] . Especially, for highly stiff systems or DAEs, the G-propagator is required to satisfy the L-stability property [28] . Higher order methods such as the trapezoidal rule or Runge-Kutta methods are first choices for high order G-propagator but they need to satisfy restricted stability conditions. In addition, a linear multistep method satisfying the A-stable condition can be another choice, but the highest order of accuracy for such a method is only 2. In this paper, to increase the order of these methods, we employ a deferred correction technique for the G-propagator instead of using other existing methods. Especially, Deferred Correction (DC) based on Backward Euler (BE) method is used for the G-propagator, since BE is unconditionally stable and it has L-stability [29, 30] , where it can unconditionally fulfill the stability condition of the parareal methods. This paper is organized as follows. In Section 2, we briefly describe the original parareal technique and its stability and convergence properties. Also a hybrid parareal method using SDC for fine propagator is described in the section. In Section 3, we propose an enhanced parareal algorithm which uses KDC for fine propagator and a deferred correction technique combined with a lower order method for coarse propagators. In Section 4, preliminary numerical results are presented to compare the new scheme with existing ones. Finally in Section 5, we summarize our results and discuss possibility to improve efficiency of the new scheme.
The parareal method and a hybrid parareal method

The parareal algorithm
As in the general parareal algorithm, we assume the time interval [0, T ] is divided into N p intervals with each interval being assigned to a different processor, denoted by P 0 through P N p −1 . At each interval, the parareal method iteratively computes a succession of approximations y k n+1 ≈ y(t n+1 ), where k denotes the iteration number. Each iteration step of the parareal method is defined using two propagation operators G(t n+1 , t n , y n ) and F (t n+1 , t n , y n ). The G(t n+1 , t n , y n ) operator provides rough approximations of y(t n+1 ), the solutions of Eq. (1) with a given initial condition, y n , whereas the F (t n+1 , t n , y n ) operator typically gives a highly accurate approximation of y(t n+1 ). G is usually a lower order method computed on a much coarser grid, while F is a higher-order method on a finer grid. The goal of the parareal method is to approximate a solution of F applied in serial by combining solutions of the G and F -propagators.
The parareal method begins by sequentially computing y 0 n , using the G-propagator,
Once each processor has a value y k n with initially k = 0, the processors can compute the approximation in parallel
The parareal algorithm then computes the serial correction step,
where 
Stability analysis for the parareal algorithm
The stability of parareal methods has already been studied in [25, 26, 28] . Consider a constant coefficient ODE with nonpositive constant λ,
Let r = r(λδt) be the stability function for the fine F -propagator using time step size δt and R = R(λ∆T ) is for the coarse G-propagator using time step size ∆T . According to [28] , the iterative parareal algorithm is stable as long as
. Especially, for stiff systems, stability is guaranteed when the following condition is satisfied:
with the F -propagator as nearly accurate as the exact solver. As a consequence, the backward Euler method (R ∞ = 0) is unconditionally stable, and the trapezoidal rule (R ∞ = 1) is unstable unless the number of the overall iterations approaches to the number of intervals.
A hybrid parareal method based on SDC
Since any numerical method for the F and G-propagators can be used in the parareal techniques, it is not surprising that SDC techniques can be embedded into the parareal framework. In [20, 31] , a hybrid parareal spectral deferred correction method was introduced in which SDC strategies are utilized within the parareal iteration for the F -propagator. Instead of directly using the SDC scheme requiring several iterations (SDC sweeps) in serial, it is efficient for the F -propagator in each parareal iteration to perform one or a few SDC sweeps on the solution from the previous parareal iteration. As the parareal iterations converge, the F solution still converges to the high-accuracy SDC solution.
The advantage of this scheme is that the F -propagator becomes much cheaper than a full accurate solver by combining the parareal iterations and SDC iterations. Typically, the original efficiency is bounded by 1/K , where K is the number of iterations for the parallel iterations to converge. However, the parallel efficiency of the hybrid parareal SDC is about K s /K , where K s is the number of iterations required of the serial SDC method to converge to a given tolerance. The hybrid parareal SDC method is a reasonably good choice for non-stiff systems.
An enhanced parareal algorithm based on deferred corrections
Parareal algorithm with Krylov deferred correction for the F -propagator
Both SDC and KDC methods can be used for accelerating the convergence of time marching schemes. However, SDC methods applied to stiff ODEs show order reduction phenomena unless time steps size is small enough [11] , and the methods for many DAE systems become divergent independent of the time step-size selection [12] . Therefore, KDC method is more appropriated choice as an F -propagator in our parareal scheme to handle a stiff system and DAEs.
In the KDC methods, a Picard type collocation formulation is preconditioned using low-order time integration schemes based on SDC, and the resulting system is solved efficiently using a Newton-Krylov (NK) method where the optimal solution is sought for in the Krylov subspace instead of simple iterative refinements as seen in SDC iterations (or known as sweeps).
Notice that Newton-Krylov method is designed for solving nonlinear algebraic equations of the form M(x) = 0 and is a nested iterative method. NK methods for non-linear system consist of two different iterations, outer NK iterations and inner Krylov iterations. In the outer iteration, Newton type methods [32] are applied to linearize the nonlinear system. In the inner iterations, Krylov subspace methods [33] are employed to find solution by reducing the residual of the linearized equation by a prescribed factor and then restart the outer Newton iterations.
Using full outer NK iterations for each parareal iteration would be inefficient as discussed in hybrid parareal SDC schemes [20, 31] . Instead of using full NK iterations needed for desired accuracy, we consider using one or two NK iterations per parareal iteration for the F -propagator.
Deferred correction scheme based on backward Euler for the G-propagator
For the numerical solution, we introduce a grid t n = n∆t in time, where ∆t is the time step, and we let y n denote the approximation of y(t n ). The Backward Euler (BE) is written as
Introducing the forward and backward difference operators defined in [29, 34, 35] ,
, the BE can be rewritten as
We calculate the local truncation error of the BE scheme by a Taylor expansion,
The 2nd order approximation for BE can be achieved by solving
We apply a predictor-corrector scheme for this implicit Eq. n , which gives a deferred correction technique as follows:
where y 1 st n+1 is calculated with (11). For another increment of the convergence order, the deferred correction algorithm can be written
where y p th n denotes a p-th order approximation of y(t n ) and c k is a coefficient determined by the local truncation error of the scheme. For more details of the deferred correction scheme and its stability and error estimates, the readers are referred to [29, [34] [35] [36] .
Informal description of the method
We assume the time interval of interest [0, T ] is divided into N p uniform intervals, and each interval [t n , t n+1 ] is assigned to a corresponding processor P n . Note that y k n denotes the approximation after the k-th parareal iteration at the node point t n . For the G-propagator, we use the deferred correction scheme based on BE as discussed in Section 3.2 and the KDC method is employed for the F -propagator in a similar fashion to the hybrid parareal SDC methods [20, 31] . As seen in [20, 31] , only one or two outer KDC iterations are used in each parareal iteration for efficiency.
Predictor
Step Initialization (k = 0) Starting with the initial value y 0 on Processor P 0 , compute the initial approximation y 
Corrector
Step Parareal Iteration (for k = 0, . . . , N p − 1)
1. Using higher order KDC techniques with one or two KDC outer iterations, compute the approximation 
).
3. The parareal algorithm approximates the solution y k+1 n+1 on processor P n as follows and sends it to the next processor for the new initial condition. (19) where G k n+1 = G(t n+1 , t n , y k n ) are saved value from the previous iteration.
Overall efficiency
Work in [20] presents an analysis of the theoretical parallel speedup and efficiency of the hybrid parareal/SDC method. Since the enhanced parareal KDC algorithm have quite a similar structure to the hybrid parareal/SDC method, we present the theoretical parallel efficiency for the enhanced parareal methods using the same terminology seen in [20] .
To begin with, we assume that each processor is identical and the communication time among processors is negligible. The time costs for a processor to compute one step of the numerical method used for the G-propagator and F -propagator are denoted by τ G and τ F , respectively. Also, we denote the number of processors by N P .
To investigate the speedup or efficiency of the enhanced parareal method, first we consider the total cost of the serial KDC with full iterations. Since the enhanced parareal KDC method starts with the G-propagator in a serial manner, the methods incur N P τ G time costs as seen in Fig. 1 . In addition to this, the cost of each parareal iteration is τ F +τ G , so the cost of K parareal iterations is K (τ F + τ G ). Therefore, the total wall-clock cost of the enhanced parareal KDC method is
Based on the analysis above, the speedup of the method S is approximately (20) where M is the number of KDC iterations needed to compute the desired accurate solution in serial. Note that M is typically smaller than K . If the parallel efficiency E using N P processors is defined as S/N P , then
.
, we can rewrite Eq. (21)
We can achieve full parareal efficiency M/K when α(N P + K ) is much smaller than K /M. However, when N P is large for long-term simulations or α is not negligibly small, it is not possible to get full efficiency. In practice, the most important parameter is K /M so that it is desirable to have a parareal scheme whose K /M(≥1) ratio is as small as possible. For more details on efficiency, readers may refer to [20] . Convergence of the parareal iterations using different G-propagators and accuracy limit depending on F -propagators using 3-5 KDC node points.
Numerical results
In this section, preliminary numerical results are presented to examine the convergence behavior and the efficiency of the new scheme compared to the standard implementation of the parareal schemes. Fig. 2 in example 4.1 shows the accuracy limit depending on the choice of F -propagator. Figs. 2 and 3 in example 4.2 show the order of convergence by choosing BE/TR/DC method as a G-propagator. Also example 4.2 demonstrates that computational cost of DC based on BE to get the desired accuracy is cheaper than the BE-based parareal method and a serial KDC method. Finally example 4.3 numerically proves that our method is stable for the stiff system while TR-based one becomes unstable.
A parareal algorithm in general shows significant speed-up for a large system which is main target of the method, however, we provide only simple test sets to validate the order of convergence and the stability property of the proposed enhanced parareal method. Applying this scheme to very large systems such as power system requires more works and complicated analysis and we are planning to present results along these directions in near future.
A simple DAE
In the first example, we consider a simple DAE system, (25) where an analytic solution is [2.5e
To understand the convergence behaviors of the enhanced parareal method, three choices are considered for the G-propagators: the first order Backward Euler (BE) method, Trapezoidal Rule (TR) and the second order Deferred correction (DC) method based on BE for the G-propagator. KDC methods for the F -propagator using a different number of node points are also considered for the comparison. For the numerical computation, we march from t 0 = 0.0 to t F = 1.0 with 10 processors, i.e, the time stepsize is ∆t = 0.1.
In Fig. 2 , the error is plotted as a function of parareal iterations for different G-propagators (BE, TR, and DC) and different Radau IIa nodes (3-5 nodes) in the F -propagator. Note that the KDC methods using p Radau IIa nodes is converging with an approximate order of 2p − 1 [11, 12] . Therefore the KDC methods with 5 node points have higher accuracy than with 3 or 4 nodes. Fig. 2 validates the fact that the overall convergence behavior depends on the choice of G-propagator, whereas the accuracy of the converged solution depends on the number of Radau IIa nodes in the KDC methods.
A nonlinear DAE
In the second example, we consider a simple nonlinear index 1 DAE system, where an analytic solution is [cos(2t), sin(t), cos(t)]. To understand the convergence behaviors of the new scheme for the choice of G-propagators, the first order Backward Euler (BE) methods, second order Trapezoidal Rule (TR) and the second order Deferred correction (DC) based on BE are considered for this comparison. For the comparison, we march from t 0 = 0.0 to t F = 1.0 with 20 processors, i.e, the time stepsize is ∆t = 0.05. For the F -propagator, the KDC method with 5 Radau II nodes is employed, and each parareal iteration performs the 2 outer Newton iterations for desired efficiency and the other conditions such as the tolerance for the Newton-Krylov methods or nonlinear solvers are fixed for all simulations.
In Fig. 3 , we plot the error at the final time (t = 1.0) versus the parareal iterations for different G-propagators (BE, TR and DC). It can be seen that after a certain number of parareal iterations, the error levels reach a certain tolerance level regardless of the G-propagator. However, the convergence behaviors are different in terms of the choice of G-propagator: it shows that higher order methods (TR, and DC) have faster convergence than BE. Thus, this indicates the higher order methods for the G-propagator can increase the rate of convergence of the parareal scheme.
We next investigate the efficiency of the enhanced parareal method by plotting the error versus total time costs for serial KDC and the parareal method. For our simulations, BE and DC are used for the G-propagator in the parareal scheme and 5
Radau IIa node points for the KDC methods are used for the F -propagator. A serial KDC method to march from t 0 = 0.0 to t F = 1.0 with 10 processors. In Fig. 4 , it can be seen that the parareal technique based on both low-order methods has a better parallel speedup as compared to the serial KDC methods. By the analysis in Eq. (21) for the backward Euler based parareal scheme, the theoretical efficiency to get 10 digit accuracy is calculated as
Also, in Fig. 4 , we further investigate how the error changes as function evaluations using two different low-order methods for the G-propagators. It can be seen that the error behaviors of the two different methods (BE and DC) are similar, while the parareal scheme based on the deferred corrections (DC) needs fewer function evaluations and hence is more efficient for the same accuracy requirements.
Van der Pol oscillator
In our third example, we consider the Van der Pol oscillator [37] , which after rescaling gives
. This is a popular nonlinear stiff ODE test problem, it describes the behavior of the vacuum tube circuits [37] . As ϵ approaches zero, the system becomes stiff. In this experiment, to test for the non-stiff case, we set ϵ = 10 −2 and use 5 Radau IIa node points in each time step for the F -propagator and march from t 0 = 0.0 to t F = 0.1 with 20 processors, i.e, ∆t = 0.005. To compare the accuracy levels, the relative L 2 error is calculated at the final time compared to the reference solution computed by Runge-Kutta methods with an adaptive time step size and a tolerance of 10 −11 . Fig. 5 shows that for a non-stiff case, the convergence behavior in terms of the parareal iterations depends on the convergence order of the G-propagator as we observed in previous examples.
To investigate the convergence behavior of the stiff system, in Fig. 6 , we choose ϵ from a range of 10 ) show that for stiff systems, both the new method DC and BE converge to a certain accuracy level, while the second order DC has faster convergence than the first order BE. However, for stiff systems, in the parareal framework the trapezoidal rule TR is not appropriate for the G-propagator. As discussed above, the stability region of the parareal scheme is related to the stability region of the G-and F -propagators. Especially, for highly stiff system, the Gpropagator should be L-stable. Fig. 6(c) shows that the parareal schemes based on TR for the G-propagator are not convergent and the error after few iterations diverges as the system gets stiffer.
Conclusions and discussions
In this paper, deferred correction methods are examined to boost the order of the parareal algorithm, especially for stiff systems. The stability of the parareal scheme for stiff systems is guaranteed by constructing an enhanced parareal algorithm with the L-stability method for G-propagator and KDC method for F -propagator. Analysis and numerical experiments show that the deferred correction method based on backward Euler gives faster convergence for parareal techniques by increasing the order of the parareal methods. Notice that the number of function evaluations for the deferred correction methods is bigger than that of one-step methods such as BE, however, the cost difference between different G-propagators is negligible since the cost of the F -propagator dominates the total cost.
Currently, we are investigating on the accuracy behavior of different combinations of G-propagator and F -propagator in order to improve the overall efficiency of the parareal iterations. One possibility is to use higher order but less expensive schemes for G-propagator. One of ongoing research is to apply higher order schemes such as KDC methods for G-propagator by coupling multigrid based methods such as Full Approximate Scheme (FAS) to reduce computationally cost.
Other direction of our research is how to select adaptive step-size for G-and F -propagator. There are several theoretical analysis using the constant step size [21, 26, 28] but the work for adaptive mesh requires more complicated analysis (refer a b c to [21, 38, 39] ). Even though we used uniform grid for time marching just for simplicity, we are currently working on implementation and analysis of a fully adaptive scheme and the results will be reported soon.
