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Abstract. In the present study we investigate an incompressible turbulent channel flow with heat trans-
fer at Reτ = 180 with a deterministic surface topography consisting of truncated cones. Two solvers for
each of the two boundary handling strategies are considered. With Nek5000 and OpenFOAM the influ-
ence of the roughness elements is directly accounted for by an unstructured body fitted mesh, whereas
Xcompact3d and SIMSON utilize the immersed boundary method (IBM) to deal with the 3D geometry.
The main focus of this work is on an evaluation of the usability of the IBM and a comparison of the paral-
lel performance of the different solvers. Since usability is an ambiguous definition, various quantities are
compared: global statistics like Nusselt number and friction coefficient, one-dimensional wall-normal
profiles for first and second order statistics, as well as three-dimensional averages over roughness sec-
tions. In addition, the computational effort for each method is documented.
1 INTRODUCTION
The choice of numerical method and simulation code has a strong impact on accuracy and computational
costs of direct numerical simulations. With simple geometric configurations, high performance codes
working on structured grids can be used. However, in most cases geometry is complex and cannot be
meshed with structured grids. However, body conforming unstructured meshes are feasible despite con-
siderable effort. In some cases, body conforming meshes with sufficient quality are even impossible.
In order to reduce pre and post processing costs, the immersed boundary method (IBM), introduced by
Peskin [1], can be applied. With the IBM the geometry is not treated explicitly but implicitly by mod-
ifying the source terms of the Navier-Stokes equations. Therefore, structured meshes with advantages
of easy pre- and postprocessing can be used. However, due to modified source terms using the IBM,
uncertainties may be introduced. In this work uncertainties are addressed by comparing the IBM to the
results obtained with solvers working on body conforming meshes.
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There is a wide variety of solvers suitable for scale resolving simulations. In the present work, four
representative codes frequently used by the authors have been chosen. Nek5000 [2] is based on the
spectral element method introduced by Patera [3]. Due to the variable order of the polynomials, the
behaviour can be adjusted to the problem at hand. The multipurpose simulation toolbox OpenFOAM
(Weller et al. [4]) has a large userbase and is used for many different applications. It is based on the
finite volume method implemented for unstructured grids allowing arbitrary meshes but features only
low order numerical schemes. SIMSON (Chevalier et al. [5]) is based on the pseudo-spectral method.
The code is therefore known to be highly accurate and requires relatively low computational resources
for large simulations. However, due to the method it is restricted to simple geometries and periodic
boundary condition in the flow-parallel plane. Therefore, it was extended by Forooghi et al. [6] with
the IBM based on the approach introduced by Goldstein [7] to allow for more complex geometries.
Xcompact3d (Bartholomew et al. [8]) is a DNS code based on high-order compact finite differences
scheme, which approach the accuracy of spectral methods. The code features an IBM based on the
polynomial reconstruction approach introduced by Gautier et al. [9].
Ohlsson et al. [10] carried out a comparison study between Nek5000 and SIMSON. As part of their com-
parison a smooth wall channel flow was studied. Due to the smooth walls, no IBM was necessary. In their
study SIMSON was considerably faster than Nek5000 given similar accuracy. They also noted that for
more complex cases the performance of the spectral element method, i.e. Nek5000 may be favourable
due to higher geometrical flexibility. Kooij et al. [11] compared the multipurpose codes Nek5000 and
OpenFOAM with other more specialized codes designed for Rayleigh-Bénard convection applications in
simple geometries without roughness. In their study the specialized codes clearly outperformed Nek5000
and OpenFOAM while Nek5000 was more efficient than OpenFOAM for a given accuracy. They also
highlighted that for proper comparison, it may not be sufficient to just look at global statistics. The
authors also propose examining local fields for unphysical oscillations. Schäfer et al. [12] compared
codes featuring an IBM, namely SIMSON and the former version of Xcompact3d, namely Incompact3d,
against a reference simulation performed using Nek5000. Channel flow featuring a transverse bar was
used as a test case. The IBM was applied for codes SIMSON and Xcompact3d to account for intro-
duction of the transverse bar. They achieved comparable results in terms of accuracy and computational
performance for the codes using the IBM. While the study of a single two-dimensional rectangular ob-
stacle is a good starting point, it remains unclear how the IBM performs for a more complex geometry
in 3D.
Taking into account previous research and its findings the test case in this study is chosen to be more
complex, i.e. multiple three dimensional non-rectangular roughness elements. In addition to global
statistics and one dimensional profiles, we also compare the local flow fields. In total, friction coefficient,
Nusselt number, profiles for velocity, temperature, Reynolds stresses, dispersive stresses, turbulent heat
fluxes, dispersive heat fluxes, temperature variance, dispersive temperature variance and two dimensional
slices for velocity and Reynolds shear stress are compared.
2 METHODOLOGY
In the present study we consider an incompressible turbulent flow in a rough wall channel featuring
deterministic roughness elements as used by Stripf et al. [13] (Fig. 1a). The friction Reynoldsnumber
Reτ is 180. The dimensionless roughness height is eighteen wall units. The flow is driven by a constant
pressure gradient Px which would correspond to Reτ = 180 in a smooth channel. In addition to the flow
2
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field, the temperature field is solved as passive scalar with a Prandtl number Pr = 0.71 and Dirichlet
boundary conditions at the walls, i. e. constant temperature difference ∆Tw between the upper and the
lower wall. Since deterministic roughness is studied it is possible to average the results inside the whole
channel onto a smaller roughness unit (Fig. 1b), which allows for a more compact data representation
and reduces the necessary simulation time due to a faster temporal convergence. Application of this
averaging operation is indicated by a hat symbol in the variable names.
(a) Channel dimensions
; ;
(b) Minimal roughness unit
Figure 1: Simulation domain sketch with domain and roughness dimensions. Slope angle of roughness
elements is 55◦, melt-down height is heff = 0.0066δ).
In order to obtain physical understanding of the observed changes in the global flow quantities we untilize
further data analysis based on the triple decomposition proposed by Reynolds & Hussain [14]. The triple
decomposition enables an extraction of the temporal and spatial deviation from the in-plane mean value:
φ(x,y,z, t) = 〈φ̂〉(z)+ φ̂
′′
(x,y,z)+φ′(x,y,z, t) (1)
In order to reach minimum simulation time in terms of CPU hours, it is necessary to determine the
coarsest gird resolution from which results are accurately predicted. Therefore, three different mesh sizes
are considered for each code. All the results are compared to one reference simulation computed with
Nek5000. For this simulation a very fine grid is used. An overview of mesh and simulation parameters is
given in Tab. 1. The integration time for each simulation is chosen, so that one dimensional profiles are
converged. For Nek5000 case n3 temporal convergence was investigated showing the error for the peak
value of the streamwise Reynolds stress to be less than one percent. Since integration time used with the
other codes is higher than the one used with Nek5000, it is assumed that the temporal averaging error is
low in all considered cases as well.
In Nek5000 polynomial order seven is chosen for all solution variables using the so-called PN − PN
method. For time integration a second order scheme is used, see section 3.2 for further details. In
OpenFOAM the second order linear scheme in space and the second order backward scheme in time
is used. For Nek5000 and OpenFOAM pure hexahedral meshes are used. In SIMSON trigonometric
polynomials are used in periodic directions and Chebychev polynomials in wall normal direction. For
time integration explicit third order Runge-Kutta and second order implicit Crank-Nicolson is used.
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Table 1: Table of simulation parameters for all codes (ntb = Tsim/tb with tb = δ/Ub)
Code Case Nx Ny Nz Ntotal ∆x
+ ∆y+ ∆z+Wall CFLmax ∆t
+ ntb
in 106 in 10−2
Nek5000 Ref - - 128 16.22 - - 0.20 4 3.34 729
n1 - - 32 2.65 - - 1.15 4 3.34
n2 - - 64 5.31 - - 0.58 4 3.34 435
n3 - - 80 7.08 - - 0.58 4 3.34
OpenFOAM o1 - - - 6.07 - - 1.00 0.30 1.40 1200
o2 - - - 11.36 - - 0.70 0.30 1.14 1000
o3 - - - 27.45 - - 0.46 0.30 0.65 934
SIMSON s1 288 256 129 9.51 5.04 2.52 0.05 2.26 12.58 1813
s2 360 320 201 23.16 4.03 2.01 0.02 2.26 9.65 2888
s3 576 512 257 75.79 2.51 1.26 0.01 2.26 9.18 702
Xcompact3d x1 256 128 193 6.32 5.67 5.06 1.00 0.45 7.67 700
x2 384 192 193 14.23 3.77 3.36 1.00 0.45 7.67 699
x3 512 256 193 25.30 2.83 2.52 1.00 0.45 7.67 696
Details regarding numerical schemes in Xcompact3d are given in [8].
Using body conforming meshes global statistics like friction coefficient and Nusselt number could be
computed by evaluating surface integrals on fluid-solid interfaces. However, since evaluation of surface
information for IBM is difficult due to no explicit fluid-solid interface, the quantities are consistently




with τeff = δeffPx. (2)
Here, Ub is the bulk velocity given by Ub = 1/2δ
∫ 2δ




φdxdy, with Axy = LxLy. δeff = (δ− heff) represents the effective channel half height,
where heff denotes the melt-down height of the surface structure. Hence, τeff measures the average shear
stress on the entire solid surface. It corresponds to the well-known definition of the wall shear stress τw
in the case of a smooth channel when heff = 0. The corresponding friction velocity and viscous length
scale are calculated as uτ =
√
τeff/ρ and δν = ν/uτ respectively. Quantities non-dimensionalized by
these values are denoted with a superscript + sign.



















where 4δeff represents the hydraulic diameter and λ is the thermal conductivity. θ is the reduced temper-
ature θ = (T −Tl)/∆Tw. In the present configuration definitions for Nul and Nuu yield the same value
due to the constant wall-normal heat flux and the symmetry of the configuration, which is referred to
as Nu throughout the manuscript. The same applies to the bulk mean temperature ∆θu and ∆θl, which
is referred to as ∆θ. The total heat flux qtot is estimated as the sum of the viscous and total fluctuation
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Table 2: Global statistics; Numbers in parantheses are relative changes to the reference case ”Ref”
Code Case Friction coefficient c f Nusselt number Nu
Nek5000 Ref 1.648×10−2 36.46
n1 1.812×10−2 (+10.0%) 39.37 (+8.0%)
n2 1.688×10−2 (+2.4%) 37.18 (+2.0%)
n3 1.658×10−2 (+0.63%) 36.73 (+0.74%)
OpenFOAM o1 1.508×10−2 (-8.5%) 34.91 (-4.2%)
o2 1.576×10−2 (-4.3%) 35.82 (-1.7%)
o3 1.644×10−2 (-0.22%) 36.49 (+0.091%)
SIMSON s1 1.663×10−2 (+0.94%) 36.35 (-0.30%)
s2 1.650×10−2 (+0.17%) 36.69 (+0.63%)
s3 1.635×10−2 (-0.77%) 36.98 (+1.4%)
Xcompact3d x1 1.649×10−2 (+0.079%) 35.19 (-3.5%)
x2 1.661×10−2 (+0.83%) 35.73 (-2.0%)
x3 1.669×10−2 (+1.3%) 36.05 (-1.1%)















Here cp denotes the specific heat capacity. As mentioned before, the heat flux is constant in wall-normal
direction due to the choice of thermal boundary conditions. Hence, the heat flux qtot evaluated in the
channel center is equal to the one on the structured wall surface. The friction temperature for inner
scaling is defined as θτ = qtot/(ρcpuτ).
3 RESULTS
In the following, we will first conduct a refinement study and choose a suitable mesh for each code,
by analysing global statistics as well as one dimensional profiles for velocity and streamwise Reynolds
stress. Then, using these meshes, differences between the four codes for quantities which were mentioned
in the introduction are presented. Unlike in the previous section intrinsic spatial averages are used instead
of total spatial averages. The spatial averages are then given by 〈φ〉 = 1/Af
∫
Af
φdxdy, with Af the area
occupied by fluid.
3.1 Refinement Study
Due to the rather small roughness elements, the minimum number of spectral elements necessary to
resolve the geometry in streamwise and spanwise direction is higher than necessary in order to predict
the quantites discussed in this study. Therefore, for Nek5000 cases n1, n2 and n3 the resolution in
wall-parallel direction is identical and only the wall normal resolution is varied (Tab. 1). The reference
case (”Ref”), features a finer mesh also in wall parallel direction, i.e. additional elements forming a
thin boundary layer surrounding the roughness circumference are added. The grid of n1 features only
one spectral element from wall to roughness crest and another element from roughness crest to channel
centerline. This leads to an extremely underresolved bulk flow. Nevertheless, no numerical instabilities
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Figure 2: Refinement study; gray shaded area highlights one percent positive and negative change to the
reference case. (a) streamwise velocity, (b) streamwise Reynolds stress.
have been encountered and errors for global statistics (cf. Tab. 2) are within 10 %. The shape of the
velocity profile (Fig. 2a) is also well predicted. However, it should be noted that the peak value for the
Reynolds stress (Fig. 2b) cannot be predicted due to the large grid spacing above the roughness crests.
The intermediate case n2 features two elements from wall to roughness crest and two elements above.
The thickness of the first element above the crest is chosen, so that wall normal gridspacing at the crest is
0.5 wall units, similar to the reference case. Therefore, in case n2 the roughness elements are considered
well resolved in each direction, while the bulk flow is not. Refinement near the roughness elements
clearly leads to an improvement in global statistics and the velocity profile. However, the prediction for
the streamwise Reynolds stress is still poor. Case n3 is similar to n2, but features an additional element
in the bulk flow. This reduces maximum gridspacing in wall normal direction to 20 wall units, which is
still quite large. Surprisingly, the results for velocity and streamwise Reynolds stress lie within roughly
one percent of the values of the reference case. This is the same range as the temporal convergence error.
Thus, case n3 is selected for further comparison.
In OpenFOAM more control over placement of cells than in Nek5000 is possible and therefore the three
meshes o1, o2 and o3 feature more uniform refinement than the Nek5000 cases, i. e. refinement in each
direction. As a result, convergence is strictly monotonous with mesh refinement. Case o1 featuring the
coarsest grid shows similar error in friction coefficient as Nek5000 but only half the error for Nusselt
number. Shapes for velocity and streamwise Reynolds stress are well predicted. In the intermediate case
o2 errors in global statistics as well as in the velocity and Reynolds stress profiles are approximately
halved. Regarding global statistics and the velocity profile the finest case o3 is in accordance with the
reference case to within one percent. The error in the Reynolds stress profile is again reduced by a
factor of two compared to o2. Assuming consistent convergence behaviour with further refinement, one
additional refinement step would be neccessary to reach the streamwise Reynolds stess distribution of the
reference case within one percent. However, as will be shown later, case o3 is already quite expensive in
terms of CPU hours. The next refinement step would lead to approximately 50 million cells and therefore
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to exceptionally high computational costs. Therefore, case o3 is selected for further comparison.
Using SIMSON the deviation of c f and Nu from the reference case is always less than 1.4% and no
clear trend is observed when using finer meshes. Velocity profiles are predicted within one percent of
the reference values when using the two finer meshes s2 and s3. This is not the case for the streamwise
Reynolds stresses, where the differences to the reference case are always larger and mesh refinement
does not show a clear trend. Due to lower computational costs, s2 is selected for further comparison.
The results using Xcompact3d suggest that the friction coefficient converges with finer mesh size, how-
ever it departs further from the reference case, while increasing the mesh resolution. The same can be
observed for the streamwise Reynolds stress profile. For the Nusselt number the values converge to the
reference case with finer mesh resolutions. The deviation of the velocity profile from the reference case
is less than one percent for each of the cases x1 ,x2 and x3. Below the roughness crests (z+ = 18) ve-
locity and streamwise Reynolds stress profiles of the three cases are hardly distinguishable, all showing
a similar underprediction of 〈û′1u
′
1〉
+. Due to the very small differences in the profiles, but somewhat
larger differences for the Nusselt numbers, case x3 is chosen for further comparison.
3.2 Differences in the resultant statistics
In the present study OpenFOAM needs the most number of gridpoints, likely due to the low numerical
order (cf. Tab. 1). Despite being high order codes, SIMSON and Xcompact3d, also need many grid-
points. Unlike OpenFOAM, gridspacing in wall parallel direction is equidistant in these two codes and
dictated by the rather small roughness elements. Nek5000 needs the least number of gridpoints because
of the high numerical order and the flexibility to place mesh elements at appropriate positions. However,
in order to resolve the circular top surface of the roughness elements, a large number of very small ele-
ments is introduced. As the polynomial order cannot be changed from element to element and is equal in
each direction, this leads to many additional gridpoints. As a result, grid spacing is small which in turn
leads to a severe time step restriction. In order to allow larger time steps the OIFS scheme (Maday et
al. [16]) with second order time discretization is used allowing higher Courant numbers. Nevertheless,
the time step is still small compared to the other codes. Therefore, geometric flexibility in Nek5000 is
more restricted than in low order codes like OpenFOAM.
In respect to global statistics, it is shown above that all codes predict the reference values within roughly
one percent if an appropriate mesh is used (Tab. 2). The more interesting differences between the codes
become visible by looking at the one dimensional profiles and two-dimensional slices of the flow field.
The former are shown in Fig. 3 for different quantities. Velocity and temperature profiles accross the
whole channel height lie within a band of one percent of the reference case for Nek5000 and OpenFOAM
(Fig. 3a,b). The IBM codes SIMSON and Xcompact3d also show excellent agreement above the rough-
ness elements, but closer to the wall larger differences are visible. While Xcompact3d stays within 3 %,
SIMSON deviates by more than 5 % from the reference case. The Maximum deviations in peak values
for Reynolds stresses (Fig. 3c) are within 4 % for all codes. The agreement for the streamwise component
〈û′1u
′
1〉 is excellent for Nek5000. OpenFOAM and SIMSON slightly overpredict the peak values while
Xcompact3d predicts slightly lower values. The spanwise component 〈û′2u
′
2〉 is somewhat underpredicted
by all codes with OpenFOAM showing the largest deviation of up to 4 %. Excellent agreement for the
wall normal component 〈û′3u
′
3〉 is achieved by the IBM codes and Nek5000 while the values predicted by
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Figure 3: One dimensional profiles in wall normal direction: (a) velocity, (b) temperature, (c) Reynolds
stresses, (d) dispersive stresses, (e) turbulent heat fluxes, (f) dispersive heat fluxes, (g) temperature vari-
ance, (h) dispersive temperature variance
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OpenFOAM deviate by up to 4 % from the reference case. Agreement for the shear stress 〈û′1u
′
3〉, which
is an important quantity in terms of modelling, is excellent for all codes. Qualitatively, the findings for
the turbulent heat fluxes (Fig. 3e) are similar to those found for the Reynolds stresses (Fig. 3c). The
same is true for the temperature variance that all codes predicted within 4 % of the reference case, except
SIMSON that shows a slightly larger deviation in proximity to the wall (Fig. 3g).
In comparison to the Reynolds stresses the dispersive stresses show considerable larger deviations from
the reference case (Fig. 3d). The most obvious differences are clearly visible for the streamwise com-
ponent. The deviation of the peak value predicted by Nek5000 and OpenFOAM is 2 % and 3 %, respec-
tively. Values determined by SIMSON deviate by up to 7 % and even 16 % for Xcompact3d. A possible
reason for the larger deviation of the IBM codes is given at the end of this section, where 2D slices
are discussed. The behavior of the four codes concerning the dispersive heat fluxes (Fig. 3f) are much
about the same as for the dispersive stresses. However, the deviation in the peak value of the streamwise
component for the IBM codes SIMSON and Xcompact3d is now roughly doubled and reaches 15 %
and 30 %, respectively. Like the dispersive stresses and dispersive heat fluxes the dispersive temperature
variance shows a similar overprediction by the IBM codes, with deviations up to 20 % and 50 % for
SIMSON and Xcompact3d respectively (Fig. 3h).
Figure 4: Two dimensional slices of streamwise velocity û
+
1
In order to gain more insight into the phenomena near the roughness elements, two dimensional slices
are compared. The excellent agreement of the different codes in predicting the one dimensional velocity
profile can be seen in the two dimensional slices as well (Fig. 4). The only noteworthy difference can be
seen in the recirculation zone which is slightly smaller in the SIMSON simulation. With respect to the
very small differences in the two dimensional slices, it seems inconsistent that profiles of the dispersive
stresses for the IBM codes are not in agreement with the reference case. By definition, the dispersive
stresses are largest at the fluid solid interface and then rapidly decrease with wall distance. Due to the
non sharp distinction between fluid and solid region uncertainties in post processing arise, which might
explain the discrepancy.
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Unphysical oscillations can be observed in several quantities like the shear stress 〈û′1u
′
3〉 in the Nek5000,
SIMSON and Xcompact3d simulations (Fig. 5). While those oscillations can be seen in the Nek5000
simulations with coarse grids as well, they disappear with mesh refinement. This is not the case with the
IBM codes SIMSON and Xcompact3d where the oscillations persist when grid resolution is increased.
These oscillations remain in the vicinity of the cone for Xcompact3d, while for SIMSON they extend
further upstream. It should be noted that these oscillations have no negative influence on the 1D profiles
which are very well prediced by all codes.
3.3 Scalability
Comparison of physical results and the refinement study gave a coarse overview of the necessary problem
size in terms of gridpoints and therefore memory requirements. Now, in this last section focus is on how
fast results are obtained in terms of CPU hours. For this purpose, a scalability study is conducted on
BwUniCluster (2.0) [17] using CPU nodes based on the Intel Broadwell architecture. We consider a
strong scaling study, i.e. the total problem size remains fixed. In order to reach maximum performance,
hardware optimization flags were used. In addition, for the codes Nek5000 and Xcompact3d proprietary
Intel HPC software is compared to the free GNU Compiler and OpenMPI.
The simulation costs in terms of CPU hours per bulk time unit tb are compared in Fig. 6a. ∆t
∗
wc is the wall
clock time per tb. It is clear that for the current problem OpenFOAM is by at least one order of magni-
tude slower than the other codes. Due to the low numerical order OpenFOAM is highly memory bound
whereas the higher order counterparts are more efficient in this case. The performance of Nek5000,
SIMSON and Xcompact3d depend on the number of processes. While SIMSON and Xcompact3d per-
form very well on low core numbers, Nek5000 catches up at higher number of processes.
Speedup and efficiency of each code is given in Fig. 6c and Fig. 6d respectively. Speedup s and efficiency
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Figure 6: Scalability study: (a) Cost per tb, (b) Number of gridpoints per MPI task, (c) Speedup, (d)
Efficiency








with nprocesses,ref = 56 for Nek5000, OpenFOAM and Xcompact3d and nprocesses,ref = 64 for SIMSON.
Nek5000, OpenFOAM and Xcompact3d show favourable scalability while SIMSON show an alternat-
ing scalability curve. In SIMSON only 2D decomposition in the two periodic directions is possible and
therefore limited. Additionally, the possible decompositions in our case do not fit well to the number
of cores in each compute node. Nek5000 is highly efficient down to approximately 8 · 103 gridpoints
per process, which translates to approximately 15 spectral elements with polynomial order of seven.
Efficiency of OpenFOAM peaks at approximately 105 cells per process. Omitting unsuitable decom-
positions, SIMSON has ideal efficiency at 4 · 105 and 105 gridpoints per process. Xcompact3d shows
maximum efficiency at approximately 105 gridpoints per process.
For Nek5000 and Xcompact3d different compilers and MPI implementations are compared. While
Xcompact3d performs better with the Intel HPC software throughout the whole study, no clear statement
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can be given for Nek5000. At low core counts Intel is a bit slower than the GNU compiler-OpenMPI
combination while clearly taking lead at core counts higher than 448.
4 CONCLUSIONS
According to the refinement study Nek5000 needs the least number of gridpoints for the quantities which
were compared. OpenFOAM, SIMSON and Xcompact3d need at least three times more gridpoints
due to different reasons. Despite their different individual geometry representation strategies all codes
show good agreement for integral quantities and one dimensional profiles. The three dimensional fields
show also good agreement, but the higher order codes, especially those using the IBM show some local
unphysical behaviour in the vicinity of the introduced geometry. While for Nek5000 this unphysical
behaviour seems to vanish with mesh refinement, it can not be entirely eliminated for the IBM codes by
further increasing mesh resolution.
Good scalability can be achieved with all codes. However, for SIMSON the decomposition must be
carefully adjusted to the hardware layout of the cluster. In this specific application, OpenFOAM was
significantly slower than the higher order counterparts.
For the problem investigated herein, results achieved with the codes using the IBM were very close to
the ones with body conforming approaches at a similar computational cost. However, for the IBM codes
larger errors are observed for the dispersive quantities, whose largest magnitudes are found directly at
the fluid-solid interface. Therefore, if quantities of interest feature peak values close to the fluid-solid
interface, e.g. the dissipation rate of turbulent kinetc energy, one should avoid the usage of the consid-
ered IBM approaches. If local three dimensional fields are to be evaluated, the unphysical oscillations
generated by the IBM codes, even with very fine grids, should be taken into account.
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