TO THE MEMORY OF HERBERT J. RYSER Let U(n, T) be the set of ail matrices of O's and l's of order n with exactly r 0's. We obtain an upper bound for the permanent of a matrix in U(n, t). For 0 <r < 2n and for nz -2n C r < n2-n we determine all matrices in U(n, r) with maximum permanent.
Two classical combinatorial problems, "le probleme des recontres" and "le probleme des menages," can be formulated in terms of the evaluation of the permanents of certain (0, 1)-matrices as in Ryser's celebrated monograph [7] . In general it is difficult to evaluate permanents of (0, 1)-matrices, unless the matrices are of very special type. Two of the most effective methods for computing permanents were found by Ryser [7] and Jurkat and Ryser [2] .
In view of the computational difficulty in computing permanents, considerable research has been devoted to the determination of good lower and upper bounds for permanents of (0, l)-matrices [4] . In particular, Brtgman [l] The corresponding inequality in terms of the column sums of A holds as well. This inequality was conjectured by Mint [3] as a generalization of a conjecture of Ryser [6] : Among all (0, 1 )-matrices A of order n = vk with exactly k l's in each row and in each column, the permanent is maximum when A is a direct sum of v matrices of order k all of whose entries are 1.
A less restrictive problem is the determination of the maximum permanent of (0, 1)-matrices of order n where the total number of l's (equivalently the total number of O's) is specified rather than the number of l's in each row or in each column. Let r be an integer with 0 < r <n*. Let U(n, r) be the set of all (0, l)-matrices of order n with exactly r O's, and let p(n,r)=max(perA:AEU(n,r)}.
The computation of all the numbers ~(n, r) is apparently a hopelessly complicated problem. For 0 < r < 2n and for n* -2n d r Q n2 -n we determine all matrices A E U(n, r) for which per A = p(n, c). The permanents of these matrices can be evaluated, but they lead to complicated expressions for 0,~).
MAIN RESULTS
In this section we state our main results. The first of these gives a general upper bound for p(n, r). If r > n* -n, then ~(n, r) = 0. Thus we need only consider those cases where r < n* -n. THEOREM 2.1. Let A be a matrix in U(n, t), where z < n2-n. Let (r be the number of l's in A so that (T = n2 -T. Then per A < (,.!)(nr+n-d/r(r + l)!k--nf')/(r+ 11, where r = Lo/nJ. The bound in Theorem 2.1 is attained in some instances. Specifically, suppose a = (nr + n -a)/r and h = (a -nr)/(r + 1) are integers. Let A = A 1 @ A,, where A I is the a-fold direct sum of J, and A2 is the b-fold direct sum of J,,,. Here J, denotes the matrix of l's of order s. Then A E U(n, z) and per A = (T!)~ ((r + l)!)b and hence equality holds in Theorem 2.1. Thus when a and b are integer; we have an explicit evaluation of ~(n, t) as (r!)' ((r + l)!)b. In Ryser's conjecture as described in the Introduction, we have n =vk and a=k2v from which we obtain r =Lo/nJ=k. Now a=v and b = 0 are integers, and Ryser's conjecture follows under the weaker assumption that the average number of I's per row and per column is k.
We now introduce some definitions and notation. Let A and B be (0, l)-matrices. Then B is combinatorially equivalent to A provided there exist permutation matrices P and Q such that either B= PA& or B= PA'Q. Combinatorially equivalent square matrices clearly have the same permanent.
With the (0, 1)-matrix A = [Q] of size m by n we associate two bipartite graphs G,(A) and G,(A). Let X= {xi, . . . . x,} and Y= {yl, . . . . y,,) be two disjoint sets of cardinalities m and n, respectively. The graphs G,(A) and G,,(A) both have vertex set Xv Y, and (xi, y,} is an edge of G,(A) provided aq = 1 and an edge of Go(A) provided aV =0 (1 <id m; 1 <j<n).
It follows that the graphs G,(A) and G,(A) are complementary bipartite graphs. Note that when A is square, per A equals the number of perfect matchings of G,(A). Also if B is combinatorially equivalent to A, then G,(B) is isomorphic to G,(A) and G,(B) is isomorphic to G,(A).
The matrix of all l's of order n is denoted by J,. The matrix of all O's of order n is denoted by 0,. In general 0 denotes a zero matrix. The identity matrix of order n is denoted by I,,.
The next theorem determines the maximum permanent attained by a (0, 1)-matrix of order n where the number Q of l's is between n and 2n. THEOREM 2.2. Let n and t be integers with n 2 3 and n2 -2n < T < n2 -n. Then where d = n2 -7. Moreover, for A E U(n, T), we have per A = p(n, 2) if and only if A is combinatorially equivalent to one of the following matrices in U(n, 7): where e = n -2L(a -n)/21.
Our major result determines the maximum permanent attained by a (0, 1)-matrix of order n when the number t of O's is between 0 and 2n. In order to state this result, we require some additional notation. Let A'= J-A denote the complement of the (0, l)-matrix A. Then G,(A') = G,(A) and G,(A') = G,(A).
Let E,, E,, . . We adopt the convention that EC'> is a vacuous matrix. Finally we define matrices P,, P,, and P, as follows: THEOREM 2.3. Let n and T be integers with n 2 8 and 0 < t < 2n. Let A be a matrix in U(n, z) such that per A = p(n, t). Then A is combinatorially equivalent to one of the matrices below:
(J, -Z*)Q,J,--7 if O<z<n, (2.1) (1, 0 Jz) <r-"'Q, (Jctn--r -Lxr) if n -c z < 4n/3,
02(~-3nl2>~&2n-~> if 3n/2 < t < 2n and n is even, (2.4)
and n is odd, (2.5) oy3"*) 0,. Ps if t=2n-1 andnisodd, (2.6) 02<(n-3)'*>Qc z, if z = 2n and n is odd.
Most of this paper is devoted to the proof of Theorem 2.3. Corollary 4.4 establishes (2.1) for all n 2 4. In Table I we list all matrices in U(n, r) with maximum permanent for 4 <n < 7 and n + 1~ z < 2n.
Each matrix A in Theorem 2.3 with maximum permanent has at most one 0 in each row and in each column when 0 < r <n, and one or two o's in each row and in each column when n < r < 2n. Each connected component of the bipartite graph G,(A) is a path of length at most 5 or a cycle of length 4 or 6. The proof of Theorem 2.3 proceeds as follows. First we consider a subset of matrices in U(n, z) with an additional property. Then we show that there is a matrix in this subset with permanent equal to ,~(n, t) and that such a matrix has at most two O's in each row and column. Next we show that among those matrices which satisfy the latter condition the permanent is largest when the number of connected components of the bipartite graph G,(A) is as large as possible. Finally we rule out those matrices in U(n, 23 without the additional property. The following lemma is used in the proof of Theorem 2.1. LEMMA 3.1. Let m and t be integers with m > 2 and t 2 1. Then
BRUALDI, GOLDWASSER, AND MICHAEL Proof: Let k > 2. We raise both sides of the inequality k* > (k -1 )(k + 1) to the power k(k -1) and write the resulting inequality as
We take the product of the inequalities (3.2) for k = 2, . . . . s and obtain
We now multiply both sides of (3.3) by sszUs((s-l)!)*'-' and then raise both sides to the power l/s(s-l)(s + 1). This gives The unique solution of (3.5) is given by x=nr -+~--a and ~=a--nr. It now follows from Bregman's inequality ( where the summation extends over all integer sequences /I = (j, , . . . . j,) with l<j, < ..' < j, < n. There is an analogous expansion of the permanent by columns.
Proof of Theorem 2.2. We first observe that the permanent of each of the matrices of the form F,,,, Fz,,, U,,, and V,,, equals 2L(u-n)'2J. It follows that ,u(n, r) 2 2L(a-n"ZJ. W e prove the theorem by induction on n. It is not difficult to verify the theorem for n < 5. Now let n > 6 and let A be a matrix in U(n, r) with per A = p(n, 5).
We first assume that r~ < 2n. Then some line of A has a single 1, and it follows that A is combinatorially equivalent to B= 3 where z has r 1's. Using the induction hypothesis, we obtain 2L'"-""2'<fi(n,r)=perA=perB=perC ~2L(u-r-l)-(n--1)J=2L(a-n-r)l2J~2L(o-n)/*J Therefore r = 0 or 1, and by the induction hypothesis C is combinatorially equivalent to one of the matrices of the form F,-l,,~,-,, I;;f-lI.g--r--l, U,_ l,a _ r-, , I',-I,nPr-, . If r = 0, then A is combinatorially equivalent to one of F,.,, E.,, u,.,, Vnto. Suppose r = 1. Then c-n must be odd and hence (cr -r -1) -(n -1) is even. Therefore by the induction hypothesis C is combinatorially equivalent to F,-,,o-*. Hence A is combinatorially equivalent to F&. Now assume that c = 2n. Suppose that A is combinatorially equivalent to Jz Z D=.
M, [ 1 (3.6) where Z has r l's and M is a matrix of order n -2 with 2n -4 -r 1's.
Using the induction hypothesis, we obtain 2L"'2J<perA=perD=2perM ~2.2L((*"-4--r)-((n-*2)M*J=2L(n-r)/*J~2Ln/*J.
BRUALDI, GOLDWASSER, AND MICHAEL
Therefore r = 0 or 1, and by the induction hypothesis C is combinatorially equivalent to one of the matrices of the form Fnp 2,2n-r-4r F,*-2,2n -,-4, U,-2,2n-r-4, V,-Z,ZnP r--4. If r = 0, then A is combinatorially equivalent to a matrix of the form F,+,, F&, Un,Zn, V+. Suppose r= 1. Then n must be odd, and hence (2n -r -4) -(n -2) is even, Therefore by the induction hypothesis A4 is combinatorially equivalent to F,-Z,Zn-5. Hence A is combinatorially equivalent to a matrix of the form Fn*,*".
We now show that some line of A has exactly two 1's. Suppose this is not the case, so that some line of A has at least three 1's. Let q be the smallest number of l's in a line of A with at least three 1's. Then A is combinatorially equivalent to 4 B= 3 where q 2 3. If for some j with 1 < j < q, column j of B has exactly one 1, then it follows from the induction hypothesis that Therefore n-1 is even, and it follows from the induction hypothesis that B( 111) is combinatorially equivalent to F,, _ ,,Z,n-,). Hence A is combinatorially equivalent to a matrix of the form I;lt.2,,. A similar argument holds if t = 0.
We now assume that s 2 1 and t > 1. To complete the proof, it suffices to show A is combinatorially equivalent to a matrix of the form (3.6). Using the induction hypothesis, we obtain 2L"'2JdperA=perB=perB(1J1)+perB (112) Therefore s< 2 and t d 2. Suppose s = 2. It follows that n is odd and n -s -1= n -3 is even, and hence by the induction hypothesis, B( 1) 1) is combinatorially equivalent to F,, _ 1,2n _ 4 = Jz @ . . . @ J, @ Z2 ((n -3)/2 J,'s). Because n > 6, there are at least two Jz's in F,-L,2n-4. Because the matrix C in (3.7) contains all but one column of B(l( l), it follows that A is combinatorially equivalent to a matrix of the form (3.6). A similar argument holds if t = 2.
The remaining case is s = t = 1. Thus each of the first two columns of B contains exactly two 1's. If the first two columns are identical, then A is combinatorially equivalent to a matrix of the form (3.6). Otherwise, A is combinatorially equivalent to a matrix of the form
If u does not contain exactly one 1, then we may apply the above argument with the matrix B of (3.7) replaced by RT and conclude that A is combinatorially equivalent to a matrix of the form (3.6). Thus we may assume that u has exactly one 1, and similarly that v has exactly one 1. Using the Laplace expansion by the first two columns of R and the induction hypothesis, we obtain Therefore n is odd, and it follows from the induction hypothesis that B( 1,2( 1,2) is combinatorially equivalent to F,-2,2n--5 = J2 @ ... @.I2 0 I, ((n -3)/2 J,'s). Because n > 6, A is combinatorially equivalent to a matrix of the form (3.6). 1
LEMMAS FOR THE PROOF OF THEOREM 2.3
For any m by n matrix A, ck(A) denotes the sum of the permanents of all submatrices of A of order k (1 <k <min{m, n}). We let ok(A) = 0 if k > min{m, n} or if k is negative, and we also let o,(A) = 1.
A k-diagonal of A is a set of k nonzero entries of A no two on the same line. More formally, a k-diagonal is the set of positions of these k nonzero entries. Thus when A is a (0, 1)-matrix, a,(A) is the number of k-diagonals of A. Hence we obtain the following. Proof. If A is balanced, we choose B equal to A. Now assume A is not balanced. Let K(A) equal the number of pairs i, j such that row i dominates row j plus the number of pairs i, j such that column i dominates column j. Of all the pairs of two rows and two columns one of which dominates the other, we choose a pair Ai, Aj such that Ai dominates Aj and Ai -Aj has the largest number of 1's. We may suppose Ai and Ai are columns. We apply Lemma 4.2 and obtain a matrix A in U(n, r) with per A 2 per A. Moreover, our choice for Ai and Aj implies that K(A)< K(A). Hence the lemma follows by induction on K(A). 1
We now establish (2.1) of Theorem 2.3. COROLLARY 4.4. Let n and T be integers with n 2 4 and 0 ,< 7 <n. Let A be a matrix in U(n, 7) with per A =,u(n, 7). Then A is combinatorially equioaien t to (J, -I, ) 0, J,, ~ ~.
Proof
Because 0 < 7 <n, a balanced matrix in U(n, 5) has at most one 0 in each line and hence is combinatorially It suffices to show that perCB(n-r-1)per C(l\j) (4.5)
for each integer j with 1 < j < r. Fix an integer j with 1 < j < r. To each (n -1 )-diagonal of C( 11 j) we associate a set of n -r -1 n-diagonals of C as follows. Because column j of C has at most two O's, each (n -l)-diagonal of C( 1 (j) contains n -r -1 l's in its last n -r columns which are opposite l's in column j of C. Replace one of these n-r -1 l's with the 1 of C directly to its left in column j and the 1 of C directly above it in row 1. In this way we obtain a set of n -r -1 n-diagonals of C. Moreover, distinct (n -1 )-diagonals of C( 1) j) g ive rise to disjoint sets of n-diagonals of C. Hence (4.5) holds. a 
.s+1 Hence each 1 in 6 is on a line with at least four 1's. In summary, from the matrix A we have obtained another balanced matrix, X = B or I?, with the property that each of the l's of X is on a line with at least four l's and with permanent at least as large as the permanent of A. Furthermore the number of lines of X with exactly one 0 is strictly less than the number of lines of A with exactly one 0 (column 2 of X has two o's).
If X has a line with more than two O's, then X satisfies the same assumptions as A in the statement of the lemma. Thus we may apply the above process to X. After a finite number of applications of this process we obtain a balanced matrix E in U(n, T) with at most two O's in each line where per A <per E. Thus it suffices to show that when a matrix that results from A by a single application of the process is a balanced matrix E with at most two O's in each line, then per A <per E. Under these conditions we must have t = 3 (the maximum number of O's in a line of A is 3), If a, -1,l = 42.1 =O, then column n dominates column 1 which contradicts the assumption that A is balanced.
Suppose that a,-i,i = 0 and a,, = 1. Then an,"-, =.a,," = 0, for otherwise we contradict the assumption that A is balanced. Because n 3 8 and r < 2n -1 (indeed, 7 < 2n suffices), there exists an integer i with 2 < i < n -1 such that aiTn _ r = uin = 1. Without loss of generality we take i = 2. Let B = [bg J be the matrix obtained from A by switching u2r to 1 and uz2 to 0. To each n-diagonal 71 of A there corresponds an n-diagonal 7~' of B as follows. If (2,2) $ rc, then we take rc' to be rc. Now suppose (2,2) E rc. If (n, 1) E rc, then we define 7~' by ~'=(n\{G 2), (4 l)))u ((2, l), (4 2)).
It remains to consider the case in which (2,2) E rc and (n, 1) $ rc. It follows that (1, 1) E n and that there is an integer k with 3 d k < n -1 such that (k, n) E 7~. Here we define rr' by d= (~\{(L 11% C&2)> (k n)>b-~ ((1, n), (2, 
This correspondence is an injection and hence per B 2 per A.
We observe that row 2 of B dominates row 1, and hence there exists an integer j with 36j~n-2 such that bli=O and &,=l. Let C be the matrix obtained from B by switching blj to 1 and bzi to 0. Then C is balanced and by Lemma 4. The case a,_,,, = 1 and a,, =0 is similar. Now suppose that a,-,.1 = a,, = 1. If a,., = . . = a,, _ Z.n = 1, then by an argument similar to that given above, per A < p(n, r). Thus we may assume column n contains a 0 in one of rows 2, . . . . n -2. Similarly, we may assume column n -1 contains a 0 in one of rows 2, . . . . n -2. By replacing A by AT we may also assume that each of rows n -1 and n of A contains a 0 in one of columns 3 ,..., n-2. If a,_,,,=a,,= 1, then column n dominates column 1. Thus either a,-I,n = 0 or arm = 0. Likewise a,, ~ I,n ~, = 0 or an.n _, = 0. Hence A has at least 2n O's, a contradiction. 1 LEMMA 4.9. Jet A = [a,] be a balanced matrix in U(n, T), where n > 8 and z < 2n -1. Assume that each 1 in A is on a row or a column with at least two 1's. Assume also that there is a line of A with more than two 0's. Then per A < ,a(n, 7). Proof. Suppose that per A = p(n, r) and that (4.10) does not hold. If there is a 1 in A which is the only 1 in its row and column, then because A is balanced, (4.11) holds. Now assume that each 1 in A is on a line with at least two 1's. By Lemma 4.8, r = 2n.
We refer to the proof of Lemma 4.9 to see that it suffices to consider the case in which each 1 in A is on a line with at least three l's, Continuing with the proof of Lemma 4.8, we may take A of the form where each of ~1, & y, 6 contains a 0, and a,,-I.n = 0 or a,, = 0, and a nm~I.n-l=O or u,,~-~=O. Similarly, a,-,,+, =0 or an,n-l=O, and a n,n ~ I = 0 or an," = 0. Because t = 2n and A is balanced, it follows that A is combinatoriafly equivalent to the matrix B,* = We note that the matrices in (4.11) are defined for n Z 2, n F 3, and n > 4, respectively.
THE THREE EXCEPTIONAL MATRICES
In this section we show that for n 2 7, per 4, + ~L(n,4 (z = 2n -2,2n -1,2n).
In the previous section we showed that certain matrices in U(n, r) did not have maximal permanent by successively switching pairs of O's and l's to arrive at a matrix in U(n, r) with larger permanent. Such an approach cannot be used to obtain (5.1). This is because any matrix obtained from E,, by switching a 0 and a 1 in a line either has smaller permanent or else is combinatorially equivalent to E,, (z = 2n -2, 2n -1, 2n). We verify (5.1) by an inductive argument.
Recall that X@, Y denotes the complementary direct sum of the matrices X and Y, and that a,(X) is the sum of the permanents of all submatrices of X of order k. The following lemma is easy to verify. In Section 1 we defined (0, 1)-matrices P,, P,, and Ps. We now define a (0, 1 )-matrix Pk for each integer k 2 1 as follows. If k is even, then P, is a k/2 by k/2 + 1 matrix, while if k is odd, P, is a matrix of order (k + 1)/2, and in both cases the O's of Pk are in those positions (i, j) for which j-in (0, 1 }. For k > 1, the matrix P, is obtained from P, by replacing the 0 in the lower right corner with a 1.
We next define a (0, I)-matrix M, of order n for each integer n 2 6 as follows. For t 2 3, M,, = 0,<'-2> 0, Pi2) and M,,+, = 0,<'-2>0, P, Oc PT. Note that M, E U(n, 2n -2). For each matrix X on the right in (5.4), XZ MZI and hence (5.4) per Mzt+, 2 2 per M,,.
Now suppose that n = 2t (t > 4). Easy calculations show that P, Go O2 0,. P3 There are n -1 nonzero terms in the Laplace expansion of the permanent of M, by row n. The smallest of these terms is per M,(nln -2) (n odd) and per M,(nln-1) (n even). Let D, be the matrix in U(n, 2n -1) obtained from M, by replacing with 0 the 1 in position (n, n -2) (n odd) and (n, n -1) (n even). We note for future reference that D,, = O,<l-l> 0, P,
and (5.14)
.
It now follows from (5.12) and (5.13) that (n-l),n(n,2n-l)a(n--l)perD,B(n-2)perM, Hence the lemma holds when n is even. We now verify that the lemma holds when n is odd. By arguments similar to those already given, we obtain 
Hence the lemma also holds when n is odd. 1
THE PROOF OF THEOREM 2.3 FOR BALANCED

MATRICES
Let n and r be integers with n > 8 and n < r < 2n. By Lemma 4.3 there exists a balanced matrix in U(n, r) whose permanent equals p(n, z). It follows from Lemma 4.10 and the results of Section 5 that a balanced matrix A in U(n, r) whose permanent equals p(n, T) has at most two O's in each line. For such a matrix A the connected components of the bipartite graph G,(A) (whose edges correspond to the O's of A) are paths and cycles. Proof. We know A has at most two O's in each line. Suppose some connected component of G,,(A) is a path of length m > 10. This path arises from a submatrix of A which is combinatorially equivalent to P,. By Lemma 6.2 and Corollary 5.3 we may replace this submatrix by one which is combinatorially equivalent to C4 0, P,,-4 without decreasing the permanent. In this fashion we eventually obtain a balanced matrix B in U(n, t) with per B = ~(n, z) such that any connected component of G,,(B) which is a path has length at most 9, and some component is a path of length 6, 7, 8, or 9.
First suppose that a path of length 9 is a connected component of G,,( 
Proof
We know A has at most two O's in each line. Suppose some connected component of G,(A) is a cycle of length 2r > 12. This cycle arises from a submatrix of A which is combinatorially equivalent to Czr. By Lemma 6.3 and by Corollary 5.3 we may replace this submatrix by one which is combinatorially equivalent to C, 0, Czr--without decreasing the permanent. In this fashion we eventually obtain a balanced matrix B in U(n, r) with per B = p(n, r) such that any connected component of G, (B) which is a cycle has length at most 10, and some component is a cycle of length 8 or 10. The purpose of the next lemma is to further restrict the set of components of G,(A) when A is a balanced matrix in U(n, z) with per A = ~(n, T). LEMMA 6.6. Let n and z be integers with n 2 8 and n < 7 < 2n. Let A be a balanced matrix in U(n, 7) with per A = ,u(n, 7) . Then the connected components of G,(A) satisfy the following:
If two components are paths, then their lengths differ by at most 1. There is at most one component which is a cycle of length 6. rf such a component occurs, then n is odd and 7 = 2n. (6.11)
Proof: We know A has at most two O's in each line. By Lemma 6.4 a path which is a component has length at most 5, and by Lemma 6.5 a cycle which is a component has length 4 or 6.
To prove (6.6) we need to show that two paths whose lengths differ by more than 1 cannot both occur as components of G,,(A). We treat the case where the lengths are 3 and 5. Suppose paths of lengths 3 and 5 occur so that A is combinatorially equivalent to P, 0, P, 0, Y, where the order of Y is at least 3. By Lemma 6.1, a,(P, 0, P,) < ok(P, @', P:) for all integers k with strict inequality for k Thus paths of lengths 3 and 5 cannot both occur as components of G,(A). The other cases can be treated similarly, and (6.6) follows.
Suppose there are more than two components of G,(A) which are paths of length 4. Because A is square, there are at least four components which are paths of even length, and it follows from (6.6) that these paths have length 4. Thus A is combinatorially equivalent to P,<*> 0, PT<*) 0, Y. Because bk( C4 0 Pi")) > CJ,J P, inequality for k f4, . . . . <*) 0, PTQ>) for all integers k, with strict 10, (6.7) follows from Corollary 5.2. Suppose there are two components which are paths of length 4 and a component which is a path of length 5. Then A is combinatorially equivalent to P, Oc Pr Oc P, 0, Y. Because ak(C4 0, P,<')) > crk(P4 @c P: @c Ps) for all integers k, with strict inequality for k = 4, . . . . 8, As in the proof of (6.9) we contradict per A = ~(n, 7). Thus there is at most one component of which is a cycle of length 6. Now suppose A is combinatorially equivalent to C, 0, Pj 0, Y for some positive integer j. By Lemma 6.4, 1 < j < 5. First assume 1 < j < 4. Because c, oc pj 6, pj+t., As in the proof of (6.9) we contradict per A = ~(n, 7). Hence if a cycle of length 6 is a component, then every component is a cycle. Now (6.11) follows from Lemma 6.5. 1
We now prove Theorem 2.3 for balanced matrices.
LEMMA 6.7. Let n and r be integers with n 2 8 and 0 < T < 2n. Let A be a balanced matrix in W(n, 2) such that per A =p(n, T). Then A is combinatorially equivalent to one of the matrices given in Theorem 2.3. First suppose that n is odd and t = 2n. Then it follows from (6.11) of Lemma 6.6 that A is combinatorially equivalent to C,<'"-3)'2) 0, Cc. Because C4 = U2 and C, is combinatorially equivalent to I,, A is combinatorially equivalent to the matrix (2.7). If a cycle of length 6 is a connected component of G,,(A), then by (6.11) n is odd and r = 2n.
Next suppose that n is odd and z = 2n -1. Then exactly one component is a path, and all other components are cycles of length 4. By (6.10) this path has length m = 3, 4, or 5. Because n is odd, m # 3. Because A is square, m # 4. Hence A is combinatorially equivalent to the matrix (2.6). If a path of length 5 is a component, then it follows from (6.6), (6.7), and (6.8) and the fact that A is square that n is odd and r = 2n -1.
In the remainder of the proof the components of G,(A) are therefore paths of lengths 1, 2, 3, or 4 and cycles of length 4. By (6.6) paths of lengths 2 and 4 cannot both occur as components. Hence, because A is square, A is combinatorially equivalent to We multiply (6.13) by 3 and (6.14) by 2 and subtract to obtain a+b-d-2e=3n-22. (6.15) Now suppose that n is odd and (3n + 1)/2 < r < 2n -2. Assume d = 0. Then because 3n -22 < -1, (6.15) implies e 2 1 and hence by (6.10), a = b = 0. From (6.13) we now obtain 2c + 2e = n which contradicts n odd. Therefore d= 1. Now (6.6) implies that a = b = 0, and by (6.13) and (6.14), c = 2n -2 -z and e = t -(3n + 1)/2. Thus A is combinatorially equivalent to the matrix (2.5).
Next suppose that n is even and 3n/2 < r < 2n. Assume d = 1. From (6.6), a = b = 0 and from (6.13), 2c + 5 + 2e = n which contradicts n even.
