In a previous paper, the authors obtained a model for a bi-isometry, that is, a pair of commuting isometries on complex Hilbert space. This representation is based on the canonical model of Sz. Nagy and the third author. One approach to describing the invariant subspaces for such a bi-isometry using this model is to consider isometric intertwining maps from another 
Introduction
The geometry of complex Hilbert space is especially transparent. In particular, all Hilbert spaces of the same dimension are isometrically isomorphic. One consequence is the simple structure of isometric operators on Hilbert space as was discovered by von Neumann in his study of symmetric operators in connection with quantum mechanics. A decade later, this decomposition was rediscovered by Wold who made it the basis for his study of stationary stochastic processes.
Another decade later, Beurling obtained his iconic result on invariant subspaces for the unilateral shift operator. While his proof did not rely on the structure of isometries later works showed that the result could be established using it. In the fifties, Sz.-Nagy demonstrated that all contraction operators on Hilbert space had a unique minimal unitary dilation. The application of structure theory for isometries to this unitary operator is one starting point for the canonical model theory of Sz.-Nagy and the third author [11] . Much of the development of this theory, including the lifting theorem for intertwining operators and the parametrization of the possible lifts can be viewed as exploiting and refining the structure theory of isometric operators on complex Hilbert space.
The study of commuting n-tuples of isometries is not so simple, even for n = 2. This paper makes a contribution to this theory. The starting point is the model introduced implicitly in [1] for a biisometry or a pair of commuting isometries. We now describe the model explicitly. Let {Θ(z), E, E} be a contractive operator-valued analytic function (z ∈ D) and set ∆(ζ) = (I − Θ(ζ) * Θ(ζ)) * , ζ ∈ ∂D. Define the Hilbert space (1.1)
and the operators (1.1a)
where f 1 (z) = zf (z), f 2 (z) = Θ(z)f (z) (z ∈ D) (1.1b) g 1 (w, ζ) = ζg(w, ζ), g 2 (w, ζ) = ∆(ζ)f (ζ) + wg(w, ζ) (w ∈ D, ζ ∈ ∂D). (1.1c) Then (V Θ , W Θ ) is a bi-isometry such that there is no nonzero reducing subspace for (V Θ , W Θ ) on which V Θ is unitary.
In [2] we have shown that any bi-isometry (V, W ), for which there is no nonzero reducing subspace N such that V |N is unitarily equivalent to a bi-isometry (V Θ , W Θ ), where Θ(·) is uniquely determined up to coincidence. (Note that the terminology and the notations are as in [11] .) An important part of the study of this model is a description of all invariant subspaces of the bi-isometry (V Θ , W Θ ). To this end we first describe all the contractive operators Y intertwining two bi-isometries (V Θ 1 , W Θ 1 ) and (V Θ , W Θ ); that is, Y ∈ L(H Θ 1 , H Θ ) and
Let P denote the orthogonal projection of H Θ onto H 2 (E)(≈ H 2 (E) ⊕ {0} ⊂ H Θ ). Then there exists a unique contractive analytic operator-valued function {A(·), E 1 , E} such that
for all h 1 ∈ H 2 (E 1 )(≈ H 2 (E 1 ) ⊕ {0} = H Θ 1 ). Conversely, given such a contractive analytic function A(·), there exists a contractive intertwining operator Y , but it is not unique. Using the Commutant Lifting Theorem, one can describe completely the set of such intertwining contractions.
The description involves an analytic operator-valued function {R(·), R, R ′ }, called the free Schur contraction in Section 2. Here, the spaces R and R ′ are called residual spaces, and they are entirely determined by the functions Θ 1 , Θ and A. If M is a common invariant subspace for the bi-isometry (V Θ , W Θ ), then defining U 1 = V Θ |M and U 2 = W Θ |M yields a bi-isometry (U 1 , U 2 ) on M. Moreover, the inclusion map X : M → H Θ is an isometric intertwining map. Conversely, if Y is an isometric intertwining map from a model (V Θ 1 , W Θ 1 ) on H Θ 1 to H Θ , then the range of Y is a common invariant subspace for the bi-isometry (V Θ , W Θ ). Hence, the problem of describing the common invariant subspaces for (V Θ , W Θ ) is closely related to describing the isometric intertwining maps from some model (
Thus the description of all the invariant subspaces of (V Θ , W Θ ) is intimately connected to the determination of the class of the free Schur contractions for which the corresponding operator Y is an isometry. As yet we have not found a completely satisfactory characterization of that set. In this Note we present our contributions to this problem with the hope that they may be instrumental in the discovery of an easily applicable characterization.
In the next section we provide a description of the commutant lifting theorem focusing on the aspects relevant to our problem. In Section 3 the analytical details are taken up while in the fourth section we state our results on isometric intertwining maps. In the final section, we apply these results to the question of invariant subspaces in those cases in which our results are effective. We conclude with a number of open questions and future directions for study.
A short review of the Commutant Lifting Theorem
Let T ′ ∈ L(H ′ ) be a completely nonunitary (c.n.u.) contraction and T ∈ L(H) an isometry; here H, H ′ are (separable) Hilbert spaces. Furthermore, let X ∈ L(H, H ′ ) be a contraction intertwining T and T ′ ; that is,
Let U ′ ∈ L(K ′ ) be a minimal isometric lifting of T ′ . In other words, if P ′ denotes the orthogonal projection K ′ onto H ′ and I ′ denotes the identity operator on K ′ , we have
Since H ′ is essentially unique, one can take
In its original form [9, 10] , the Commutant Lifting Theorem asserts that there exists an operator X ∈ L(H, K ′ ) satisfying the following properties
Such an operator Y is called a contractive intertwining lifting of X. In this study we need a tractable classification of all these liftings. To this aim we introduce the isometry
obtained by closing the linear operator
This operator obviously satisfies
Also we will denote by Π and Π ′ the operators on
With this preparation we can state the needed description (see [4] , Ch. VI).
Proposition 2.1. (i) Any contractive intertwining lifting Y of X is of the form
where Γ(·) is given by the formula
where
is a contractive analytic function satisfying
( As already stated, the main purpose of this paper is to study the free Schur contractions for which the associated contractive intertwining lifting is isometric; in particular, to find necessary conditions on T, T ′ and X for such an isometric lifting to exist.
Analytic considerations
Let D, D ′ be two (separable) Hilbert spaces and let
be analytic in D. Define an analytic function Γ by setting
Proof. For ρ ∈ (0, 1), the function (1 − ρzA(ρz)) −1 d is bounded, and in particular it belongs to H 2 (D). Moreover, it can be decomposed as a sum of two orthogonal vectors in H 2 (D) as follows:
Thus we have 1 2π
from which (3.3) follows by letting ρ ր 1.
The following equality is an obvious consequence of Lemma 3.1.
from which (3.4) readily follows. 
then we also have
Proof. Observe that
so for any N = 1, 2, . . . we have lim sup
which is assumed to tends to 0 as N → ∞.
where g n ∈ D ′ and note that
Thus for n = 2, 3, . . ., we have 
But since Γd 2
2 + · · · , the above inequality and the assumption that
We can now state and prove the main result of this section. 
(c) W (·) and A(·) satisfy the condition (3.6) and
, and in the Taylor expansion
we have
Proof. The equivalence of the properties (a) and (b) follows directly from the Corollary 3.1. This corollary and Lemma 3.4 show that the property (d) implies the property (a). The converse implication follows readily from the same corollary and Lemma 3.3. Finally, Lemma 3.2 shows that the conditions (3.6a) and (3.6b) are equivalent and thus so are the sets of properties (b) and (c).
is an isometry if and only if
Proof. We have
and consequently, for all d ∈ D, we also have
Thus (3.6) implies (3.6a).
Another special case of Proposition 3.1 is given by the following.
Proof. In this case . This W is an isometry but Γ(·) is not isometric.
Thus, in general, the (actually equivalent) conditions (3.6a) and (3.6b) are not superfluous. 
(where H is a Hilbert space) such that
This representation is
where E(·) is a positive operator-valued measure on ∂D = {ζ := |ζ| = 1}, uniquely determined by F (an early occurrence of this representation is in [8, Theorem 3] ).
To explicate that connection, we first observe that the function
satisfies the inequality (3.8). Indeed, we have (with
Thus our particular F (·) has a representation of the form (3.8a). Now from (3.8a) we easily infer
Since h d (z) is a nonnegative harmonic function in D, the limit
exists a.e. in [0, 2π), and the absolutely continuous part of the measure (
It follows that the singular part
Consequently, the following facts (a) and (b) are equivalent:
(a) the measure E(·) is absolutely continuous; and (b) the relation
We recall that the function
In particular, this function has radial limits a.e. on ∂D.
Lemma 3.5. Let d ∈ D be fixed, and define
exists a.e. and
Proof. We first observe that
Indeed, for z ∈ D, z = 0 we have
Thus (3.8f) and (3.8l) imply (3.8j) and (3.8k).
We can now give the following complement to Proposition 3.1 which establishes the connection between the absolute continuity of the measure E(·) in (3.8a) and the fact that Γ is an isometry when viewed as an operator from D to H 2 (D ′ ). The measure E(·) in the representation (3.8a) of the function F (·) defined in (3.8b) (3.8m)
is absolutely continuous, and
Proof. Assume first that Γ is an isometry. Then from (3.8k) we infer (for any d ∈ D)
Since k d (e iθ ) ≥ 0 a.e., (3.8o) implies (3.8n) and (3.8h). Consequently, (due to the equivalence of the facts (a) and (b), above; see the discussion preceding Lemma 3.5), we have that (3.8m) is also valid. Conversely, assume that both statements (3.8m) and (3.8n) are valid. Then using again (3.8k) we have
Consequently, Γ is an isometry.
For the investigation of the basic condition (3.6) we need to study first the operator-valued functions
is an outer function; and
Proof. For n = 1, 2, 3, . . . we have
Consequently, for any function h ∈ H 2 (D) the function
belongs to the range R of the operator of multiplication by (1 − zA(z)) on H 2 (D). But, since 
and the maximum principle forces
Remark 3.2. Proposition 3.1 in the case A(z) = 0 (z ∈ D) takes the following trivial form: Γ(·) is an isometry if and only if W (·) is inner. Therefore, from now on we will assume that A(z) ≡ 0, or equivalently that
Remark 3.3. It is worth noticing that the basic condition (3.6) implies that if
is a bounded operator-valued analytic function, where D ′′ is any Hilbert space, such that
. Indeed, for the bounded analytic function
Therefore,
and hence by virtue of (3.6)
It follows that the D ′′ -valued function F (z)J(z) (in H 2 (D ′′ )) is identically 0. Thus
Note that by virtue of ([11, p. 201-203] ), the result we just established is equivalent to
where both closures are in L 2 (D). Thus (3.10) is a necessary condition for Γ(·) to be an isometry.
It is obvious that if W (·) is inner (that is, D W (e iθ ) = 0 a.e.), then (3.10) is satisfied. We will give now a case in which the basic condition (3.6) in Proposition 3.1 can be replaced with the condition
that is, W (·) is an inner (analytic) function. To this end we recall that the analytic operator-valued function (z ∈ D) (·) is said to have a scalar multiple if there exist a δ(·) ∈ H ∞ and a bounded
(cf. [11, Ch. V, Sec. 6]). By adapting the proof of Theorem 6.2 (loc. cit.) to our situation, we can assume due to Lemma 3.6 a) that δ is an outer function; that is,
Consequently, so is G(·); that is,
and hence (cf. [11, Ch. V, Proposition 2.4 (ii)])
Note that (3.12), (3.12a), (3.12b), and (3.12c) imply that
and is in fact equal to G(e it )/δ(e it ) a.e. Moreover,
We will now consider the slightly more general case in which (3.12d), (3.12a) hold regardless of whether a scalar multiplier exists for K(·). 
A similar argument holds for the strong convergence
Relations (3.13) and (3.13a) are direct consequences of the above strong convergences and of (3.12e).
We can now give the following corollary to Proposition 3.2. (e) W (·) satisfies the condition (3.11) and A(·) satisfies the condition
Proof. In the present situation (due to Lemma 3.7) we have that Γ(·) is isometric if and only if relation (3.14) holds, and
hold. Let D 0 ⊂ D be a countable dense subset of D and denote by Ex(d) the null set on which (3.15) fails. If Ex 0 denotes the set of the e iθ is for which at least one of the relations (3.12d), (3.12e) is not valid, then
is also a null set and
But for e iθ / ∈ Ex, the operator D W (e iθ ) J(e iθ ) is bounded. Therefore (3.15a) implies
i.e. (3.11) . This concludes the proof since (3.11) obviously implies (3.15).
and define
and equality holds in (3.16) if and only if w and a satisfy the following conditions:
w(e iθ ) * w(e it ) = 1 a.e. and In particular, this relation shows that a(·) H ∞ ≤ 1; moreover,
is an outer function, there exists an outer function b ∈ H ∞ such that 
Then w(z) ≤ 1/ √ 2 < 1 (z ∈ D) and (3.16) is not satisfied, but 1 2π
i.e. (3.17b) is valid.
Isometric intertwining lifting
We return now to the commutant lifting theorem setting presented in Section 3. We recall that if we denote
where d ∈ D = D X , then the contractive intertwining liftings of X are given by the formula
In (4.1c),ω is the partial isometry ∈ L(D, D ⊕ D T ) defined in Section 2 and
is an arbitrary analytic operator-valued function such that
We also recall that B is isometric if and only if Γ(·) is isometric. According to Proposition 4.1 this can happen if and only if the (d) set of properties holds for W (·). By noticing that
we have this result as a direct consequence of Proposition 3.1. 
Proposition 4.1. The contractive intertwining lifting B associated to R(·) is isometric if and only if the following two properties hold for all d ∈ D:
where (see also (4.1))
for each d ∈ D; and
The problem with these two propositions is that one cannot always apply them. None of the conditions (4.2), (4.2a), (4.3) or (4.4) is easy to analyse or check. To illustrate this difficulty we will now give two results.
Proposition 4.3. With the notation of Section 2, assume X < 1 and that there is an isometric
intertwining lifting Y 1 of X. Then T is a unilateral shift.
is a unilateral shift and T |H 1 is unitary. Then
Therefore, if Y is any intertwining lifting for X (that is,
then we have
and T |H 1 are unitary. Therefore, ZH 1 is a reducing subspace for U ′ and is orthogonal to H ′ (because P ′ Z = P ′ Y − P ′ Y 1 = 0). Due to the minimality of U ′ (that is,
we have ZH 1 = {0} and hence
But the Commutant Lifting Theorem applied to X 0 = X/ X yields a contractive intertwining
From the relation (4.5) and the hypothesis that Y 1 is isometric, we conclude that H 1 = {0} and so
This result shows that if X is a strict contraction, there cannot exist an isometric Γ, unless T is a unilateral shift.
and let S = U |H 2 be the canonical unilateral shift on
. Then the following properties are immediate:
(4.6) V Q = QS, ker Q = {0}, and ker Q * = {0}. Now set
Then T is unitary and U ′ = U * are unitary. Hence, there exists a unique intertwining lifting Y if X and its norm is equal to X = 1/2 < 1.
Thus even when the operators T and T ′ are very elementary, (in this case, T is a unitary operator of multiplicity one and T ′ is the backward shift of multiplicity one), there may not exist any free Schur contraction that makes Γ isometric. Again we don't see how to deduce this fact easily from Propositions 4.1 and 4.2.
In the study of the parametrization of all contractive intertwining liftings of a given intertwining contraction X, the case when X < 1 is the most amenable to study. Proposition 4.3 shows that in this case our present study reduces to the case when T is a unilateral shift. Related to this case we have the following .
with dense range and X < 1. If an isometric intertwining lifting Y of X exists, then we have
Proof. In this case the space R introduced in the proof of Proposition 4.3 is {0}, or equivalently, U ′ is also a unilateral shift. Consider the minimal unitary extensions
It is easy to see that Y is isometric and thus the multiplicities ν and µ of the bilateral shifts U ′ and T , respectively, satisfy
The inequality (4.7) follows directly from the equalities
To prove (4.7b) and (4.7c) we notice, using the fact that D X is invertible, that
where the second equality follows from the fact that ker T ′ * = {0}.
The preceding lemma shows that the case when the inequality (4.7) holds is of some interest.
Therefore, through the remaining part of this section we will assume that (4.7) is valid. In this case we need study only the case when the free Schur contraction R(z) is independent of z; that is, when W (z) = W (0) (z ∈ D). According to Corollary 3.3, in this case Γ(·) is an isometry if and only if A 0 = ΠW (0) is a C 0• -contraction and W (0) is an isometry. This last restriction is obviously equivalent to the free Schur contraction R(z) ≡ R(0) (z ∈ D) being an isometry. Therefore, if there exists such a free Schur contraction for which the corresponding Γ(·) were not an isometry, the operator (4.8)
would not be a 
.).
Then
At this moment it is worth noticing that we have actually proven part of the following characterization of a contraction which is not a C •0 -contraction, a fact which may be useful elsewhere. 
Proof. It remains to prove that if such a sequence exists then T is not a C •0 -contraction. To this end note that
where M is the supremum in (4.9). Choose n 0 large enough for h n 0 ≥ √ 15 M/8 to hold. Then for any N = 0, 1, . . ., we have
We return now to our particular considerations. The relation (4.8b) can be written as
Applyingω to these last equalities we obtain
Note that (4.10) also implies
Thus we obtain the following. Indeed, let us assume that we have a sequence {d n } ∞ n=0 ⊂ D satisfying the condition (4.10). We extend recursively the definition of the d n 's as follows:
extends by continuity to C = R(0) * |((I −ωω * )Π * D 0 ) − . Clearly, C is a contraction and its definition depends only on ω and the sequence {d n } ∞ n=0 satisfying (4.10). Moreover, by its construction C extends to a co-isometry (namely R(0) * ) from kerω * onto kerω.
To continue our analysis we now need the following. 
Proof. If a coisometric extension C of C exists, then for h ∈ H ⊖ M we have
and so
Clearly, we also have
and
where X ∈ L(D C * , H ′ ⊖ M ′ ) is an isometry. Due to (4.12b) we have
and therefore (4.12) holds. Conversely, if (4.12) holds we can define an isometric operator C 1 from
H into H ′ in the following way. First, due to (4.12) we can find two mutually orthogonal subspaces
Choose for C 1 |Y any unitary operator ∈ L(H ⊖ M, Y) and define C 1 |M by (4.12e)
where X is any unitary operator in L(D C * , X ). The operator thus defined on H is isometric and
Consequently, C * 1 is coisometric and
for all m ′ ∈ M ′ , h ∈ H, and hence C * 1 |M ′ = C, where P M is the orthogonal projection of H onto M.
Returning to the discussion preceding the above lemma, we deduce that the contraction C must satisfy the condition
Thus we have proved the following. (c) the inequality
holds.
Note that (4.14a) is a more stringent condition than (4.7).
Finally, the proof of Lemma 4.3 allows us to infer the following complement to Proposition 4.4
and Lemma 4.3. 
Then no operator Γ(·) corresponding to a free Schur contraction provided by Proposition 4.4 is isometric.
We conclude this note with a closer look at the case 
With this preparation we can now prove the following result. Proof. It will be sufficient to prove that in the present case Property (a) in Lemma 4.3 is satisfied.
So, let {d n } ∞ n=0 be a sequence in H satisfying the relations (4.10a) and (4.10b). Applyingω * on both sides of identity (4.10a) we obtain (4.16)ω * Π * d n+1 =ω * ω d n (n = 0, 1, 2, . . . , ).
Introducing in (4.16) the explicit forms (4.15a) ofω * ω ; and (4.15c) ofω * , respectively, we obtain
(n = 0, 1, . . .), and whence
.).
We infer
where T * n → 0 strongly. This together with (4.10b) forces d n = 0 for all n ≥ 0. 
we have Consequently, introducing (4.17) and (4.17a) in (4.7), the last relation takes the form
In fact, the previous proof can be modified to yield the following slight improvement of Proposition 4.6. Proof. We will use the proof of Proposition 4.6 replacing the inverse for T * D 2 X T by a left inverse which the fact that D X T and D X have closed range will allow us to define. The key here is to show that the range of T * D X is contained in the support of T * D 2 X T . 
Obviously, (4.17c) reduces to (4.17b) if X < 1 and here D X is invertible. 
we can apply Proposition 4.7 to the present setting and conclude that the set of the isometric intertwining liftings of X 0 is not empty and, moreover, that for every free Schur contraction of the form R(z) = R 0 (z ∈ D) with R 0 an isometry, the corresponding contractive intertwining lifting Y of X 0 is also an isometry; in connection with this result see [5, 7] .
