In this paper we address the problem of continuous fine-grained action segmentation, in which multiple actions are present in an unsegmented video stream. The challenge for this task lies in the need to represent the hierarchical nature of the actions and to detect the transitions between actions, allowing us to localise the actions within the video effectively. We propose a novel recurrent semi-supervised Generative Adversarial Network (GAN) model for continuous fine-grained human action segmentation. Temporal context information is captured via a novel Gated Context Extractor (GCE) module, composed of gated attention units, that directs the queued context information through the generator model, for enhanced action segmentation. The GAN is made to learn features in a semi-supervised manner, enabling the model to perform action classification jointly with the standard, unsupervised, GAN learning procedure.
Introduction
In the domain of human action recognition, continuous fine-grained action recognition is more challenging than utilising a pre-segmented video dataset where each video contains only a single action. The challenge for continuous fine-grained approaches stems from the need to represent the real-world hierarchical nature of the actions. For instance, within the broader category of actions related to cooking, the action 'making salad' is composed of various related subactions such as 'cutting vegetables', 'add dressing', 'mixing' etc. The main goal of fine-grained action segmentation is to predict what action is occurring at every frame in a video sequence. Hence, it requires an understanding of the different actions that can occur in similar settings. Often different actions can also involve the same objects (for eg: 'Retract from shelf' and 'Inspect product'), and also there are situations where the same action can be performed while interacting with different objects. Therefore, the problem is more challenging than recognising a single isolated action; the additional information such as semantic relationships among objects does not provide the same disambiguation in continuous fine -grained action recognition tasks as may be achieved in discrete action methods [1] . As a further complication, there are frames within the video that contain action transitions which do not belong to any action class, and are labelled as 'background' and should be identified as such.
Most recent approaches for continuous action recognition are based on deep neural networks as they do not require feature engineering. However, manual effort is required to design an effective loss function. Furthermore, their performance is highly coupled with the database size and methods require very large labelled databases to generalise to different use cases. This causes a major hinderance for human action recognition task where labelled training data is scarce, particularly for many fine-grained human actions.
We are motivated by the recent advances in semi-supervised Generative Adversarial Networks (GAN) [2] , where the model combines a supervised classifi-cation objective with an unsupervised GAN objective. In another line of work by Ahsan et. al [3] have suggested a semi-supervised learning strategy, where they do not directly couple the adversarial GAN loss together with the action classification loss and do not perform joint training. Instead, they first train the model using adversarial GAN loss and then fine-tune it for action classification.
Hence, the task specific loss function learning paradigm of the GAN is not aware of the end goal of the system, i.e. action classification.
In this paper, we present a novel semi-supervised generative adversarial network architecture for continuous fine-grained action segmentation. The generator's role is to learn an intermediate representation, an 'action code', that has high discriminative power to aid the classification task performed by the discriminator. Using this mapping we simplify the action recognition process, and as the action codes are unique to a specific action class, the generator directly contributes to the action recognition and the task of the classifier is simplified. Figure 1 illustrates the proposed action segmentation framework. Due to the hierarchical structure of human actions, there exists a high probability of certain sub-action classes co-occurring. To capture such complex temporal relationships, the generator of the proposed model is coupled with the gated context extractor (GCE) module, which maintains a queue called 'context queue' containing previous frame features. Therefore, the action code generation process is also influenced by the signal that passes through the GCE. Through this process the overall model becomes recurrent where the decision making process at the present time step leverages embedded information from the previous frames.
Our GCE model is inspired by the work in [4] , where the authors propose gated operations for multimodal information fusion. However, to the best of our knowledge, no previous works have considered using a queue like structure for temporal modelling. Furthermore, in [4] the authors only consider the gated operations when there are two elements. We extend these operations to a larger scale and train the model to utilise historical information from the distant past.
The main contributions of the proposed work can be summarised as follows:
• We introduce a novel recurrent semi-supervised action GAN (SSA-GAN) model for continuous fine-grained human action segmentation.
• We propose the incorporation of a novel Gated Context Extractor (GCE) to model long term temporal relationships among DCNN features stored in the context queue, capturing high level contextual information.
• We show the proposed model outperforms the current state-of-the-art methods for three challenging public datasets.
The rest of the paper is organised as follows. In Section 2 we discuss related work on action segmentation with deep architectures and Section 3 contains a description of the methods used in developing the proposed network architecture. In Section 4 we provide details on network architecture and training with a performance evaluation on three challenging datasets and an ablation study to show the importance of different components of the the proposed SSA-GAN model. A discussion analysing performance gain of the proposed method is presented in Section 5 and Section 6 concludes the paper.
Related Work
Human action recognition approaches can be categorised into two types: methods that are discrete and operate on either image [6] or pre-segmented videos [7, 8, 9] ; and methods that operate over continuous fine-grained action videos [10, 11, 12] . Even though discrete methods have demonstrated greater performance [13, 14] , they are disconnected from real world scenarios that are always composed of fine-grained actions. This has been the motivation for researchers to focus on methods that process continuous fine-grained videos.
These approaches are more relevant to real world applications such as detecting threats from a surveillance video, as they are able to keep track of previously observed actions and exploit the relationships between consecutive actions.
Methods have been implemented either as hand crafted feature based [15] or deep network based [7, 16, 17] from the previous m frames), which is passed through a gated network that connects to the generator to enhance the action generation process. CX are convolutional BatchNorm ReLu layer groups with X filters, [5] , and FC(k) and FC(1) denote fully connected layers with softmax activations of size 1 and k respectively.
network based models as they do not require feature engineering. Among these approaches for fine-grained action segmentation, Ma et al. [18] , introduced a method based on Convolutional Neural Networks (CNN), which takes the human pose and human part position based image patch sequences and utilises vectors of locally aggregated descriptors (VLAD) to encode the final pooling layer output. Rich action information is provided by the variety of different scales of appearance and motion patch data that is processed in a CNN model.
Furthermore, the addition of the VLAD encoding mechanism facilitates more effective action description and improves action segmentation. Another segmen- interactions can easily be incorporated into the model [23] .
The GAN was originally introduced by Goodfellow et al. [2] and has increased in popularity in various research areas over the last few years. GAN based models are capable of learning an output that is difficult to discriminate from real examples, and learn a mapping from input to output while learning a loss function to train the mapping. Hence, the GAN learning process is formulated as a min max game between the generator (G) and the discriminator (D). In the GAN learning framework we do not define a loss for the synthesised examples, rather this is learnt automatically via the ability of the synthesised examples to fool D. Hence, the frameworks leans a task specific loss. Given this ability, GANs have been applied for diverse computer vision problems such as state prediction [24] , future frame prediction [25] , product photo generation [26] , and inpainting [27] . Most of these image-to-image generation based models are based on an extension to the GAN, namely the conditional GAN (cGAN) [23] , where both the generator and the discriminator are conditioned with extra information such as class labels or data from other modalities. However, it is not always possible to obtain large numbers of labelled samples to train these models. In such cases semi-supervised GANs [28, 29] are convenient as they are able to learn models from both labelled and unlabelled data.
A limited number of methods have been introduced using GANs for the discrete human action recognition task [30, 3] . The method of [30] utilised
GANs only for generating masks to detect the actors in the given input frame.
Then the relavant action classification is performed via a CNN. This method is prone to difficulties with the loss function as noted previously.
The method of [3] proposes a Semi-Supervised GAN architecture for discrete action recognition. The generator is given sample frames of the video from which it learns spatial features of action categories and the discriminator learns to classify the relevant action classes of the input frames. However, as yet, no methods have been introduced that use GANs for continuous fine-grained action recognition. When modelling human actions in continuous videos we have to consider both temporal and visual features to capture long-term relationships.
In a different but related line of work, tracking temporal consistency has been formulated as minimising the divergence between consecutive frames. Specifically, in [31] the authors utilise a multi-task learning platform to make the learned objectives from neighbouring frames closer to each other, while in [32] the authors make the objective follow the anticipated future human behaviour.
In contrast, while following the same fundamentals of temporal consistency, we propose a method to capture it via queuing historic frames and utilising a gated attention framework to extract the salient temporal information that should be considered when making decisions regarding the current frame.
Methodology
GANs are generative models that are able to learn a mapping from a random noise vector z to an output vector y : G : z → y [2] . In our proposed method, we utilise the conditional GAN [23] , an extension of the GAN that has the ability to learn a mapping from the observed image x t at time t and a random noise vector z t to y t : G : {x t , z t } → y t [5] , where y t is the generator output at time step t.
GANs are principally composed of two components: the Generator (G) and the Discriminator (D), which compete in a two player game. G tries to generate data that is indistinguishable from real data while D tries to distinguish between real and generated (fake) data. Therefore, the ultimate target of the model G is to fool the model D.
We introduce a conditional GAN based model, Semi-supervised Action GAN (SSA-GAN ), for continuous fine-grained action segmentation. The proposed SSA-GAN model couples spatial and temporal information and through the semi-supervised architecture it is able to perform action classification via the discriminator. Here, unlike a typical GAN that utilises only spatial information, the generator of our proposed model gains information in the form of an action code, which is an intermediate representation learned by the network. We use this approach as areas such as action segmentation involve long video sequences, and long-term feature relationships between frames are crucial.
In Section 3.1, we describe the action code format that the GAN is trained to generate and the importance of such intermediate action representations for the prediction task; Section 3.2 describes the semi-supervised GAN architecture and how it is capable of performing direct classification through the GAN model; in Section 3.3 we explain the objectives behind our models and in Section 3.4 we explain the Gated Context Extractor (GCE) model that captures the long-term temporal relations and utilises them within the overall process.
Action codes
The aim of our generator model is to synthesise an intermediate action representation, called an 'action code', to represent the current action in each input frame. The generator maps dense pixel information to this action code. Hence having a one hot vector is not optimal. Therefore we scale it to a range from 0 to 255 giving more freedom for the action generator and discriminator to represent each action code as a dense vector representation,
where k is the number of action classes in the dataset. Several works [33, 34] have shown the importance of using such representations with GAN architectures. In our work the action code is influenced by both the adversarial loss and the classification loss. We give more attention to the classification process.
Hence the action codes must be informative for classification. In Figure 2 we
show some examples for the ground truth action codes for a scenario where there are 7 action classes. It is essential to state that this idea of the proposed action codes have been used as an example for a simple embedding of the action representation. However any distinct representation can be utilised here as long as they are unique for each action class. See Section 5 for more details. 
Semi-Supervised GAN architecture
Our SSA-GAN network is composed of a conditional GAN architecture that enables semi supervised learning. Semi-supervised learning has been added to the network by combining a supervised objective and an unsupervised objective during training [29] . The generator of a standard GAN is utilised to generate outputs that are more similar to the ground truth data while the aim of the discriminator is to distinguish between the ground truth (real) and generated (fake) data. Even though the ground truth labelled data is provided to the discriminator, the generator is not fed with any labelled data. It learns the output through the overall loss at each time step. Hence, for a standard GAN model only the real/fake labels are provided. However, classifying real/fake is not the main goal of the model. The main goal is the generation of optimal outputs that are similar to the real data. Hence the learning procedure of a standard GAN, and in particular the generator, is unsupervised [5] in that it does not utilise labelled data during the training procedure. In the proposed work we utilise an additional classification model coupled with the discriminator. When considered individually, classification is a supervised task where the learning is purely based on labelled data. Therefore, with the addition of a supervised model to the unsupervised GAN, the overall architecture becomes semi-supervised [29] . This has been achieved by enabling the discriminator to perform classification on action class labels that are available in the datasets.
Therefore, in addition to learning the real/fake examples, the discriminator also learns the probabilities of each of the original dataset classes that it has been trained on; and the unlabelled data used for real/fake verification is able to support learning the hierarchical nature of the input. The real/fake verification component also enables the discriminator to send a signal back to the generator to improve its ability to generate realistic action codes.
Objectives
Conditional GANs are capable of learning a mapping from input to output while learning a loss function to train this mapping. Therefore they are useful for problems that require varying loss formulations. The objective for the conditional GAN can be defined as,
where G(x t , z t ) refers to the generator output given input image x t and the noise distribution z t at time instance t. These networks have been mainly used as a general purpose solution for image-to-image translation problems [5] , and as suchvrequires adaptations for use in classification. The use of a semi-supervised conditional GAN architecture is preferable as the discriminator is capable of learning the label classification as well as learning to verify real/fake data. Let the labelled dataset be (
is the output of the classifier head in the discriminator. Then the objective function of the semi-supervised model can be defined as follows,
Here the balance between the classification loss and the adversarial loss is achieved through a hyper parameter, λ c .
Fine-grained action segmentation becomes challenging as these datasets are usually composed of visually similar actions that belong to different action classes. There is a higher chance of actions being visually similar when they appear consecutively in the video sequence. In particular, the frames constituting the 'background' are highly visually similar to the surrounding actions.
In such scenarios the use of additional context information becomes supportive for the learning task. Many visual recognition approaches critically rely on context [35, 36, 37, 38] . Therefore, we utilise context information provided by the previous action frames which will be discussed in Section 3.4. This context information is stored and handled by the gated context extractor (GCE), π.
After coupling the generator with the context extractor, the objective func-tion can be defined as,
where G(x t , z t , c t ) refers to the generator output given input image x t , noise distribution z t , and context vector c t produced by the GCE at time instance t.
Gated Context Extractor (GCE)
We observe that fine-grained action videos are generally composed of related actions. Hence, information from previous frames is beneficial when predicting the current action. When performing a specific activity such as 'preparing salad'
in the 50 Salads dataset, the chance of the occurrence of some actions (e.g. 'place lettuce into bowl') after a particular action ('cut lettuce') can be higher. For this reason, in order to capture long-term temporal dependancies, the GCE module is allowed to store information extracted from the generator for the previous m frames, which are fed into the generator through a series of Gated Attention Units (GAU), inspired by [4] . The proposed GAU can be expressed as follows,
where s t−j is the hidden state representation and the weight W h t−j is learnt jointly with the other components. First we encode the stored hidden state representation s t−j by passing it through a tanh function. Then a sigmoid function, σ, is used to determine the information flow from the present state s t−j by attending over all the stored information, 
and determine the final output, c t , of the GCE module by aggregating all the outputs of individual gates as,
Experiments

Datasets
We evaluate our proposed SSA-GAN model on three challenging fine-grained action datasets similar to [19] , view of the previous 2 datasets. We utilise 11 action classes defined in [42] including the background class.
Metrics
The evaluation of the proposed model uses both segmentation and frame wise accuracy metrics. Frame wise metrics are widely used in many works [43, 19, 40] , however, as explained in [19] , models that gain similar frame wise accuracies still can show large variations when visualising their performance due to different segmentation behaviour. Hence, to fully describe the action segmentation performance of the proposed model we also utilise segmentation metrics such as mean average precision with midpoint hit criterion (mAP@mid) [10] , Segmental F1 score (F1@k) [19] and segmental edit score (edit) [21] .
Network Architecture and Training
The network architecture is defined in Figure 1 . We evaluated different queue sizes, m, and the optimal size of m = 400 is determined experimentally.
In Fig. 3 (a) we show the accuracy against different queue sizes for the test set of the MERL Shopping dataset and we set m = 400 as it offers the best accuracy. We follow the training procedure of [5] , alternating between one gradient decent pass for the discriminator and one for the generators using mini batch SGD (32 examples per mini batch) and the Adam optimiser [44] , with an initial learning rate of 0.1 for 250 epochs, and 0.01 for the next 750 epochs. For the discriminator model, we take (batch size)/2 generated (fake) action codes and (batch size)/2 ground truth (real) action codes, where ground truth codes are created manually. We utilise Keras [45] with Theano [46] as the backend to implement our proposed model. When λ is a very large value (>100), the model focuses more on the classification task. Therefore, the effect of the GAN objective will be considerably low. According to Figure 3 (b) , the frame-wise accuracy tends to decrease when λ is larger than 100. From this, it is evident that both the GAN and the classification objectives contributed to the gain in accuracy. Table 1 presents results for the proposed approach along with the state-ofthe-art baselines. For all three datasets we consider the models proposed in [19] as baselines. In [19] , the authors introduce two networks, namely encoder- Furthermore, to better demonstrate the strengths of the automatic feature learning ability attained by these deep learning (but non-GAN) methods we compare these models as well as the proposed Semi-Supervised Action GAN (SSA-GAN ) model with traditional non-deep learning models that utilise hand crafted features. For comparisons on the 50 salads dataset we use two models that use Improved Dense Trajectories (IDT) [47] together with a Language
Results
Model (LM) [48] and Conditional Random Field (CRF) [49] to segment the temporal actions. For the Georgia Tech Egocentric activity dataset, as non-deep learning based models we utilise two SVM classifiers trained on the well known Space-Time Interest Points (STIP) [50] and Scale-Invariant Feature Transform (SIFT) [51] features. We also use a model utilising hand motion, hand location, hand pose and foreground object details as features, which recognises the actions using a SVM [42] . Due to the unavailability of non-deep learning based baseline model results for the MERL Shopping dataset, we were unable to perform such a comparison for this dataset.
When considering the results presented in Egocentric Activities datasets : F1@k is the segmental F1 score, edit is the segmental edit score metric (see [21] ), mAP@mid is the mean average precision with mid point hit criterion and accuracy denotes the frame wise accuracy. NA indicates that the metric is unavailable in the respective baseline method.
Ablation Experiment
We perform ablative experiments on the MERL Shopping dataset (selected due to the moderate dataset size) to justify the importance of each component of the proposed SSA-GAN architecture. We utilise five simplified models, obtained by removing components from the proposed SSA-GAN model. Analysing the results in Table 2 , we observe a significantly lower accuracy for model G. It is a non-GAN method inheriting the deficiencies of supervised training of CNNs, where performance is directly coupled with the design of the loss function. The introduction of temporal features boosts performance (G compared to G-GCE ), however, it fails to achieve performance comparable to GAN based methods. Comparing cGAN-GCE and cGAN, we observe that context information is vital for fine-grained action segmentation. We see that encoded temporal information is capable of improving the learning process and the inclusion or exclusion of this results in a significant performance gap.
The difference between the (SSA-GAN)-GCE and the cGAN models is mainly due to the end-to-end action learning ability of (SSA-GAN)-GCE. As the discriminator network of the (SSA-GAN)-GCE model learns the classification together with the real/fake verification, it does not require any additional classification approach. The cGAN model is trained only for action code generation and an additional softmax layer with the generator is required for action classification after the GAN based training. Therefore, it learns to generate action codes without directly learning to determine the action classes.
The SSA-GAN -GCE ablation model operates at the frame level, and due to the GAN based learning framework it has been able to optimally utilise the available spatial information and map that to an action code, which is subsequently used to classify the action class of the input frame. We believe the GAN based learning paradigm allowed us to obtain commendable accuracy for the SSA-GAN -GCE ablation model in Table 2 , while only operating on single images as single frames would carry some, but not all, information related to what action class the frame belongs to. However, as we as not using temporal information from successive frames, the introduction of the GCE allows us to obtain a substantial (approximately 5%) accuracy increase compared to the SSA-GAN -GCE ablation model. Proposed gated context extractor and GAN based loss function learning have significantly contributed for the performance of the SSA-GAN model.
Discussion
Action codes
As mentioned in Section 3.1 the action codes utilised here are just an example. They can be substituted with any representation (i.e any vectors or matrices such as images) that represents each class uniquely. The contribution between adversarial loss and classification loss is balanced using λ c . As it is set to be 100 it provides more attention to the classification process, hence allowing the generator model to alter the action code representation to make them easily classifiable by the discriminator. The ground truth action codes are provided as a guideline for the discriminator to guide the generator. However, by giving more weight to the classification error we place emphasis on the action codes being distinctive for recognition rather than being close to the ground truth.
Importance of task specific loss learning
We select 30 examples from the validation set of the 50 Salads dataset and [53] we extracted the activations from layer 5 and applied PCA [54] to plot them in 2D. The respective ground truth class IDs are indicated in brackets. This provides a better understanding of the encoding process that is utilised by the generator which directs the discriminator to learn the action classification.
With these examples, we noticed that the frames from the same action class are more tightly grouped. We also compare these semi-supervised model visuali- From the activations shown in Figure 9 from the supervised model G from the ablation experiments, it is clear that the automatic feature extraction process without such guidance fails to capture salient action related information.
We believe this results in the cluttered distribution of the features from the supervised model G seen in Figure 9 ; justifying the lack of substantial improvement among the baseline methods such as Bi-LSTM, ED-TCN and TricorNet (i.e the performance increase among any 2 models in F1 score is 5 units). This is because these models try to map these spatially similar incoming pixels directly to a classification label, using a standard supervised learning objective.
With the GAN learning framework, the generator model learns a synthetic objective function that forces it to embed frames from similar action classes close by. This simplifies the task of the action classification process performed by the discriminator model, allowing us to obtain a substantial improvement in performance compared to the baselines. To further demonstrate the discriminator model we obtained activations from the 2nd layer of the discriminator model (see Figure 10 ). In contrast to the generator model, the action classification process of the discriminator is enforced by the generated action codes, hence allowing the discriminator to directly focus on the action specific salient regions even at the early stages such as in layer 2. Hence it is clear that the action classification process is simplified with the proposed GAN approach. Figure 11 shows the distribution of activations from the GCE of the proposed SSA-GAN model, for the input frame in Figure 11 (a). As m = 400, there exists 400 previous embeddings in the GCE. We denote the current time as t, and thus the GCE content ranges from t − 400 to t. For different peaks and valleys in the activations, we show the embedding that has been stored at the time step. The GCE module provides higher responses for recent frames as well as for semantically important frame patterns in the long-term history. For instance when recognising the 'place tomato into bowl action we see higher activations within the short-term history where we see interactions between the actor and the bowl region in the frame, as well as previous interactions in the long-term history where the model has seen hand interactions between the actor and bowl (i.e between t − 240 to t − 120), where the actor places cheese into the bowl. This clearly verifies the importance of efficiently modelling these historical dependencies between the previous actions. The action is not descriptive on its own but it relates to what has happened in the history. Furthermore, the results presented in Table 2 further emphasise that it is not sufficient to just to extract out these embeddings from the history, but the module also needs to effectively determine their importance and propagate relevant historic examples to the recognition module (see LSTM and SSA-GAN ).
Importance of the gated context extractor
(a) input frame t-400 t-360 t-320 t-280 t-240 t-40 t t-80 t-120 'place_tomato_into_bowl' 'place_cheese_into_bowl' 'cut_cheese'
(b) GCE activations Figure 11 : Visualisation of GCE activations for the input frame in (a) for the stored embeddings. The embeddings range from t to t-400 in history. We observe higher activations for embeddings from the short-term and relevant long-term history.
Time complexity of the proposed SSA-GAN model
We evaluated the computational demands of the SSA-GAN model. The model contains 23M trainable parameters, and outputs 500 predictions in 18.5 seconds using a single core of an Intel E5-2680 2.50 GHz CPU.
Conclusion
In this paper, we have proposed a semi-supervised action GAN model (SSA-GAN ) for fine-grained human action segmentation. The coupled GCE module enables the model to capture the long-term dependencies among previous frames, and exploit the relationships among consecutive action sequences, in order to better model the sub-action level context in the sequence. These innovations enable the model to outperform state-of-the-art methods on three challenging datasets: 50 Salads, MERL Shopping and Georgia Tech Egocentric Activities datasets. The experimental evaluations on video-feeds from cameras with both static-overhead and dynamic-egocentric views, revealed the highly beneficial nature of capturing context information separately, resulting in a significant performance boost and providing the system the flexibility to adapt to the information cues in the different datasets. In addition, extensive evaluations that we have performed on different ablation models demonstrate the importance of the architectural augmentations proposed. It should be noted that even though the model has been evaluated on challenging fine-grained human action datasets, it can also be directly utilised for pre-segmented video action datasets.
While the focus of this work is continuous human action segmentation, the application of our proposed SSA-GAN is not limited to this. In our future work, we will be investigating the applications of the proposed SSA-GAN method for future action prediction which is an important and challenging task for which the proposed technique can be adapted.
