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Abstract
We develop a sequential-topological study of rational points of schemes
of finite type over local rings typical in higher dimensional number theory
and algebraic geometry. These rings are certain types of multidimensional
complete fields and their rings of integers and include higher local fields.
Our results extend the constructions of Weil over (one-dimensional) local
fields. We establish the existence of an appropriate topology on the set of
rational points of schemes of finite type over any of the rings considered,
study the functoriality of this construction and deduce several properties.
1 Introduction
The study of higher dimensional local fields was started in the 1970s by Parshin
in positive characteristic and Kato in the general case. They are natural objects
that arise in algebra and geometry by a process that iterates localization and
completion. Let us recall the definition.
Definition 1.1. A zero dimensional local field is a finite field. For n ≥ 1, an
n-dimensional local field is a complete discrete valuation field, such that the
residue field for the valuation is an (n− 1)-dimensional local field.
In positive characteristic, the theory is also developed allowing zero dimen-
sional local fields to be any perfect field of positive characteristic (cf. §3.3).
In the geometric context, these fields generalize the role played by local
fields on curves over finite fields or, more generally, on global fields. The point
of view is that instead of focusing on a point and a neighbourhood, we consider
a maximal chain of subschemes ordered by inclusion.
The development of techniques to study the arithmetic of higher local fields,
generalizing what is known for (one-dimensional) local fields, would have appli-
cations to the study of the arithmetic properties of higher dimensional schemes,
including Ne´ron models of elliptic curves.
There are mainly four different approaches to the study of higher local fields:
through topology; analysis and measure theory (see the works of Fesenko [6],
Morrow [27], and Kim-Lee [23]); category theory (see for example works by
Beilinson [1], Drinfeld [5], Kapranov [19] and Previdi [28]) and model theory(see
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for example works by Hrushovski-Kazhdan [17]). Finding relations among these
points of view and unifying them is quite a challenging problem.
Regarding the topological approach, with which this work is concerned, the
major achievement is local higher class field theory. This theory was established
in the general case by Kato [20], [21], [22]; Fesenko [9], [10]; Spiess [29] and
others. It uses Milnor K-groups endowed with a certain topology and the higher
reciprocity map in order to describe abelian extensions of a higher local field.
For a collection of surveys on higher local class field theory, see [8].
We should remark that the valuation topology on a higher local field and the
usual topology on its units do not suffice for this purpose, and the introduction of
more sophisticated topologies is required. Working simultaneously with several
topologies helps to study deep arithmetic properties in higher number theory.
Of course, there are many other similar examples, e.g. the use of six topologies
in the work on the Bloch-Kato conjecture by Voevodsky.
Such topologies are what we call higher topologies. When taken into account,
multiplication on a higher local field of dimension greater than 1 ceases to be
continuous, and hence we are no longer working in a category of topological
fields. However, the fact that multiplication is sequentially continuous is enough
to show many interesting properties of the arithmetic of these fields: Fesenko
[11] seems to have been the first one to exploit the sequential properties of higher
topologies in the study of higher class field theory.
One of the conclusions of this work is the utility of the sequential point of
view on higher topology when it comes to endowing sets of rational points over
higher local fields with a topology.
This work is organised as follows. In §2, we review basic facts about se-
quential topology and introduce a new concept: a sequential ring (Definition
2.11). §3 provides the main examples of sequential rings. It consists of a small
survey on higher topologies on higher local fields. Although these sections are
mainly expository, several well-known facts about higher topology are stated
and proved in §3; despite being known to experts in the area, it is very difficult
to refer to a proof. In particular, (v) in Proposition 3.6 and Theorem 3.8 are
new; we have not found these results in the existing literature.
In §4, schemes of finite type over a sequential ring are considered. Under
some conditions on the ring, we construct a topology on the set of rational
points, and we study the properties of this construction. The key result in this
direction is Theorem 4.9.
The main available examples of sequential rings are complete discrete valu-
ation fields such that their residue fields are endowed with a topology that has
certain properties. For such fields, we may apply a general construction that
produces a topology which turns the field into a sequential ring.
Following the construction given by Theorem 4.9, we obtain a topology on
the set of rational points on a scheme of finite type over a higher local field
and also on schemes over the ring of integers of a higher local field. Several
properties of this topology are deduced from this general setting.
Finally, we discuss further work and connections to other topics in §5. In
particular, the possibility of applications of the results in this work to the study
of higher adelic rational points of algebraic varieties and to the study of represen-
tation theory of algebraic groups over higher local fields ought to be emphasized.
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Notation. By the word ring we will always mean a commutative, unital ring.
Throughout this text, if F denotes a complete discrete valuation field, OF
will denote the ring of integers for the unique normalized discrete valuation on
F and pF ⊂ OF will denote the unique maximal ideal of OF . By πF we will
typically denote an element of F such that pF = πFOF .
We will denote F = OF /pF for the residue field of F and ρF : OF → F will
denote the residue homomorphism. If F is a higher local field of dimension n as
in Definition 1.1, the rank-n ring of integers of F , defined in §3, will be denoted
by OF .
In sections §2 and §4, R and S will denote sequential rings as in Definition
2.11.
In section §4, X and Y will denote schemes, which we will always consider
of finite type, over a sequential ring.
Throughout the text, Sets stands for the category of sets. When R is a
ring, AlgR and SchR stand for the categories of finitely generated R-algebras
and schemes of finite type over R, respectively. AffSchR is the subcategory
of SchR whose objects are affine schemes of finite type over R. Finally, Top
is the category of topological spaces and Seq is the subcategory of sequential
topological spaces.
When dealing with the elements of a sequence, the expression almost all may
be safely replaced by all but finitely many.
Acknowledgement. I am grateful to my advisor I. B. Fesenko for suggesting
this direction of work, for many instructive conversations and for his useful
guidance. I am also very grateful to M. T. Morrow and O. Bra¨unling, who
during countless conversations have given invaluable advice and suggestions,
have read early versions of this work and have pointed out many improvements.
2 Sequential topology on groups and rings
We review a few aspects about the category of sequential topological spaces.
Details and proofs for the statements in this section may be found in [13], [14].
Let (X, τ) be a topological space.
Definition 2.1. A sequence (xn)n ⊂ X is convergent to x ∈ X if for every
open neighbourhood U of x in X , almost all of the elements in the sequence
(xn)n belong to U . That is: there exists n0 ∈ N such that xn ∈ U for n ≥ n0.
We will use the notation xn → x whenever (xn)n ⊂ X is a sequence which
converges to x ∈ X .
In general, specifying the set of convergent sequences of a set X does not
determine a unique topology on X , but rather a whole family of topologies.
Among them, there is one which is maximal in the sense that it is the finest:
the sequential saturation.
Definition 2.2. A subset A of X is sequentially open if for any sequence (xn)n
in X convergent to x ∈ A, there is an index n0 ∈ N such that xn ∈ A for n ≥ n0.
Proposition 2.3. Every open set is sequentially open. The collection of se-
quentially open sets of X defines a topology τs on X, finer than τ .
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The natural map (X, τs) → (X, τ), given by the identity on the set X , is
continuous.
Definition 2.4. The space (X, τs) is called the sequential saturation of (X, τ).
Whenever τ = τs, we shall simply say that X is sequential.
Remark 2.5. A subset C ⊆ X is sequentially closed if for every xn → x in X ,
xn ∈ C for every n implies x ∈ C. This condition is equivalent to X \ C being
sequentially open. We could have defined τs by specifying that its closed sets
are all sequentially closed sets in (X, τ).
Proposition 2.6. Let f : X → Y be a map between topological spaces. The
following are equivalent:
(i) For any convergent sequence xn → x in X, the sequence (f(xn))n con-
verges to f(x) in Y .
(ii) The preimage under f of any sequentially open set in Y is sequentially
open.
(iii) The map f : (X, τs)→ Y is continuous.
When this situation holds, we say that f is a sequentially continuous map.
Any continuous map is sequentially continuous. Hence, sequential continu-
ity is a weaker condition than ordinary continuity. In a sequential space, the
topology is essentially controlled by sequences.
Example 2.7. Any metric space is a sequential space. More generally, any first
countable space is sequential [13, §1].
Example 2.8. The Stone-Cˇech compactification of a topological space X is the
unique Hausdorff compact space βX provided with a continuous map X → βX
such that for any Hausdorff compact space Y and any continuous map f : X →
Y there is a unique map βf : βX → Y such that the diagram
X
f //

Y
βX
βf
>>
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
commutes. The Stone-Cˇech compactification of the natural numbers, βN, is an
example of a space which is not sequential [16, Example 1.1]. Despite being
compact, βN is not sequentially compact. In this space, the closure of a set
does not consist only of the limits of all sequences in that set, and a function
from βN to another topological space may be sequentially continuous but not
continuous.
Let Seq denote the subcategory of sequential topological spaces. Taking the
sequential saturation of a topological space defines a functor Top→ Seq.
Some of the usual constructions in Top are not inherited by Seq. The
product of topological spaces is a remarkable example of such failure. Other
examples of operations which do not behave well with respect to sequential
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saturation are function spaces and subspaces [13, Example 1.8]. However, open
and closed subspaces and open and closed images are closed constructions in
Seq [13, Prop. 1.9].
These sort of problems may be addressed by performing the usual construc-
tion in Top, and then taking the sequential saturation of the resulting space. In
this fashion, the sequential saturation of the product topology provides a prod-
uct object in Seq. In the words of Steenrod [30], Seq is a convenient category
of topological spaces.
We are interested in the compatibility between sequential topology and al-
gebraic structures.
Definition 2.9. A sequential group is a group G provided with a topology,
such that multiplication G × G → G and inversion G → G are sequentially
continuous (G×G is provided with the product topology). A homomorphism of
sequential groups is a sequentially continuous group homomorphism. In other
words: if (G, τ) is a sequential group, then (G, τs) is a group object in Seq.
Remark 2.10. (G, τs) is also a group object in Top. If (G, τ) is a topological
group, then so is (G, τs).
When considering rings, we could be interested in topologies for which sub-
traction and multiplication are sequentially continuous. However, we will deal
with rings and topologies on them such that their additive groups are topological
groups.
Definition 2.11. A sequential ring is a commutative ring R provided with a
topology and such that:
(i) (R,+) is a topological group.
(ii) Multiplication R×R→ R is sequentially continuous.
A homomorphism of sequential rings is a continuous ring homomorphism.
Remark 2.12. We could have required homomorphisms of sequential rings to
be sequentially continuous maps. However, there is a good reason to prefer this
stronger condition: in this way we preserve the underlying topological structure
of the additive groups. Still, a continuous homomorphism of sequential rings
R → S does not furnish S with the structure of a topological R-module. This
is why we consider the notion of sequential module.
Definition 2.13. LetM be anR-module. We say thatM is a sequential module
if M is provided with a topology such that (M,+) is a topological group and
multiplication
R ×M →M
is sequentially continuous. A homomorphism of sequential R-modules is a con-
tinuous R-module homomorphism.
Note that with this definition R is a sequential R-module. If R→ S is a ho-
momorphism of sequential rings, S is automatically endowed with the structure
of a sequential R-module.
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When R is a topological ring, it is always possible to provide the units with
a group topology. Because we do not demand inversion to be continuous, the
correct way to topologize R× is by considering the initial topology for the map
R× → R×R, x 7→
(
x, x−1
)
. (1)
The situation when R is a sequential ring is not very different, since we do
not demand inversion on R× to be sequentially continuous. The topology on
R× given by the sequential saturation of the initial topology for the map (1)
turns R× into a topological group.
Remark 2.14. A priori, we do not require sequential groups, rings and modules
to be sequential topological spaces.
3 Examples of sequential groups and rings
Of course, any topological group (resp. ring) is an example of a sequential group
(resp. ring). We will consider other objects provided with a sequential structure
which is not a topological one in the usual sense.
3.1 Higher local fields
We have introduced higher local fields in Definition 1.1. An alternative to this
definition: a higher local field is a sequence of fields F = Fn, Fn−1, . . . , F0
where F0 is finite and for 1 ≤ i ≤ n, Fi is a complete discrete valuation field
with residue field Fi−1. See [32, Definition 2.1.1] for yet another equivalent
definition.
Example 3.1. The fields Fq((t))((u)) and Qp((t)) are both examples of higher
local fields of dimension two.
The example below is slightly more difficult, but very important nonetheless.
Example 3.2. Consider the field
Qp{{t}} =
{
∞∑
i=−∞
ait
i, ai ∈ Qp, inf
i
vp(ai) > −∞, lim
i→−∞
ai = 0
}
,
with operations given by the usual addition and multiplication of power series.
Note that we need to use convergence of series in Qp in order to define the
product. With the discrete valuation given by
v
(
∞∑
i=−∞
ait
i
)
:= inf
i
vp(ai),
the field Qp{{t}} turns into a 2-dimensional local field, its first residue field being
Fp((t)). This field may also be obtained as the completion of Qp[t] with respect
to the gaussian valuation.
For an introduction to the topic of higher local fields and a collection of
surveys on their structure and the structure of their extensions, see [8]. For the
details of the topological issues we will discuss in this section, see [25].
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Besides the ring of integers OF for the unique normalized discrete valuation
of F , we might consider other valuation rings in F which are of arithmetic
interest. Fix a system of parameters t1, . . . , tn of F . That is, tn is a uniformizer
of F , tn−1 is a unit of OF such that its image in F is a uniformizer, and so on.
We may use our chosen system of parameters to define a valuation of rank
n:
v = (v1, . . . , vn) : F
× → Zn,
where Zn is ordered with the inverse of the lexicographical order. The procedure
we follow is: vn = vF , vn−1(α) = vF (αt
−vn(α)
n ), and so on.
Although v does depend on the choice of the system of parameters, the
valuation ring
OF = {α ∈ F ; v(α) ≥ 0}
does not. The ring OF , which is a local ring with maximal ideal {α; v(α) > 0},
is called the rank-n ring of integers of F . It is a subring of OF .
Once a system of parameters is chosen, we may consider a valuation of rank r
for every 1 ≤ r ≤ n by mimicking the same procedure and stopping after r steps.
The valuation rings we obtain are independent of any choice of parameters and
are ordered by inclusion:
OF = O1 ⊂ O2 ⊂ · · · ⊂ On = OF . (2)
A higher local field has a topology determined by its unique normalized
discrete valuation. This topology turns F into a Hausdorff and complete topo-
logical group which is not locally compact if n > 1, due to the fact that the
residue field is not finite. There are several reasons to consider a different topol-
ogy, such as the fact that the formal series in fields such as the ones in Example
3.1 do not converge in the valuation topology.
A higher topology takes into account the topology of the residue field and has
some good properties, but in general it is not a ring topology. While the additive
group is always a topological group with respect to this topology, multiplication
is only sequentially continuous. It is for this reason that sequential topology
plays an important role in the theory of higher local fields.
Let E be a field provided with a topology such that addition and multipli-
cation by a fixed element are continuous. Consider the field of Laurent power
series E((t)). We define a topology as follows.
Let {Ui}i∈Z be a sequence of open neighbourhoods of zero of E, with the
property that there is an i0 ∈ Z such that Ui = E for i ≥ i0. Define
U =
{ ∑
i≫−∞
fit
i ∈ E((t)) ; fi ∈ Ui
}
. (3)
Proposition 3.3. Let E be a field endowed with a topology such that addition
and multiplication by a fixed element are continuous. The collection of sets
defined by (3) is a basis of open neighbourhoods of zero for a group topology on
E((t)).
A similar procedure can be applied to higher local fields. If charF = charF ,
then an isomorphism F ≃ F ((t)) is available. The mixed characteristic case, in
which char F 6= char F , is more complicated.
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Assume first that F is a standard mixed-characteristic higher local field,
i.e; that there is a local field K and an isomorphism F = K{{t1}} · · ·{{tn−1}}
(note that for this field we may choose πF = πK), and assume that the higher
topology has already been constructed for F ′ = K{{t1}} · · ·{{tn−2}}, which is an
(n− 1)-dimensional local field.
The choice of local parameters t1 = πF , t2, . . . , tn determines a canonical
lifting 1
h : F → OF .
Assume that the topology on F has already been constructed. Let {Ui}i∈Z
be a sequence of open neighbourhoods of zero in F , and assume that there is
an index i0 ∈ Z such that Ui = F for all i ≥ i0. Define
U =
{ ∑
i≫−∞
h(fi)π
i
F ∈ F ; fi ∈ Ui, for all i≫ −∞
}
. (4)
The sets of the form (4) define the basis of open neighbourhoods of zero for a
group topology on F .
In the general case in which F is a nonstandard mixed-characteristic local
field, we may find a finite subextension M ⊂ F which is a standard mixed-
characteristic local field, apply the previous construction to M and provide F
with the product topology through the linear isomorphism F ≃M [F :M ].
By iterating the above constructions and using classification results for higher
local fields and choices of parameters we may construct a higher topology on a
general n-dimensional local field. Details (and proofs) may be found in [25, §1.1
– §1.4].
Definition 3.4. Any topology constructed on an n-dimensional local field using
the above construction is called a higher topology.
Remark 3.5. In general, a higher topology on F depends on the choice of a
system of parameters. However, we should remark that whenever char F = p,
the topology depends neither on the choice of a system of parameters or a
standard subfield M ⊂ F in the mixed-characteristic case [25, Theorem 1.3]. In
the case char F = char F = 0, the topology does not depend on the choice of a
parameter, but it depends on the choice of a coefficient field [25, §1.4].
When an isomorphism such as F ≃ F ((t)) or F ≃ F ′{{t}} has been fixed, we
will drop the indefinite article and refer to the higher topology.
We summarize the properties of higher topologies below.
Proposition 3.6. Let F be an n-dimensional local field. Then any higher
topology on F satisfies the following properties:
(i) (F,+) is a topological group which is complete and Hausdorff.
(ii) If n > 1, every base of neighbourhoods of zero is uncountable.
1a set-theoretic section of the residue homomorphism with some special properties, see [25,
Lemma 1.2] for the definition. Indeed, obtaining this canonical lifting is the most difficult
step in the construction of a higher topology
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(iii) If n > 1, multiplication F × F → F is not continuous. However, both
multiplication F × F → F and inversion F× → F× are sequentially con-
tinuous.
(iv) Multiplication by a fixed nonzero element F → F is a homeomorphism.
(v) The residue homomorphism ρ : OF → F is open.
Proof. See [8, §1.3.2] for parts (i) to (iv). Regarding (v), the statement is a well
known fact but unfortunately seems to be unavailable in the literature; we shall
provide a proof for completeness.
First assume that F ≃ F ((t)) is of equal-characteristic. In such case, let U0
be an open neighbourhood of zero in F . Then
ρ−1 (U0) = U0 +
∑
i≥1
Fti = U0 + tOF ,
which is open in F . Moreover, an open neighbourhood of zero U ⊆ OF is of the
form U =
∑
i≥0 Uit
i where Ui ⊆ F are open neighbourhoods of zero, and we
have ρ (U) = U0.
Second, assume that F is of mixed-characteristic. Without loss of generality,
we may assume that F ≃ F ′{{t}} is standard, as openness of maps is preserved
on finite cartesian products. Let U0 ⊆ F be an open neighbourhood of zero.
Then ρ−1 (U0) = h(U0) + πFOF , which is open. Finally, if U is as in (4), then
ρ(U) = U0, which is open.
Remark 3.7. Failure of a higher topology on F to be a ring topology is the
original reason that led to the consideration of sequential rings in this work.
A group topology on an abelian group is said to be linear if the filter of
neighbourhoods of the identity element admits a collection of subgroups as a
basis. A commutative ring R provided with a topology τ which is linear for the
additive group and for which multiplication maps
R→ R, y 7→ xy
are continuous for all x ∈ R is said to be a semitopological ring.
In view of (i) and (iv) in Proposition 3.6, it is possible to show that a higher
local field endowed with a higher topology is a semitopological ring. A theory
of semitopological rings has been developed and applied to the study of higher
fields by Yekutieli [32] and others.
There seems to be a disagreement between the sequential and linear ap-
proaches to topologies on higher local fields.
Theorem 3.8. Let F be a higher local field. Denote τ for the topology on F
defined by Proposition 3.6, and let τs be its sequential saturation. The collections
of open subgroups for τ and τs agree.
Proof. We split the proof in several steps. Let Fi = t
iOF .
Step 1. A subset A ⊆ F is sequentially open if and only if A ∩ Fi is sequen-
tially open in Fi for every i.
Suppose that A ∩ Fi is sequentially open in Fi for every i. Let xn → x ∈ A.
Then, there is an index j such that xn ∈ Fj for all n, and since Fj is sequentially
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closed, x ∈ Fj . As A∩Fj is sequentially open and x ∈ A∩Fj , almost all of the
xn belong to A ∩ Fj ⊂ A, showing that A is sequentially open.
Step 2. Let Y ⊂ Fi be a subset such that 0 ∈ Y . Y is sequentially open if and
only if it contains a subgroup U =
∑
j≥i Ujt
j, where the residues of elements in
Uj are open subgroups of F and Uj = F if j is large enough.
Let u be a lift of a uniformizer of F . If no such subgroup U is contained
in Y , then for every n there is an element yn ∈ t
i (unOF + t
nOF ). However,
yn → 0 ∈ Y and therefore almost all of the yn must belong to Y , a contradiction.
Step 3. A subgroup of H of F is open for τ if and only if it is open for τs.
Suppose that H is open for τs. By step 1, H ∩ Fi is sequentially open and
by step 2 it contains a subset Uit
i, such that the image of Ui in F is open and
it contains Fn for some n.
Put U =
∑
Uit
i ∩ F .
If char F = char F , Ui may be chosen so that it is an open subgroup of F
viewed inside F . Otherwise, Ui may be modified to ensure that U is a subgroup
of H such that the image of Ui in F is an open subgroup and U contains some
Fn. In both cases, U is an open subgroup for τ .
Since H is the union of U-cosets, H is also an open subgroup for τ .
Corollary 3.9. For a general higher local field F and a higher topology τ , we
have that τs is not a linear topology.
Proof. A linear topology is completely determined by its collection of open sub-
groups. After the previous theorem, it suffices to show that τ 6= τs. So we
recover a counterexample from [12].
Let F = Fp((u))((t)). Let C = {t
au−c + t−auc, a, c ≥ 1}. Then W = F \ C
is open for τs.
Suppose that Ui ⊂ Fp((u)) are open subgroups such that Ui = Fp((u)) if i is
large enough and such that U =
∑
Uit
i ∩ F is contained in W . Then, for any
positive c such that uc ∈ U−a we would have t
au−c+ tauc ∈W , a contradiction.
Hence, W is not open for τ .
Although the approach to higher topologies by using linear topologies and
semitopological rings is useful for the study of the construction of higher adeles
by means of ind-pro functors, the sequential approach is very important from
the point of view of higher class field theory. When dealing with rational points
over higher local fields, the sequential approach will allow us to say something
about the continuity of polynomial maps Rn → R, whereas this is not possible
with a semitopological ring.
3.2 The unit group of a higher local field
There are several approaches to constructing topologies on F×. Once we know
that F is a sequential ring, and that inversion is sequentially continuous, a
natural definition is the following.
Definition 3.10. The topology we consider on F× ⊂ F is the sequential satu-
ration of the subspace topology.
Remark 3.11. Compare with (1); in the case of a higher local field, taking
the embedding into two copies of F is unnecessary, as we know that inversion
is sequentially continuous.
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The proof of the result below is obvious.
Proposition 3.12. The topology on F× given by Definition 3.10 is a group
topology; F× is a Hausdorff complete group.
Assume, until the end of this paragraph, that char F > 0. In this case,
Parshin suggested a different approach, which was later refined by Yekutieli [32,
§3]. After choosing parameters, we obtain a decomposition
F× ≃ Ztn ⊕ · · · ⊕ Zt1 ⊕ F
×
0 ⊕ VF , (5)
where F0 is the last residue field and VF is the group of principal units. F
× is
provided with a topology by (5) once Ztn⊕ · · · ⊕Zt1 ⊕F
×
0 is given the discrete
topology and VF ⊂ OF the subspace topology for the higher topology; this is
called the Parshin topology.
We summarize the properties of this topology on units below.
Proposition 3.13. Suppose char F > 0. The topology we have defined on F×
satisfies:
(i) The group F× is a topological group with respect to the Parshin topology
only when F is of dimension at most 2.
(ii) The Parshin topology is weaker than the valuation topology on F×.
(iii) The Parshin topology does not depend on the choice of a system of param-
eters.
(iv) F× is complete.
(v) Multiplication on F× is sequentially continuous.
Proof. See [25, §3] for (i) to (iii), [8, §1.4] for the rest.
Proposition 3.14. Suppose char F > 0. The sequential saturation of the
Parshin topology on F× agrees with the sequential saturation of the topology
on F× defined by (1).
Proof. Denote the Parshin topology by τ , and the initial topology defined by
(1) by λ. Although this is implicitly included in [12], we describe the explicit
argument here.
A sequence am = t
in,m
n · · · t
i1,m
1 um of elements of F
×, with um in the unit
group of the ring of integers of F with respect to any of its discrete valuations of
rank n tends to 1 in λ if and only if the sequence um− 1 tends to 0 with respect
to the higher dimensional topology on F (described by Proposition 3.6) and for
every j such that 1 ≤ j ≤ m, the sequence ij,m is constant for sufficiently large
m. But this last condition is equivalent to the sequence am converging to 1 with
respect to τ .
Example 3.15. The n-th Milnor K-group of any field F is presented as the
term in the right in the following exact sequence of abelian groups:
0→ In → F
×⊗Z
(n)
· · · ⊗ZF
× → Kn(F )→ 0,
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where In = 〈a1⊗· · ·⊗an; ai+aj = 1 for some i 6= j〉Z. By definition, K1(F ) =
F× and by convention K0(F ) = Z.
When F is an n-dimensional local field, Kn generalises the role of K1 = Gm
in describing abelian extensions of the field [8]. From this point of view, it
provides a correct higher dimensional generalization of the group of units. The
functor Kn is not representable for n ≥ 2, meaning that in general Kn(F ) is
not the set of F -rational points on any scheme.
Let F be an n-dimensional local field, and consider the topology on F (resp.
F×) given by Proposition 3.6 (resp. 3.13).
Consider the finest topology on Km(F ) for which:
(i) The symbol map F× × · · · × F× → Km(F ) is sequentially continuous.
(ii) Subtraction Km(F )×Km(F )→ Km(F ) is sequentially continuous.
This topology is sequentially saturated [12, §4, Remark 1].
The topological m-th Milnor K-group is
Ktm(F ) = Km(F )/Λm(F ), (6)
where Λm(F ) is the intersection of all open neighbourhoods of zero.
A sequentially continuous Steinberg map F×⊗Z · · ·⊗ZF
× → G where G is a
Hausdorff topological group induces a continuous homomorphism Ktm(F )→ G.
The Artin-Schreier-Parshin pairing, the Vostokov pairing and the tame symbol
are examples of such continuous homomorphisms defined on Ktm(F ) [8, I.6.4].
3.3 Other higher complete fields
There are other fields which can be defined in a similar way as a higher local
field, and for which the construction of a higher topology is still valid. We give
here two important examples of such. Let k be any perfect field.
Definition 3.16. A zero dimensional complete field is a perfect field. An n-
dimensional complete field is a complete discrete valuation field such that its
residue field is an (n− 1)-dimensional complete field. If F is an n-dimensional
complete field with last residue field k, we say that F is an n-dimensional com-
plete field over k.
Example 3.17. Higher local fields coincide with higher dimensional complete
fields over a finite field.
Higher dimensional complete fields over arbitrary perfect fields may be clas-
sified using the same techniques we have discussed for higher local fields [25,
Theorem in §0]. For example, if char F > 0 and the last residue field is k, we
may choose a system of parameters t1, . . . , tn such that
F ≃ k((t1)) · · ·((tn)) .
The reason why we can consider topological issues in this more general set-
ting is because the construction of a higher topology does not use at any point
the fact that the last residue field is finite.
In [11], Fesenko considered the class field theory of n-dimensional complete
fields over a perfect field of positive characteristic. In particular, [11, §2] contains
a brief description on how to topologize such fields. The main result of interest,
which completely resembles Proposition 3.6, is the following.
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Proposition 3.18. An n-dimensional complete field F over a perfect field of
positive characteristic may be topologized in such a way that:
(i) (F,+) is a topological group which is complete and Hausdorff.
(ii) If n > 1, every base of open neighbourhoods of zero is uncountable.
(iii) Multiplication F × F → F and inversion F× → F× are sequentially con-
tinuous.
(iv) Multiplication by a fixed non-zero element F → F is a homeomorphism.
(v) The residue homomorphism ρ : OF → F is open.
Moreover, the topology does not depend on the choice of parameters.
Proof. Consider the last residue field of F as a topological field with respect to
the discrete topology, and apply the inductive process described in §3.1.
Hence, these are more general examples of sequential rings.
A notion of higher archimedean local field exists, and these may be topolo-
gized applying the same tools.
Definition 3.19. The only one-dimensional archimedean local fields are R and
C. Let n > 1. An n-dimensional archimedean local field is a complete discrete
valuation field such that its residue field is a (n − 1)-dimensional archimedean
local field.
Let K be either R or C.
Remark 3.20. The dimension of an archimedean higher local field does not
agree with its dimension as a higher complete field over K: an n-dimensional
archimedean local field is an (n − 1)-dimensional complete field over K. The
reason for this shift in the dimension is because, since K is itself already a local
field, we want to put fields such as R((t)) and Qp((t)) in the same box; both fields
are two-dimensional with the definitions we have taken.
As the field K is of characteristic zero, higher archimedean local fields are
easily classified: they are isomorphic to Laurent power series fields over K.
Proposition 3.21. Let F be an n-dimensional archimedean local field. Then,
there are parameters t2, . . . , tn ∈ F such that
F ≃ K((t2)) · · ·((tn)) .
Proof. Since charK = 0, all the residue fields of F have characteristic zero; the
result follows by induction in the dimension and by Cohen structure theory for
equidimensional complete fields.
Regarding the way to topologize such fields; we will always consider the
euclidean topology on K. This topology satisfies the conditions of Proposition
3.3, and it is Hausdorff and complete. We apply the construction specified in the
aforementioned Proposition inductively, in order to obtain the following result.
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Proposition 3.22. An n-dimensional archimedean local field F may be topol-
ogized in such a way that:
(i) (F,+) is a topological group which is complete and Hausdorff.
(ii) If n > 1, every base of open neighbourhoods of zero is uncountable.
(iii) Multiplication F × F → F and inversion F× → F× are sequentially con-
tinuous.
(iv) Multiplication by a fixed non-zero element F → F is a homeomorphism.
(v) The residue homomorphism ρ : OF → F is open.
Remark 3.23. In the case of archimedean higher local fields, a higher topology
does depend on the choice of a system of parameters.
Remark 3.24. Higher rank valuation rings (2) may also be defined in the case
of archimedean higher local fields and higher complete fields. In the first case,
the system of parameters has n− 1 elements and we can only construct a chain
of n− 1 subrings by this procedure.
4 Rational points over sequential rings
4.1 Affine case
Definition 4.1. Let R be a sequential ring, and X → SpecR an affine scheme
of finite type. Let X = Spec A. By using the topology on R, it is possible to
topologize X(R) as follows. There is a natural inclusion of sets
X(R) = HomSchR(Spec R,X) = HomAlgR(A,R) ⊂ HomSets(A,R) = R
A.
We endow RA with the product topology and provide X(R) ⊂ RA with the
sequential saturation of the subspace topology.
Remark 4.2. After taking a sequential saturation, the inclusion map
X(R) →֒ RA
is continuous, but not an embedding. As we will see in §4.2, taking a sequential
saturation in Definition 4.1 is important.
Every element a ∈ A induces a map ϕa : X(R)→ R by evaluating R-algebra
homomorphisms A→ R at a. Such a map agrees with the composition
X(R) →֒ RA → R
where the second map is given by projection to the a-th coordinate. By the
previous remark, ϕa is continuous.
There is another way to construct a topology onX(R) which is more explicit.
The choice of a closed embedding into an affine space identifies X(R) with a
subset of Rn for some n, and we may endow Rn with the product topology and
X(R) ⊂ Rn with the saturation of the subspace topology. If this procedure is
taken, it is necessary to show that this topology on X(R) does not depend on
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the choice of embedding into affine space. We explain how this works, and show
that it is essentially equivalent to Definition 4.1.
Let us choose an R-algebra isomorphism
A ≃ R[t1, . . . , tn] /I (7)
and identify X(R) with the set V (I) of elements in Rn on which all polynomial
functions belonging to the ideal I vanish. Consider the product topology on Rn
and endow X(R) with the sequential saturation of the subspace topology.
The choice of isomorphism corresponds to the choice of elements ai ∈ A
that map to ti (mod I) under (7), for 0 ≤ i ≤ n. These induce a continuous
map RA → Rn by projecting to the coordinates indexed by (a1, . . . , an). The
inclusion X(R) ⊂ Rn factors then into
X(R) →֒ RA → Rn.
On one hand, the topology on X(R) given by Definition 4.1 makes all inclu-
sions X(R) →֒ Rn given by choosing an R-algebra isomorphism continuous and
hence provides a stronger topology.
On the other hand, assume that X(R) is topologized according to an em-
bedding into Rn determined by (7). Every element of A is an R-polynomial
in a1, . . . , an, and R is a sequential ring. Hence, all polynomial maps R
n → R
are sequentially continuous. It follows that the inclusion map X(R) →֒ RA is
sequentially continuous. But on a sequential space a sequentially continuous
map is necessarily continuous.
Remark 4.3. Over the affine line A1R = Spec R[t], the topology we have just
described on A1R(R) = R is the sequential saturation of the topology on R.
We summarize the construction discussed above in the statement below,
along with some properties.
Theorem 4.4. Let R be a sequential ring. There is a unique covariant functor
AffSchR → Seq, X 7→ X(R)
which carries fibred products to products, closed immersions to topological em-
beddings and gives A1R (R) = R the sequential saturation of its topology.
If R is Hausdorff and X → SpecR is affine and of finite type, then X(R) is
Hausdorff and closed immersions X →֒ X ′ induce closed embeddings X(R) →֒
X ′(R).
Proof. Regarding uniqueness, let X → Spec R be a finite type affine scheme.
Choose a closed embedding X →֒ AnR for some n ≥ 0. We look at the induced
map on R-points: since we have compatibility with fibred products and we may
view An as a product of n copies of A1, and since closed immersions carry on
to topological embeddings, X(R) ⊂ Rn is an embedding into Rn viewed as an
object in Seq. Hence, the topology is unique and X(R) is Hausdorff whenever
R is Hausdorff, for a product of Hausdorff spaces in Seq is Hausdorff.
Regarding existence, take the topology on X(R) given by Definition 4.1; we
check the rest of the claimed properties.
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If X → Y is a morphism of affine R-schemes, put X = SpecA, Y = SpecB.
The homomorphism of R-algebras B → A induces a continuous map
RA → RB. (8)
Then, the commutative diagram
RA // RB
X(R)
OO
// Y (R)
OO
shows that the natural map X(R) → Y (R) is continuous, and hence it is also
continuous after taking sequential saturations.
If X →֒ Y is a closed immersion, then the map B → A is a surjective homo-
morphism of R-algebras and the map (8) is an embedding. From a topological
point of view, this identifies RA with the subset of RB cut out by some equalities
among components. This implies that when R is Hausdorff, X(R) →֒ Y (R) is
a closed embedding of topological spaces.
Finally, we check compatibility with fibred products. First, over the final
object in the category: if X and Y are two affine schemes of finite type over R,
we have an identification of sets
(X ×R Y ) (R) = X (R)× Y (R) ,
and both spaces are homeomorphic in Seq, since we take the sequential satura-
tion of the product topology on the left-hand side of the previous equation.
In the general setting, assume that X,Y and Z are affine R-schemes of
finite type and that we are given morphisms X → Z, Y → Z. Consider the
isomorphism
X ×Z Y ≃ (X ×R Y )×Z×RZ Z
and the topological homeomorphism that it induces. Since Z is separated over
R, and we already have compatibility over the final object in the category, we
need only consider the case in which one of the projection maps is a closed
immersion. Since closed immersions induce topological embeddings, we are
done.
Now we wish to study the behaviour of the topology defined in 4.1 with
respect to base change. Let R → S be a morphism of sequential rings, as in
Definition 2.11, and let X → SpecR be an affine scheme of finite type. We will
identify
X(S) = XS(S),
where XS = X ×R S. As XS → Spec S is an affine scheme of finite type, the
topology we will consider on XS(S) is that given by applying Definition 4.1 to
XS → Spec S.
Proposition 4.5. Let R → S be a morphism of sequential rings and X →
Spec R an affine scheme of finite type. Then the natural map X(R) → X(S)
is continuous. Moreover, if R → S is an open (resp. closed) embedding, then
X(R)→ X(S) is an open (resp. closed) embedding.
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Proof. Let X = SpecA, and let XS = Spec B, where B = A⊗R S. We pick an
isomorphism
A ≃ R[t1, . . . , tn] /I
and identify X(R) = V (I) ⊂ Rn. After changing base over S, we have
B ≃ S[t1, . . . , tn] /I
e,
where Ie = IS[t1, . . . , tn] is the extension of the ideal I along the ring homo-
morphism
R[t1, . . . tn]→ S[t1, . . . , tn] .
We may identify X(S) = XS(S) = V (I
e) ⊂ Sn. Now, the diagram
Rn // Sn
V (I) //
OO
V (Ie),
OO (9)
whose vertical arrows are inclusions, shows that X(R) → X(S) is continuous
when X(R) and X(S) are viewed as subspaces of Rn and Sn. Therefore, we
may take sequential saturations: the map X(R)→ X(S) is continuous.
Suppose now that R → S is a closed immersion. Then, Rn → Sn is also
a closed immersion and, by restricting and taking sequential saturations, so is
the map X(R) → X(S). This is also the case when we deal with an open
immersion.
A construction which may also be considered in this setting is the Weil
restriction. Let R → S be an extension of rings, and Y → Spec S be an affine
scheme of finite type. Consider the functor X : SchR → Sets defined by
X(T ) = HomSchS (T ×R S, Y ), T ∈ Ob(SchR).
WheneverX is representable, the associated scheme is called the Weil restriction
of Y along R→ S.
Assume that R →֒ S is an injective morphism of sequential rings such that
S is a finite type, locally free R-module and the topology on S is the quotient
topology from a presentation (equivalently, any presentation) as a quotient of
a finite type free R-module. In particular, as S is a projective R-module, the
inclusion map R → S admits an R-linear splitting and R may be viewed as a
subspace of S.
Example 4.6. A finite extension of higher local fields F →֒ L satisfies the
above conditions, and so does the extension of valuation rings OF →֒ OL.
The conditions stated above are enough to guarantee the existence of the
Weil restriction of Y → Spec S along R →֒ S [2, §7.6].
Proposition 4.7. Let R →֒ S be an injective morphism of sequential rings,
such that S is a locally free, finite type R-module. Let Y → Spec S be an affine
scheme of finite type . The Weil restriction RS|R(Y ) = X → SpecR is an affine
scheme of finite type. By definition,
X(R) = HomSchS (Spec R×R S, Y ) = HomSchS (Spec S, Y ) = Y (S).
The two topologies we have defined on this set agree.
17
Proof. The reason why this is true is because the topologies on X(R) and Y (S)
already coincide before taking sequential saturations. We reproduce the argu-
ment of Conrad [4, Example 2.4].
As Weil restriction respects closed immersions, it is enough to prove the
result when Y is an affine space.
Let P be a free R-module such that S is a direct summand of it. By duality,
we have a surjection of R-modules
P ∗ = HomR(P,R)։ HomR(S,R) = S
∗.
Let A be any R-algebra. The natural map S ⊗R A → P ⊗R A is injective
and functorially defined by a system of R-linear equations in A.
Now let M = Rn, such that Y = Spec (SymS(M
′)), with M ′ = M ⊗R S.
Then X is in a natural way a closed subscheme of Spec (SymR(M ⊗R P
∗)).
Then Y (S) = HomS(M
′, S) = HomR(M,S) has a natural topology as a
finite type free S-module. Because of the inclusion S →֒ P , we may regard
X(R) = HomR(M,S) =M
∗ ⊗R S →֒M
∗ ⊗R P
as a subspace.
The topologies on X(R) and Y (S) agree if S is a subspace of P . But S
is a direct summand of P and the subspace topology agrees with the quotient
topology given by the surjection P ։ S, which is the original topology on S by
hypothesis.
Since the two topologies on X(R) = Y (S) agree, they are also equal after
taking sequential saturations.
4.2 The general case
In order to adapt the construction explained in §4.1 to general schemes of finite
type X → SpecR, with R a sequential ring, our argument has two steps. First,
we take an affine open cover of X and use Theorem 4.4 to topologize the affine
open sets in the cover. Second, we need a compatibility condition in order to
be able to define a topology on X .
There are a few obstacles before we can apply this argument, which will be
sorted out by assuming further properties on the sequential ring R. Namely,
we need to show that for any open immersion of affine schemes U → X , we
have an open embedding of topological spaces U(R) →֒ X(R). For a general
ring R (even for a topological ring) this property will not hold in general and
U(R)→ X(R) may even fail to be a topological embedding.
There is one elementary example that illustrates this situation. Suppose that
R is a topological ring and consider U = Gm as the complement of the origin in
the affine line A1R. The map U(R)→ A
1
R(R) is the inclusion R
× → R, which is
not an embedding unless inversion on R× is continuous, since the topology on
Gm is given by Theorem 4.4.
From this, we gather two necessary conditions that need to be imposed on a
topological ring R, if we want to be able to use our argument. The first of these
conditions is continuity of the inversion map, so that R× → R is an embedding.
The second condition is that R× is an open subset of R, so that the embedding
is open.
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For a sequential ring, the above example gives the inclusion R× ⊂ R, where
both sets have the topologies described in §4.1, which are sequentially saturated.
In order for this inclusion to be an open embedding, it is enough to require
inversion on R to be sequentially continuous and the subset R× to be open in
R.
There is another aspect we need to worry about. Whenever X = ∪iUi is an
affine cover, we need X(R) to be covered by the subsets Ui(R). This will be the
case whenever R is local.
Remark 4.8. The three conditions imposed on R (sequential continuity of
inversion, openness of the unit group and being local) are analogous to the
restrictions for the similar argument to work when R is a topological ring [4,
Proposition 3.1].
The above conditions are sufficient to extend Theorem 4.4 to general schemes
of finite type.
Theorem 4.9. Let R be a local sequential ring such that R× ⊂ R is open and
such that inversion R× → R× is sequentially continuous. There is a unique
covariant functor
SchR → Seq
which carries open (resp. closed) immersions of schemes to open (resp. closed)
topological embeddings, fibred products to products, and giving A1R(R) = R the
sequential saturation of its topology.
This agrees with the construction in Theorem 4.4 for affine schemes. If R
is Hausdorff and X → Spec R is separated and of finite type, then X(R) is
Hausdorff.
Proof. We remark that under the hypotheses on R, the inclusion R× →֒ R is
an open embedding in Seq.
The key to the argument is showing that whenever U → X is an open
immersion of affine schemes of finite type over R, then U(R) →֒ X(R) is an
open embedding. It is enough to show this in the case in which U is a principal
open set, so X = Spec A, U = Spec Af , for some f ∈ A. Then, U(R) is the
preimage of R× under the map X(R)→ R associated to f . The fibre square
U
f //

Gm

X // A1R
(10)
reduces the problem to the special case U = Gm, X = A
1
R, because all schemes
involved in (10) are affine and, in such case, we already have compatibility
with fibred products. But, after saturating, R× → R is an open embedding by
hypothesis.
If X = ∪iUi is an open cover, then X(R) = ∪iUi (R), because a map
Spec R → X that carries the closed point into Ui must land entirely inside
Ui, since the only open subscheme of Spec R that contains the closed point is
the entire space.
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Remark 4.10. Let R be a sequential ring and G→ SpecR a finite type group
scheme. The structure morphisms
µ : G×R G −→ G,
ε : Spec R −→ G,
ι : G −→ G,
together with their properties, turn the set G(R) into a group by taking R-
points. Since the topology we have constructed is functorial, G(R) becomes a
topological group.
Remark 4.11. Let F be a higher dimensional local field equipped with a higher
topology. On one hand, as any higher topology is Hausdorff, F× is open in F , as
it is the complement of a singleton. On the other hand, inversion is sequentially
continuous. Finally, a field is a local ring. It is because of this that F satisfies
the hypotheses of Theorem 4.9.
Remark 4.12. Since the residue map ρ : OF → F is continuous and the
topology on F is Hausdorff, the maximal ideal pF = ρ
−1({0}) is a closed set.
Since OF is local, O
×
F = OF \pF is open in OF . Inversion on O
×
F is sequentially
continuous, and this means that Theorem 4.9 may also be applied to the ring
OF .
Remark 4.13. By iteration of the argument in the previous remark, Theorem
4.9 may also be applied to OF and to any of the higher rank valuation rings of
F , displayed in (2).
Remark 4.14. For the reasons exposed above, the results in this section also
apply to archimedean higher local fields, higher fields over perfect fields and
their higher rank rings of integers.
Regarding the behaviour of this topology under base change, Proposition
4.5 holds if we remove the affineness condition on X . The reason is that in
order to check the conditions stated, we may restrict ourselves to an affine open
subscheme, for which Proposition 4.5 is valid. For the sake of completeness, we
state this result as a proposition.
Proposition 4.15. Let R → S be a morphism of sequential rings with R and
S satisfying the hypotheses of Theorem 4.9. Let X → Spec R be a scheme of
finite type. Then, the map X(R) → X(S) is continuous. Moreover, if R → S
is an open (resp. closed) immersion, then X(R)→ X(S) is also an open (resp.
closed) immersion.
5 Future work
Reduction maps. These are a particular case of base change. For a higher
local field F of dimension n ≥ 1 endowed with a higher topology, F also is
endowed with a higher topology (if F is finite, we consider the discrete topology),
and the topologies on F and F are compatible.
If X → Spec OF is of finite type, flat and irreducible, then the reduction
map
ρ : X(OF )→ XF (F )
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is surjective [24, Prop. 10.1.36]. Besides the map ρ being continuous by Propo-
sition 4.15, one can say more in certain cases. For example, if X = A1OF , then ρ
is open: we are dealing with the map ρ : OF → F with respect to the sequential
topologies and, since these are group topologies, it is enough to check that the
image of a sequentially open neighbourhood of zero in OF is sequentially open
in F . The obvious argument works because we are able to choose very particu-
lar lifts of elements of a sequence converging to zero in F . The same argument
could be adapted to the case X = AnOF .
A general argument along these lines would not be possible: affine schemes
may be viewed as closed embeddings into affine spaces and the restriction of an
open map to a closed subspace is not necessarily open.
It would be very interesting to know if the two topologies on either side of the
map ρ are related. More precisely: is ρ open, perhaps under certain conditions
on X? If not, is it at least a quotient mapping?
Relation between topology and integration. One of the goals of the
higher adelic programme is to generalize the techniques used for the study of
local fields to higher local fields. In this direction, Fesenko [6] and Morrow [27],
[26] have introduced and developed a two-dimensional measure and a theory of
harmonic analysis on two-dimensional local fields, generalising the local results
of [31]. The global counterpart to this theory has been developed by Fesenko in
[7].
The extension of these methods to sets of rational points over higher local
fields and the development of a new integration theory on such spaces would be
a very important achievement in the direction of a better understanding of the
arithmetic of higher dimensional schemes.
More precisely, harmonic analysis on rational points over higher local fields
would be very helpful for the study of sets of rational points over higher adelic
rings and establishment of a theory of higher dimensional Tamagawa numbers.
It seems that a good understanding of the topology of these spaces, as well
as the relation between topology and two-dimensional measure, could be an
important contribution in this direction.
Points over higher adelic rings. There are several higher adelic objects
which may be defined as a restricted product of higher local fields.
In the work of Fesenko in dimension two [7] there are several rings that may
be realised as a restricted product of higher local fields and rings.
In Beilinson’s general simplicial approach to higher adeles on noetherian
schemes [18], some of the adelic objects described are also definable in terms of
restricted products of higher local fields.
It seems that an approach to endowing sets of rational points over such
higher adelic rings with topologies would require the use of the results in this
work as a starting point.
Representation theory of algebraic groups over two-dimensional local
fields. Such representation theory has been developed by Gaitsgory-Kazhdan
[15] and Braverman-Kazhdan [3] among other works.
Algebraic groups over two dimensional local fields and their central exten-
sions are a generalization of formal loop groups and are related to a generaliza-
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tion of a class of affine Kac-Moody groups. Hence the results in this work can
find applications in the corresponding representation theory.
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