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Abstract
We compute the spontaneous staggered polarization of the cyclic SOS model at the
thermodynamic limit. We use the determinant representation for finite-size form factors
obtained from algebraic Bethe Ansatz.
1 Introduction
In a previous paper [9], we have initiated the study of form factors and correlation functions
of the cyclic solid-on-solid (CSOS) model [8, 12] by means of algebraic Bethe Ansatz (ABA).
In particular, we have obtained determinant representations for the scalar products of Bethe
states and the form factors in finite volume. The aim of this paper is to show how to apply
these results to the computation of physical quantities at the thermodynamic limit. As a
simple example, we consider here the spontaneous staggered polarizations.
The CSOS model is a two-dimensional square lattice with interactions around faces (IRF).
On each vertex on the lattice, there is a height s which may take L different values, so that
heights on adjacent sites differ by ±1. The difference of heights between two adjacent sites
of the lattice is hence described by a variable ǫ = ±1 attached to the corresponding bond.
In the cyclic SOS model [8, 12], heights are periodic in L (i.e. there exists s0 ∈ C such that
s− s0 ∈ Z/LZ). There are six different allowed configurations around a face, of the type
1damien.levybencheton@ens-lyon.fr
2veronique.terras@ens-lyon.fr
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s s+ ǫ′i
s+ ǫj s+ ǫi + ǫj= s+ ǫ′i + ǫ
′
j
ǫ′i
ǫi
ǫj ǫ′j
with ǫi, ǫ
′
i, ǫj , ǫ
′
j ∈ {+1,−1}
such that ǫi + ǫj = ǫ
′
i + ǫ
′
j.
To these configurations correspond six statistical weights W
( s s+ǫ′i
s+ǫj s+ǫi+ǫj
)
which can be pa-
rameterized in terms of elliptic theta functions. They depend on a parameter η (crossing
parameter) which, in the cyclic case, is a rational number: η = r/L with r, L coprime inte-
gers. Hence, the statistical weights of the CSOS model are L-periodic functions of the height
s.
It has been shown in [12, 11] that the transfer matrix of the model with periodic boundary
conditions possesses 2(L − r) largest (in magnitude) eigenvalues which are asymptotically
degenerate in the thermodynamic limit, corresponding to 2(L − r) coexisting phases. These
largest eigenvalues are separated from the other ones by a gap which remains finite in the
thermodynamic limit. The corresponding 2(L − r) (quasi-)ground states can be constructed
by means of Bethe Ansatz. In this framework, the spontaneous staggered polarizations can be
computed, as in the case of the F -model [1], from the normalized matrix elements, between
two of the corresponding Bethe eigenstates, of the σzm Pauli spin operator acting on the spin
(or variable ǫm = ±1) on a given bond m of the lattice.
The computation of spontaneous staggered polarizations in the CSOS model has already
been considered in [2] in the case η = 1/L. The derivation of [2] uses the representation
of Bethe vectors in the framework of coordinate Bethe Ansatz. However, since no compact
and convenient representation was known at that time for the scalar products (and form
factors) between such Bethe eigenstates, the derivation of [2] actually relies on two conjectural
mathematical identities for elliptic functions. The use of the determinant representations
obtained in [9] from algebraic Bethe Ansatz enables us instead to easily compute (for any
rational value of the parameter η of the model) the thermodynamic limit of the form factors
contributing to spontaneous staggered polarizations. By this method, we are also able to
control the finite-size corrections to the result in the same way as in [7].
This paper is organized as follows. In Section 2, we briefly recall the ABA solution of the
CSOS model and the result of [9] concerning the finite-size determinant representation for
the normalized matrix element of the local operator σzm between two Bethe eigenstates. In
Section 3, we characterize the 2(L − r) (quasi-)ground states from the study of their Bethe
equations, and discuss the process of taking the thermodynamic limit and of controlling the
finite-size corrections. In Section 4, we apply this process to the form-factor representation
of Section 2 in the case where the two Bethe states belong to the previously described set
of ground states. We obtain a Fredholm determinant representation that can be explicitly
computed, leading, in Section 5, to explicit expressions for the spontaneous polarizations of
the model.
2 The form factor in the ABA framework
Let us consider a two-dimensional square lattice of size N×N (N even), with periodic bound-
ary conditions. The statistical weights W
( s s+ǫ′i
s+ǫj s+ǫi+ǫj
)
, ǫi, ǫ
′
i, ǫj , ǫ
′
j ∈ {+1,−1}, corresponding
to the six allowed configurations around a face of the SOS model, can be seen as the six
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non-zero elements R(ui − ξj; s)
ǫi,ǫj
ǫ′i,ǫ
′
j
of the following R-matrix:
R(ui − ξj; s) =

1 0 0 0
0 b(ui − ξj ; s) c(ui − ξj; s) 0
0 c(ui − ξj;−s) b(ui − ξj;−s) 0
0 0 0 1
 ∈ End(C2 ⊗ C2). (2.1)
Here ui (respectively ξj) is an inhomogeneity parameter attached to the column i (resp. row
j) of cells of the lattice. The functions b(u; s) and c(u; s) are given as
b(u; s) =
[s+ 1] [u]
[s] [u+ 1]
, c(u; s) =
[s+ u] [1]
[s] [u+ 1]
, with [u] = θ1(ηu; τ), (2.2)
where θ1 denotes the usual theta function (A.1) with quasi-periods 1 and τ (ℑτ > 0). The
height s in (2.1) is called dynamical parameter. The R-matrix (2.1) with dynamical parameter
s satisfies the dynamical Yang-Baxter equation [6, 3], and the corresponding SOS model is
also sometimes called dynamical six-vertex model. In the cyclic case that we consider here,
the parameter η of the model is chosen to be rational: η = r/L, r and L being relatively prime
integers. Hence, the statistical weights elements of the R-matrix are L-periodic functions of
s.
Remark 2.1. Our parameter ηs0, where s0 is a global shift of the dynamical parameter (such
that s− s0 is an integer) introduced so as to avoid the singularities in (2.2), is related to the
phase angle µ = w0/π of the physical model introduced in [12, 11] by a shift of τ/2 (later on,
we will for simplicity take s0 =
τ
2η , i.e. µ = 0, in our result). Also, the statistical weights of
[12, 11] correspond to a diagonal dynamical gauge transformation of the R-matrix (2.1) which
leaves the local height probabilities invariant.
Eigenstates of the dynamical transfer matrix constructed from the R-matrix (2.1) can
be obtained by means of algebraic Bethe Ansatz (see [5, 4]). In this framework, the space of
states of the model corresponds to the space of functions Fun(H[0]) of the dynamical parameter
s ∈ s0 + Z/LZ with values in the zero-weight space H[0] = { |v〉 ∈ H | (
∑N
j=1 σ
z
j ) |v〉 = 0},
with H ∼ (C2)⊗N (see [9] for more details). More precisely, from a product of R-matrices
along a column of elementary cells of the lattice, one can construct the monodromy matrix,
which is a 2× 2 matrix of operators
T̂ (u) =
(
Â(u) B̂(u)
Ĉ(u) D̂(u)
)
(2.3)
with Â(u), B̂(u), Ĉ(u), D̂(u) ∈ End(FunH). Common eigenstates to transfer matrices t̂(u) =
Â(u) + D̂(u) can be constructed in Fun(H[0]) as
| {v}, ω 〉 : s 7→ ωs
n∏
j=1
[1]
[s− j]
B(v1; s)B(v2; s − 1) . . . B(vn; s− n+ 1)| 0 〉. (2.4)
Here n is such that N = 2n + ℵL for some integer ℵ, ω is such that (−1)rnωL = 1, the
reference state | 0 〉 ∈ H is chosen as | 0 〉 = ⊗Ni=1
(1
0
)
, and {v} ≡ {v1, . . . , vn} (with ηvi 6= ηvj
mod Z+ τZ) is a solution of the system of Bethe equations
a(vj)
∏
l 6=j
[vl − vj + 1]
[vl − vj ]
= (−1)rℵω−2 d(vj)
∏
l 6=j
[vj − vl + 1]
[vj − vl]
, j = 1, . . . n, (2.5)
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with
a(u) = 1, d(u) =
N∏
j=1
[u− ξj]
[u− ξj + 1]
. (2.6)
Similarly, eigenstates of the transfer matrix in the dual space are constructed as
〈 {v}, ω | : s 7→ 〈 0 |C(vn; s− n) . . . C(v2; s− 2)C(v1; s− 1)ω
−s
n−1∏
j=0
[s+ j]
[1]
, (2.7)
with 〈 0 | = | 0 〉† and {v} solution of (2.5). Then
t̂(u) | {v}, ω 〉 = τ(u; {v}, ω) | {v}, ω 〉, 〈 {v}, ω | t̂(u) = τ(u; {v}, ω) 〈 {v}, ω |, (2.8)
with
τ(u; {v}, ω) = ω a(u)
n∏
l=1
[vl − u+ 1]
[vl − u]
+ (−1)rℵω−1 d(u)
n∏
l=1
[u− vl + 1]
[u− vl]
. (2.9)
From now on, we restrict our study to Bethe states in the sector n = N/2, which is
enough for our purpose. For two such Bethe eigenstates, associated to two different solutions
{u}, ωu and {v}, ωv of the system of Bethe equations (2.5), we want to compute the following
renormalized form factor:
szm({u}, ωu; {v}, ωv) =
〈 {u}, ωu |σ
z
m | {v}, ωv 〉(
〈 {u}, ωu | {u}, ωu 〉〈 {v}, ωv | {v}, ωv 〉
)1/2 (2.10)
=
〈 {u}, ωu |σ
z
m | {v}, ωv 〉
〈 {v}, ωv | {v}, ωv 〉
·
(
〈 {v}, ωv | {v}, ωv 〉
〈 {u}, ωu | {u}, ωu 〉
)1/2
. (2.11)
This quantity can be rewritten in terms of a ratio of determinants by means of the represen-
tations obtained in our previous paper [9]. We recall that the matrix element of the operator
σzm between two different Bethe eigenstates 〈 {u}, ωu | (2.7) and | {v}, ωv 〉 (2.4) in the sector
N = 2n is given as
〈 {u}, ωu |σ
z
m | {v}, ωv 〉 =
{
m−1∏
k=1
τ(ξk; {u}, ωu)
τ(ξk; {v}, ωv)
}{
1
L
∑
s∈s0+Z/LZ
ω−su ω
s
v
[γ + s]
[s]
}
×
∏n
t=1 d(ut)∏
k<l[uk − ul][vl − vk]
det
n
[
Ωγ({u}, ωu; {v}, ωv)− 2Pγ({u}, ωu; {v}, ωv |ξm)
]
, (2.12)
with γ =
∑n
j=1(vj − uj). Here Ωγ is the matrix appearing in the determinant representation
for the scalar product (see Theorem 3.1 of [9]), with matrix elements
[Ωγ({u}, ωu; {v}, ωv)
]
jk
=
1
[γ]
{
[uj − vk + γ]
[uj − vk]
−
ωv
ωu
[uj − vk + γ + 1]
[uj − vk + 1]
}
a(vk)
n∏
t=1
[ut − vk + 1]
+
1
[γ]
{
[uj − vk + γ]
[uj − vk]
−
ωu
ωv
[uj − vk + γ − 1]
[uj − vk − 1]
}
ω−2u d(vk)
n∏
t=1
[ut − vk − 1], (2.13)
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whereas Pγ is a rank 1 matrix defined as
[
Pγ({u}, ωu; {v}, ωv |ξm)
]
jk
=
1
[γ]
{
[uj − ξm + γ]
[uj − ξm]
−
ωv
ωu
[uj − ξm + γ + 1]
[uj − ξm + 1]
}
× a(vk)
n∏
t=1
{
[vt − vk + 1]
[ut − ξm + 1]
[vt − ξm + 1]
}
. (2.14)
We also recall the determinant representation for the ‘square of the norm’ of a Bethe eigenstate:
〈 {u}, ωu | {u}, ωu 〉 =
∏n
t=1 a(ut)d(ut)
∏n
j,k=1[uj − uk + 1]
(−[0]′)n
∏
j 6=k[uj − uk]
det
n
[
Φ({u})
]
, (2.15)
with
[
Φ({u})
]
jk
= δjk
{
log′
a
d
(uj) +
n∑
t=1
(
[uj − ut − 1]
′
[uj − ut − 1]
−
[uj − ut + 1]
′
[uj − ut + 1]
)}
−
(
[uj − uk − 1]
′
[uj − uk − 1]
−
[uj − uk + 1]
′
[uj − uk + 1]
)
. (2.16)
Factorizing the quantity a(vj)
∏n
t=1[vt− vj +1] = −ω
−2
v d(vj)
∏n
t=1[vt− vj − 1] out of each
column of the determinant in (2.12), we can rewrite the first ratio in (2.11) as:
〈 {u}, ωu |σ
z
m | {v}, ωv 〉
〈 {v}, ωv | {v}, ωv 〉
=
{
m−1∏
k=1
τ(ξk; {u}, ωu)
τ(ξk; {v}, ωv)
}{
1
L
∑
s∈s0+Z/LZ
(
ωv
ωu
)s [γ + s]
[s]
}
× (−[0]′)n
n∏
k=1
d(uk)
d(vk)
∏
k<l
[vk − vl]
[uk − ul]
detn[H({u}, {v}) − 2Q({u}, {v})]
detn[Φ({v})]
, (2.17)
where γ =
∑n
t=1(vt − ut), Φ is given by (2.16), and
[H({u}, {v})]ij =
1
[γ]
{
[ui − vj + γ]
[ui − vj ]
−
ωv
ωu
[ui − vj + γ + 1]
[ui − vj + 1]
}
n∏
t=1
[ut − vj + 1]
[vt − vj + 1]
−
1
[γ]
{
[ui − vj + γ]
[ui − vj]
−
ωu
ωv
[ui − vj + γ − 1]
[ui − vj − 1]
}
ω2v
ω2u
n∏
t=1
[ut − vj − 1]
[vt − vj − 1]
, (2.18)
[Q({u}, {v})]ij =
1
[γ]
{
[ui − ξm + γ]
[ui − ξm]
−
ωv
ωu
[ui − ξm + γ + 1]
[ui − ξm + 1]
} n∏
t=1
[ut − ξm + 1]
[vt − ξm + 1]
. (2.19)
In its turn, from (2.15), the second ratio is given by
〈 {v}, ωv | {v}, ωv 〉
〈 {u}, ωu | {u}, ωu 〉
=
n∏
k=1
a(vk)d(vk)
a(uk)d(uk)
n∏
j,k=1
[vj − vk + 1]
[uj − uk + 1]
∏
j 6=k
[uj − uk]
[vj − vk]
detn[Φ({v})]
detn[Φ({u})]
. (2.20)
These representations are the starting point for our study of the spontaneous staggered polar-
izations of the model, which can be obtained from the thermodynamic limit of the quantity
(2.10) in the case when | {u}, ωu 〉 and | {v}, ωv 〉 correspond to two different (quasi-)ground
states of the homogeneous model.
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Remark 2.2. The case of the mean value of the operator σzm in the same Bethe state should
be treated separately since the proper limit has to be taken into the determinant of (2.12) in
the same way as in (2.15)-(2.16). We will in that case use the formula
szm({u}, ωu; {u}, ωu) =
detn[Φ({u}) + 2Q
(+)({u})]
detn[Φ({u})]
, (2.21)
with Φ given by (2.16) and[
Q(+)({u})
]
jk
=
[uj − ξm]
′
[uj − ξm]
−
[uj − ξm + 1]
′
[uj − ξm + 1]
. (2.22)
One should also pay special care to possible other cases for which γ = 0 or when some of the
vj coincide with some the uj . In particular, when L is even, there is a little subtlety that
what not mentioned in our previous article [9]: in that case, with each solution {u}, ω2 of
the Bethe equations (2.5), one can associate two different Bethe eigenstates | {u}, ω 〉 (with
ω = eiπ(rn+2ℓ)/L for some integer ℓ) and | {u},−ω 〉 (−ω = eiπ(rn+2ℓ
′)/L with ℓ′ = ℓ−L/2) with
opposite eigenvalue. The corresponding normalized form factor can be explicitly represented
as
szm({u}, ωu; {u},−ωu) =
(−1)m−1
L
∑
s∈s0+Z/LZ
e−iπs
detn
[
Φ(−)({u}) + 2Q(−)(s)
]
detn
[
Φ({u})
] , (2.23)
with Φ given by (2.16) and
[
Φ(−)({u})
]
jk
= δjk
{
log′
a
d
(uj) +
n∑
t=1
(
[uj − ut − 1]
′
[uj − ut − 1]
−
[uj − ut + 1]
′
[uj − ut + 1]
)}
+
(
[uj − uk − 1]
′
[uj − uk − 1]
−
[uj − uk + 1]
′
[uj − uk + 1]
)
, (2.24)
[
Q(−)(s)
]
jk
= 2
[s]′
[s]
. (2.25)
3 The degenerate ground states in the thermodynamic limit
According to [12, 11], the ground state of the CSOS model is degenerate at the thermodynamic
limit: there are 2(L − r) (quasi-)ground states in the sector n = N/2, which were identified
in [12, 11] in the low-temperature limit.
To characterize these states, it is convenient, by means of Jacobi’s imaginary transforma-
tion
[u] = −i(−iτ)−1/2eiπηη˜u
2
θ1(η˜u; τ˜), τ˜ = −
1
τ
, η˜ = −
η
τ
, (3.1)
to rewrite the Bethe equations (2.5) in terms of theta functions with imaginary quasi-period
τ˜ . In the sector n = N/2 and at the homogeneous limit ξk = 1/2, k = 1, . . . , N , it gives
ω2e4iπη
∑n
l=1 zl
θN1 (zj + η˜/2)
θN1 (zj − η˜/2)
n∏
l=1
θ1(zl − zj + η˜)
θ1(zl − zj − η˜)
= −1, (3.2)
where we have set zj = η˜vj, j = 1, . . . , n. Here and in the following, unless explicitly specified,
the considered theta functions are of imaginary quasi-period τ˜ , i.e. θ1(z) ≡ θ1(z; τ˜ ).
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These Bethe equations can be rewritten in the logarithmic form as
Np0(zj)−
n∑
l=1
ϑ(zj − zl) = 2π
(
nj −
n+ 1
2
+ β + 2η
n∑
l=1
zl
)
, j = 1, . . . , n, (3.3)
where nj are integers, p0 and ϑ are the bare momentum and bare phase
p0(z) = i log
θ1(η˜/2 + z)
θ1(η˜/2− z)
, ϑ(z) = i log
θ1(η˜ + z)
θ1(η˜ − z)
, (3.4)
and ω = eiπβ. The degenerate ground states identified in [11] correspond to real solutions of
(3.3) such that nj+1 − nj = 1, j = 1, . . . , n − 1. In the thermodynamic limit N → ∞ (with
n = N/2), the distribution of the Bethe roots corresponding to such states tends to a positive
density ρ(z) on the interval [−1/2, 1/2], solution of the following integral equation:
ρ(z) +
∫ 1/2
−1/2
K(z − w) ρ(w) dw =
p′0(z)
2π
, (3.5)
with
p′0(z) = i
{
θ′1(z + η˜/2)
θ1(z + η˜/2)
−
θ′1(z − η˜/2)
θ1(z − η˜/2)
}
, (3.6)
K(z) =
1
2π
ϑ′(z) =
i
2π
{
θ′1(z + η˜)
θ1(z + η˜)
−
θ′1(z − η˜)
θ1(z − η˜)
}
. (3.7)
The solution of the integral equation (3.5) can easily be computed by means of the Fourier
transform. In the domain 0 < η < 1/2, i.e. 0 < −iη˜ < − i2 τ˜ , we have
p′m =
∫ 1/2
−1/2
p′0(z) e
−2πimz dz =
{
2π for m = 0,
2πq˜
|m|
2
1−p˜|m|q˜−|m|
1−p˜|m|
otherwise,
(3.8)
km =
∫ 1/2
−1/2
K(z) e−2πimz dz =
{
1 for m = 0,
q˜|m| 1−p˜
|m|q˜−2|m|
1−p˜|m|
otherwise,
(3.9)
such that
ρ(z) =
∞∑
m=−∞
e2πimz
2 cosh(iπmη˜)
=
1
2
∞∏
m=1
(1− q˜m)2
(1 + q˜m)2
θ3(z; η˜)
θ4(z; η˜)
, (3.10)
in which we have set q˜ = e2πiη˜ , p˜ = e2πiτ˜ .
We now want to study more precisely how the Bethe roots of one of these ground states
behave with respect to finite size corrections. Let us introduce, for a given (quasi-)ground
state parametrized by the set of roots {xj}1≤j≤n solution to (3.3) with ωx = e
iπβx and a given
shift of integers kx = nj − j (which does not depend on j), the following counting function:
ξ̂x(z) =
1
π
p0(z)−
1
πN
n∑
l=1
ϑ(z − xl) +
1
n
(
n+ 1
2
− kx − βx − 2η
n∑
l=1
xl
)
. (3.11)
This function is such that ξ̂x(xj) = j/n, j = 1, . . . , n. Moreover, since its derivative,
ξ̂′x(z) =
1
π
p′0(z)−
2
N
n∑
l=1
K(z − xl), (3.12)
tends to 2ρ(z) (which is positive) in the thermodynamic limit, ξ̂x is an increasing, and hence
invertible function, at least for N large enough. Hence one can show the following result:
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Proposition 3.1. Let f be a C∞ 1-periodic function on R. Then, the sum of all the values
f(xj), where the set of spectral parameters {xj}1≤j≤n parametrizes one of the degenerate
ground states solution to (3.3), can be replaced by an integral in the thermodynamic limit
according to the following rule:
1
N
n∑
j=1
f(xj) =
∫ 1/2
−1/2
f(z) ρ(z) dz +O(N−∞). (3.13)
Similarly, if g is a C∞ function such that g′ is 1-periodic, then
1
N
n∑
j=1
g(xj) =
∫ 1/2
−1/2
g(z) ρ(z) dz +
cg
N
n∑
j=1
xj +O(N
−∞), (3.14)
where cg =
∫ 1/2
−1/2 g
′(z) dz = g(1/2) − g(−1/2).
Proof — The proof of (3.13) is similar to the proof of Proposition 3.1 of [7]. For completeness,
we recall its main arguments. It relies on the fact that one can easily prove, using the Taylor
expansion of the 1-periodic function f , the analog of (3.13) in the case of homogeneously
distributed variables:
1
n
n∑
j=1
f
( j
n
)
=
∫ 1
0
f(z) dz +O(N−∞). (3.15)
One should then notice that ξ̂x is a C
∞ function of real variables such that ξ̂x(z+1) = ξ̂x(z)+1,
so that the function f ◦ ξ̂−1x is also 1-periodic. One can therefore apply (3.15) to f ◦ ξ̂
−1
x and
perform a change of variables in the integral to express the sum over xj as
1
n
n∑
j=1
f(xj) =
1
n
n∑
j=1
f
(
ξ̂−1x (j/n)
)
=
∫ 1/2
−1/2
f(z) ξ̂′x(z) dz +O(N
−∞). (3.16)
Finally, applying (3.16) to the r.h.s. of (3.12), we obtain that, up to corrections of order
O(N−∞), the function ξ̂′x/2 satisfies the same integral equation (3.5) as ρ. By unicity of the
solution, we have
ξ̂′x(z) = 2ρ(z) +O(N
−∞), (3.17)
which ends the proof of (3.13).
The identity (3.14) is then a direct corollary of (3.13): if g′(x) is 1-periodic, then g(x)−cgx
is also 1-periodic, and one can apply (3.13) to get
1
N
n∑
j=1
g(xj)−
cg
N
n∑
j=1
xj =
∫ 1/2
−1/2
g(z) ρ(z) dz − cg
∫ 1/2
−1/2
z ρ(z) dz +O(M−∞), (3.18)
the last integral being zero by symmetry. 
Remark 3.1. Proposition 3.1 can be used to obtain a sum rule for the corresponding ground
state roots. Summing all logarithmic Bethe equations (3.3) for j = 1, . . . , n and using the fact
that ϑ is an odd function, we get
1
π
n∑
j=1
p0(xj) = kx + βx + 2η
n∑
j=1
xj . (3.19)
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Using then (3.14) applied to the l.h.s of (3.19),
n∑
j=1
p0(xj) = 2π
n∑
j=1
xj +O(N
−∞), (3.20)
we obtain that
n∑
j=1
xj =
kx + βx
2(1− η)
+O(N−∞) =
Lkx + rn+ 2ℓx
2(L− r)
+O(N−∞), (3.21)
in which we have set βx =
rn+2ℓx
L .
Remark 3.2. The counting function (3.11) can be evaluated in the thermodynamic limit as
ξ̂x(z) = 2
∫ z
0
ρ(w) dw +
n+ 1
N
−
2
N
n∑
j=1
xj +O(N
−∞). (3.22)
This follows from (3.17) and from the value ξ̂x(0) which can be evaluated in the thermody-
namic limit by means of (3.21) as well as (3.14) applied to the odd function ϑ:
ξ̂x(0) = −
1
πN
n∑
ℓ=1
ϑ(−xℓ) +
1
n
(
n+ 1
2
− kx − βx − 2η
n∑
j=1
xj
)
=
1
n
(
n+ 1
2
−
n∑
j=1
xj
)
+O(N−∞). (3.23)
One can now use these results to compute more precisely the infinitesimal difference of
roots xj+1 − xj . The latter is given as the value δ̂x(xj) of the infinitesimal shift function δ̂x
defined as
δ̂x(z) = ξ̂
−1
x
(
ξ̂x(z) +
1
n
)
− z. (3.24)
Rewriting the equation ξ̂x
(
δ̂x(z) + z
)
= ξ̂x(z) +
1
n using the representation (3.22) of ξ̂x, one
gets ∫ z+δ̂x(z)
z
ρ(w) dw =
1
N
+O(N−∞). (3.25)
Expanding ρ in Taylor series, one therefore obtains a relation which enables one in principle
to compute δ̂x(z) at all order in N :
N
∞∑
k=1
1
k!
ρ(k−1)(z)
[
δ̂x(z)
]k
= 1 +O(N−∞). (3.26)
Let us now consider two different ground states for the system of Bethe equations (3.3),
parameterized by a solution {xj}j=1,...,n, ωx = e
iπβx , and a shift of integers kx (respectively
by {yj}j=1,...,n, ωy = e
iπβy , and a shift of integers ky). We want to evaluate, at large N , the
infinitesimal difference of roots xj − yj. To this aim, we define the infinitesimal shift function
δ̂x,y(z) = ξ̂
−1
x
(
ξ̂y(z)
)
− z, (3.27)
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which is such that δ̂x,y(yj) = xj − yj. Using again the representation (3.22) for ξ̂x and ξ̂y, one
obtains for δ̂x,y an equation analog to (3.25):∫ z+δ̂x,y(z)
z
ρ(w) dw =
1
N
n∑
j=1
(xj − yj) +O(N
−∞), (3.28)
which leads to
N
∞∑
k=1
1
k!
ρ(k−1)(z)
[
δ̂x,y(z)
]k
=
∑
l
(xl − yl) +O(N
−∞). (3.29)
Comparing this equation to (3.26), we obtain that the two infinitesimal shift functions δ̂x and
δ̂x,y, seen as functionals of the density ρ, are related by
δ̂x,y
[
ρ(z)
]
= δ̂x
[
ρ(z)∑
l(xl − yl)
]
+O(N−∞). (3.30)
This characterizes, at all orders in N , the infinitesimal difference of roots xj − yj. We recall
that, from (3.21), the sum
∑
l(xl − yl) is itself given by∑
l
(xl − yl) =
kx − ky + βx − βy
2(1− η)
+O(N−∞) (3.31)
=
L(kx − ky) + 2(ℓx − ℓy)
2(L− r)
+O(N−∞), (3.32)
which also means that
e2πi(1−η)
∑
l(xl−yl) = eiπ(kx−ky)
ωx
ωy
+O(N−∞). (3.33)
In particular, the previous study enables us to identify (and count) the degenerate ground
states associated with a given set of Bethe equations. We see from (3.30) that two solutions
{x} and {y} are different if and only if the total shift
∑
l(xl − yl) is not an integer. Hence, in
this setting, the different degenerate ground states are completely determined by two quantum
numbers k ∈ Z/2Z and ℓ ∈ Z/(L−r)Z. If L is odd, this gives 2(L−r) different values (modulo
1) of (3.32), corresponding to 2(L − r) different Bethe eigenstates. For even L, we only get
(L − r) different values of (3.32), each of them being associated to two opposite values of ω
according to the parity of k (see (3.33)).
4 The form factor in the thermodynamic limit
We now study the thermodynamic limit of the renormalized form factor (2.10) in the case
where | {u}, ωu 〉 and | {v}, ωv 〉 are two ground states of the homogeneous model.
Let us set xj ≡ η˜uj , yj ≡ η˜vj, j = 1, . . . , n, and ωx ≡ ωu, ωy ≡ ωv. We have seen in
Section 3 that the Bethe roots xj (respectively yj) for one of the ground states are completely
determined by the data of two quantum numbers kx, ℓx (respectively ky, ℓy). From now on,
we simply denote | kx, ℓx 〉 ≡ | {u}, ωu 〉 (respectively | ky , ℓy 〉 ≡ | {v}, ωv 〉) the corresponding
Bethe eigenstate, and |ψ
(kx ,ℓx)
g 〉 (respectively |ψ
(ky ,ℓy)
g 〉) the corresponding state renormalized
to unity, i.e.
|ψ(kx,ℓx)g 〉 =
| kx, ℓx 〉
(〈 kx, ℓx | kx, ℓx 〉)1/2
, |ψ
(ky ,ℓy)
g 〉 =
| ky , ℓy 〉
(〈 ky , ℓy | ky, ℓy 〉)1/2
. (4.1)
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In order to study how the determinant representation for szm behaves in the thermodynamic
limit, it is convenient to rewrite it in terms of theta functions with quasi-period τ˜ by means
of Jacobi’s imaginary transformation (3.1). Let us first consider the quantity (2.17) in the
case γ 6= 0. We obtain
〈 kx, ℓx |σ
z
m | ky, ℓy 〉
〈 ky, ℓy | ky, ℓy 〉
=
[
ωx
ωy
e−2πiηγ˜e−i
∑n
l=1[p0(xl)−p0(yl)]
]m−1
×
{
1
L
∑
s∈s0+Z/LZ
(ωy
ωx
e2πiηγ˜
)s θ1(η˜s+ γ˜)
θ1(η˜s)
}(
−η˜ θ′1(0) e
−2πiηγ˜ ω
2
x
ω2y
)n
×
∏
k<l
θ1(yk − yl)
θ1(xk − xl)
detn
[
H˜({x}, {y}) − 2Q˜({x}, {y})
]
detn
[
Φ˜({y})
] , (4.2)
with γ˜ =
∑n
j=1(yj − xj) and[
H˜
]
jk
=
1
θ1(γ˜)
{
θ1(xj − yk + γ˜)
θ1(xj − yk)
−
ωy
ωx
e2πiηγ˜
θ1(xj − yk + γ˜ + η˜)
θ1(xj − yk + η˜)
} n∏
l=1
θ1(xl − yk + η˜)
θ1(yl − yk + η˜)
−
1
θ1(γ˜)
{
θ1(xj − yk + γ˜)
θ1(xj − yk)
−
ωx
ωy
e−2πiηγ˜
θ1(xj − yk + γ˜ − η˜)
θ1(xj − yk − η˜)
}
×
(ωy
ωx
)2
e4πiηγ˜
n∏
l=1
θ1(xl − yk − η˜)
θ1(yl − yk − η˜)
, (4.3)
[
Q˜
]
jk
=
1
θ1(γ˜)
{
θ1(xj −
η˜
2 + γ˜)
θ1(xj −
η˜
2 )
−
ωy
ωx
e2πiηγ˜
θ1(xj +
η˜
2 + γ˜)
θ1(xj +
η˜
2 )
}
n∏
l=1
θ1(xl +
η˜
2 )
θ1(yl +
η˜
2 )
, (4.4)
[
Φ˜
]
jk
= −2πiη˜Nδjk
{
p′0(yj)
2π
−
1
N
n∑
l=1
K(yj − yl)
}
− 2πiη˜K(yj − yk) + 4πiη˜η. (4.5)
The determinant of the matrix Φ˜ (4.5) is already in a convenient form for taking the
thermodynamic limit. Using (3.13), (3.5), we get[
Φ˜
]
jk
= −2πiη˜Nρ(yk)
{
δjk +
1
N
K(yj − yk)
ρ(yk)
−
1
N
2η
ρ(yk)
+O(N−∞)
}
, (4.6)
so that the corresponding determinant can be written in terms of a Fredholm determinant in
the thermodynamic limit:
det
n
[
Φ˜({y})
]
= (−2πiη˜N)n
n∏
l=1
ρ(yl)
{
det
[
1 + K̂ − V̂0
]
+O(N−∞)
}
. (4.7)
Here K̂ and V̂0 are integral operators acting on the interval [−
1
2 ,
1
2 ], with respective kernels
K(y − z) given by (3.7), and V0(y − z) = 2η.
The determinant appearing in the numerator of (4.2) can be transformed, similarly as
what was done in [7], in a more suitable form for the thermodynamic limit. Using the results
of Appendix B, we have
(−1)n
∏
j<k
θ1(yj − yk)
θ1(xj − xk)
det
n
[
H˜({x}, {y}) − 2Q˜({x}, {y})
]
=
1
θ1(γ˜)
{
det
n
[
(H −Q)({x}, {y})
]
− det
n
[
(H +Q)({x}, {y})
]}
, (4.8)
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with [
H
]
jk
= δjk
∏
l 6=j θ1(yj − yl)∏n
l=1 θ1(yj − xl)
{ n∏
l=1
θ1(xl − yk + η˜)
θ1(yl − yk + η˜)
−
(ωy
ωx
)2
e4πiηγ˜
n∏
l=1
θ1(xl − yk − η˜)
θ1(yl − yk − η˜)
}
+
1
θ′1(0)
ωy
ωx
e2πiηγ˜
{
θ′1(yj − yk + η˜)
θ1(yj − yk + η˜)
−
θ′1(yj − yk − η˜)
θ1(yj − yk − η˜)
}
,
= δjkNφ
−1
j ({x}, {y})
{
φ+(yk|{x}, {y}) −
(ωy
ωx
)2
e4πiηγ˜φ−(yk|{x}, {y})
}
−
2πi
θ′1(0)
ωy
ωx
e2πiηγ˜K(yj − yk), (4.9)
and [
Q
]
jk
=
ωy
ωx
e2πiηγ˜ −
n∏
l=1
θ1(xl +
η˜
2 ) θ1(yl −
η˜
2 )
θ1(yl +
η˜
2 ) θ1(xl −
η˜
2 )
=
ωy
ωx
e2πiηγ˜ − e−i
∑n
l=1[p0(xl)−p0(yl)]. (4.10)
In (4.9), the factor φj({x}, {y}) and the functions φ±(y|{x}, {y}) are respectively defined as
φj({x}, {y}) = N
∏n
l=1 θ1(yj − xl)∏
l 6=j θ1(yj − yl)
, (4.11)
φ±(y|{x}, {y}) =
n∏
l=1
θ1(xl − y ± η˜)
θ1(yl − y ± η˜)
. (4.12)
The behavior of the matrix elements of Q can straightforwardly be evaluated in the ther-
modynamic limit. From (3.20) and (3.33), we obtain[
Q
]
jk
=
[
(−1)k − 1
]
e2πiγ˜ +O(N−∞), (4.13)
where we have set k = ky − kx. It follows in particular that the form factor (2.10) vanishes in
the thermodynamic limit when k = 0.
The behavior of the functions φ±(y|{x}, {y}) (4.12), conveniently rewritten in the form
φ±(y|{x}, {y}) = exp
{
n∑
l=1
(
log θ1(xl − y ± η˜)− log θ1(yl − y ± η˜)
)}
, (4.14)
can be evaluated by means of Proposition 3.1. Indeed, the functions g± : z 7→ log θ1(z−y± η˜)
being C∞ on R with a 1-periodic derivative, one can apply (3.14) to each of the sums in (4.14),
with corresponding constants given by
cg± =
∫ 1/2
−1/2
θ′1(z − y ± η˜)
θ1(z − y ± η˜)
dz = ∓iπ. (4.15)
One obtains
φ±(y|{x}, {y}) = e
±iπγ˜ +O(N−∞). (4.16)
So as to evaluate the factor φ (4.11), let us define the function
φ(y|{x}, {y}) =
n∏
l=1
θ1(xl − y)
θ1(yl − y)
{
ω2y e
4iπη
∑
l yl
θN1 (y + η˜/2)
θN1 (y − η˜/2)
n∏
l=1
θ1(yl − y + η˜)
θ1(yl − y − η˜)
,+1
}
(4.17)
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which is C∞ and 1-periodic on R. This function is such that
φ(yj|{x}, {y}) = −iπ
ξ̂′y(yj)
θ′1(0)
φj({x}, {y}). (4.18)
Using the fact that the sum of the residues of the elliptic function
h±(z) =
θ1(z − y − γ˜)
θ1(z − y)
n∏
l=1
θ1(z − xl ± η˜)
θ1(z − yl ± η˜)
(4.19)
vanishes in an elementary cell, we obtain the following identity for the quantity φj :
1
N
n∑
j=1
θ1(y − yj + γ˜ ± η˜)
θ1(y − yj ± η˜)
φj({x}, {y}) = θ1(γ˜)φ∓(y|{x}, {y}). (4.20)
Rewriting the summand in terms of arguments of 1-periodic C∞ functions evaluated at the
ground state roots yj by means of (4.18), and applying Proposition 3.1, we obtain that, in
the thermodynamic limit, the function φ (4.17) satisfies the integral equation
−
θ′1(0)
2iπ
∫ 1/2
−1/2
θ1(y − z + γ˜ ± η˜)
θ1(y − z ± η˜)
φ(z) dz = e∓iπγ˜ θ1(γ˜) +O(N
−∞). (4.21)
The latter can easily be solved by Fourier transform and we get
−
θ′1(0)
2iπ
φ(yj) = φj ρ(yj) +O(N
−∞) = sin(πγ˜)
θ′1(0)
π
+O(N−∞). (4.22)
Gathering all these results, and using also (3.33), we can therefore rewrite the elements of the
matrix H({x}, {y}) (4.9) in the thermodynamic limit as
[
H
]
jk
= −2πiN
ρ(yk)
θ′1(0)
e2πiγ˜
{
δjk +
(−1)k
N
K(yj − yk)
ρ(yk)
+O(N−∞)
}
. (4.23)
Hence, the quantity (4.2) admits the following representation in terms of Fredholm deter-
minants:
〈 kx, ℓx |σ
z
m | ky, ℓy 〉
〈 ky, ℓy | ky, ℓy 〉
= (−1)k(m−1)
{
1
L
∑
s∈s0+Z/LZ
(ωy
ωx
e2πiηγ˜
)s θ1(η˜s+ γ˜)
θ1(η˜s) θ1(γ˜)
}
×
(
(−1)k
ωx
ωy
)n det[1 + (−1)kK̂ + 1−(−1)k2 V̂ ]− det[1 + (−1)kK̂ − 1−(−1)k2 V̂ ]
det
[
1 + K̂ − V̂0
]
+ O(N−∞). (4.24)
We recall that K̂ has kernel K (3.7), whereas V̂0 and V̂ have respective constant kernels 2η
and iπθ
′
1(0).
In its turn, the second ratio (2.20) can be evaluated using the Bethe equations for {u} and
{v}, the estimations (4.16) and (4.22), as well as the Fredholm determinant representation
(4.7). It gives
〈 ky, ℓy | ky, ℓy 〉
〈 kx, ℓx | kx, ℓx 〉
=
(
ωy
ωx
)2n
+O(N−∞), (4.25)
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so that the conveniently renormalized form factor (2.10) is simply given by
〈ψ(kx ,ℓx)g |σ
z
m |ψ
(ky ,ℓy)
g 〉 = (−1)
k(m−1)
{
1
L
∑
s∈s0+Z/LZ
(ωy
ωx
e2πiηγ˜
)s θ1(η˜s+ γ˜)
θ1(η˜s) θ1(γ˜)
}
×
det
[
1 + (−1)kK̂ + 1−(−1)
k
2 V̂
]
− det
[
1 + (−1)kK̂ − 1−(−1)
k
2 V̂
]
det
[
1 + K̂ − V̂0
] +O(N−∞). (4.26)
The above Fredholm determinants can be computed by means of Fourier transform. In-
deed, as the kernel of the integral operator K̂ depends only on the difference of two variables,
its eigenvalues correspond to the Fourier coefficients km (3.9) of the function K (3.7). We
obtain
det
[
1 + K̂ − V̂0
]
= (2− 2η)
+∞∏
m=1
(
1 + q˜m
1− p˜mq˜−2m
1− p˜m
)2
= 2(1− η)
+∞∏
m=1
(1 + q˜m)2(1− p˜mq˜−m)2
(1− p˜m)2
, (4.27)
whereas
det
[
1 + (−1)kK̂ ±
1− (−1)k
2
V̂
]
=
(
1 + (−1)k ± i
1− (−1)k
2π
θ′1(0)
)
×
+∞∏
m=1
(1 + (−1)kq˜m)2(1− (−1)kp˜mq˜−m)2
(1− p˜m)2
. (4.28)
Finally, the renormalized form factor (2.10) is given as the following infinite product
〈ψ(kx ,ℓx)g |σ
z
m |ψ
(ky ,ℓy)
g 〉 =
1− (−1)k
2
(−1)m−1
+∞∏
m=1
(1− q˜m)2(1 + p˜mq˜−m)2
(1 + q˜m)2(1− p˜mq˜−m)2
×
{
i
π(L− r)
∑
s∈s0+Z/LZ
eiπ(2γ˜−1)s
θ1(η˜s+ γ˜) θ
′
1(0)
θ1(η˜s) θ1(γ˜)
}
+ O(N−∞). (4.29)
The previous expression is a priori only valid in the case γ 6= 0. One can perform a similar
study in the two particular cases mentioned in Remark 2.2, i.e. for the mean value (2.21) and
the form factor (2.23) in the case L even. One obtains that the former vanishes, whereas the
latter can be written as
〈ψ(0,ℓx)g |σ
z
m |ψ
(1,ℓx−L/2)
g 〉 = (−1)
m−1
+∞∏
m=1
(1− q˜m)2(1 + p˜mq˜−m)2
(1 + q˜m)2(1− p˜mq˜−m)2
×
ie−iπs0
π(L− r)
{
L−1∑
s=0
(−1)s
θ′1
(
η˜(s0 + s)
)
θ1
(
η˜(s0 + s)
) − iπηL} + O(N−∞). (4.30)
Note that we can rewrite a general representation valid for all cases by conveniently reg-
14
ularizing the representation (4.29) as
〈ψ(kx ,ℓx)g |σ
z
m |ψ
(ky ,ℓy)
g 〉 =
1− (−1)k
2
(−1)m−1
+∞∏
m=1
(1− q˜m)2(1 + p˜mq˜−m)2
(1 + q˜m)2(1− p˜mq˜−m)2
× lim
α→0
{
i
π(L− r)
∑
s∈s0+Z/LZ
eiπ(2γ˜−1+2ηα)s
θ1(η˜s+ γ˜ + α) θ
′
1(0)
θ1(η˜s) θ1(γ˜ + α)
}
+O(N−∞). (4.31)
We recall that, from (3.32), the difference of roots γ˜ can be expressed in terms of the quantum
numbers k = ky − kx, ℓ = ℓy − ℓx as
γ˜ =
Lk+ 2ℓ
2(L− r)
+O(N−∞), (4.32)
so that
〈ψ(kx ,ℓx)g |σ
z
m |ψ
(ky ,ℓy)
g 〉 =
1− (−1)k
2
(−1)m−1
+∞∏
m=1
(1− q˜m)2(1 + p˜mq˜−m)2
(1 + q˜m)2(1− p˜mq˜−m)2
× lim
α→0
{
i
π(L− r)
∑
s∈s0+Z/LZ
e
2πi( r+2ℓ
2(L−r)
+ηα)s
θ1
(
η˜s+ L+2ℓ2(L−r) + α
)
θ′1(0)
θ1(η˜s) θ1
(
L+2ℓ
2(L−r) + α
) }+O(N−∞).
(4.33)
Note that this quantity depends only on the differences k and ℓ of the quantum numbers:
〈ψ(kx ,ℓx)g |σ
z
m |ψ
(ky ,ℓy)
g 〉 ≡ s
z
m(k, ℓ) +O(N
−∞). (4.34)
5 Spontaneous staggered polarizations of the CSOS model
Let us consider the 2(L−r)-dimensional subspace Fun(Hg[0]) of the space of states Fun(H[0])
generated by all the ground states, i.e. by the Bethe eigenstates associated to the 2(L − r)
largest (in magnitude) eigenvalues of the transfer matrix in the thermodynamic limit. A basis
of this subspace is given by the normalized Bethe eigenstates |ψ
(kα ,ℓα)
g 〉, with kα ∈ Z/2Z and
ℓα ∈ Z/(L− r)Z. This basis is not polarized, since the mean value of σ
z
m in one of the Bethe
ground states |ψ
(kα ,ℓα)
g 〉 vanishes in the thermodynamic limit. A polarized basis of Fun(Hg[0])
is instead given by
|φ(ǫ,t)g 〉 =
1√
2(L− r)
1∑
kα=0
L−r−1∑
ℓα=0
(−1)kαǫe−iπ
rkα+2ℓα
L−r
(t+s0) |ψ(kα ,ℓα)g 〉, (5.1)
with ǫ ∈ {0, 1} and t ∈ {0, 1 . . . , L− r− 1}. Spontaneous staggered polarizations of the CSOS
model are given as the mean values of the σzm operator in the polarized states (5.1).
Remark 5.1. It can be shown, for instance by considering the combinatorial formula for the
Bethe states (see Theorem 5 of [4]), that the combination (5.1) tends, in the low-temperature
limit p˜, q˜ → 0, to one of the flat ground state configurations of the type (a, a+1, a, a+1, . . .)
or (a+1, a, a+1, a, . . .) identified in [12]. More precisely, in the case s0 =
τ
2η = −
1
2η˜ , the state
|φ
(ǫ,t)
g 〉 with t = a− ⌊ηa⌋ tends to the flat ground state configuration (a, a+1, a, a+1, . . .) if
ǫ− ⌊ηa⌋ is even, and to (a+ 1, a, a+ 1, a, . . .) if ǫ− ⌊ηa⌋ is odd (here ⌊x⌋ denotes the integer
part of x).
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In fact, the matrix elements of the σzm operator in the states (5.1) are given as
〈φ(ǫ1,t1)g |σ
z
m |φ
(ǫ2,t2)
g 〉 =
1
2(L− r)
1∑
k1,k2=0
L−r−1∑
ℓ1,ℓ2=0
(−1)k1ǫ1+k2ǫ2
× eiπ
[
rk1+2ℓ1
L−r
(t1+s0)−
rk2+2ℓ2
L−r
(t2+s0)
]
〈ψ(k1,ℓ1)g |σ
z
m |ψ
(k2 ,ℓ2)
g 〉
=
1
2(L− r)
1∑
k1,k=0
L−r−1∑
ℓ1,ℓ=0
(−1)k1(ǫ1−ǫ2)+kǫ2
× eiπ
[
rk1+2ℓ1
L−r
(t1−t2)−
rk+2ℓ
L−r
(t2+s0)
]
szm(k, ℓ) +O(N
−∞), (5.2)
in which we have set ℓ = ℓ2 − ℓ1 and k = k2 − k1. We see from the sum over ℓ1 that this
quantity is non-zero only if t1 = t2, and then from the sum over k1 that one should also have
ǫ1 = ǫ2. Hence, up to exponentially small corrections in the size of the system, the local
operator σzm is diagonal in the basis (5.1),
〈φ(ǫ1,t1)g |σ
z
m |φ
(ǫ2,t2)
g 〉 = δǫ1,ǫ2 δt1,t2 〈φ
(ǫ1,t1)
g |σ
z
m |φ
(ǫ1,t1)
g 〉+O(N
−∞), (5.3)
and the corresponding mean values are given as
〈φ(ǫ,t)g |σ
z
m |φ
(ǫ,t)
g 〉 =
i(−1)m−1+ǫ
π(L− r)
+∞∏
m=1
(1− q˜m)2(1 + p˜mq˜−m)2
(1 + q˜m)2(1− p˜mq˜−m)2
× lim
α→0
L−r−1∑
ℓ=0
L−1∑
s=0
e
2πi( r+2ℓ
2(L−r)
+ηα)(s−t)
θ1
(
η˜(s0 + s) +
L+2ℓ
2(L−r) + α
)
θ′1(0)
θ1
(
η˜(s0 + s)
)
θ1
(
L+2ℓ
2(L−r) + α
) +O(N−∞). (5.4)
The expression (5.4) coincides with the one obtained by Date et al. in [2] in the case
r = 1, L odd and s0 =
τ
2η = −
1
2η˜ . Note however that the result (5.4) can be presented in a
much simpler form by means of the identities of Appendix A for the sums of theta functions.
Indeed, using respectively (A.6) to compute the sum over ℓ, and then (A.7) to compute the
sum over s, we obtain a simple combination of theta functions in which the α → 0 limit can
be straightforwardly taken, so that
〈φ(ǫ,t)g |σ
z
m |φ
(ǫ,t)
g 〉 = (−1)
m+ǫ i
π
θ′1
(
0; ητ˜
)
θ1
(
η˜t; (1 − η)τ˜
)
θ2
(
0; ητ˜
)
θ2
(
η˜t; (1 − η)τ˜
) +O(N−∞) (5.5)
= (−1)m−1+ǫ
+∞∏
m=1
(1− q˜m)2 (1− p˜mq˜−m−t)
(1 + q˜m)2 (1 + p˜mq˜−m−t)
+∞∏
m=0
(1− p˜mq˜−m+t)
(1 + p˜mq˜−m+t)
+O(N−∞), (5.6)
in which we have set s0 = −
1
2η˜ .
One recovers the low-temperature completely ordered limit by taking |τ˜ | → ∞, i.e. p˜, q˜ →
0 in this expression. If on the contrary one wants to study the critical limit |τ | → ∞, it is
better to re-express the result (5.5) by means of Jacobi’s imaginary transformation as
〈φ(ǫ,t)g |σ
z
m |φ
(ǫ,t)
g 〉 = (−1)
m+ǫ iτ
πη
θ′1
(
0; τη
)
θ1
( η t
1−η ;
τ
1−η
)
θ4
(
0; τη
)
θ4
( η t
1−η ;
τ
1−η
) +O(N−∞). (5.7)
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A Theta functions and useful identities
In this paper, θ1(z; τ) denotes the usual theta function with quasi-periods 1 and τ ,
θ1(z; τ) = −i
∞∑
k=−∞
(−1)keiπτ(k+
1
2
)2e2iπ(k+
1
2
)z , ℑτ > 0, (A.1)
which satisfies
θ1(z + 1; τ) = −θ1(z; τ), θ1(z + τ ; τ) = −e
−iπτ e−2πiz θ1(z; τ). (A.2)
We also denote
θ2(z; τ) = θ1
(
z +
1
2
; τ
)
, θ4(z; τ) = −i e
iπτ
4 eiπz θ1
(
z +
τ
2
; τ
)
. (A.3)
We recall Jacobi’s imaginary transformation for the theta functions:
θ1(z; τ) = −i (−iτ)
− 1
2 e−iπ
z2
τ θ1
(
−
z
τ
; −
1
τ
)
, (A.4)
θ2(z; τ) = (−iτ)
− 1
2 e−iπ
z2
τ θ4
(
−
z
τ
; −
1
τ
)
. (A.5)
We also recall two useful summation identities (see for instance [10]):
1
n
n−1∑
ℓ=0
e−2πik
ℓ
n
θ1
(
x+ y + ℓn ; τ
)
θ′1
(
0; τ
)
θ1
(
x; τ
)
θ1
(
y + ℓn ; τ
) = e2πiky θ1(x+ ny + kτ ;nτ) θ′1(0;nτ)
θ1
(
x+ kτ ;nτ
)
θ1
(
ny;nτ
) , (A.6)
n−1∑
ℓ=0
e2πi
ℓ
n
x θ1
(
x+ y + ℓnτ ; τ
)
θ′1
(
0; τ
)
θ1
(
x; τ
)
θ1
(
y + ℓnτ ; τ
) = θ1(xn + y; τn) θ′1(0; τn)
θ1
(
x
n ;
τ
n
)
θ1
(
y; τn
) , (A.7)
with k ∈ Z. These two identities are equivalent through Jacobi’s imaginary transformation
(A.4) and quasi-periodicity property (A.1).
B A determinant identity
For two different sets of n pairwise distinct variables {x} and {y}, and γ˜ =
∑n
j=1(yj − xj),
we consider the determinant
det
n
[
H˜α({x}, {y}) − 2Q˜β({x}, {y})
]
, (B.1)
where Q˜β is a n× n rank-1 matrix and
[
H˜α
]
ij
=
1
θ1(γ˜)
{
α1
θ1(xi − yj + γ˜)
θ1(xi − yj)
− α2
θ1(xi − yj + γ˜ + η˜)
θ1(xi − yj + η˜)
} n∏
l=1
θ1(xl − yj + η˜)
θ1(yl − yj + η˜)
−
1
θ1(γ˜)
{
α3
θ1(xi − yj + γ˜)
θ1(xi − yj)
− α4
θ1(xi − yj + γ˜ − η˜)
θ1(xi − yj − η˜)
} n∏
l=1
θ1(xl − yj − η˜)
θ1(yl − yj − η˜)
, (B.2)
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with α = (α1, α2, α3, α4) arbitrary. For t being an arbitrary complex parameter, we introduce
the matrix Xt({x}, {y}) given by[
Xt
]
jk
=
1
θ1(t)
∏n
l=1 θ1(xk − yl)∏
l 6=k θ1(xk − xl)
θ1(yj − xk + t)
θ1(yj − xk)
θ1(xk)
θ1(xk − t)
, (B.3)
with determinant
det
n
[
Xt({x}, {y})
]
= (−1)n
θ1(γ˜ + t)
θ1(t)
n∏
l=1
θ1(xl)
θ1(xl − t)
∏
j<k
θ1(yj − yk)
θ1(xj − xk)
. (B.4)
We have
det
n
[
H˜α({x}, {y}) − 2Q˜β({x}, {y})
]
=
detn
[
(XtH˜α − 2XtQ˜β)({x}, {y})
]
detn
[
Xt({x}, {y})
] . (B.5)
We can compute the product of matrices XtH˜α by means of the residue theorem applied
to the functions
g(j,k)ǫ (z) =
θ1(z − yk + γ˜ + ǫη˜)
θ1(z − yk + ǫη˜)
n∏
l=1
θ1(z − yl)
θ1(z − xl)
θ1(yj − z + t)
θ1(yj − z)
θ1(z)
θ1(z − t)
, (B.6)
with ǫ ∈ {0,+1,−1} and j, k = 1, . . . , n. These functions are doubly periodic of periods 1 and
τ˜ , they are therefore elliptic functions and the sum of their residues inside an elementary cell
cancels. It leads to the identities
n∑
b=1
∏n
l=1 θ1(xb − yl)∏
l 6=b θ1(xb − xl)
θ1(yj − xb + t)
θ1(yj − xb)
θ1(xb)
θ1(xb − t)
·
θ1(xb − yk + γ˜ + ǫη˜)
θ1(xb − yk + ǫη˜)
= −θ1(t)
θ1(t− yk + γ˜ + ǫη˜)
θ1(t− yk + ǫη˜)
n∏
l=1
θ1(t− yl)
θ1(t− xl)
θ1(yj)
θ1(yj − t)
− (1− δǫ,0) θ1(γ˜)
n∏
l=1
θ1(yk − yl − ǫη˜)
θ1(yk − xl − ǫη˜)
θ1(yj − yk + t+ ǫη˜)
θ1(yj − yk + ǫη˜)
θ1(yk − ǫη˜)
θ1(yk − t− ǫη˜)
+ δj,k δǫ,0 θ1(γ˜) θ1(t)
∏
l 6=j θ1(yj − yl)∏n
l=1 θ1(yj − xl)
θ1(yj)
θ1(yj − t)
. (B.7)
Gathering all terms coming from the different versions of (B.7), one obtains
(XtH˜α)({x}, {y}) = (Hα,t + 2Vα,t)({x}, {y}). (B.8)
Here [
Hα,t({x}, {y})
]
jk
=
α2
θ1(t)
[
θ1(yj − yk + t+ η˜)
θ1(yj − yk + η˜)
− 1
]
θ1(yk − η˜)
θ1(yk − t− η˜)
−
α4
θ1(t)
[
θ1(yj − yk + t− η˜)
θ1(yj − yk − η˜)
− 1
]
θ1(yk + η˜)
θ1(yk − t+ η˜)
+ δjk
θ1(yj)
θ1(yj − t)
∏
l 6=j θ1(yj − yl)∏n
l=1 θ1(yj − xl)
{
α1
n∏
l=1
θ1(xl − yk + η˜)
θ1(yl − yk + η˜)
− α3
n∏
l=1
θ1(xl − yk − η˜)
θ1(yl − yk − η˜)
}
,
(B.9)
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and Vα,t is a rank-1 matrix:[
Vα,t({x}, {y})
]
jk
=
1
2θ1(t)
{
α2
θ1(yk − η˜)
θ1(yk − t− η˜)
− α4
θ1(yk + η˜)
θ1(yk − t+ η˜)
}
+O(1), (B.10)
where O(1) stand for terms which remain finite in the limit t→ 0.
Recall that t is an arbitrary parameter. We can therefore take the limit when it tends to
0 to simplify the previous formula. Using the fact that Vα,t and Qβ,t ≡ XtQ˜β are of rank 1,
we have
lim
t→0
θ1(t) det
n
[
Hα,t + 2(Vα,t −Qβ,t)
]
= lim
t→0
θ1(t) det
n
Hα,t + 2 lim
t→0
n∑
b=1
det
n
H
(b)
α,t, (B.11)
with
[
H
(b)
α,t
]
jk
= θ1(t)
[
Vα,t − Qβ,t
]
jk
for k = b and
[
H
(b)
α,t
]
jk
=
[
Hα,t
]
jk
otherwise. The first
limit in the right hand side of (B.11) is obviously zero, such that
lim
t→0
θ1(t) det
n
[
Hα,t + 2(Vα,t −Qβ,t)
]
= 2
n∑
b=1
det
n
[
H(b)α
]
= det
n
[
Hα + (Vα −Qβ)
]
− det
n
[
Hα − (Vα −Qβ)
]
.
Here we have defined[
Hα
]
jk
= lim
t→0
[
Hα,t
]
jk
= δjk
∏
l 6=j θ1(yj − yl)∏n
l=1 θ1(yj − xl)
{
α1
n∏
l=1
θ1(xl − yk + η˜)
θ1(yl − yk + η˜)
− α3
n∏
l=1
θ1(xl − yk − η˜)
θ1(yl − yk − η˜)
}
+
1
θ′1(0)
[
α2
θ′1(yj − yk + η˜)
θ1(yj − yk + η˜)
− α4
θ′1(yj − yk − η˜)
θ1(yj − yk − η˜)
]
, (B.12)
[
Vα]jk = lim
t→0
θ1(t)
[
Vα,t
]
jk
=
α2 − α4
2
, (B.13)[
Qβ
]
jk
= lim
t→0
θ1(t)
[
Qβ,t
]
jk
, (B.14)
and
[
H(b)α
]
jk
=
{[
Hα]jk if k 6= b,[
Vα −Qβ
]
jk
if k = b.
(B.15)
Hence,
det
n
[
H˜α({x}, {y}) − 2Q˜β({x}, {y})
]
=
(−1)n
θ1(γ˜)
∏
j<k
θ1(xj − xk)
θ1(yj − yk)
×
{
det
n
[
(Hα + (Vα −Qβ))({x}, {y})
]
− det
n
[
(Hα − (Vα −Qβ))({x}, {y})
]}
. (B.16)
If we suppose moreover that the matrix Q˜β is of the type
[
Q˜β({x}, {y})
]
ij
=
1
θ1(γ˜)
{
β1
θ1(xi −
η˜
2 + γ˜)
θ1(xi −
η˜
2 )
− β2
θ1(xi +
η˜
2 + γ˜)
θ1(xi +
η˜
2 )
}
n∏
l=1
θ1(xl +
η˜
2 )
θ1(yl +
η˜
2 )
, (B.17)
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with β = (β1, β2) arbitrary, then we can compute the product XtQ˜β similarly as above by
means of the residue theorem applied to the elliptic function
g(j)ǫ (z) =
θ1(z − ǫ
η˜
2 + γ˜)
θ1(z − ǫ
η˜
2 )
n∏
l=1
θ1(z − yl)
θ1(z − xl)
θ1(yj − z + t)
θ1(yj − z)
θ1(z)
θ1(z − t)
, (B.18)
with ǫ = ±1. It leads to
[
Qβ
]
jk
= lim
t→0
θ1(t)
[
XtQ˜β
]
jk
= β2 − β1
n∏
l=1
θ1(xl +
η˜
2 ) θ1(yl −
η˜
2 )
θ1(xl −
η˜
2 ) θ1(yl +
η˜
2 )
. (B.19)
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