In this paper, we present several variations on the least squares approach of estimating steady state ow parameters in a groundwater model. We test the approach on numerically generated data, and also apply it to eld data from the MADE (MAcro Dispersion Experiment) data set obtained at Columbus AFB, Mississippi. Our results are based on a least squares cost functional with a nite di erence scheme used to solve the steady state ow equation (Darcy's Law). An implicit ltering optimization algorithm is implemented in parallel using PVM.
Introduction
The successful modeling of groundwater ow in an aquifer has numerous applications. It is a crucial rst step in any quantitative analysis of groundwater contaminant transport, and would provide an invaluable tool for the eld of water resource management. Given such a tool, site characterization, monitoring, and clean up could be conducted more e ciently.
The most di cult aspect of getting quantitative information about the velocity eld in a groundwater aquifer is estimation of the subsurface physical parameters, particularly the hydraulic conductivity. Wells are expensive to drill, and the cost of time, equipment and manpower to make accurate measurements of the geologic characteristics for an entire aquifer make the task infeasible. We must attempt to get as much information from limited data as possible. Our goal in this paper is to describe a least squares estimation procedure for determining groundwater velocities from limited data.
The approach we take here begins with a simple model of ow in a saturated porous medium. The basic model of steady state groundwater ow below the (1) hj @ = g where K is the hydraulic conductivity, h is the hydraulic head, g represents the values on the boundary, and is the subsurface region (in R 2 or R 3 ) of interest. The equation (1) is based on Darcy's emperical law for uid ow through a porous media. This states that v = ?Krh; (2) which, when combined with incompressibility and conservation of mass yields (1) . The references 4, 1] provide a detailed discussion of the Darcy model.
To compute the velocity using (2), we need to know K and g in order to solve (1) for h. The coe cient, K, and the boundary values, g, must be estimated as functions from discrete observations made in the interior of . In general we expect K to be discontinuous due to geologic processes (such as layering, folding, and faulting). Since the location of the discontinuities are not known a priori, we are forced to search for K's from a very general class of functions. Characterization and analysis of heterogeneity in porous media ow is a major challenge in groundwater contaminant transport prediction, so determining variations in the conductivity is of great interest.
Our approach to estimating the hydraulic parameters of an aquifer is to apply least squares. Our data consists of two types of measurements. The rst is pointwise measurements of hydraulic head. These are taken from several peizometers screened at various depths and located in a fairly well distributed fashion about the domain of interest. The second is a measurement of average hydraulic conductivity within \small" regions. These are based on the borehole owmeter measurment device (see 8, 9] ). We say \small" here since the size of these regions may be similar to the size of a co ee can while our model region is on the order of 100; 000 ft 3 . Since the measurement regions are small compared to the site, we treat them as pointwise measurements of hydraulic conductivity, even though hydrogeologically speaking, this is not entirely accurate.
We label our measurement points fx h i g n i=1 for hydraulic head and fx k j g m j=1 for hydraulic conductivity. The data is denoted as fĥ i g n i=1 and fK j g m j=1 . We de ne the following least squares cost functional:
which is to be minimized over some appropriate collection K G of functions K and g. Here, is a scale factor necessary to balance the two quantities (which vary by orders of magnitude depending on the units of measure used). For theoretical considerations concerning the solution of (1), and minimization of (3), see 3] , and the references therein. A crucial component of any problem of function estimation is compactness. In order to minimize (3) in a way that is stable with respect to perturbations in the data, we must restrict K G to an appropriate compact set. Within the theoretical framework presented in 3] the following choices of K and G prove appropriate:
Here, we assume the constants , , and are all positive and real. These issues, considered in 3] in detail, guide our penalty approach to least squares.
Numerical Implementation
The data we have was taken from the MADE site, with dimensions of approximately 600 ft wide 1000 ft long 30 ft deep. The hydraulic head was measured in both \shallow" and \deep" ranges (not precisely reported), while hydraulic conductivity was taken at several (known) vertical points in each multilevel borehole owmeter (see 2]). We restricted ourselves to a two dimensional model of a horizontally oriented rectangular domain, D 1 , see gure (1) . Two approaches were taken with the data. Since the domain is much longer and wider than it is deep, we rst simply averaged the data and treated the slab as having zero depth. The second approach was to sort the data by depth into one meter thick horizontal slices and estimate the parameters in each slice independently. The minimization of (3) using this data necessarily requires two approximations. First, we must reduce the function sets K and G to nite dimensional sets. Next, we must approximate numerically the di erential equation.
Within the numerical implementation, we have taken two approaches to choosing a nite dimensional space for the parameter K. In the rst we divide the domain D 1 into an r s grid of equally sized rectangular subdomains. If we denote B i;j as the function which is one on the subdomain with indeces i; j and zero elsewhere, then our space K is K pc = Rather than implement compactness constraints directly in the minimization, we addd penalty terms to the least squares cost. These penalty terms for both K and g impose an implicit compactness constraint and avoid ill-posedness (see 11]). For example, since the data for hydraulic conductivity is unevenly distributed, the subdomains with no data point would not contribute to the cost functional and there would be no way to determine a unique value for K in that subdomain. We introduce the following modi ed cost functional with regularization
where each term has the following de nition (10)
Here, 1 and 2 are weighting parameters which must be chosen, and is a smoothing parameter. The factor 3 takes the place of in (3). The sum in (10) is taken over all adjacent pairs of subdomains. In the case of bicubic splines we replace J 2 (K) with the followinĝ
These penalty terms are added to impose, implicitly, the compactness constraints in the sets K and G. In general, the constrained optimization problem of minimizing (3) over K G is extremely di cult, and penalty functions are often the most e cient alternative. See 11] for theoretical details of the penalty approach.
Our estimation scheme couples a nite di ererence solution for (1) with a quasi Newton implicit ltering optimization software package. We rst describe the nite di erence approach. We construct a nite di erence mesh of (nx + 1) (ny +1) grid points in such a way that boundaries of the subregions always correspond to grid points. Within each subregion, K constant implies that equation ( x (15) depending on whether the grid point is on a boundary parallel to the x or y axis respectively. Finally, for subregion corners, we simply set h i;j to be the average of the four nearest neigbors.
For the bicubic basis functions, we replaced the nite di erence equations (13), (14), and (15) with a single equation which applies to every interior gridpoint and takes into account that K varies continuously. Here K i+1=2;j indicates the value of the K function at a point halfway between gridpoints (i; j) and (i + 1; j). In either case we have reduced (1) to a linear algebra problem Ah =g;
whereh is a vector of h i;j values, i and j ranging from 1 to nx ? 1 and 1 to ny ? 1 respectively. The vectorg depends on the boundary values.
To solve this problem, we apply a matrix free GMRES iterative solver (see 10]). Once we have a solution at the mesh points in hand, we use bilinear interpolation within mesh points to evaluate the function h at the data points, x h i . This allows computation of the cost functional. The optimization routine IFFCO was used to minimize the cost functional (see 6, 7] ). The code was modi ed to compute the gradient, rJ, in parallel.
We used PVM (Parallel Virtual Machine) for message passing primitives on a cluster of six IBM 390's (see 5]). IFFCO uses centered di erences to numerically construct rJ, which requires a large number of function evaluations (in our case over 200). Each function evaluation is independent of the others, allowing for easy parallelization. The speedup is limited only by the number of workstations available (as long as this is less than 2 the number of parameters being estimated). IFFCO must also perform a line search which is not currently done in parallel since it is not known in advance how many evaluations will be needed. Finally, we need to choose the i in some reasonable fashion. We chose to use the L-curve method. For example, if we x 1 and 3 we can observe what e ect variations of 2 have on the values of J 2 and J 3 . When we plot J 2 against J 3 for a range of 2 values we obtain an L shaped curve (see gure 2). We choose the value of 2 which corresponds to the \corner" of the L. By applying this method successively we obtain values for the i .
Simulated Data
In this section we present results which attempt to validate the approach taken. We select parameter values, run the forward code with these and sample the solution to obtain a data set. Next, we apply the parameter estimation scheme to this data set and compare the results with the originally chosen parameter values. This allows us to select both the number and placement of data points, something we can't do with the actual eld data. We investigated two distinct types of conductivity eld. The rst is a smooth, Gaussian like bell shaped function, while the second is a ledge, with a discontinuity running at an angle from one side of the domain to the other. The dimensions and units were chosen to mimic the eld data. See gure 3. The boundary values were the same for both, a piecewise linear function with nodes on each corner and an additional node in the center of each side. See gure 4.
For the ledge function, we chose as few as eight and as many as 100 sample points for both the head and conductivity. Sample points were spaced about the domain in a grid with uneven spacing. We found that as the number of sample points was increased, we obtained increasingly better approximations to the parameters. See gures 5 and 6 for results of the piecewise constant estimation useing eight and 100 sample points. Figure 7 shows the bicubic estimate using 100 sample points. In the case of the bell shaped conductivity parameter we varied the number of sample points from 25 to 100. The results can be see in gure 8. The conductivity data as supplied lists the x and y coordinates of the well, the lower and upper z coordinate for the sample region, and an average hydraulic conductivity for this region. The hydraulic head data as supplied lists the well number, x and y coordinates, a hydraulic head value and indicated whether it was a \deep" or \shallow" well. Exact depth of the peizometer screen was not provided. Head data was collected on 17 di erent dates ranging from June, 1990 to September 1991. Conductivity measurements were taken once.
We chose the rst hydraulic head data set to work with and de ned our Figure 9 gives the resulting hydraulic conductivity estimates for seven one meter thick slices. The natural log was applied to the data prior to plotting. One should note the near impermeability of the lowest slice and the relatively high permeability of the 60-61 meters above sea level slice. Analysis of concentration data suggested preferential ow of contaminants within a high conductivity layer. Thus, we concentrated our e ort within the 60-61 meter slice. Once the conductivity is estimated within this slice we compute the velocity eld using Darcy's Lawṽ = ?K(x; y)rh(x; y); (18) where the gradient is computed using forward di erences on the same mesh points for which (1) was solved. The velocity computed is actually the Darcy velocity, a ux per unit area. It is not the particle velocity of the water. An average linear velocity can be computed by multiplying the Darcy velocity by the soil porosity (the ratio of void space to total volume). Porosity is usually 
Conclusions
We have developed a numerical technique for estimating conductivity and boundary values of steady state groundwater ow models from data. These techniques were applied to numerically generated and eld data. The simulated data suggest that accurate reconstruction of conductivity requires fairly extensive measurement. In order to provide a exible and informative decision makeing tool, our next step in future studies is to consider statistical models which use our least squares as a non parametric trend estimate. Another topic of further research is the incorporation of our velocity estimates into the transport problem. 
