Abstract Numerical-weather-prediction models are often used to supply the mean wind and turbulence fields for atmospheric transport and dispersion plume models as they provide dense horizontally-and vertically-resolved geographic coverage in comparison to typically sparse monitoring networks. Here, the Weather Research and Forecasting (WRF) model was run over the month-long period of the Joint Urban 2003 field campaign conducted in Oklahoma City and the simulated fields important to transport and dispersion models were compared to measurements from a number of sodars, tower-based sonic anemometers, and balloon soundings located in the greater metropolitan area. Time histories of computed wind speed, wind direction, turbulent kinetic energy (e), friction velocity (u * ), and reciprocal Obukhov length (1/L) were compared to measurements over the 1-month field campaign. Vertical profiles of wind speed, potential temperature (θ ), and e were compared during short intensive operating periods. The WRF model was typically able to replicate the measured diurnal variation of the wind fields, but with an average absolute wind direction and speed difference of 35 • and 1.9 m s −1 , respectively. Using the Mellor-Yamada-Janjic (MYJ) surface-layer scheme, the WRF model was found to generally underpredict surface-layer TKE but overpredict u * that was observed above a suburban region of Oklahoma City. The TKE-threshold method used by the WRF model's MYJ surface-layer scheme to compute the boundary-layer height (h) consistently overestimated h derived from a θ gradient method whether using observed or modelled θ profiles.
Introduction
Atmospheric plume models require wind speed, wind direction, atmospheric stability, boundary-layer depth and/or turbulence input parameters in order to accurately predict the transport and dispersion of contaminants released within the atmospheric boundary layer (e.g., Pasquill and Smith 1984; Arya 1999) . The input data used to drive atmospheric transport and dispersion models are typically acquired from the nearest surface meteorological station(s). In regions of spatially heterogeneous surface characteristics that directly affect the microscale meteorology (urban, coastal, complex terrain, etc.) it can be difficult to find observations that are representative of the local neighbourhood-scale conditions due to the typical separation of tens to hundreds of km between properly sited observation stations. Furthermore, standard weather stations rarely provide direct measurements of surface-layer turbulence and stability parameters such as the friction velocity (u * ), turbulent kinetic energy (e), surface heat flux, and Obukhov length (L), which are utilized by advanced atmospheric transport and dispersion models to determine the turbulent diffusion of the plume. The spatial density of sodar, radar, and balloon sounding networks that are used to measure the vertical structure is even more sparse. In the case of balloon soundings, measurements are typically obtained at 12-h intervals. Thus, the boundary-layer height (h), which is often used by atmospheric transport and dispersion models to account for vertical structure effects in the atmosphere, must often be approximated based on generalized diurnal cycle behaviour and may or may not account for local meteorological conditions at the time in question. A commonly used approach to address the issue of spatial and temporal limitations in atmospheric measurements is to use numerical-weather-prediction (NWP) models to fill in the gaps. Mesoscale NWP models such as the Weather Research and Forecast (WRF) model are being used to provide input data for microscale transport and dispersion simulations (e.g., Tewari et al. 2010; Chen et al. 2011; Wyszogrodzki et al. 2012) .
Successful application of a plume dispersion model in an urban region requires that the NWP model produce the heterogeneous wind and turbulence fields that develop as a result of the spatially-varying urban canopy. As the airflow undergoes transition from rural conditions to the urban core, h grows due to the increasing surface roughness and subsequent enhanced near-surface turbulence and velocity deficit. A wake develops downwind of the urban core as the effects of the large buildings on the velocity and turbulence (as well as many other quantities that have smaller effects on transport and dispersion) fields mix with the prevailing flow and eventually undergo transition back to the ambient rural conditions. Due to the coarse horizontal resolution typically employed by mesoscale models, only the bulk flow and turbulence representing the horizontal average over the grid cell can be simulated. Therefore, many mesoscale models have implemented urban canopy parametrizations in order to account for the subgrid effects of buildings on the momentum, turbulence and thermal energy budgets (see reviews by Brown 2001 and Martilli 2007 ). The WRF model has implemented the Kusaka and Kimura (2004) single-layer urban canopy model to approximate these urban effects.
In this paper, we provide an analysis of the WRF model's ability to reproduce the prevailing wind speed, wind direction, and turbulence variables over the 1-month period of the Joint Urban 2003 (JU2003) field experiment, as well as analysis of the vertical structure of the boundary layer over a few individual 1-h time periods that coincide with plume dispersion experiments. Although there have been several comparative studies between mesoscale NWP model simulations and JU2003 field data (Liu et al. 2006; Niyogi et al. 2006; Chen et al. 2007 Chen et al. , 2011 Wyszogrodzki et al. 2012) , they primarily provide analyses of a wide variety of meteorological quantities over a few relatively short time periods. In addition to examining a few 1-h time periods, we quantify the error in the WRF model's simulated fields that most affect atmospheric transport and dispersion: mean velocity, turbulence, and stability. This was done by examining time-series comparisons of these quantities predicted by the WRF model and observations over the course of the entire month of July 2003 at two locations that should be representative of the ambient conditions around the urban core. In Part 2 (Nelson et al. 2015, in review) , tracer-gas measurements from the JU2003 field experiment will be used to evaluate how the WRF model data and turbulence assimilation schemes affect the urban transport and dispersion model calculations.
Experimental Overview
The JU2003 field tracer campaign took place from 29 June through 30 July 2003 in Oklahoma City, Oklahoma, USA for the purpose of evaluating urban dispersion models (Allwine et al. 2004; Brown et al. 2004) . Oklahoma City provided a relatively large urban area devoid of major natural topographical features. The centre of the urban core of Oklahoma City has an average building height of approximately 50 m, with some buildings reaching 120 m in height (Burian et al. 2003) , while the surroundings are suburban with significant tree-canopy coverage.
A wide range of meteorological instrumentation was deployed throughout the greater metropolitan area, including sodars, instrumented towers, and rawinsonde balloon soundings that provided vertical profiles of relevant quantities within the planetary boundary layer. Figure 1 shows the locations of the subset of wind instruments deployed in and around the urban core of Oklahoma City during JU2003 that are used in this analysis. Tables 1 and  2 provide the geographic locations, operating institution, and the measurement heights for the sodars and sonic anemometer towers, respectively. Time series of the mean wind and turbulence measurements from the Pacific Northwest National Laboratory (PNNL) sodar and Indiana University (IU) sonic tower, respectively, are used to evaluate the WRF model results over the entire month of July.
In addition to the meteorological instruments that were deployed throughout the duration of the JU2003 experiment, there were ten 8-h intensive operating periods (IOPs) when atmospheric transport and dispersion experiments were performed and additional meteorological observations were made including balloon sounding launches. Six IOPs were conducted during daytime hours and the remaining four IOPs were performed during the night. Here we have chosen to focus on four 2-h observation windows associated with four plume releases from three different IOPs (see Table 3 ). This was done in order to investigate the vertical structure of the atmospheric boundary layer over the suburban area of Oklahoma City. IOP2-R1 and IOP2-R3 both represent daytime cases in which the wind direction varied significantly over the 2-h period, 40 • in the former case, and 50 • in the latter. On the other hand, the daytime case IOP6-R1 and the nighttime case IOP8-R2 represent time periods in which the wind direction did not vary significantly over the 2-h period. The wind directions for IOP2-R1 were predominately from the south-west, while they were more southerly for IOP2-R3 and IOP6-R1, and south-easterly for IOP8-R2. The wind speeds were greatest for IOP8-R2.
Note that mean and turbulence statistics derived from the sonic data were computed using a 30-min running window that should be sufficient to include the fluctuations in frequencies above the spectral energy gap (Stull 1988) . Much of the sonic and sodar observational data presented here are 1-h averages to match the output frequency of the WRF model simulations. Note that the rawinsondes were released from the PNNL sodar location. The Table is arranged by instrument located from south to north (nominally upwind to downwind) 
WRF Model Simulations
The meteorological simulations were created using the Advanced Research WRF model (ARW) version 3.4.1. Figure 2 shows the three nested domains centred over Oklahoma City. The parameters for the three different WRF model simulations that were performed for these analyses are detailed in Table 4 . An examination of the literature reveals that all of the boundary-layer schemes that have been implemented in the WRF model have some biases (Lin et al. 2008; Hu et al. 2010 ; Lowest model sigma levels: 1. 000, 0.996, 0.990, 0.982, 0.974, 0.965, 0.955, 0.945, 0.932, 0.919, 0.904, 0.888, 0.870, 0.850, and 0.828 Lowest model sigma levels: 1. 000, 0.999, 0.996, 0.990, 0.982, 0.974, 0.965, 0.955, 0.945, 0.932, 0.919, 0.904, 0.888, 0.870, 0.850, and 0.828 Uses a simplified urban geometry and includes:
Mellor-Yamada-Janjic (MYJ) boundary-layer physics scheme (Janjic 1994) The lowest grid cell has a nominal centre at z = 4 m Shadowing from buildings Rapid radiative transfer model (RRTM) for long wave radiation (Mlawer et al. 1997) Reflection of shortwave and longwave radiation Dudhia shortwave radiation scheme (Dudhia 1989) Canopy-layer wind profile
Eta similarity surface-layer physics Xie et al. 2012) . Even though the Mellor-Yamada-Janjic (MYJ) boundary-layer scheme uses local turbulence closure that may under estimate the vertical mixing under strongly unstable conditions (Hu et al. 2010; Xie et al. 2012) , it was chosen due to its ability to directly export the TKE. The TKE is often used to determine the magnitude of turbulent mixing in many advanced plume dispersion modelling systems, including the one used in Part 2. The MYJ scheme is based on the Mellor-Yamada 2.5 boundary-layer scheme with modifications for NWP implementation made by Janjic (1994) . Like other Reynolds-averaged Navier Stokes (RANS) turbulence closures, the MYJ scheme solves a prognostic equation for the e and a diagnostic equation with a stability correction for the turbulent mixing length. This makes it possible to solve for the turbulent momentum diffusivity, which is then used to solve for the Reynolds shear stresses. Initial and lateral boundary conditions were derived from the National Oceanic and Atmospheric Administration (NOAA) National Center for Environmental Prediction (NCEP) / National Center for Atmospheric Research (NCAR) Reanalysis Product (NNRP) (Kalnay et al. 2004) . We use the PrepBufr observations that are provided by NOAA NCEP and are composed of a global set of surface and upper air reports operationally collected by the National Centers for Environmental Prediction (Keyser 2013 ). The observations include land surface, marine surface, radiosonde, pibal and aircraft reports from the Global Telecommunications System, profiler and US radar-derived winds, Special Sensor Microwave Image (SSM/I) oceanic winds and total column water retrievals, and satellite wind data from the National Environmental Satellite Data and Information Service. The information available in this dataset includes pressure, geopotential height, temperature, dew-point temperature, wind direction, and wind speed. The entire month of July 2003 was included in the simulations presented herein.
Analysis and Discussion
In the sections below, we compare and contrast the WRF model simulations with sodar, sonic, and rawinsonde observations that were taken upwind, downwind, and within the urban core, but primarily above the urban canopy. In Sect. 4.1 we focus on how the WRF model was able to simulate the temporal variation of the mean wind over the 1-month period of the Joint Urban 2003 field experiment and the vertical and horizontal variation during the 2-h intensive operating periods. In Sect. 4.2, we assess how well the WRF model can reproduce the measured turbulence. Finally, the model-derived boundary-layer depth is compared to values derived from potential temperature (θ ) profile observations in Sect. 4.3. Figure 3 compares the time series of mean wind direction and wind speed for the Basic WRF model simulation and the PNNL sodar measurements at 120 m a.g.l. for the entire month of July 2003. The PNNL sodar was located about 1 km south-west of the urban core (see Fig. 1 ), effectively upwind of the urban core for the majority of the JU2003 field campaign due to the predominance of southerly winds. The model-computed wind directions and speeds tracked the diurnal variation of the observations most of the time, with an average absolute difference in wind direction and wind speed of 35 • and 1.9 m s −1 , respectively. The average difference in wind direction and wind speed are −3 • and 0.04 m s −1 , respectively. On 10 July and 22-23 July, the WRF model accurately predicts several large deviations from the predominant southerly wind direction, which are due to frontal passages. On 13 July and 19- In Fig. 5 , the wind speed and wind direction time series from the PNNL sodar at 120 m a.g.l. for IOPs 2, 6, and 8 are compared over an 8-h period with all three of the WRF model simulations (Basic, Z4M, and UCM as described in Table 4 ). The three WRF model simulations exhibit very similar behaviour, indicating that the WRF model simulations were not sensitive to the different near-surface options at the 120-m level. In general, the mesoscale model winds were smoothly varying in time, while the sodar observations showed highfrequency (compared to mesoscale) variation or meander on the sub-hourly scale. During IOP2, the WRF-computed wind speed matched the observations well during the first four hours, but then underestimated them by 1 to 3 m s −1 in the latter 4 h. The model-computed wind direction, on the other hand, was off from 20 • to 40 • during the first two hours, but then captured some of the variation in the middle and latter parts of the IOP. The trend in the wind direction was captured in IOP6, but was almost exclusively clockwise from observations. The wind speed was correctly estimated, except for the first couple of hours. During IOP8, the wind speed was slightly overestimated for the entire period, while the model-computed wind direction diverged from the measurements over the 8-h period and was rotated consistently clockwise from the observations. Part 2 will investigate the effects of these deviations in wind speed and wind direction on the accuracy of point-to-point comparisons of simulated and observed plume statistics. Table 4 heights of the centres of the WRF model grid cells). The vectors for IOP2-R3, IOP6-R2, and IOP8-R2 are not shown because the only significant difference between those time periods and IOP2-R1 is found in the wind direction. As was seen in Fig. 5 , all three WRF model simulations produce very similar velocity fields and therefore only the Basic WRF simulations are shown in Fig. 6 . As one would expect in a region without significant topographical features, the sodar observations show uniform wind flow patterns around the urban core of Oklahoma City. The WRF model simulations are generally able to replicate the characteristics of the wind field measured in the surface layer during JU2003, but there is a noticeable error in the predicted wind direction. The error of 10 to 30 • in the predicted wind direction over the course of the hour (see period from 1100 to 1200 in Fig. 5b ) is similar to the errors in wind direction that have been observed by other studies that have used sub-kilometre horizontal resolutions (Tewari et al. 2010; Wyszogrodzki et al. 2012) . Figure 7 compares vertical profiles of wind speed and direction measured by three sodars (PNNL, ANL BG, and UU) during IOP2-R1 on 2 July 2003 between 1600 to 1700 UTC (1100 to 1200 CDT) compared with the three different WRF model simulations: Basic, Z4M, and UCM (see Table 4 ). The sodars are nominally aligned with the predominant southwesterly winds and located directly upwind of, within, and directly downwind of the urban core of Oklahoma City. The model-computed wind-speed profiles match the measurements of the PNNL sodar in Fig. 7a remarkably well. The model-computed wind direction is more southerly by 10 to 20 • as compared to the 1-h measurements, but there is considerable scatter in the 15-min measurements (Fig. 7b) . As the flow approaches the urban core, the increased surface roughness retards the near-surface flow as is seen in the profile measured by the ANL BG sodar in Fig. 7c , which is just upwind of the tallest buildings in the urban core. The WRF model simulations, including the one that employs the UCM option, overestimate the wind speed near the ground and are unable to accurately reproduce the drag effect of the buildings in the suburban, industrial and commercial zones upwind of the urban core. On the other hand, the 1-h wind direction measurements have rotated roughly 20 • as compared to the ANL BG sodar measurements and now match the spatially invariant WRF-computed Table 4 wind directions (Fig. 7d) . At the UU sodar, located in the wake of the tall buildings in the urban core, the WRF model again overestimates the wind speed near the surface (Fig. 7e) . The measured wind directions show significant variation with height and range from 160 • to 185 • , whereas the WRF model calculations are about 210 • and constant with height (Fig. 7f ). It appears that the effects of the buildings in the city centre have caused significant spatial (both horizontal and vertical) differences in the wind speed and wind direction that are not captured by the WRF model simulations. Table 4 Figure 8 shows the vertical profiles of wind speed and wind direction measured by three sodars (PNNL, ANL BG, and UU) that are nominally in line with the predominant southwesterly winds during IOP2-R3 (2 July 2003 between 2000 to 2100 UTC (1500 to 1600 CDT)) compared with the three different WRF model simulations. The WRF model significantly underestimates the wind speed at the upwind PNNL location (Fig. 8a) . The WRF-computed wind speeds decrease by nearly half as compared to four hours earlier (see Figs. 7a and 5a), whereas the sodar measurements show comparable wind speeds over this time period (see Figs 7a and 8a) . The variation of wind speed with height is not well-captured by the WRF model for the in-city ANL BG and UU sodar locations. Similar to IOP2-R1 (Fig. 7) , the model-computed wind directions do not change significantly from location to location, but the sodar measurements show significant differences (Fig. 8) . Note that there is a large difference between the 15-min average (red crosses) and the 1-h average wind direction (blue circles) measured by the PNNL sodar during IOP2-R3 (Fig. 8b) , which is due to the wind direction shifting from southerly winds to south-westerly winds over the course of the hour (see also Fig. 5b) . Figure 9 compares the vertical profiles of wind speed and wind direction measured by three sodars (PNNL, ANL BG, and UU) that are nominally aligned with the predominant south-westerly winds for IOP6-R2 (16 July 2003 between 2000 to 2100 UTC (1500 to 1600 CDT)) compared with the three different WRF model simulations. The WRF model was able to reproduce the observed upwind wind-speed profile quite well (see Fig. 9a ), but similar to IOP2-R1 and IOP2-R3, the WRF model was unable to reproduce the retarded near-surface (below 100 m) wind speeds due to the presence of the large buildings just upwind of the urban core at the ANL BG sodar (Fig. 9c ) and in the wake of the urban core at the UU sodar (Fig. 9e) . Note that the sodar observations often exhibit a great deal of variability near the lower (e.g., Fig. 9a ) and upper extent of their range, thus it is unclear whether the scatter seen below 70 m in the PNNL observations real or is simply a result of the limitations of the instrument at the extremes of its range. The difference between the model-computed and measured wind direction at the upwind PNNL sodar location was only 10 • to 15 • . However, as for the IOP2 cases, the wind direction in the urban core at the ANL BG and UU sodar locations was not well captured. Figure 10 shows vertical profiles of the wind speed and wind direction measured by the three sodars (PNNL, ANL BG, and ANL HV) that were nominally aligned with the predominant south-south-easterly winds as the wind passes from 1.7 km upwind of, over, and 800 m downwind of the urban core of Oklahoma City during IOP8-R2 (25 July 2003 between 0600 to 0700 UTC (0100 to 0200 CDT)) and compares them with the three different WRF model simulations. The WRF model-computed profiles show reasonably good agreement with the profile measured by the upwind PNNL sodar in Figs. 10a, b although the simulated wind speeds are slightly overestimated. The shape of the wind-speed profiles exhibit the strong velocity gradients that are indicative of the effects of thermally stable conditions. As was the case with the profiles measured by the ANL BG sodar during the day in Figs. 7b, 8b , and 9b, the proximity of the buildings is also evident in the nighttime profile measurements in Fig. 10b . The WRF model calculations significantly overestimate the velocity at the ANL BG sodar site and the model-computed wind directions are off from 20 • to 40 • . The wake of the urban core is still evident in the reduction of mean wind speeds observed by the downwind ANL HV sodar (Fig. 10e ) when compared to those observed by the upwind PNNL sodar in (Fig. 10a) , even though the ANL HV sodar is nearly 1 km downwind of the large buildings in the urban core.
Mean Winds
It should be noted that the mean wind speed measured by the sonic towers show similar trends relative to the WRF model simulations (regarding over-and/or underprediction of wind speed) that have been presented in the comparisons with sodar data above. However, as they do not provide any additional insight into the observed phenomena they have not been presented here. Table 4 4.2 Turbulence A month-long time series during July 2003 of measured versus model-computed e, u * , and 1/L is given in Fig. 11 . The measurements were obtained at the 55-m level of the IU sonic tower and compared with the corresponding quantities produced by the Basic WRF model Table 4 1  3  5  7  9  11  13  15  17  19  21  23  25  27  29 simulation. Note that the IU sonics were not operational on the first day of the month and part of the second day. The time series plot shows that the TKE computed by the WRF model consistently underpredicted the observations made during daytime hours, and at night underestimated TKE most of the time but occasionally overestimated the TKE (Fig. 11a) . The daytime trend is consistent with the fact that the MYJ surface-layer scheme uses local closure (Hu et al. 2010; Xie et al. 2012) , however the nighttime tendency is more surprising as this is when one would expect a local closure to perform well. The u * values predicted by the WRF model exhibit a small overprediction bias, especially during nighttime hours (Fig. 11b ). The WRF model had difficulty predicting 1/L (Fig. 11c) for the time periods when the WRF model was unable to properly predict the observed wind direction (see Fig. 3a) . Moreover, the Since the e typically scales with wind speed and is enhanced under unstable conditions and suppressed under stable conditions, the time series of the observed and simulated turbulent kinetic energy (e o and e s , respectively) in Fig. 11a are put in scatter plot form and the symbols coloured by the measured stability and the model computed and measured wind speed difference (Fig. 12) . Figure 12a colours the data by the locally-measured Monin-Obukhov stability parameter (z/L), which reveals that TKE was typically underpredicted by the WRF model during unstable conditions (z/L < 0), and slightly overpredicted during stronger stable conditions (z/L > 0.5). The WRF model overprediction during stable conditions is likely due to the neutral conditions computed by the WRF model during the nighttime hours (see Fig. 11c ). Figure 12b colours the data by the wind-speed difference (M s − M o ) and shows that: a) the WRF model overprediction of TKE is nearly always correlated with a large overprediction of the mean wind speed; b) when the WRF-model-computed TKE matches the measurements, the wind speed is typically overpredicted by the WRF model; c) accurate prediction of the wind speed almost uniformly leads to an underprediction of TKE; and d) an underprediction of wind speed leads to an even greater underprediction in TKE. The results here suggest that the daytime underprediction of TKE cannot be simply explained by the WRF model underestimating the wind speed. Since the model underprediction of TKE is correlated with unstable conditions (z/L < 0), it could be partially due to known deficiencies in gradient-based turbulence closures in capturing the non-local mixing that occurs in convective conditions (e.g., Stull 1988; Hu et al. 2010; Xie et al. 2012) .
Vertical profiles of e measured at the IU and LLNL sonic towers located in upwind suburban and downwind wake zones, respectively, are compared to the WRF model-computed profiles for several of the intensive operating periods in Fig. 13 . Unfortunately, the IU sonics were not operational during IOP2-R1. Figures 13a and b show the observed and modelcomputed TKE profiles for IOP2-R3 at the IU and LLNL sonic towers, respectively. The WRF model underpredicts the maximum measured TKE by a factor of approximately 1.5 to 1.6. This underprediction might be explained by the fact that all three WRF model simulations predicted a significantly slower upper-level wind speed than was observed during this time period, (see Figs. 5a, 8) , which would naturally lead to an underprediction of the turbulence. The measured TKE in the wake of the urban core (Fig. 13b) is only slightly larger than the suburban values at the same height (Fig. 13a) . Although there are several buildings that are at least 100-m tall in the urban core (Burian et al. 2003) , none of them are directly upwind of the LLNL tower location due to the south-westerly prevailing winds at this time. There is an 88-m tall building about 250 m to the south-south-east of the LLNL tower, which would have been upwind of the tower for at least some of the hour in question due to the shifting wind direction (see Fig. 5b ). It is also noteworthy that the TKE observations at the IU tower do not increase with height at the two active levels as one would normally expect under thermally unstable conditions (and as is predicted by the WRF model simulations for IOP2-R3). An examination of the hourly TKE profiles from the IU tower over the course of the entire JU2003 field campaign (not shown) indicated that while there were instances where the observations exhibited the increasing TKE with height that is typical of the lower portion of a thermally unstable boundary layer, TKE observations of the IU tower would more commonly decrease with height as one might associate with a thermally neutral or stable boundary layer. This behaviour is likely due to the mechanical mixing within the suburban canopy, which will generate additional turbulence at the top of the canopy. The daytime TKE profiles during IOP6-R2 from the IU and LLNL sonic towers are shown in Figs. 13c and d . Interestingly, the modelled and observed TKE profiles resemble the thermally stable profiles shown in Fig. 13e rather than the profile that is characteristic of thermally unstable conditions in Fig. 13a in spite of being acquired late in the morning. As will be shown in the following section, IOP6-R2 (late morning) had a much lower boundarylayer height than was observed during IOP2-R3 (late afternoon) and as such the TKE profile is exhibiting more thermally neutral behaviour. The sonics near the urban core on the LLNL tower exhibit very similar behaviour to what was observed during IOP2-R3 in Fig. 13b .
The nighttime TKE profiles during IOP8-R2 from the IU and LLNL sonic towers are shown in Figs. 13e and f . Both the WRF model computed and measured TKE at the upwind IU sonic exhibit the typical nighttime characteristic of TKE decaying with height, although the WRF model underestimates the measured values by about a factor of 2. The wind speed from the WRF model simulation for this case fairly accurately reproduces the measured winds upwind of the city center (see Figs. 5c, 10a ), so the model underestimation of the measured TKE cannot be linked to an underestimation of the modelled wind speed. The WRF model accurately predicted the Obukhov stability parameter this night (see Fig. 11c ), therefore differences in atmospheric stratification are not likely the cause either. Figure 13f clearly shows the effects of the urban terrain on the turbulence measured by the LLNL sonics as e increases to 6 m 2 s −2 , double that found in the other IOPs. The height of the measured maximum TKE is nearly the same height as the 88-m tall building that is upwind of the LLNL tower for the prevailing south-south-easterly wind (see Fig. 5c ). It is, of course, not possible for the WRF model to capture individual building effects given its relatively coarse horizontal grid resolution.
There are many different factors that affect the turbulence that is predicted in the WRFmodel, which combine to cause the distinct bias in the WRF-model computed TKE. The factors that will most obviously affect TKE are the predicted wind speed, velocity gradients, and thermal stability. As was discussed above, Fig. 11d clearly shows that the WRF model underpredicts the observed TKE in nearly all circumstances and that the underpredicted TKE is not due to any bias in the predicted wind speed. As was previously discussed and shown in Fig. 4b there was a slight bias toward the WRF model overpredicting the wind speed, which should act to increase the predicted TKE. A bias toward the WRF model predicting more unstable conditions than was observed is shown in Fig. 11b , which should also act to increase the predicted TKE. A histogram of the difference between the predicted and observed wind speeds from the 60-m level of the PNNL sodar (not shown) had a similar bias toward overpredicting the wind speed as was observed with the 120-m sodar observations in Fig. 4b . The 60-m histogram had a difference of 0.66 m s −1 on average and an absolute average difference of 1.8 m s −1 . The fact that the 120-m average difference is less than the 60-m average difference indicates the velocity gradients are underpredicted on average. Since the predicted turbulence is directly proportional to the velocity gradient, this would act to reduce the predicted turbulence thus contributing to the observed underprediction of TKE. One would normally associate an underestimation in near-surface velocity gradients with an underestimation in u * , which was shown in Fig. 11b to be consistently overestimated. However, as 60 m and 120 m are the centres of the second and third cells above the ground in the WRF model simulations (except for the Z4M simulation that has an additional near-surface cell) this is indicative of the WRF model concentrating more of the transition from the no-slip condition at the surface to the flow at the top of the boundary layer in the first grid cell. Additionally, the magnitude of TKE is sensitive to the turbulent-length-scale formulation that is known to contain considerable uncertainty (e.g., Cuxart et al. 2006) . It is beyond the scope of this paper, however, to estimate the turbulent mixing length from the tower sonic measurements, and thus we cannot say with certainty why the WRF model is underpredicting TKE.
Boundary-Layer Height
There are a variety of methods that are commonly used to estimate h both within mesoscale models (e.g., Liu et al. 2006 ) and in experimental data (e.g., Liu and Liang 2010; Stull 1988) . Unfortunately the different methods tend to produce significantly different estimates of h depending on which parameters and/or profile features are used in the estimate. The definition of h varies with the thermal stability conditions. Under thermally unstable and neutral conditions it is often defined as the base of the inversion layer that separates the boundary-layer flow from the free atmosphere. Under thermally-stable conditions it is often defined as the top of the surface inversion layer (Liu and Liang 2010) or the height at which the TKE reaches 10% of its maximum value (Brown 2001) . (Liu and Liang 2010 ). The WRF model uses a simple definition for h as being the height above the surface where TKE decreases to a value of 0.1 m 2 s −2 . Note that the TKE-threshold method employed by the WRF models MYJ scheme not only overestimates the h derived from the simulated θ profiles, but also the h derived from the observed θ profile.
The strong thermally unstable conditions present during the late afternoon in IOP2-R3 (2000 UTC, 1500 CDT) shown in Figs. 14a and b) have produced a very deep boundary layer. The MYJ surface-layer scheme's method of calculating h estimates values of at least 3.5 km (for the Basic simulation, the other simulations predict still higher values of nearly 4 km). Using the θ -gradient method with the rawinsonde observations produces a value of approximately 2 km. If the θ -gradient method was used instead of the TKE-threshold method that is currently employed in the MYJ boundary-layer scheme it would estimate h to be approximately 3 km.
The θ and Q vapor profiles from the late morning during IOP6-R2 (16 July 2003 at 1600 UTC (1100 CDT)) in Figs. 14c, d show that the boundary layer has not yet fully developed and is more shallow that it was during IOP2-R3. In this case the Basic simulation provides the largest estimate of h at approximately 1000 m, while the other two WRF model simulations estimate h to be approximately 850 m. The θ -gradient method with the rawinsonde observations produces a value of approximately 780 m. The θ -gradient method applied to the WRF-calculated θ profiles would yield estimates of h just under 600 m.
The nocturnal θ and Q vapor profiles at the PNNL rawinsonde measurement location are shown in Figs. 14e, f. The MYJ surface-layer scheme's method of calculating h again produces a significant overprediction when compared to using a h based on the θ profile. It should be noted that the θ profiles measured during IOP8-R2 have a shape more characteristic of neutral thermal stability (Liu and Liang 2010) , which is not overly surprising given that it is measured deep within the suburbs of Oklahoma City. For this thermally-stable time period, Table 4 ). The horizontal lines indicate the observed and WRF model-computed boundary-layer heights (line colours match the corresponding profile symbols) the θ profile predicted by the WRF model would indicate an even smaller h than is seen in the measured θ profile (approximately 120 m and 340 m, respectively). Whereas each of the three WRF model simulations estimate h to be approximately 480 m. Q vapor is underestimated in both IOP2-R3 (Fig. 13b ) and IOP8-R2 (Fig. 13e) but are accurately predicted during IOP6-R2 (Fig. 14d) . The underestimation of the amount of moisture in the air is what likely contributes to the WRF model simulations being overly sensitive to the influence of the diurnal cycle, i.e., overpredicting h during daytime hours and underpredicting it at night (using θ based h estimates instead of TKE). Figure 14 indicates that during the daytime IOPs, the WRF-computed near-surface temperatures were higher than the measurements, while at night the WRF-computed surface temperature was lower. The former indicates the possibility of stronger influences of solar heating of the surface in the WRF model simulation with resultant higher boundary-layer heights (using the θ profile rather than the TKE-threshold method that is currently employed by the WRF model's MYJ boundary-layer scheme) during the day and more cooling at night yielding lower boundary-layer heights at night than was observed in the JU2003 data. The sensitivity of the WRF model simulations used in these analyses to solar heating could be due to the WRF model predicting warmer and drier conditions than were observed. This is a trend that was opposite to the one that was observed in the WRF model simulations using MYJ by some previous studies (Hu et al. 2010; Xie et al. 2012) . These trends may be due to errors in the NCEP/NCAR reanalysis data surface moisture and temperature initial conditions for the WRF model, which has been shown to lead to constant biases in simulations (Chen et al. 2007 ). However, the initial soil temperature and moisture were found to have reasonable values. July 2003 was an abnormally dry month for the region (the 15th driest on record). Both observations and simulations showed very little precipitation over the month. These unusually dry conditions may have lead to the overprediction of temperatures and the effects on the boundary-layer heights.
Conclusions
The WRF model was evaluated against meteorological data collected during the Joint Urban 2003 tracer field experiment conducted in Oklahoma City in July 2003. Measurements from a range of meteorological instrumentation including sodars, rawinsondes, and sonic towers were used to evaluate the temporal, horizontal and vertical variations of the wind, turbulence, and other parameters important to plume transport and dispersion models. The WRF model was run in three configurations: a basic mode, a higher near-surface vertical resolution mode, and an urban canopy parametrization mode.
An examination of the WRF model's ability to reproduce 120-m wind speed and direction over the month-long JU2003 experimental campaign in a suburban area to the south (and typically upwind) of the Oklahoma City central business district indicated that the model was able to reasonably account for the diurnal variation of the wind speed and wind direction, as well as account for several abrupt changes due to the passage of fronts. In a few instances, however, the predicted wind direction shifted considerably from the average while the observations remained fairly steady. The mean absolute wind-direction difference over the month-long period was found to be 35 • , which is consistent with other studies that used significantly finer horizontal resolution (Tewari et al. 2010; Wyszogrodzki et al. 2012 ). Three 8-h intensive operating periods (IOP2, IOP6, and IOP8) were chosen to evaluate the vertical wind structure, as well as the temporal and horizontal wind variation. Although the WRF model predicted the 120-m wind speed well on average over the entire month at the southerly suburban site, it significantly underpredicted the wind speed in the latter half of IOP2 and significantly overpredicted during the first few hours of IOP6. The WRF model was able to reproduce the 120-m level wind direction within ±15 • during the the 2-h time periods examined here, though there were several periods when there was a 30 • to 40 • wind-direction error. Additionally, the WRF model simulations were not able to reproduce the observed wind meander that occurred at 1-and 2-h intervals. The WRF model also struggled with capturing the vertical variation of the wind speed and wind direction at locations within or just downwind of the urban core.
During the IOPs, the WRF model was found to underpredict e at both the upwind suburban location of the IU sonic tower and at the LLNL sonic tower in the wake of the urban core for both the daytime and nighttime periods. A month-long examination of e measured at the IU sonic tower at the 55-m level revealed a consistent underprediction of the TKE during the daytime, and a bias towards overprediction during stable conditions. Different mechanisms for these differences were explored, but it was difficult to pinpoint the exact reason(s) behind this result.
The boundary-layer depth measured in the suburban area to the south of the central business district was typically overestimated by the WRF model during the intensive operating periods. We believe this is primarily due to the WRF model using a fixed threshold value of e = 0.1 m 2 s −2 to determine h rather than gradients in the θ profile or the height at which e reaches a small percentage of the maximum value. The WRF model's TKE-threshold method predicted boundary-layer height values that were about 1.75 (day) and 1.5 (night) times larger than the θ -profile-gradient method applied to JU2003 data and 1.2 (day) and 2.6 (night) times the height of the θ -profile method applied to the WRF model data.
All three of the WRF model simulations produced very similar results regardless of whether the Kusaka and Kimura (2004) single-layer urban canopy model or increased vertical resolution at the ground were used. None of the three WRF model simulations was able to adequately account for the depletion of momentum from the mean velocity profile due to the enhanced drag resulting from buildings in the urban core. While no mesoscale model can be expected to account for the effects of individual buildings on flow, turbulence, and nearsource atmospheric transport and dispersion in urban areas, it remains to be seen whether it is possible for mesoscale models to accurately simulate the bulk effects of large-scale urban roughness on the wind field and turbulence. A more sophisticated multi-layer urban canopy model (e.g., Chin et al. 2005; Chen et al. 2011; ) may be able to more accurately account for urban effects on the mean wind and turbulence profiles, and should be investigated in the future.
