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Abstract
In this paper, we propose a distributed voltage control in power distribution networks through reactive power
compensation. The proposed control can (i) operate in a distributed fashion where each bus makes its decision based
on local voltage measurements and communication with neighboring buses, (ii) always satisfy the reactive power
capacity constraint, (iii) drive the voltage magnitude into an acceptable range, and (iv) minimize an operational cost.
We also perform various numerical case studies to demonstrate the effectiveness and robustness of the controller
using the nonlinear power flow model.
Index Terms
Real-Time Voltage Control, Distribution Network
NOMENCLATURE
A. Parameters
N , n, E N = {0, 1, . . . , n} is the set of buses with 0 being the substation; n is the number of buses (except
the substation); E is the set of lines in the network.
Ni,Pi Neighbors of bus i in the network (including i itself but excluding the substation); the set of lines
in the network on the unique path from the substation to bus i.
rij , xij Resistance and reactance on the transmission line between i, j.
X , R Matrix in linearized branch-flow model.
Y Inverse of matrix X .
vpar Parameter in the linearized branch flow model that means the vector of voltage when no control
action is taken.
q¯i, qi Upper, lower limits of reactive power injection at bus i.
v¯i, vi, v¯,v Upper, lower limits of voltage at bus i; vector of v¯i and vi at all buses.
µ, l Strongly convex and smooth parameter of the cost f .
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d Parameter in the cost function that balances the reactive power cost and the approximate power loss
term.
α, β, γ, c Step size parameters in our controller.
B. Variables and Functions
vi,v Squared voltage magnitude at bus i; vector of vi at all buses.
qi, q Reactive power injection at bus i; vector of qi at all buses.
pi, p Active power injection at bus i; vector of pi at all buses.
qˆi, qˆ Virtual reactive power injection at bus i or the primal variable in the Lagrangian; vector of qˆi at all
buses.
vi(q), v(q) Voltage at bus i as a function of the reactive power injection across the buses; the vector of vi(q)
at all buses. Not to be confused with vi(t),v(t), the voltage measurement at time t.
pij , qij , `ij Active power flow, reactive power flow and the square of current magnitude on the transmission line
from i to j.
fi, f Cost of providing reactive power at bus i; the total cost.
λ¯i, λi Lagrangian multiplier for the voltage upper limit and voltage lower limit at bus i.
λ¯, λ, λ Vector of λ¯i at all buses; the vector of λi at all buses; the vector of λ¯i and λi at all buses.
ξi, ξ Lagrangian multiplier for the reactive power capacity constraint at bus i; the vector of ξi at all buses.
L(qˆ, ξ,λ) Augmented Lagrangian for the optimization problem.
C. Notations
[P ]ij The i, j-th entry of matrix P .
1 n× 1 column vector with all ones.
Rn≥0 n-dimensional nonnegative orthant {x = [x1, . . . , xn]T : xi ≥ 0}.
[x]+ The projection of x onto the nonnegative orthant.
[x]x¯x Projection of x onto the interval [x, x¯], where x, x¯, x are scalars.
[y]y¯y Projection of y on to the box set {z ∈ Rn : zi ∈ [yi, y¯i]}, where y, y, y¯ are vectors of dimension
n.
STb2b1(·) Soft thresholding function.
‖ · ‖ Euclidean norm for vectors, spectral norm for matrices.
σ¯(P ), σ(P ) Largest, smallest eigenvalue of P .
κ(P ) Condition number of matrix P .
I. INTRODUCTION
The primary purpose of voltage control is to maintain acceptable voltages at all buses along a distribution feeder
under all possible operating conditions [1]–[7]. Due to the increasing penetration of distributed energy resources
(DER) such as photovoltaic and wind generation in the distribution networks, the operating conditions (supply,
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demand, voltages, etc) of the distribution feeder fluctuate fast and by a large amount. To overcome the challenges,
it has been proposed to utilize the computing, (local) sensing, and (local) communication capabilities of the inverters
in the DERs to adjust the reactive power injection in order to maintain voltage stability [8], [9].
Various voltage control methods have been proposed [10]–[15]. One popular approach is using optimization
methods. Typically, an Optimal Power Flow (OPF) problem with voltage constraints is formulated and then
“computationally” solved, either in a central (e.g. [10]–[13]) or distributed way (e.g. [16]–[19]). After obtaining
the computational solution, the reactive power injection is adjusted. Hence, this approach is usually referred to
as feedforward optimization: the algorithms assume knowledge of the disturbance (e.g. uncontrollable loads) and
the system models while not using real-time measurements such as voltage magnitudes. In this paper, we mainly
focus on distributed feedback voltage control algorithms, in which the controller does not know the disturbance
explicitly, but takes local measurements and adjusts its reactive power output based on the local measurements and
local communication with its neighboring buses.
There have been many efforts on developing feedback voltage control methods. One class is the traditional
“Droop” control [14], [15], as advocated by IEEE 1547-2018 Standard [20]. It monitors the local bus voltages and
adjusts the reactive power injection accordingly. However, [3] shows that droop type controllers are not able to
maintain a feasible voltage profile under certain circumstances; ref. [6, Section V-A] shows droop control might
experience stability and efficiency issues when the network is large. Therefore, other more sophisticated controllers
have been proposed, e.g. [3]–[7], [21]–[23]. Ref. [3, Algorithm 1] and [4] propose an integration type controller
that reaches a feasible voltage profile. Ref. [3, Algorithm 2] and [5] utilize a dual ascent approach that minimizes a
power loss related cost while reaching a feasible voltage profile. However these methods also have their limitations.
For instance, [3]–[5] ignore the hard constraints on the reactive power injection capacity; [6], [7] does not meet
the hard voltage constraint.1 Though [21] meets both the voltage constraint and the hard reactive power constraint,
there is a lack of theoretic guarantee for convergence even assuming linearized system model.
Besides the concerns on convergence and voltage/reactive power constraints, another issue is the optimality of
voltage control. Since there is an acceptable range for voltage and reactive power, there is flexibility on the operating
point of voltage control. Some operating points will have a lower operational cost than others. For example, for
a DER with a fixed apparent power rating, it is preferable for the DER to generate less reactive power so that it
can generate more active power. In other cases, it may be preferable for DERs to operate at certain power factor,
which requires its reactive power injection to be close to a certain value. Though some existing methods, e.g., [3],
[5]–[7], [16], [21], do optimize a particular objective, the objective can not be freely chosen by DERs and does not
necessarily reflect the true cost of DERs. It will be appealing if the voltage control method not only maintains the
voltage in the acceptable range, but also minimizes a cost that reflects a meaningful operation cost.
Our Contribution: To overcome these challenges, we propose a distributed feedback voltage control that unifies
the above controllers in the sense that it can simultaneously (i) meet the voltage constraint asymptotically, (ii) satisfy
the reactive power capacity constraint throughout, and (iii) minimize an operation cost that can be composed of a
1Instead, [6], [7] incorporate a weighted voltage deviation as a soft penalty.
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power loss related cost and reactive power operation costs. The controller takes the voltage measurements as inputs
and determines the reactive power injection through local communication and computation. The communication
graph is the same as the physical distribution network, meaning that each bus only needs to communicate with its
1-hop neighbors. The controller builds on the augmented Lagrangian multiplier theory [24, Sec. 3.2] and primal-dual
gradient algorithms [25]–[28]. We mathematically prove the performance of the controller using linear branch flow
models [29] and numerically simulate the controller on a real distribution feeder using the nonlinear power flow
model. We also test the robustness of the controller against measurement errors, communication delays, modeling
errors and unbalanced networks.
We also note that the use of communication in our controller is inevitable. In fact, [21] shows that for a class
of communication-free controllers, there are scenarios in which those controllers can not reach a feasible operating
point (that satisfies both the voltage and the capacity constraint), despite the existence of a feasible operating point.
The results in this paper are consistent with the performance limit in [21] and demonstrate how to incorporate
communication into controller design.
Finally, we note there are other related work [30]–[34]. For example, [31] proposes a online stochastic gradient
descent based algorithm for online energy management; [32] studies using active power curtailment to mitigate the
voltage rise caused by DER. Also related is the large literature on microgrid control [34]. For example, [30] uses a
centralized voltage control scheme to correct voltage deviation, where a large linear equation system coupling all
buses needs to be solved.
II. PRELIMINARIES: POWER FLOW MODEL AND PROBLEM FORMULATION
A. Branch flow model for radial networks and its linearization
In this paper, we consider a balanced distribution network with radial structure which consists of a set N =
{0, 1, . . . , n} of buses and a set E ∈ N × N of distribution lines connecting these buses.2 Bus 0 represents the
substation and other buses in N represent branch buses. We let Ni denote the set of buses that are neighbors of bus
i, including i itself but excluding the substation bus. For each line (i, j) ∈ E , let zij = rij + ixij be the impedance
on line (i, j), and sij = pij + iqij be the complex power flowing from buses i to bus j. On each bus i ∈ N , let
si = pi + iqi be the complex power injection. The branch flow model was first proposed in [1], [2] to model power
flows in a radial distribution circuit [35], [36]: for each (i, j) ∈ E ,
− pj = pij − rij`ij −
∑
k:(j,k)∈E
pjk (1a)
−qj = qij − xij`ij −
∑
k:(j,k)∈E
qjk (1b)
vj = vi − 2(rijpij + xijqij) + (r2ij + x2ij)`ij (1c)
`ij =
p2ij + q
2
ij
vi
(1d)
2The edges in E are directed, with the natural ordering that points towards the direction farther away from the substation.
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where `ij is the square of current magnitude on line (i, j), and vi is the square of the voltage magnitude of bus
i. As customary, we assume that the voltage magnitude v0 on the substation bus is given and fixed at the nominal
value (1 p.u.). Eq. (1) defines a system of equations in the variables (pij , qij , `ij , vi, (i, j) ∈ E).3
There are many ways to obtain linearized power flow models, e.g. [38]–[40]. In this paper, we use the Simplified
Distflow model [29], which, along with similar models, has been used in distributed voltage control in the literature
[5], [6], [21]–[23]. To obtain the Simplified Distflow model, we set the power loss term `ij to be 0 in the branch
flow model (1) and get the following linear equations: for each (i, j) ∈ E ,
− pj = pij −
∑
k:(j,k)∈E
pjk (2a)
−qj = qij −
∑
k:(j,k)∈E
qjk (2b)
vj = vi − 2(rijpij + xijqij) (2c)
From (2), we can derive that the voltage vector v = [v1, . . . , vn]T and power injection vector p = [p1, . . . , pn]T ,q =
[q1, . . . , qn]
T satisfy the following equation:
v = Rp +Xq + v01 (3)
where 1 is a n-dimensional vector with all entries being 1, and the (i, j)th entry of matrix R,X ∈ Rn×n is given
as follows
[R]ij := 2
∑
(h,k)∈Pi∩Pj
rhk,
[X]ij := 2
∑
(h,k)∈Pi∩Pj
xhk.
Here Pi ⊂ E is the set of lines on the unique path from bus 0 to bus i. The detailed derivation is given in [41]. In
[5], [41], it has been shown that when the resistances and reactances of the lines in the network are all positive,
the following proposition holds.
Proposition 1. If xij > 0 for all edges (i, j), then X is positive definite; further define Y := X−1, then
[Y ]ij =

∑
k:k∼i x
−1
ik if i = j
−x−1ij if i ∼ j
0 otherwise
here i ∼ j means i 6= j and i is a neighbor of j in the network.
B. Problem formulation
We separate the reactive power q into two parts, q = qc + qe, where qc denotes the control action, i.e. the
reactive power injection governed by the control components and qe denotes any other reactive power injection.
Let vpar := Rp +Xqe + v01. Then, given control action qc, the voltage profile by (3) is
v(qc) = Xqc + vpar. (4)
3Given these variables, the phase angles of voltages and currents can be uniquely determined for radial networks [35], [37].
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Figure 1: Feedback structure of the voltage control problem.
Here we intentionally write voltage profile v(qc) as a function of qc to emphasize the input-output relationship
between the control action and the voltage profile. We comment that in (4), vpar captures the loading conditions of
the network that are unknown and not controllable. Without causing any confusion, we will simply use q instead
of qc to denote the reactive power injected by the control devices in the rest of paper.
Feedback Control Loop. We consider the following feedback control setting. At time t, let the reactive power
injections of the nodes be q(t), then it determines the voltage profile v(t) := v(q(t)) through (4).4 Then given
the voltage profile v(t) and other available information, the controller determines a new reactive power injection
q(t+1). Mathematically, the voltage control problem is formulated as the following closed loop dynamical system,
v(t) = v(q(t)) = Xq(t) + vpar
qi(t+ 1) = Controlleri(information available to i at time t)
where the information available to i at t may include the local voltage measurement, information received from
neighbors, and locally stored internal states (that may have their own update equations).
We also illustrate the feedback structure of the problem in Figure 1. We make the following remarks regarding
the feedback nature of our problem.
• The network is treated as an input-output system, and the controller has no knowledge of the internal details
of the model (e.g. the vpar in (4)), except that it can measure the output v of the model. For now we assume
the model is the Linearized DistFlow (4), because the particular structure of (4) will facilitate our controller
design and theoretic performance analysis. We emphasize that the controller in this paper can also be applied
to nonlinear power flow model (1). In our numerical case studies, we test the performance of our controller
on the nonlinear model.
• To facilitate theoretic analysis, we assume the vpar(which captures the uncontrollable active and reactive
generations and demands) in (4) is fixed during the control process. This is not required when applying our
feedback controller. In the numerical case study, we test our controller under time varying loading conditions
to show how our controller automatically adapt to the changing conditions.
Voltage Control Problem. The objective of voltage control is to design a controller that meets the following four
requirements.
4Without causing any confusion, we abuse the notation v(·) to denote both the network model (4) mapping q to the voltage profile v(q),
and the voltage profile at a certain time step v(t).
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Requirement 1: Information. The controller at i shall only use information that is accessible locally and from
neighboring buses in the network. This includes local decision variable qi(t), local voltage measurement vi(t), other
local auxiliary variables and variables communicated from neighboring buses.
Requirement 2: Asymptotic voltage constraint. The voltage profile reaches the acceptable lower and upper limits
vi, v¯i, i.e. ∀i, vi(t) converges to a point inside the interval [vi, v¯i].
Requirement 3: Hard capacity constraint. For each i, we introduce scalar q
i
and q¯i, the lower and upper reactive
power capacity limit for the device at node i. We require that, for any t, this capacity constraint shall not be violated,
i.e. q
i
≤ qi(t) ≤ q¯i.
Requirement 4: Optimality. We introduce fi : R → R, the operating cost of control action for each individual
bus i. We require that, under any system condition vpar, the controller drives the distribution system to the optimal
point of the following optimization problem,
min
qi
f(q) ,
n∑
i=1
fi(qi) +
d
2
qTXq (5a)
s.t. vi ≤ vi(q) ≤ v¯i (5b)
q
i
≤ qi ≤ q¯i (5c)
In the optimization problem, the cost function (5a) is composed of the sum of the operating costs fi, as well as
a network level cost 12q
TXq, with a weighting parameter d ≥ 0 balancing the two costs. The cost 12qTXq is an
approximation network loss term (up to a multiplicative factor and an additive term that does not depend on q),
under the assumption that the R/X ratio of the network is constant [5, Lemma 2]. This cost has appeared in a few
related work [3], [21]. If the cost d2q
TXq is not an important factor for the system operator, then d can be set as
0. We make the following regularity assumption on problem (5).
Assumption 1. (i) The cost function f is differentiable, and is µ-strongly convex and l-smooth, i.e. ∀q,q′ ∈ Rn,
µ‖q− q′‖2 ≤ 〈q− q′,∇f(q)−∇f(q′)〉 ≤ l‖q− q′‖2.
(ii) There exists a feasible solution qˆ0 for problem (5) that meets the voltage constraint (5b) with strict inequality.
In other words, qˆ0 satisfies vi < vi(qˆ
0) < v¯i and qi ≤ qˆ0i ≤ q¯i, ∀i.
Remark 1. Assumption 1(i) is a standard assumption in the optimization literature. For the particular cost function
in (5a) to meet Assumption 1(i), we need fi to be convex with Lipschitz gradients. For example, any linear or
quadratic fi, or zero cost function fi = 0 meets Assumption 1(i). Assumption 1(ii) ensures that the problem we are
considering is feasible.
Remark 2. The reactive power provider sets the cost function fi. One example of fi is the loss of opportunity cost
for providing active power service. If the apparent power limit for the device is smaxi , and the provider can sell
the active power at price η, then the provider can earn (at most) η
√
(smaxi )
2 − q2i when generating qi amount of
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reactive power. If the provider does not generate any reactive power, the provider can earn ηsmaxi . Therefore, the
lost of opportunity cost is
ηsmaxi − η
√
(smaxi )
2 − q2i =
η2q2i
ηsmaxi + η
√
(smaxi )
2 − q2i
≈ η
smaxi
q2i
which can be set as the cost function fi(qi). Intuitively, the above cost function can also be understood as a
penalization on large reactive power injection in order to provide more flexibility in supplying active power or
maintain a power factor closer to 1. Finally, we would like to emphasize that the fact our algorithm can guarantee
optimality is an add-on functionality on top of the more basic requirements of meeting the voltage constraint with
limited reactive power and local communication. If the users have no cost in supplying qi, fi can be set to 0.
Remark 3. For easy exposition and without loss of generality, we assume there is a control component at each
bus i. In Section IV-C, we discuss the scenario when some buses do not have control components.
III. DISTRIBUTED VOLTAGE CONTROLLER
In this section, we formally introduce our controller, Optimal Distributed Feedback Voltage Control (OPTDIST-
VC). For each bus i, we introduce auxiliary variables, qˆi, ξi, λ¯i, λi. At each iteration t, node i measures the local
voltage vi(t), then computes variables qˆi(t+1), qi(t+1), ξi(t+1), λ¯i(t+1), λi(t+1) and injects the reactive power
qi(t + 1), and lastly passes certain variables to its neigboring buses in the network. The detailed implementation
of OPTDIST-VC is given as follows.
OPTDIST-VC:
At time t, each bus i follows the following 4 steps.
Step 1 (Measuring): Receive voltage measurement vi(t).
Step 2 (Calculating): Calculate qˆi(t+ 1), ξi(t+ 1), λ¯i(t+ 1), λi(t+ 1) as follows.
qˆi(t+ 1) = qˆi(t)− α
{
λ¯i(t)− λi(t) + dqˆi(t)
+
∑
j∈Ni
[Y ]ij
[
f ′j(qˆj(t)) + ST
cq¯j
cq
j
(ξj(t) + cqˆj(t))
]}
(6a)
ξi(t+ 1) = ξi(t) + β
STcq¯icq
i
(ξi(t) + cqˆi(t))− ξi
c
(6b)
λ¯i(t+ 1) = [λ¯i(t) + γ(vi(t)− v¯i)]+ (6c)
λi(t+ 1) = [λi(t) + γ(vi − vi(t))]+ (6d)
where [·]+ means projection onto the nonnegative orthant; quantity α, β, γ and c are positive scalar parameters. For
any b1 < b2, function STb2b1(·) is the soft-thresholding function defined as, STb2b1(y) = max(min(y − b1, 0), y − b2)
(see Fig. 2 for an illustration).
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Figure 2: The soft thresholding function.
Figure 3: Information Flow of OPTDIST-VC.
Step 3 (Injecting Reactive Power): Set reactive power injection at time t+ 1 as
qi(t+ 1) = [qˆi(t+ 1)]
q¯i
q
i
(7)
where [·]q¯iq
i
means projection onto the set [q
i
, q¯i].
Step 4 (Communicating): Send values f ′i(qˆi(t+ 1)) + ST
cq¯i
cq
i
(ξi(t+ 1) + cqˆi(t+ 1)) to neighbors. 2
Figure 3 shows the information exchange between different buses and between the cyber layer (controller)
and physical layer (network model) under OPTDIST-VC. As Figure 3 shows, the cyber layer interacts with the
physical layer only through voltage measurement vi(t) (Step 1) and reactive power injection qi(t) (Step 3), while
all other activities of OPTDIST-VC are conducted entirely inside the cyber layer, including calculation (Step 2) and
communication (Step 4). A few comments on OPTDIST-VC are in place.
• qi(t) and vi(t) are physical quantities (reactive power injection and voltage), while (qˆi(t), ξi(t), λ¯i(t), λi(t))
are “digital” variables stored in the memory of the controller.
• Variable qˆi(t) is the desired amount of reactive power to inject at time t. However it might violate the capacity
constraint. Therefore, we simply set qi(t) as the projection of qˆi(t) onto the capacity constraint. As will be
shown later, qˆi(t) will eventually become very close to qi(t).
9
Table I: Comparison with related methods.
Algorithm Underlying Methodology Voltage Constraint Reactive Power Constraint Cost Communication
[3, Algo. 1] Integral control Satisfied Not considered N/A Not needed
[3, Algo. 2] Dual ascent Satisfied Not considered 1
2
qTXq Not needed
[4] Integral control Penalization in cost Not considered v deviation Not needed
[5] Dual ascent Satisfied Not considered Power loss Local comm.
[6] Gradient Descent Penalization in cost Considered Weighted v deviation + q cost Not needed
[21] Dual ascent Satisfied Considered 1
2
qTXq Local comm.
[22] Primal-Dual Penalization in cost Considered Weighted v deviation + v deviation Local comm.
[23] Accelerated dual ascent Penalization in cost Considered v deviation Local comm.
Our work Primal-Dual Satisfied Considered 1
2
qTXq + q cost Local comm.
• The update equation (6a) for the desired reactive power injection qˆi(t) is to drive qˆi(t) towards the superposition
of the gradient of f and certain “correction directions”, related to λ¯j(t) − λj(t) and ξj(t), which pulls qˆi(t)
into the constraints set. Because of the superposition of the two directions, qˆi(t) will be driven to minimize f
and in the meanwhile avoid violating the constraints.
• The variable ξi(t), λ¯i(t), λi(t) are Lagrangian multipliers that reflect the level of constraint violation of qˆi(t).
It can be readily seen that OPTDIST-VC meets Requirement 1 since it only needs local and neighboring
information. Moreover, (7) implies that qi(t) always lies within [qi, q¯i] and hence Requirement 3 is met. At last,
the following Theorem 2 shows that q(t) will converge to the optimal solution of (5) and hence Requirement 2
and 4 are satisfied. In conclusion, OPTDIST-VC meets all the four design requirements.
Theorem 2. In OPTDIST-VC, for any c > 0, when α, β, γ are small enough and satisfy mild conditions,5 q(t)
will converge to the unique optimizer of (5).
OPTDIST-VC is based on a primal-dual gradient algorithm [25]–[28] for an augmented Lagrangian [24], in
which qˆi(t) is the primal variable, ξi(t), λ¯i(t), λi(t) are the dual variables. We will elaborate on this in Section IV.
We here provide a comparison of OPTDIST-VC with related methods in [3]–[6], [21]–[23]. In terms of underlying
methodology, [3, Algorithm 1], [6] are based on (projected) primal gradient descent, [3, Algorithm 2], [5], [21], [23]
are based on dual gradient ascent, while [22] and our method are based on (partial) primal-dual gradient algorithm.
Compared to our method, [3], [5] do not consider reactive power capacity limit; [6], [22], [23] treat the voltage
constraint as a soft penalty in the cost function in the form of (weighted) voltage deviation, whereas our work treats
the voltage constraint as hard constraint; [21] does not have theoretic guarantee for convergence when the reactive
power constraint is enforced at every time step.6 We provide a summary of the comparison of these methods in
Table I.
5For the detailed conditions on the step sizes, please see Remark 6 in Appendix-B.
6Ref. [21] does have theoretic guarantee for a variant of the algorithm therein, but that variant may violate the capacity constraint before it
converges to an equilibrium point.
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Remark 4. The values of α, β, γ will affect convergence, and hence controller performance. One one hand, these
values should be relatively small to make the algorithm converge. On the other hand, very small α, β, γ will make
the convergence very slow. We provide a theoretic upper bound on α, β, γ in Remark 6. However, the theoretic
upper bound is conservative, which is due to all known step size bounds that guarantee the “contraction” property
of the primal-dual gradient algorithm, a property that is crucial in the analysis, are known to be conservative.
For this reason, in the simulations we use trial and error to obtain the step sizes. Roughly speaking, the step size
values would depend on the network structure and parameters, as well as the condition number of f . In practice, to
choose good parameter values would require some modeling and numerical testing before physical implementation,
which is common for many (control) algorithms. Finally, we comment that our current results assume the network
topology is fixed. It remains our future work to address the issue of robustness against system reconfiguration.
Remark 5. Under the IEEE 1547-2018 standard [20], our algorithm fits into the voltage-reactive power operation
mode, where the reactive power injection responds to the voltage measurement.
IV. RATIONALE BEHIND CONTROLLER DESIGN
In this section, we will describe in detail the rationale behind our controller design, whereas the detailed
mathematical proof is deferred to the appendix.
A. OPTDIST-VC as a primal-dual algorithm
We introduce Lagragian multipliers λ = [λT , λ¯T ]T ∈ R2n for optimization problem (5), in which λ =
[λ1, . . . , λn]
T and λi corresponds to the lower limit in the voltage constraint (5b); λ¯ = [λ¯1, . . . , λ¯n]
T and λ¯i
corresponds to the upper limit in (5b). We also introduce multiplier ξ = [ξ1, . . . , ξn]T for the reactive power
constraint (5c), and ξi is for both the lower limit and the upper limit in the capacity constraint (5c). Next, we
introduce the augmented Lagrangian for the optimization problem. Throughout this paper, we reserve letter q for
the physical reactive power injection, and use qˆ to represent variables in the Lagrangian L.
L(qˆ, ξ,λ) = f(qˆ) + λT (v − v(qˆ)) + λ¯T (v(qˆ)− v¯) +K(ξ, qˆ) (8)
Here K(ξ, qˆ) =
∑n
i=1Ki(ξi, qˆi), and Ki(ξi, qˆi) is a quadratic penalty function defined to be,
Ki(ξi, qˆi) =

ξi(qˆi − q
i
) + c
2
(qˆi − q
i
)2 qˆi +
ξi
c
< q
i
− ξ2i
2c
q
i
≤ qˆi + ξic ≤ q¯i
ξi(qˆi − q¯i) + c2 (qˆi − q¯i)2 qˆi + ξic > q¯i
and we note that the partial derivatives of Ki(·, ·) are given as,
∂Ki(ξi, qˆi)
∂qˆi
= STcq¯icq
i
(ξi + cqˆi)
∂Ki(ξi, qˆi)
∂ξi
=
1
c
[STcq¯icq
i
(ξi(t) + cqˆi)− ξi].
In (8), λT (v−v(qˆ))+λ¯T (v(qˆ)−v¯) is the standard term in Lagrangian multiplier theory that penalizes violation
of the voltage constraint, while the Ki(ξi, qˆi) term is a special quadratic penalty function that penalizes violation
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of both the upper limit and the lower limit of constraint (5c). For details of such quadratic penalty functions, we
refer the readers to [24, Section 3.2], [28, Appendix-G]. In short, with the penalty functions, the max-min problem
max
λ∈R2n≥0,ξ∈Rn
min
qˆ∈Rn
L(qˆ, ξ,λ) (9)
is equivalent to the original optimization problem (5) (cf. Lemma 3). The reason we use the augmented Lagrangian
instead of the standard Lagrangian is that the primal-dual gradient algorithm associated with the augmented
Lagrangian avoids projection and has better convergence properties [28].
We then write down the standard primal dual gradient algorithm [25]–[28] for solving the max-min problem
(9),
qˆi(t+ 1) = qˆi(t)− α∂L(qˆ(t), ξ(t),λ(t))
∂qˆi
= qˆi(t)− α
[
f ′i(qˆi(t)) + ST
cq¯i
cq
i
(ξi(t) + cqˆi(t))
+
n∑
j=1
[X]ij(λ¯j(t)− λj(t) + dqˆj(t))
]
(10a)
ξi(t+ 1) = ξi(t) + β
∂L(qˆ(t), ξ(t),λ(t)
∂ξi
= ξi(t) + β
STcq¯icq
i
(ξi(t) + cqˆi(t))− ξi
c
(10b)
λ¯i(t+ 1) = [λ¯i(t) + γ
∂L(qˆ(t), ξ(t),λ(t))
∂λ¯i
]+
= [λ¯i(t) + γ(vi(qˆ(t))− v¯i)]+ (10c)
λi(t+ 1) = [λi(t) + γ
∂L(qˆ(t), ξ(t),λ(t))
∂λi
]+
= [λi(t) + γ(vi − vi(qˆ(t)))]+ (10d)
Eq. (10) is the standard primal-dual gradient algorithm (also known as saddle point algorithm). At every time
step, qˆ(t) conducts a gradient descent step along the gradient of L w.r.t. qˆ, since qˆ(t) seeks to minimize L (cf. the
max-min problem (9)), while ξ(t) and λ(t) conducts a gradient ascent step along the gradient of L w.r.t. ξ and
λ, since ξ(t) and λ(t) seek to maximize L. Though literature has shown the convergence of primal-dual gradient
algorithms with properly chosen step sizes and under some conditions [25]–[28], the algorithm in (10) does not
meet our design requirements. Firstly, step (10a) involves a summation from 1 to n and requires information across
the network to implement, violating Requirement 1. Secondly, the qˆi(t) in step (10a) might violate the capacity
constraint, violating Requirement 3.
We now propose two modifications to (10) to meet the design requirements and the two modifications together
change (10) into OPTDIST-VC.
Modification (a). We now modify (10a) such that each bus only needs local and neighbor’s information to
update. Eq. (10a) is a gradient update for the qˆ coordinates of L, and the gradient is given by,
∇qˆL(qˆ, ξ(t),λ(t))
= ∇f(qˆ) +X(λ¯(t)− λ(t)) +∇qˆK(ξ(t), qˆ). (11)
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Because of the sparse structure of Y := X−1 (cf. Proposition 1), the scaled gradient Y∇qˆL(qˆ, ξ(t),λ(t)) is given
by,
[Y∇qˆL(qˆ, ξ(t),λ(t))]i =
{
λ¯i(t)− λi(t) + dqˆi
+
∑
j∈Ni
[Y ]ij [f
′
j(qˆj) + ST
cq¯j
cq
j
(ξj(t) + cqˆj)]
}
To calculate the i’th element of the scaled gradient Y∇qˆL(qˆ, ξ(t),λ(t)), bus i only needs local information
(λ¯i(t), λi(t)) and information from neighbors (f
′
j(qˆj),ST
cq¯j
cq
j
(ξj(t) + cqˆj) where j ∈ Ni). Moreover, since Y is
positive definite, Y∇qˆL(qˆ, ξ(t),λ(t)) is still a descent direction for L (in the qˆ coordinates) and hence using
the scaled gradient in the primal dual gradient algorithm still has convergence guarantee [26], [27]. Therefore, we
change (10a) into the following “scaled” gradient update, which gives rise to step (6a) in OPTDIST-VC.
qˆi(t+ 1) = qˆi(t)− α[Y∇qˆL(qˆ(t), ξ(t),λ(t))]i
= qˆi(t)− α
{
λ¯i(t)− λi(t) + dqˆi(t)
+
∑
j∈Ni
[Y ]ij [f
′
j(qˆj(t)) + ST
cq¯j
cq
j
(ξj(t) + cqˆj(t))]
}
. (12)
Modification (b). To fix the problem that qˆi(t) may violate the capacity constraint, we do not actually implement
qˆi(t), but instead implement qi(t) = [qˆi(t)]q¯iq
i
, the projection of qˆi(t) onto the capacity constraint. This gives rise
to (7) in our controller. Another issue is that update (10c) (10d) uses vi(qˆ(t)), which is not the measured voltage
since the implemented reactive power is not qˆ(t). Therefore, we replace the vi(qˆ(t)) in (10c) (10d) with vi(q(t))
and get,
λ¯i(t+ 1) = [λ¯i(t) + γ
∂L(q(t), ξ(t),λ(t))
∂λ¯i
]+
= [λ¯i(t) + γ(vi(q(t))− v¯i)]+
λi(t+ 1) = [λi(t) + γ
∂L(q(t), ξ(t),λ(t))
∂λi
]+
= [λi(t) + γ(vi − vi(q(t)))]+
which uses the measured voltage vi(q(t)) = vi(t) and gives rises to (6c) (6d). We emphasize that after the change,
the update for λi(t), λ¯i(t) does not use the true gradient of L, ∇λL(qˆ(t), ξ(t),λ(t)) any more; but uses a gradient
that is evaluated at a different point, ∇λL(q(t), ξ(t),λ(t)). We will show in Section IV-B that despite of the
inconsistency, we will have q(t)− qˆ(t)→ 0 and the controller still converges.
B. Algorithm Analysis
We first analyze the Lagrangian (8), and show that the original problem (5) is indeed equivalent to the max-min
problem (9). The proof of Lemma 3 is in Appendix-A.
Lemma 3. L(qˆ, ξ,λ) is convex in qˆ, concave in ξ, λ and has a saddle point (qˆsad, ξsad,λsad) satisfying
L(qˆsad, ξsad,λsad) = maxξ∈Rn,λ∈R2n≥0 L(qˆsad, ξ,λ) = minqˆ∈Rn L(qˆ, ξsad,λsad). Moreover, for any saddle point
(qˆsad, ξsad,λsad), qˆsad must be the unique solution of the optimization problem (5).
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As discussed before, our algorithm is essentially the primal-dual gradient algorithm with scaled gradient, except
that in the update for λ(t), the gradient is evaluated at (q(t), ξ(t),λ(t)) instead of (qˆ(t), ξ(t),λ(t)). Our proof
essentially shows that q(t)− qˆ(t)→ 0, and therefore, our algorithm is approximately the true primal-dual gradient
algorithm (with scaled gradient) and it converges to a saddle point of L. The rigorous proof of Theorem 2 can be
found in Appendix-B.
C. Implementation on a subset of nodes
Based on the derivations in Section IV-A, we can develop a variation of the algorithm OPTDIST-VC that adapts
to the case where only a subset of the buses are equipped with control components (referred to as controllable buses
hereafter). Let the set of controllable buses be C, and the set of uncontrollable buses be U . Then, after rearranging
the labels of the buses, we can write X matrix as,
X =
 XC G
GT XU

and the voltage at the controllable buses vC is given by
vC(qC) = XCqC +GqU + v
par
U
We can formulate an analogous optimization problem as that in (5),7
min
qC
f(qC) ,
∑
i∈C
fi(qi) (13a)
s.t. vi ≤ vi(qC) ≤ v¯i,∀i ∈ C (13b)
q
i
≤ qi ≤ q¯i,∀i ∈ C (13c)
where we note that the decision variables are now only qC , the reactive power injection at the controllable buses,
and the voltage constraint and the capacity constraint are also only placed on the controllable buses. Following the
same modified primal-dual approach as in Section IV-A, we have the following resulting algorithm that operates
on the controllable buses. For any i ∈ C,
qˆi(t+ 1) = qˆi(t)− α
[
λ¯i(t)− λi(t)
+
∑
j∈C
[X−1C ]ij [f
′
j(qˆj(t)) + ST
cq¯j
cq
j
(ξj(t) + cqˆj(t))]
]
(14a)
ξi(t+ 1) = ξi(t) + β
STcq¯icq
i
(ξi(t) + cqˆi(t))− ξi
c
(14b)
λ¯i(t+ 1) = [λ¯i(t) + γ(vi(t)− v¯i)]+ (14c)
λi(t+ 1) = [λi(t) + γ(vi − vi(t))]+ (14d)
qi(t+ 1) = [qˆi(t+ 1)]
q¯i
q
i
(14e)
7Similar to the d
2
qTXq term in (5), we can also add a term d
2
qTCXCqC to (13a) without changing too much of the discussion in this
subsection.
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Figure 4: Communication graph when some buses do not have control components. In the above network, buses
C = {1, 3, 5, 6} are equipped with control components while buses U = {2, 4} do not. In the communication graph,
bus 1 can communicate with bus 3 because the path between 1 and 3 passes through 2, a bus not in C. Bus 1
cannot communicate with bus 6 as the path between 1 and 6 passes through bus 2, 5, and bus 5 is in C.
Figure 5: Schematic diagram of two SCE distribution systems.
The same theoretic guarantee holds for the above algorithm (14). The only substantial difference is that the matrix
X−1C has a sparsity pattern different from that of the physical network topology. In detail, i and j can communicate
if and only if the path between i and j in the physical network does not pass any other bus in C. An illustration of
this communication topology is given in Figure 4. For more information, we also refer to [21, Definition 4]. This
local communication still has advantage over a centralized scheme where all the buses need to communicate with
a central point in presence of communication challenges such as delay, limited bandwidth, node failures, etc.
V. CASE STUDY
A. Single Phase Network
We evaluate OPTDIST-VC on a distribution circuit of South California Edison with a high penetration of photo-
voltaic (PV) generation [42]. Figure 5 shows the 56-bus distribution circuit. Note that bus 1 indicates the substation,
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Figure 6: Simulation results for the case with static load and PV generation. The left plot and the middle plot are
the reactive power injection (control action) and the voltage profile for a selected subset of buses. The right plot is
the cost function.
and there is PV generation at various locations of the network (bus 2, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 19, 20, 23, 25, 26, 32).
See [42] for the network data.
In the simulation, we assume that there are control components at all the buses and those control components
can supply or consume at most 0.2 MVar reactive power (i.e. q¯i = 0.2MV ar, qi = −0.2MV ar). The nominal
voltage magnitude is 12kV and the acceptable range is set as [11.4kV, 12.6kV] which is the plus/minus 5% of the
nominal value. In line with Remark 2, we set fi(qi) = ηsmaxi q
2
i where η = 10 and s
max
i are synthetic values lying
between 0.5 and 1. We set the parameter d = 1. Though the analysis of this paper is built on the linearized power
flow model (2), we simulate OPTDIST-VC with the full nonlinear AC power flow model (1) using MATPOWER
[43].
Static load and PV generation. Firstly, we run OPTDIST-VC in a scenario that the load and the PV generation
are not time-varying. We consider a heavily loaded setting, resulting in low voltages at the buses. The simulation
results are given in Figure 6. It shows that OPTDIST-VC can bring the voltage to the acceptable range and in
the meanwhile not violating the capacity constraint. Further, the dashed line in the right plot of Figure 6 is the
optimal value of the optimization problem (5) with the AC power flow model (1), which we calculate through the
SOCP (Second Order Cone Programming) convex-relaxation method in [37]. The right plot of Figure 6 shows that
OPTDIST-VC is able to drive the system to a near-optimal operating point.
Time-varying load and PV generation. Next, we test OPTDIST-VC in a more realistic setting. We use the load
and PV generation profile in [44]. The time span of the data set is one day (24 hours), and the time resolution is 6s.
We plot the aggregated load and PV generation profile across the buses in Figure 7. Figure 7 shows that the load
increases after approximately 6AM; the PV generation is.nonzero between 8AM and 7PM, peaks at noon, and has
large fluctuations throughout the day. Consistent with the time resolution of the dataset, we identify each iteration
in OPTDIST-VC with 6 seconds, which means that the controller adjusts its control action every 6 seconds. We
run OPTDIST-VC in this setting and simulate the voltage profile and the reactive power injection. For comparison,
we also simulate the network voltage profile when no voltage controller is used. The simulation results are given
in Figure 8. It shows that, despite the volatility in load and PV generation, OPTDIST-VC can quickly bring the
16
Figure 7: Aggregate load and PV generation profile.
Figure 8: Simulation results for the case with time-varying load and PV generation. The left and the middle plot are
the reactive power injection (control action) and the voltage profile for a selected subset of buses when implementing
OPTDIST-VC. The right plot is the voltage profile when no voltage controller is used.
voltage into the acceptable range and in the mean while, not violating the capacity constraint.
Impact of measurement error and delay. We test the robustness of OPTDIST-VC against measurement error
and delay. We use the same simulation setting as the time-varying load and PV generation case (Figure 8), except
that each voltage measurement is corrupted by a random Gaussian noise with zero mean and 0.03 p.u. (0.36kV)
standard deviation, and delayed by 30s (5 time steps). The result is shown in Figure 9a. It can be seen that under
noisy and delayed measurements, OPTDIST-VC can still guarantee that the voltage lies within the limits for most
of the time, though compared to Figure 8 there are larger voltage violations between 8:00 to 12:00.
Impact of communication delay. We test the robustness of OPTDIST-VC against communication delay. In
particular, when node j sends variables to node i, we let the communication be delayed for a random amount
of time up to 10 iterations (60 seconds). This means that the controller at bus i implements step (6a) in the
following way
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(a) Robustness against measurement noise
and delay.
(b) Robustness against communication de-
lay.
(c) Robustness against modeling error.
Figure 9: Robustness of OPTDIST-VC against measurement noise and delay, communication delay and modeling
error.
qˆi(t+ 1) = qˆi(t)− α
{
λ¯i(t)− λi(t) + dqˆi(t)
+
∑
j∈Ni
[Y ]ij
[
f ′j(qˆj(t−∆tij))
+ STcq¯jcq
j
(ξj(t−∆tij) + cqˆj(t−∆tij))
]}
where the information received from j is delayed by ∆tij steps, and ∆
t
ij is a random integer between 0 and 10.
We implement OPTDIST-VC under the above setting, and plot the results in Figure 9b. It can be seen that in the
delayed communication case OPTDIST-VC can still guarantee the voltage stays inside the acceptable range for
most of the time. Compared with Figure 8, the voltage trajectory under communication delay shown in Figure 9b
violates the voltage constraint by larger amounts.
Impact of modeling error. Recall that the implementation of OPTDIST-VC requires knowledge of [Y ]ij , which
is essentially the reactance of the power lines (cf. Proposition 1). We test OPTDIST-VC with incorrect values of
[Y ]ij that are within plus/minus 20% of the true value. The results are shown in Figure 9c. Figure 9c shows that
under inaccurate model OPTDIST-VC performs similarly as the case with accurate model (Figure 8).
B. Three-Phase Unbalanced Network
We evaluate OPTDIST-VC on a three-phase unbalanced network.8 We use the network with 126 multiphase
nodes, the PV generation and the load profile in [44]. See [44, Section V] for a detailed description of the network
structure and parameters. The control components are located at parts of the buses of the network, and for the buses
that have control components, the control components are located at parts of the phases. We run OPTDIST-VC on
8The three phase simulation is based on the models in [45, Section V]. Since high fidelity three phase models that are suited for optimization
and control algorithm design are still being actively developed, our future work includes rerun these tests using newly developed models and
softwares.
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Figure 10: Simulation results for three-phase unbalanced network. Left: when OPTDIST-VC is used. Right: when
no control is used.
the network, and show the voltage profile of phase a of the buses that have control components in Figure 10 (left).
The voltage profile of the other phases is similar. We also show the voltage profile when no controller is used in
Figure 10 (right). Figure 10 shows that OPTDIST-VC can maintain the voltage inside the acceptable limit despite
the network is unbalanced.
VI. CONCLUSION
This paper proposes a distributed feedback voltage controller OPTDIST-VC that can (i) meet the voltage
constraint asymptotically, (ii) satisfy the reactive power capacity constraint throughout, and (iii) minimize a cost
that is composed of a power loss related cost and reactive power operation costs. Future work includes extending
the approach to jointly control active and reactive power.
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APPENDIX
A. Proof of Lemma 3
For notational simplicity, we define X˜ = [−X,X]T , vb = [−vT + (vpar)T , v¯T − (vpar)T ]T and rewrite
Lagrangian (8) as,
L(qˆ, ξ,λ) = f(qˆ) + λT (X˜qˆ− vb) +K(ξ, qˆ). (15)
Recall that (qˆ, ξ,λ) is a saddle point if and only if L(qˆ, ξ,λ) = minqˆ′∈Rn L(qˆ′, ξ,λ) = maxξ′∈Rn L(qˆ, ξ′,λ) =
maxλ′∈R2n≥0 L(qˆ, ξ,λ
′). Notice that L(qˆ, ξ,λ) is convex and lower bounded in qˆ, concave and upper bounded in
ξ, and linear in λ, so (qˆ, ξ,λ) is a saddle point if and only if ∀i,
∂
∂qˆi
L(qˆ, ξ,λ) = 0 (16)
∂
∂ξi
L(qˆ, ξ,λ) = 0 (17)
λi
∂
∂λi
L(qˆ, ξ,λ) = λ¯i ∂
∂λ¯i
L(qˆ, ξ,λ) = 0 (18)
λi ≥ 0, λ¯i ≥ 0 (19)
vi ≤ vi(qˆ) ≤ v¯i. (20)
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We claim the above equations are equivalent to the KKT condition of optimization problem (5). First notice that
∂
∂ξi
L(qˆ, ξ,λ) = 0 is
STcq¯icq
i
(ξi + cqˆi) = ξi,∀i.
Recall that STcq¯icq
i
(·) is the soft thresholding function, and we can check that the above equation is equivalent to
qˆi ≥ qi (21)
qˆi ≤ q¯i (22)
(qˆi − q¯i) max(ξi, 0) = 0 (23)
(qˆi − qi) min(ξi, 0) = 0 (24)
Next, notice that (18) is equivalent to,
λi(vi(qˆ)− vi) = λ¯i(vi(qˆ)− v¯i) = 0. (25)
Further, ∇qˆL(qˆ, ξ, λ) = 0 can be rewritten as,
0 = ∇f(qˆ) + X˜Tλ+
n∑
i=1
STcq¯icq
i
(ξi + cqˆi)ei
= ∇f(qˆ) + X˜Tλ+
n∑
i=1
ξiei
= ∇f(qˆ) + X˜Tλ+
n∑
i=1
max(ξi, 0)ei +
n∑
i=1
(−min(ξi, 0))(−ei) (26)
where ei ∈ Rn is a vector where the i’th entry is 1 and other entries are 0.
Now we replace max(ξi, 0) with ξ¯i, and replace −min(ξi, 0) with ξi and impose constraint ξ¯i ≥ 0, ξi ≥ 0.9
Then (19)(20)(21)(22)(23)(24)(25)(26), together with ξ¯i ≥ 0, ξi ≥ 0, are exactly the KKT condition of optimization
problem (5).10
Since the slater condition of problem (5) holds, we have the KKT condition of problem (5) has a solution, and
hence L has a saddle point (qˆsad, ξsad,λsad). Moreover, since the objective of (5) is strongly convex, the primal
solution is unique. Therefore, for any saddle point (qˆsad, ξsad,λsad) of L(·, ·, ·), qˆsad must be the unique solution
of problem (5). 2
B. Proof of Theorem 2
As mentioned in Section IV, OPTDIST-VC is not the standard primal dual gradient algorithm because in update
(6c) (6d), the gradient of L is not evaluated at qˆ(t), but at q(t) instead. In what follows, we define
S(λ) = max
ξ
min
qˆ
L(qˆ, ξ,λ) (27)
9It is easy to check such replacement is one-to-one and onto.
10(26) is the stationarity condition, (20)(21)(22) are the primal feasibility condition, (19) and ξ¯i ≥ 0, ξi ≥ 0 are the dual feasibility condition,
(23)(24)(25) are the complimentary slackness condition.
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i.e. S(λ) is the solution of the inner layer of the max-min problem (9) given fixed λ. Our analysis treats the update
of λ(t) as the gradient projection algorithm for S(λ) where the gradient contains some “error”. To fully understand
the property of S, we prove the following Lemma on the max-min problem of L(·, ·,λ) given fixed λ. The proof
of Lemma 4 is given in Appendix-C.
Lemma 4. The following statements hold.
(a) For every λ, function L(·, ·,λ) has a unique saddle point (qˆ∗(λ), ξ∗(λ)) satisfying L(qˆ∗(λ), ξ∗(λ),λ) =
minqˆ∈Rn L(qˆ, ξ∗(λ),λ) = maxξ∈Rn L(qˆ∗(λ), ξ,λ). Moreover, qˆ∗i (λ) ∈ [qi, q¯i].
(b) ξ∗(λ) and qˆ∗(λ) is Lipschitz in λ.
‖qˆ∗(λ)− qˆ∗(λ′)‖ ≤ ‖X˜‖
µ
‖λ− λ′‖ (28)
‖ξ∗(λ)− ξ∗(λ′)‖ ≤ 2 l
µ
‖X˜‖‖λ− λ′‖ (29)
(c) S(λ) is a concave function, and ∇S(λ) = X˜qˆ∗(λ)− vb, and S is ‖X˜‖
2
µ -smooth.
(d) S(λ) is upper bounded over λ ∈ R2n≥0 and moreover, for any real number a ∈ R, level set Levela = {λ ∈
R2n≥0 : S(λ) ≥ a} is bounded.
(e) Let λ∗ be any solution of maxλ∈R2n≥0 S(λ), then qˆ
∗(λ∗) is the unique solution of optimization problem (5).
Now we show that the update of λ(t) can be written as the gradient projection algorithm for S(λ) with
noisy gradient. For notational simplicity, we abuse the notation qˆ∗(·), ξ∗(·) in Lemma 4 and define qˆ∗(t) :=
qˆ∗(λ(t)), ξ∗(t) := ξ∗(λ(t)). Then, the gradient of S at λ(t) is (by Lemma 4 (c))
∇S(λ(t)) = X˜qˆ∗(t)− vb.
In the meanwhile, notice the update for λ(t) (6c) (6d) can be written as,
λ(t+ 1) = [λ(t) + γ(X˜q(t)− vb)]+.
So the update for λ(t) is “inexact” projected gradient method for function S, and the inexact gradient is X˜q(t)−vb.
Therefore, the gradient error is
(t) = ‖X˜(q(t)− qˆ∗(t))‖.
We show in Lemma 5 the gradient error is bounded, whose proof is deferred to Appendix-D.
Lemma 5. The gradient error (t) = ‖X˜(q(t)− qˆ∗(t))‖ is bounded by
(t) ≤ ‖X˜‖‖q(t)− qˆ∗(t)‖ ≤ ‖X˜‖‖qˆ(t)− qˆ∗(t)‖
≤ C1ρt + C2
t−1∑
k=0
ρt−1−k‖λ(k + 1)− λ(k)‖
for constants ρ, C1 and C2 defined as follows. First, define µ′ = µσ(Y ), l′ = lσ¯(Y ). Further define constants,
a = 20l′[max(
cσ¯(Y )
µ′
,
l′
µ′
)]2[max(
β
αl′c
,
l′
µ′
)]2κ(Y )
τ =
β
2α
σ(Y )
a
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ν = max(
√
2(l′ + σ¯(Y )c)2 + 2
β2
α2
σ¯(Y ),
√
2σ¯(Y ) + 8
β2
α2c2
)
P0 =
 βαaI βαY 1/2
β
αY
1/2 aI

P =
 βαaY −1 βαI
β
αI aI

Then, we can define ρ, C1, and C2 as follows,
ρ = (e−
τα
2 +
α2ν2κ(P0)
2
)
C1 = ‖X˜‖
√
κ(P )‖z(0)− z∗(0)‖
C2 = ‖X˜‖2
√
κ(P )
√
1 + 4l2
µ2
.
Further, we have when fixing β/α, ρ < 1 when α is small enough.
Inexact gradient method with this type of gradient error has already been shown to have convergence guarantee,
according to some related studies (e.g. [46, Sec. IV-D]). For completeness we give a result of convergence for
projected inexact gradient method in the following Lemma 6, whose proof is deferred to Appendix-E.
Lemma 6. Recall that by Lemma 4, S is a concave and ‖X˜‖2µ -smooth function and S is upper bounded. Consider
the following algorithm
λ(t+ 1) = [λ(t) + γg(t)]+
where [·]+ is the projection onto the nonnegative orthant R2n≥0, and g(t) is an inexact gradient that satisfies
‖g(t)−∇S(λ(t))‖ ≤ C1ρt + C2
t−1∑
k=0
ρt−1−k‖λ(k + 1)− λ(k)‖
for C1, C2 > 0 and ρ ∈ (0, 1). Then, when γ < min( µ2‖X˜‖2 ,
‖X˜‖2(1−ρ)2
2µC22
), we will have (i), λ(t + 1) − λ(t) → 0,
(ii) S(λ(t)) is lower bounded.
The above lemma shows when γ is small enough, λ(t + 1) − λ(t) → 0. By Lemma 5, this further implies
qˆ(t)− qˆ∗(t)→ 0 and q(t)− qˆ∗(t)→ 0. Since S(λ(t)) is lower bounded, we have λ(t) is a bounded sequence by
Lemma 4 (d). Then, sequence (q(t),λ(t)) is bounded and hence has a limit point (qlim,λlim), with subsequence
(q(tk),λ(tk)) converging to (qlim,λlim). Also since qˆ
∗(tk) = qˆ∗(λ(tk))→ qˆ∗(λlim), we have qlim = qˆ∗(λlim).
We next show that λlim must be a maximizer of S(λ) over R2n≥0. We have,
lim
k→∞
λ(tk + 1) = lim
k→∞
[λ(tk) + γ(X˜q(tk)− vb)]+
= [λlim + γ(X˜qlim − vb)]+
= [λlim + γ(X˜qˆ
∗(λlim)− vb)]+
= [λlim + γ∇S(λlim)]+.
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Also since λ(tk + 1)− λ(tk)→ 0, we have λ(tk + 1)→ λlim, and hence,
λlim = [λlim + γ∇S(λlim)]+. (30)
This implies that, for any λ ∈ R2n≥0,
∇S(λlim)T (λ− λlim)
=
1
γ
(λlim + γ∇S(λlim)− [λlim + γ∇S(λlim)]+)T
· (λ− [λlim + γ∇S(λlim)]+)
≤ 0
where we have used the projection theorem. Since S is a concave function, we have λlim is indeed a maximizer of
S over R2n≥0. By Lemma 4 (e), we have qlim = qˆ∗(λlim) is the unique solution of the original optimization problem
(5). This also shows the accumulation point of the bounded sequence q(t) is unique. So q(t) must converge to the
unique solution of optimization problem (5).
Remark 6. We here summarize what are the theoretic step size requirements for OPTDIST-VC to converge. First
we are given l, µ, c, Y as part of the problem parameters. Then, fix the ratio β/α to be any positive real
number η, based on which the constants a, τ, ν, C2 and matrix P0, P in Lemma 5 can be determined. Henceforth
ρ = e−
τα
2 + α
2ν2κ(P0)
2 will only depend on α. Notice that ρ as a function of α equals 1 when α = 0, and have
negative derivative at α = 0, so to guarantee ρ < 1 we only need to ensure α is small enough. Specifically, we
can check that any 0 < α < min( 1τ ,
τ
2ν2κ(P0)
) ensures ρ < 1. With α determined, and recall β/α is fixed to be η,
we have β = ηα. Now C2 and ρ have both been determined, any 0 < γ < min( µ2‖X˜‖2 ,
‖X˜‖2(1−ρ)2
2µC22
) will suffice.
C. Proof of Lemma 4
Proof of (a). We can show when fixing λ, equation ∇qˆL(qˆ, ξ,λ) = 0,∇ξL(qˆ, ξ,λ) = 0 is equivalent to the KKT
condition of the following optimization problem (where λ is fixed).
min
qˆ
f(qˆ) + λT X˜qˆ (31a)
s.t. q
i
≤ qˆi ≤ q¯i (31b)
The proof is almost identical to the proof of Lemma 3, and is hence omitted. Moreover, since problem (31) has a
unique primal-dual solution pair, we have the saddle point of L(·, ·,λ) is unique. Lastly, we have qˆ∗i (λ) ∈ [qi, q¯i]
since qˆ∗(λ) meets the constraint of (31).
Proof of (b). It is easy to check the following relation
∇qˆK(ξ, qˆ) = c∇ξK(ξ, qˆ) + ξ.
Then, since ∇ξL(qˆ∗(λ), ξ∗(λ),λ) = ∇ξK(ξ∗(λ), qˆ∗(λ)) = 0, we have
0 = ∇qˆL(qˆ∗(λ), ξ∗(λ),λ)
= ∇f(qˆ∗(λ)) +∇qˆK(ξ∗(λ), qˆ∗(λ)) + X˜Tλ
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= ∇f(qˆ∗(λ)) + ξ∗(λ) + X˜Tλ.
Writing down the same equation for λ′, and taking the difference of the two, we have,
∇f(qˆ∗(λ))−∇f(qˆ∗(λ′)) + ξ∗(λ)− ξ∗(λ′) + X˜T (λ− λ′) = 0 (32)
Next, we claim that for each i,
(ξ∗i (λ)− ξ∗i (λ′))(qˆ∗i (λ)− qˆ∗i (λ′)) ≥ 0 (33)
This is because, if ξ∗i (λ) > 0, ξ
∗
i (λ
′) > 0, then we must have qˆ∗i (λ) = qˆ
∗
i (λ
′) = q¯i (cf. (23)), and hence (33) is
true; if ξ∗i (λ) > 0, ξ
∗
i (λ
′) ≤ 0, then qˆ∗i (λ) = q¯i, qˆ∗i (λ′) ≤ q¯i and (33) is still true. Other scenarios follow similarly.
Using (33), and take inner product between the left hand side of (32) and qˆ∗(λ)− qˆ∗(λ′), we have,
0 = 〈∇f(qˆ∗(λ))−∇f(qˆ∗(λ′)), qˆ∗(λ)− qˆ∗(λ′)〉
+ 〈ξ∗(λ)− ξ∗(λ′), qˆ∗(λ)− qˆ∗(λ′)〉
+ 〈X˜T (λ− λ′), qˆ∗(λ)− qˆ∗(λ′)〉 (34)
≥ µ‖qˆ∗(λ)− qˆ∗(λ′)‖2 − ‖X˜‖‖λ− λ′‖‖qˆ∗(λ)− qˆ∗(λ′)‖
where we have used that f is µ-strongly convex. This implies
‖qˆ∗(λ)− qˆ∗(λ′)‖ ≤ ‖X˜‖
µ
‖λ− λ′‖.
Further, by (32),
‖ξ∗(λ)− ξ∗(λ′)‖ = ‖∇f(qˆ∗(λ))−∇f(qˆ∗(λ′)) + X˜T (λ− λ′)‖
≤ l‖qˆ∗(λ)− qˆ∗(λ′)‖+ ‖X˜‖‖λ− λ′‖
≤ 2 l
µ
‖X˜‖‖λ− λ′‖.
Proof of (c). Clearly, S(λ) = L(qˆ∗(λ), ξ∗(λ),λ), and
∇S(λ) = ∇λL(qˆ∗(λ), ξ∗(λ),λ) = X˜qˆ∗(λ)− vb.
In (34), we have shown the first two terms of the RHS of (34) are nonnegative and hence 〈X˜T (λ− λ′), qˆ∗(λ)−
qˆ∗(λ′)〉 ≤ 0. Therefore,
〈∇S(λ)−∇S(λ′),λ− λ′〉 = 〈X˜(qˆ∗(λ)− qˆ∗(λ′)),λ− λ′〉
= 〈X˜T (λ− λ′), qˆ∗(λ)− qˆ∗(λ′)〉
≤ 0.
Therefore, S is a concave function. To show the smoothness of S, we have
‖∇S(λ)−∇S(λ′)‖ ≤ ‖X˜‖‖qˆ∗(λ)− qˆ∗(λ′)‖
≤ ‖X˜‖
2
µ
‖λ− λ′‖.
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Proof of (d). Let qˆ0 ∈ Rn be a feasible solution to (5) and meets (5b) with strict inequality. Then, for λ ∈ R2n≥0,
noticing λ¯i(vi(qˆ0)− v¯i) ≤ 0 and λi(vi − vi(qˆ0)) ≤ 0, we have,
min
qˆ∈Rn
L(qˆ, ξ,λ) ≤ L(qˆ0, ξ,λ)
= f(qˆ0) + λ¯
T
(v(qˆ0)− v¯) + λT (v − v(qˆ0)) +K(ξ, qˆ0)
≤ f(qˆ0) +K(ξ, qˆ0).
Since qˆ0i ∈ [qi, q¯i], we have Ki(0, qˆ0i ) = 0 and
∂Ki(0,qˆ
0
i )
∂ξi
= 0. This, together with the fact that Ki(ξi, qˆ0i ) is
concave (in ξi), we have Ki(ξi, qˆ0i ) ≤ 0,∀ξi ∈ R. Therefore, minqˆ∈Rn L(qˆ, ξ,λ) ≤ f(qˆ0),∀ξ ∈ Rn and hence,
S(λ) ≤ f(qˆ0) (for all λ ∈ R2n≥0). Therefore S(λ) is bounded over R2n≥0.
Further, assuming λ ∈ Levela, then still using the fact K(ξ, qˆ0) ≤ 0, we have
a ≤ S(λ) = max
ξ∈Rn
min
qˆ∈Rn
L(qˆ, ξ,λ)
≤ max
ξ∈Rn
L(qˆ0, ξ,λ)
≤ f(qˆ0) + λ¯T (v(qˆ0)− v¯) + λT (v − v(qˆ0))
Define  = −maxi=1,...,n max(vi(qˆ0) − v¯i, vi − vi(qˆ0)). We have  > 0 since qˆ0 satisfies the voltage constraint
with strict inequality. Hence, a ≤ f(qˆ0)− ∑ni=1(λ¯i + λi) and
n∑
i=1
(λ¯i + λi) ≤
1

(f(qˆ0)− a).
This together with the fact that λ ∈ R2n≥0 shows that the level set Levela is bounded.
Proof of (e). By definition, (qˆ∗(λ∗), ξ∗(λ∗),λ∗) is a saddle point of L(·, ·, ·). Then by Lemma 3 we have qˆ∗(λ∗)
is the unique optimizer of problem (5).
D. Bounded Gradient Error, Proof of Lemma 5
Notice that by Lemma 4 (a), qˆ∗(t) lies within the capacity constraint. Moreover, since q(t) is the projection of
qˆ(t) onto the capacity constraint (cf. (7)), by projection theorem we have ‖q(t)− qˆ∗(t)‖ ≤ ‖qˆ(t)− qˆ∗(t)‖. Hence
the gradient error satisfies
(t) ≤ ‖X˜‖‖qˆ(t)− qˆ∗(t)‖. (35)
By (35), to bound the gradient error we only need to bound ‖qˆ(t) − qˆ∗(t)‖. To this end, we now analyze
what happens if we conduct one step of update for qˆ(t), ξ(t) (Eq. (6a) and (6b)). If we think of λ(t) as fixed,
then the one step update for qˆ(t), ξ(t) is simply a primal-dual gradient update step for function L(·, ·,λ(t)).
By our recent work on the geometric convergence rate of primal-dual gradient algorithm [28], after one step of
update for qˆ(t), ξ(t) (Eq. (6a) and (6b)), the distance between (qˆ(t + 1), ξ(t + 1)) and the unique saddle point
of L(·, ·,λ(t)), (qˆ∗(λ(t)), ξ∗(λ(t))) = (qˆ∗(t), ξ∗(t)) will shrink at least by a fixed ratio compared to the distance
between (qˆ(t), ξ(t)) and (qˆ∗(t), ξ∗(t)). Here the distance is measured by a weighted norm. Formally, we stack
qˆ(t), ξ(t) into one large vector z(t) = [qˆ(t)T , ξ(t)T ]T , and similarly define z∗(t) = [qˆ∗(t)T , ξ∗(t)T ]T . Then, we
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have the following lemma, which is a consequence of the results in [28]. We will provide the detailed derivations
in Appendix-F.
Lemma 7. Define µ′ = µσ(Y ), l′ = lσ¯(Y ). Further define constants,
a = 20l′[max(
cσ¯(Y )
µ′
,
l′
µ′
)]2[max(
β
αl′c
,
l′
µ′
)]2κ(Y )
τ =
β
2α
σ(Y )
a
ν = max(
√
2(l′ + σ¯(Y )c)2 + 2
β2
α2
σ¯(Y ),
√
2σ¯(Y ) + 8
β2
α2c2
).
Then we define matrix,
P0 =
 βαaI βαY 1/2
β
αY
1/2 aI
 , P =
 βαaY −1 βαI
β
αI aI

and constant,
ρ = (e−
τα
2 +
α2ν2κ(P0)
2
).
Then, we have,
‖z(t+ 1)− z∗(t)‖P ≤ ρ‖z(t)− z∗(t)‖P (36)
where norm ‖ · ‖P is defined as ‖z‖P =
√
zTPz. Further, fixing β/α, we have ρ < 1 when α is small enough.
Lemma 7, specifically eq. (36), says that that z(t + 1) gets closer to the equilibrium point z∗(t) by at least a
fixed ratio ρ compared to z(t), where the distance is measured in a specially constructed norm ‖ · ‖P . From (36)
we can easily get,
‖z(t)− z∗(t)‖P
≤ ρ‖z(t− 1)− z∗(t− 1)‖P + ‖z∗(t)− z∗(t− 1)‖P
≤ ρt‖z(0)− z∗(0)‖P +
t−1∑
k=0
ρt−1−k‖z∗(k + 1)− z∗(k)‖P (37)
We now convert (37) into a bound on ‖qˆ(t)− qˆ∗(t)‖. First we have
‖z(t)− z∗(t)‖P ≥
√
σ(P )‖qˆ(t)− q∗(t)‖. (38)
Recall that z∗(t) = [qˆ∗(λ(t))T , ξ∗(λ(t))T ]T is the unique saddle point of L(·, ·,λ(t)). Using Lemma 4 (b)
(also using ‖X˜‖ = √2‖X‖),
‖z∗(t+ 1)− z∗(t)‖2P
≤ σ¯(P )
[
‖qˆ∗(t+ 1)− qˆ∗(t)‖2 + ‖ξ∗(t+ 1)− ξ∗(t)‖2
]
≤ σ¯(P )
:=C20︷ ︸︸ ︷[
2(
‖X‖
µ
)2 + 8(
l
µ
)2‖X‖2
]
‖λ(t+ 1)− λ(t)‖2. (39)
Using (38) and (39) in (37), we have,
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(t) ≤ ‖X˜‖‖qˆ(t)− qˆ∗(t)‖
≤ ‖X˜‖ 1√
σ(P )
‖z(t)− z∗(t)‖P
≤
:=C1︷ ︸︸ ︷
‖X˜‖
√
κ(P )‖z(0)− z∗(0)‖ ρt
+ ‖X˜‖
√
κ(P )C0︸ ︷︷ ︸
:=C2
t−1∑
k=0
ρt−1−k‖λ(k + 1)− λ(k)‖ (40)
which concludes the proof of Lemma 5.
E. Inexact Gradient Method, Proof of Lemma 6
Proof. Let l′′ = ‖X˜‖
2
µ . Then S is l′′-smooth. By concavity and smoothness,
S(λ(t+ 1))− S(λ(t))
≥ 〈∇S(λ(t)),λ(t+ 1)− λ(t)〉 − l
′′
2
‖λ(t+ 1)− λ(t)‖2
= 〈g(t),λ(t+ 1)− λ(t)〉+ 〈∇S(λ(t))− g(t),λ(t+ 1)− λ(t)〉
− l
′′
2
‖λ(t+ 1)− λ(t)‖2. (41)
By projection property, we have,
〈λ(t)− λ(t+ 1),λ(t) + γg(t)− λ(t+ 1)〉 ≤ 0
which implies
〈g(t),λ(t+ 1)− λ(t)〉 ≥ 1
γ
‖λ(t+ 1)− λ(t)‖2. (42)
Also notice that
〈∇S(λ(t))− g(t),λ(t+ 1)− λ(t)〉
≥ − l
′′
2
‖λ(t+ 1)− λ(t)‖2 − 1
2l′′
‖∇S(λ(t))− g(t)‖2.
Plugging the above and (42) into (41), we have
S(λ(t+ 1))− S(λ(t))
≥ ( 1
γ
− l′′)‖λ(t+ 1)− λ(t)‖2 − 1
2l′′
‖∇S(λ(t))− g(t)‖2
Summing up the above from t = 0, . . . , τ , we get,
S(λ(τ + 1))− S(λ(0)) ≥ ( 1
γ
− l′′)
τ∑
t=0
‖λ(t+ 1)− λ(t)‖2
− 1
2l′′
τ∑
t=0
‖∇S(λ(t))− g(t)‖2 (43)
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Now we bound
∑τ
t=0 ‖∇S(λ(t))− g(t)‖2. By the condition in this lemma, we have
‖∇S(λ(t))− g(t)‖
≤ C1ρt + C2
t−1∑
k=0
ρt−1−k‖λ(k + 1)− λ(k)‖ = 〈χ,νt〉
where we define vector χ = [C1, C2‖λ(1) − λ(0)‖, . . . , C2‖λ(τ) − λ(τ − 1)‖]T ∈ Rτ+1, and vector νt =
[ρt, ρt−1, . . . , ρ, 1, 0, . . . , 0]T ∈ Rτ+1 for 0 ≤ t ≤ τ . Then
τ∑
t=0
‖∇S(λ(t))− g(t)‖2 ≤
τ∑
t=0
χT (νtν
T
t )χ = χ
TV χ
where V =
∑τ
t=0 νtν
T
t ∈ R(τ+1)×(τ+1). Obviously V is symmetric and positive semi-definite, with each entry be-
ing nonnegative. Now, for 1 ≤ i ≤ j ≤ τ+1, the (i, j)’th entry of V is Vij =
∑τ
t=j−1 ρ
t+1−iρt+1−j < ρj−i 11−ρ2 <
ρj−i
1−ρ . Therefore, fixing i,
∑τ+1
j=i |Vij | <
∑τ+1
j=i
ρj−i
1−ρ <
1
(1−ρ)2 ,
∑i−1
j=1 |Vij | =
∑i−1
j=1 Vji <
∑i−1
j=1 ρ
i−j 1
1−ρ <
1
(1−ρ)2 .
So,
‖V ‖1 ≤ sup
i
τ+1∑
j=1
|Vij | ≤ 2
(1− ρ)2 .
This implies that
τ∑
t=0
‖∇S(λ(t))− g(t)‖2
≤ 2
(1− ρ)2 ‖χ‖
2
≤ 2
(1− ρ)2C
2
1 +
2
(1− ρ)2C
2
2
τ−1∑
t=0
‖λ(t+ 1)− λ(t)‖2.
Plugging this into (43), we have
S(λ(τ + 1))− S(λ(0))
≥ ( 1
γ
− l′′ − C
2
2
l′′(1− ρ)2 )
τ∑
t=0
‖λ(t+ 1)− λ(t)‖2 − C
2
1
l′′(1− ρ)2 .
So if we choose γ < min( 12l′′ ,
l′′(1−ρ)2
2C22
), we have 1γ − l′′ − C
2
2
l′′(1−ρ)2 > 0. Since S is upper bounded, we have∑∞
t=0 ‖λ(t + 1) − λ(t)‖2 < ∞, which implies ‖λ(t + 1) − λ(t)‖ → 0. The above inequality also implies that
S(λ(τ + 1)) is lower bounded regardless of τ .
F. Proof of Lemma 7
In this section, since we only consider one step update, we drop the dependence on t in the notations. Specifically,
we write λ(t) as λ, qˆ∗(t) and ξ∗(t) as qˆ∗ and ξ∗, qˆ(t) and ξ(t) as qˆ and ξ, qˆ(t+ 1) and ξ(t+ 1) as qˆ+ and ξ+,
and at last, z∗(t), z(t) and z(t+ 1) as z∗, z and z+.
We now do the following change of variable from qˆ to y, y = Y −1/2qˆ (y+, y∗ are defined similarly), while
ξ stays unchanged. Correspondingly, vector z becomes
w =
 Y −1/2 0
0 I
 z =
 Y −1/2qˆ
ξ

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and w+, w∗ are defined correspondingly. We then rewrite the Lagrangian in the new variables, L˜(y, ξ) =
L(Y 1/2y, ξ,λ) (we drop the dependence of L˜ on λ since throughout this section, λ is fixed). Then, the saddle
point of L˜ is simply w∗. Recall the update equation from z to z+ are
qˆ+ = qˆ− αY∇qˆL(qˆ, ξ,λ)
ξ+ = ξ + β∇ξL(qˆ, ξ,λ).
Now we rewrite the above update equation in variable w and get,
y+ = y − αY 1/2∇qˆL(qˆ, ξ,λ)
= y − α∇yL˜(y, ξ) (44)
ξ+ = ξ + β∇ξL(qˆ, ξ,λ)
= ξ + β∇ξL˜(y, ξ). (45)
Next, notice that L˜(y, ξ) = f(Y 1/2y) +λT (X˜Y 1/2y−vb) +K(ξ, Y 1/2y) is precisely the augmented Lagrangian
for the following optimization problem,
min
y
f(Y 1/2y) + λT (X˜Y 1/2y − vb) (46)
s.t. q ≤ Y 1/2y ≤ q¯.
The objective in (46) is µ′-strongly convex and l′-smooth, where µ′ = µσ(Y ), l′ = lσ¯(Y ). Then, by [28, Thm. 3,
Lem. 4, Lem. 5], we have the update (44) (45) is a contraction, which is formally stated in the following Proposition.
Proposition 8. ( [28, Thm. 3, Lem. 4, Lem. 5]) Given µ′, l′, c and matrix Y , define constants,
a = 20l′[max(
cσ¯(Y )
µ′
,
l′
µ′
)]2[max(
β
αl′c
,
l′
µ′
)]2κ(Y )
τ =
β
2α
σ(Y )
a
ν = max(
√
2(l′ + σ¯(Y )c)2 + 2
β2
α2
σ¯(Y ),
√
2σ¯(Y ) + 8
β2
α2c2
).
Then we define matrix,
P0 =
 βαaI βαY 1/2
β
αY
1/2 aI
 ,
and constant,
ρ = (e−
τα
2 +
α2ν2κ(P0)
2
).
Then we have,
‖w+ −w∗‖P0 ≤ ρ‖w −w∗‖P0
and further, fixing the ratio β/α, we have ρ < 1 if α is small enough.
Since w,w+ and w∗ are linear transforms of z,z+ and z∗, we have
‖z+ − z‖P ≤ ρ‖z− z∗‖P
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where
P =
 Y −1/2 0
0 I
 βαaI βαY 1/2
β
αY
1/2 aI
 Y −1/2 0
0 I

=
 βαaY −1 βαI
β
αI aI
 .
This concludes the proof of Lemma 7.
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