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1. Introduction
C. Alsina and J.L. Garcia-Roig [1] considered the conditional functional equation
‖x‖ = ‖y‖ implies f (x+ y) = f (x) + f (y), (1.1)
where f : X → Y is a continuous mapping from a real inner product space (X, 〈·, ·〉) with dim X  2 into a real topological
vector space Y . They obtained the linearity of such a function f in the case where Y = Rn . On the other hand, Gy. Szabó [10]
proved that if (X,‖ · ‖) is a real normed linear space with dim X  3 and (Y ,+) is an abelian group, then a mapping
f : X → Y satisﬁes the conditional Cauchy equation (1.1) if and only if f is additive. In the mentioned paper Gy. Szabó
studied also the conditional Cauchy equation of the form
‖x+ y‖ = ‖x− y‖ implies f (x+ y) = f (x) + f (y), (1.2)
showing that with the same assumptions on the spaces considered, the odd solutions of (1.2) have to be additive. It is worth
underlining that (1.2) is nothing else, but the equation of orthogonal additivity with orthogonality relation deﬁned in the
sense of James (see e.g. [5,6]).
In [4] R. Ger and the author proceeded with the study of (1.1) and (1.2) with the norm replaced by an abstract function
fulﬁlling suitable conditions. In [4] we dealt also with more general structures than those considered in [1] and [10] and
we were studying the Hyers–Ulam stability problem for such general version of (1.1). The stability problems for (1.2) and its
general version were studied in [9].
M. Ziółkowski [11] obtained analogous results for such general conditional forms of the Jensen functional equation.
In the present paper we will study a generalized stability of the Cauchy and Jensen functional equations, where the
respective Cauchy or Jensen differences are approximated by arbitrary functions, so we will deal with the stability of func-
tional equations in the spirit of D.G. Bourgin [2].
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Because of the unexpected form of its solutions, particularly the ﬁrst such conditional equation is very interesting to be
studied. In [8] one can ﬁnd also several applications of the results from the present paper.
2. Cauchy functional equation
We begin our considerations by recalling two theorems from [4].
Theorem A. Let X be a real linear space with dim X  2, (Y ,+) be an abelian group, Z be a given nonempty set and let γ : X → Z be
an even mapping such that:
(a)1 for any two linearly independent vectors x, y ∈ X there exist linearly independent vectors u, v ∈ lin{x, y} such that γ (u + v) =
γ (u − v);
(a)2 if x, y ∈ X are such that γ (x+ y) = γ (x− y), then γ (αx+ y) = γ (αx− y) for all α ∈ R;
(a)3 for every x ∈ X and λ ∈ R+ := (0,∞) there is y ∈ X such that γ (x+ y) = γ (x− y) and γ ((λ + 1)x) = γ ((1− λ)x+ 2y).
If f : X → Y for x, y ∈ X satisﬁes the condition
γ (x) = γ (y) implies f (x+ y) = f (x) + f (y), (2.1)
then f is additive.
Theorem B. Let (X,+), (Y ,+) and (Z ,+) be topological groups. Assume that (X,+) and (Y ,+) are commutative, (Y ,+) has no
elements of order 2 and (Z ,+) is equipped with a connected binary relation ≺⊂ Z × Z (i.e., for all x, y ∈ Z we have x ≺ y or y ≺ x or
x = y) having the following two properties:
(b)1 for every x ∈ Z the relationship 0 ≺ x implies that −x ≺ 0;
(b)2 the half-lines {x ∈ Z : x ≺ 0} and {x ∈ Z : 0 ≺ x} are disjoint and open in Z .
Moreover, let γ : X → Z be a continuous mapping satisfying the condition
(b)3 for every x, y ∈ X the set {t ∈ X: γ (x+ t) = γ (x− t) = γ (y)} is nonempty and connected provided that γ (x) ≺ γ (y).
Then f : X → Y is a solution of the conditional functional equation (2.1) if and only if f is additive.
It was also shown in [4] that under the respective assumptions from Theorems A or B, if (Y ,‖ · ‖) is a real Banach space,
ε is a given positive number, the function f : X → Y satisﬁes the condition
γ (x) = γ (y) implies ∥∥ f (x+ y) − f (x) − f (y)∥∥ ε,
and γ admits a solution Γ : Z → Z of the functional equation γ (2x) = Γ (γ (x)), x ∈ X , then there exists exactly one additive
mapping g : X → Y such that ‖ f (x) − g(x)‖ ε, x ∈ X .
Since the assumptions from Theorems A and B will be used in the sequel, in order to make them more readable, we give
here some examples of functions γ fulﬁlling these assumptions (for details see [4,9]).
Example 2.1. Let (X, 〈·|·〉) be a real inner product space with dim X  2, Z = R and γ (x) := ‖x‖, x ∈ X . Then function γ
satisﬁes (a)1, (a)2 and (a)3.
Example 2.2. Let X, Z be real linear spaces and let A : X2 → Z be a bilinear and symmetric mapping such that

 for every positive λ and every x ∈ X there is y ∈ X fulﬁlling the conditions A(x, y) = 0 and A(y, y) = λA(x, x);

 for each two linearly independent vectors x, y ∈ X there exist linearly independent vectors u, v ∈ lin{x, y} such that
A(u, v) = 0.
Then γ : X → Z deﬁned by γ (x) := A(x, x), x ∈ X , satisﬁes (a)1, (a)2 and (a)3.
Example 2.3. Let (X,‖ · ‖) be a real normed linear space with dim X  3. If Z = R, ≺ stands for the usual inequality < and
γ : X → R is deﬁned as γ (x) := ‖x‖, x ∈ X, then such a function γ and ≺ satisfy (b)1, (b)2 and (b)3.
Example 2.4. Let X be a real linear space. Assume that (H, 〈·|·〉) is a real inner product space with dim H  3, and L : X → H
is a linear surjection. Take Z := R, ≺ := < and deﬁne a function γ : X → R by the formula γ (x) := ‖L(x)‖, x ∈ X . Then (b)1,
(b)2 and (b)3 are satisﬁed.
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the continuity of function γ in Theorem B were used exclusively to get a solution t of the following system of equations:
γ (t) = γ (y),
γ (2x− t) = γ (y), (2.2)
γ (y + t) = γ (2x+ y − t),
where x and y are arbitrarily given. In many instances we may get the existence of such a t in a direct way whenever
γ (x) ≺ γ (y).
Let P be a nonempty subset of X × X . Consider functions ϕ : X × X → [0,∞) and γ : X → Z such that either
1o (i) the series
∑∞
n=1 2−nϕ(2n−1x,2n−1x) is convergent for each x ∈ X ; denote its sum by Φ(x);
(ii) limn→∞ 2−nϕ(2nx,2n y) = 0 for all (x, y) ∈P ;
(iii) the function γ admits a solution Γ : Z → Z of the functional equation γ (2x) = Γ (γ (x)) for all x ∈ X ;
or
2o (i) the series
∑∞
n=1 2n−1ϕ(2−nx,2−nx) is convergent for each x ∈ X ; denote its sum by Φ(x);
(ii) limn→∞ 2nϕ(2−nx,2−n y) = 0 for all (x, y) ∈P ;
(iii) the function γ admits a solution Γ : Z → Z of the functional equation γ ( x2 ) = Γ (γ (x)) for all x ∈ X .
In what follows we will deal with the general stability of (2.1), namely we will study the condition
γ (x) = γ (y) implies ∥∥ f (x+ y) − f (x) − f (y)∥∥ ϕ(x, y). (2.3)
Our ﬁrst result reads as follows.
Theorem 2.1. Let (X,+) be an abelian group uniquely divisible by 2, (Y ,‖ · ‖) be a Banach space and Z be a given nonempty set.
Assume that P := {(x, y) ∈ X × X: γ (x) = γ (y)}, ϕ : X × X → [0,∞) and γ : X → Z satisfy either 1o or 2o . Given a solution
f : X → Y of (2.3), there exists exactly one solution F : X → Y of (2.1) such that
∥∥ f (x) − F (x)∥∥Φ(x), x ∈ X . (2.4)
Proof. From (2.3) we have
∥∥ f (2x) − 2 f (x)∥∥ ϕ(x, x), x ∈ X . (2.5)
Assume that ϕ : X × X → [0,∞) and γ : X → Z satisfy 1o. From (2.5) we obtain
∥∥∥∥ f (x) − 12n f
(
2nx
)∥∥∥∥
n∑
i=1
∥∥∥∥ 12i−1 f
(
2i−1x
)− 1
2i
f
(
2i x
)∥∥∥∥
n∑
i=1
1
2i
ϕ
(
2i−1x,2i−1x
)
for all x ∈ X and n ∈ N.
On account of (i) one can show that the sequence ( 12n f (2
nx))n∈N is convergent; let us denote the limit by F (x) for each
ﬁxed x ∈ X . Hence, (2.4) is satisﬁed with Φ deﬁned in (i).
Fix x, y ∈ X such that γ (x) = γ (y). By (iii), we have also γ (2nx) = γ (2n y) for all n ∈ N, so
∥∥ f (2nx+ 2n y)− f (2nx)− f (2n y)∥∥ ϕ(2nx,2n y),∥∥∥∥ 12n f
(
2nx+ 2n y)− 1
2n
f
(
2nx
)− 1
2n
f
(
2n y
)∥∥∥∥ 12n ϕ
(
2nx,2n y
)
,
and letting n tend to inﬁnity, by (ii) we get
∥∥F (x+ y) − F (x) − F (y)∥∥ 0,
so, F satisﬁes (2.1).
In order to prove the uniqueness of F , assume that Fi , i ∈ {1,2}, are two mappings satisfying with given γ and ϕ
conditions (2.1) and (2.4). Directly from (2.1) for all x ∈ X we have Fi(2x) = 2Fi(x), i ∈ {1,2}, and then inductively for all
x ∈ X and m ∈ N one gets Fi(2mx) = 2mFi(x), i ∈ {1,2}. Consequently,
2m
∥∥F1(x) − F2(x)∥∥ ∥∥F1(2mx)− f (2mx)∥∥+ ∥∥ f (2mx)− F2(2mx)∥∥ 2Φ(2mx),∥∥F1(x) − F2(x)∥∥ 1 Φ(2mx).2m−1
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lim
m→∞
1
2m−1
Φ
(
2mx
)= lim
m→∞
∞∑
n=1
1
2n+m−1
ϕ
(
2n+m−1x,2n+m−1x
)= lim
m→∞
∞∑
j=m
1
2 j
ϕ
(
2 j x,2 j x
)= 0,
so F1 = F2.
Assume now 2o. From (2.5) we get
∥∥∥∥ f (x) − 2n f
(
x
2n
)∥∥∥∥
n∑
i=1
∥∥∥∥2i−1 f
(
x
2i−1
)
− 2i f
(
x
2i
)∥∥∥∥
n∑
i=1
2i−1ϕ
(
x
2i
,
x
2i
)
for all x ∈ X and n ∈ N. Using the same procedure as in the ﬁrst part of the proof, on account of assumptions 2o, we infer
that there exists F : X → Y satisfying (2.1) and (2.4), and such F is unique. This completes the proof. 
Among the examples of functions ϕ one can often ﬁnd functions of the form ϕ(x, y) := ε(‖x‖p + ‖y‖p) or ϕ(x, y) :=
ε‖x+ y‖p in the literature. The following result is a direct application of Theorem 2.1.
Corollary 2.1. Let (X,‖ · ‖) be a real normed linear space, (Y ,‖ · ‖) be a real Banach space, and let f : X → Y satisﬁes the condition
‖x‖ = ‖y‖ implies ∥∥ f (x+ y) − f (x) − f (y)∥∥ ε‖x‖p
for some ε > 0 and p > 1. Then there exists exactly one function F : X → Y such that
‖x‖ = ‖y‖ implies F (x+ y) = F (x) + F (y)
and
∥∥ f (x) − F (x)∥∥ ε‖x‖p
2p − 2 , x ∈ X .
Under the additional assumptions, using Theorems A or B we are able to give the form of function F appearing in
Theorem 2.1. Namely, we have the following.
Theorem 2.2. Let X be a real linear space with dim X  2 and (Y ,‖ · ‖) be a Banach space. Assume that either
(I) Z is a given nonempty set and γ : X → Z is an even mapping satisfying conditions (a)1 , (a)2 and (a)3 ,
or
(II) (Z ,+) is a topological group equipped with a connected binary relation≺⊂ Z × Z having properties (b)1 and (b)2 and γ : X → Z
is a continuous mapping satisfying (b)3 .
Let P := {(x, y) ∈ X × X: γ (x) = γ (y)}, ϕ : X × X → [0,∞) and γ satisfy either 1o or 2o . If f : X → Y fulﬁlls for all x, y ∈ X
condition (2.3), then there exists exactly one additive mapping A : X → Y such that
∥∥ f (x) − A(x)∥∥Φ(x), x ∈ X .
Remark 2.2. For the set (I) of assumptions, conditions 1o(iii) and 2o(iii) follow, in fact, from (a)2.
Remark 2.3. In case ϕ is constant in Theorem 2.2, for the set (II) of assumptions we may have (X,+) being an abelian
topological group.
Consider now another conditional Cauchy functional equation, namely
γ (x+ y) = γ (x− y) implies f (x+ y) = f (x) + f (y). (2.6)
It was shown in [4] that under some assumptions about function γ , odd solutions of (2.6) have to be additive. A conditional
inequality of the form
γ (x+ y) = γ (x− y) implies ∥∥ f (x+ y) − f (x) − f (y)∥∥ ε (2.7)
was studied by the author in [9]. Now we will study a general form of (2.7), i.e.,
γ (x+ y) = γ (x− y) implies ∥∥ f (x+ y) − f (x) − f (y)∥∥ ϕ(x, y). (2.8)
We start with results concerning odd solutions of (2.8).
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fulﬁlling γ (0) ≺ γ (x) or γ (0) = γ (x) for all x ∈ X. LetP := {(x, y) ∈ X× X: γ (x+ y) = γ (x− y)},ϕ : X× X → [0,∞) and γ satisfy
either 1o or 2o and (in both cases)
(iv) there exists M  1 such that for all x, y ∈ X, if γ (2x) = γ (2y) and γ (x+ y) = γ (x− y) then
max
{
ϕ(x, y),ϕ(x,−y),ϕ(x+ y, x− y)} Mϕ(x, x).
If f : X → Y is an odd function satisfying for all x, y ∈ X condition (2.8), then there exists exactly one additive mapping A : X → Y
such that
∥∥ f (x) − A(x)∥∥ 3MΦ(x), x ∈ X . (2.9)
Proof. Assume (I). Fix x ∈ X . From (a)3 (with λ = 1) there exists y ∈ X such that γ (x + y) = γ (x − y) and γ (2x) = γ (2y).
In both cases 1o and 2o by (2.8), the oddness of f and the evenness of γ , we have
∥∥ f (2x) − 2 f (x)∥∥ ∥∥ f (2x) − f (x+ y) − f (x− y)∥∥+ ∥∥ f (x+ y) − f (x) − f (y)∥∥+ ∥∥ f (x− y) − f (x) + f (y)∥∥
 ϕ(x+ y, x− y) + ϕ(x, y) + ϕ(x,−y).
So, by (iv),
∥∥ f (2x) − 2 f (x)∥∥ 3Mϕ(x, x), x ∈ X, (2.10)
whence, also
∥∥∥∥ f (x) − 2 f
(
x
2
)∥∥∥∥ 3Mϕ
(
x
2
,
x
2
)
, x ∈ X . (2.11)
Assume now (II) and take x ∈ X . Consider case 1o. If γ (x) = γ (0) then on account of (iii) we have γ (2x) = γ (0). Hence,
setting y := x in (2.8) we obtain
∥∥ f (2x) − 2 f (x)∥∥ ϕ(x, x) 3Mϕ(x, x).
Suppose now that γ (0) ≺ γ (x). On account of Remark 2.1, after suitable substitutions there exists y ∈ X such that γ (x) =
γ (y) and γ (x + y) = γ (x − y). By 1o(iii) we have also γ (2x) = γ (2y), and the same approximation as in the ﬁrst part of
the proof gives (2.10).
Consider now case 2o. If γ (x) = γ (0) then replacing x and y in (2.8) by x2 we obtain∥∥∥∥ f (x) − 2 f
(
x
2
)∥∥∥∥ ϕ
(
x
2
,
x
2
)
 3M
(
x
2
,
x
2
)
.
If γ (0) ≺ γ (x) then, as before, there exists y ∈ X such that γ (x) = γ (y) and γ (x + y) = γ (x − y). By (iii), we have also
γ ( x+y2 ) = γ ( x−y2 ) and∥∥∥∥ f (x) − 2 f
(
x
2
)∥∥∥∥
∥∥∥∥ f (x) − f
(
x+ y
2
)
− f
(
x− y
2
)∥∥∥∥+
∥∥∥∥ f
(
x+ y
2
)
− f
(
x
2
)
− f
(
y
2
)∥∥∥∥
+
∥∥∥∥ f
(
x− y
2
)
− f
(
x
2
)
+ f
(
y
2
)∥∥∥∥
 ϕ
(
x+ y
2
,
x− y
2
)
+ ϕ
(
x
2
,
y
2
)
+ ϕ
(
x
2
,− y
2
)
,
so, by (iv), again we have (2.11).
Now, using the same approach as in the proof of Theorem 2.1 we compute the approximation function, we show that
there exists the unique solution A of (2.6) such that approximation (2.9) holds, and by Theorems A or B, depending on the
respective assumptions, we infer that the function A has to be additive, which ﬁnishes the proof. 
Remark 2.4. A careful inspection of the proof of the previous theorem allows us to observe that in order to get a “pure”
stability result for (2.6) regardless of its solutions one does not have to assume the whole (I) or (II). Namely, from (I) we
only need that γ satisﬁes (a)3 with λ = 1, and for (II) it is enough to know that for each x ∈ X with γ (0) ≺ γ (x) there
exists y ∈ X such that γ (x) = γ (y) and γ (x+ y) = γ (x− y).
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compare it with the approach for orthogonally additive functions from the authors’ paper [7]). In such cases, however, we
do not know the form of its solutions, we get only the “pure” stability results. For the completeness of the paper and for
the future applications we give the just mentioned results.
For a given nonempty set P ∈ X × X , similarly to 1o and 2o, consider the following properties of functions ϕ : X × X →
[0,∞) and γ : X → Z : either
3o (i) the series
∑∞
n=0 41−nϕ(2n−1x,2n−1x) is convergent for each x ∈ X ; denote its sum by Ψ (x);
(ii) limn→∞ 4−nϕ(2nx,2n y) = 0 for all (x, y) ∈P ;
(iii) the function γ admits a solution Γ : Z → Z of the functional equation γ (2x) = Γ (γ (x)) for all x ∈ X ;
or
4o (i) the series
∑∞
n=1 4nϕ(2−nx,2−nx) is convergent for each x ∈ X ; denote its sum by Ψ (x);
(ii) limn→∞ 4nϕ(2−nx,2−n y) = 0 for all (x, y) ∈P ;
(iii) the function γ admits a solution Γ : Z → Z of the functional equation γ ( x2 ) = Γ (γ (x)) for all x ∈ X ,
and, additionally, consider the condition
(v) there exists M  1 such that for all x, y ∈ X , if γ (2x) = γ (2y) and γ (x+ y) = γ (x− y) then
max
{
ϕ(x, y),ϕ(x,−y),ϕ(x+ y, x− y),ϕ(x+ y, y − x)} Mϕ(x, x).
Further, analogously to (I) and (II), we introduce the following assumptions:
(I)′ Z is a given nonempty set and γ : X → Z is an even mapping satisfying (a)3 with λ = 1,
or
(II)′ (Z ,+) is a group equipped with a connected binary relation ≺⊂ Z × Z with the properties: for each x ∈ X we have
γ (0) ≺ γ (x) or γ (0) = γ (x) and for each x ∈ X there exists y ∈ X such that γ (x) = γ (y) and γ (x+ y) = γ (x− y).
Proposition 2.1. Let X be a real linear space with dim X  2 and (Y ,‖ · ‖) be a Banach space. Assume either (I)′ or (II)′ . Let P :=
{(x, y) ∈ X × X: γ (x+ y) = γ (x− y)}, ϕ : X × X → [0,∞) and γ satisfy either 3o or 4o and (in both cases) (v).
If f : X → Y is an even function satisfying for all x, y ∈ X condition (2.8), then there exists exactly one mapping B : X → Y
satisfying (2.6) and such that
∥∥ f (x) − B(x)∥∥ MΨ (x), x ∈ X . (2.12)
Proof. Assume (I)′ and ﬁx x ∈ X . There exists y ∈ X such that γ (x + y) = γ (x− y) and γ (2x) = γ (2y). In case 3o we have
also γ (2x+ 2y) = γ (2x− 2y) and γ (4x) = γ (4y), and using (v) we obtain
∥∥ f (4x) − 4 f (2x)∥∥ ∥∥ f (4x) − f (2x+ 2y) − f (2x− 2y)∥∥+ ∥∥ f (2x+ 2y) − f (2x) − f (2y)∥∥
+ ∥∥ f (2x− 2y) − f (2x) − f (2y)∥∥+ 2∥∥ f (2y) − f (x+ y) − f (y − x)∥∥
+ 2∥∥ f (x+ y) + f (x− y) − f (2x)∥∥
 ϕ(2x+ 2y,2x− 2y) + ϕ(2x,2y) + ϕ(2x,−2y) + 2ϕ(x+ y, y − x) + 2ϕ(x+ y, x− y)
 3Mϕ(2x,2x) + 4Mϕ(x, x).
So,
∥∥ f (2x) − 4 f (x)∥∥ 3Mϕ(x, x) + 4Mϕ
(
x
2
,
x
2
)
, x ∈ X . (2.13)
In case 4o we have also γ ( x+y2 ) = γ ( x−y2 ) and γ (x) = γ (y), and again we get (2.13).
Assume now (II)′ and ﬁx x ∈ X . There exists y ∈ X such that γ (x) = γ (y) and γ (x + y) = γ (x − y). In case 3o we have
also γ (2x) = γ (2y) and we approximate ‖ f (2x) − 4 f (x)‖. In case 4o we have also γ ( x2 ) = γ ( y2 ) and γ ( x+y2 ) = γ ( x−y2 ) and
we approximate ‖ f (x) − 4 f ( x )‖. Both situations lead to (2.13).2
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∥∥∥∥ f (x) − 14n f
(
2nx
)∥∥∥∥
n∑
i=1
∥∥∥∥ 14i−1 f
(
2i−1x
)− 1
4i
f
(
2i x
)∥∥∥∥
= 4M
n−1∑
i=1
1
4i
ϕ
(
2i−1x,2i−1x
)+ 3M
4n
ϕ
(
2n−1x,2n−1x
)+ Mϕ
(
x
2
,
x
2
)
 M
n−1∑
i=0
1
4i−1
ϕ
(
2i−1x,2i−1x
)+ 3M
4n
ϕ
(
2n−1x,2n−1x
)
and
∥∥∥∥ f (x) − 4n f
(
x
2n
)∥∥∥∥
n∑
i=1
∥∥∥∥4i−1 f
(
x
2i−1
)
− 4i f
(
x
2i
)∥∥∥∥
= M
n∑
i=2
4iϕ
(
x
2i
,
x
2i
)
+ 3Mϕ
(
x
2
,
x
2
)
+ 4nMϕ
(
x
2n+1
,
x
2n+1
)
 M
n∑
i=1
4iϕ
(
x
2i
,
x
2i
)
+ 4nMϕ
(
x
2n+1
,
x
2n+1
)
.
From 3o(i) or 4o(i) one of the sequences ( 14n f (2
nx))n∈N and (4n f ( x2n ))n∈N is convergent. Let us denote the limit by B(x)
for each ﬁxed x ∈ X . Moreover, the last summand in the appropriate above approximations tends to zero while n tending to
inﬁnity. Hence, we get (2.12) with Ψ deﬁned in 3o(i) or 4o(i).
On account of (ii) and (iii) in 3o or 4o for corresponding cases, we derive that B satisﬁes (2.1). The uniqueness we obtain
analogously as in Theorem 2.1. This ﬁnishes the proof. 
As a consequence of the previous results we get the following.
Theorem 2.4. Let X be a real linear space with dim X  2 and (Y ,‖·‖) be a Banach space. Assume either (I)′ or (II)′ . LetP := {(x, y) ∈
X × X: γ (x + y) = γ (x − y)}, ϕ : X × X → [0,∞) and γ satisfy both one of the conditions 1o or 2o and one of the conditions 3o
or 4o , and in each case (v) holds true. Assume, moreover, that γ (x) = γ (y) implies γ (−x) = γ (−y) for any x, y ∈ X. If f : X → Y
fulﬁlls for all x, y ∈ X condition (2.8), then there exists a uniquely determined function F : X → Y satisfying (2.6) and such that
∥∥ f (x) − F (x)∥∥ 1
2
M
[
3Φ(x) + 3Φ(−x) + Ψ (x) + Ψ (−x)], x ∈ X .
Proof. Observe that the odd part fo of function f satisﬁes the condition
γ (x+ y) = γ (x− y) implies ∥∥ fo(x+ y) − fo(x) − fo(y)∥∥ 1
2
[
ϕ(x, y) + ϕ(−x,−y)],
and the same is valid for the even part fe . Making use of Theorem 2.3, Remark 2.4 and Proposition 2.1 we derive the
existence of functions A, B : X → Y satisfying (2.6) and such that
∥∥ fo(x) − A(x)∥∥ 3
2
M
[
Φ(x) + Φ(−x)], x ∈ X,
∥∥ fe(x) − B(x)∥∥ 1
2
M
[
Ψ (x) + Ψ (−x)], x ∈ X,
whence we get the desired approximation with F := A + B . 
Remark 2.5. If (X,‖ · ‖) is a real normed linear space with dim X  3, γ := ‖ · ‖ and ϕ(x, y) := ε(‖x‖p + ‖y‖p), then we get
the results concerning the generalized stability of the orthogonal additivity with the orthogonality relation deﬁned in the
sense of James (cf. [7, Theorem 2.9]).
3. Jensen functional equation
M. Ziółkowski in [11] considered the conditional Jensen equation
γ (x) = γ (y) implies f
(
x+ y)= f (x) + f (y) . (3.1)
2 2
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proved also the Hyers–Ulam stability result for (3.1).
In what follows we give a generalized stability result for (3.1), studying the conditional inequality
γ (x) = γ (y) implies
∥∥∥∥ f
(
x+ y
2
)
− f (x) + f (y)
2
∥∥∥∥ψ(x, y). (3.2)
We will keep all the notations from the previous section of the paper.
Our ﬁrst result in this section reads as follows.
Theorem 3.1. Let X be a real linear space with dim X  2 and (Y ,‖ · ‖) be a Banach space. Assume (I). Let ψ : X × X → [0,∞) be a
given function and let
ϕ(x, y) := 1
2
[
ψ(x+ y, x− y) + ψ(x+ y, y − x) + ψ(−x− y, x− y) + ψ(−x− y, y − x)]
for all x, y ∈ X. Suppose that ϕ and γ satisfy 1o or 2o with P = {(x, y) ∈ X × X: γ (x + y) = γ (x − y)} and (in both cases) (iv). If
f : X → Y is a function satisfying for all x, y ∈ X condition (3.2), then there exists exactly one additive mapping A : X → Y such that
∥∥ f (x) − f (0) − A(x)∥∥ 3MΦ(x) + 1
2
[
ψ(x,−x) + ψ(−x, x)], x ∈ X . (3.3)
Proof. Let fo, fe denote the odd and even parts of function f , respectively. Then we have
γ (x) = γ (y) implies
∥∥∥∥ fo
(
x+ y
2
)
− fo(x) + fo(y)
2
∥∥∥∥ 12
[
ψ(x, y) + ψ(−x,−y)]. (3.4)
The function f¯ := fe − f (0) is even, f¯ (0) = 0 and for all x, y ∈ X such that γ (x) = γ (y) we have∥∥∥∥ f¯
(
x+ y
2
)
− f¯ (x) + f¯ (y)
2
∥∥∥∥=
∥∥∥∥ fe
(
x+ y
2
)
− fe(x) + fe(y)
2
∥∥∥∥ 12
[
ψ(x, y) + ψ(−x,−y)].
Hence,∥∥∥∥ f¯ (0) − f¯ (x) + f¯ (−x)2
∥∥∥∥ 12
[
ψ(x,−x) + ψ(−x, x)], x ∈ X,
so
∥∥ f¯ (x)∥∥ 1
2
[
ψ(x,−x) + ψ(−x, x)], x ∈ X . (3.5)
Take x, y ∈ X such that γ (x + y) = γ (x − y) (on account of (a)1 such a choice is possible). Then we have γ (x + y) =
γ (y − x) and from (3.4)∥∥∥∥ fo(x) − fo(x+ y) + fo(x− y)2
∥∥∥∥ 12
[
ψ(x+ y, x− y) + ψ(−x− y, y − x)],
∥∥∥∥ fo(y) − fo(x+ y) + fo(y − x)2
∥∥∥∥ 12
[
ψ(x+ y, y − x) + ψ(−x− y, x− y)],
whence,
∥∥ fo(x) + fo(y) − fo(x+ y)∥∥ 1
2
[
ψ(x+ y, x− y) + ψ(x+ y, y − x) + ψ(−x− y, x− y) + ψ(−x− y, y − x)].
So, we have the condition
γ (x+ y) = γ (x− y) implies ∥∥ fo(x) + fo(y) − fo(x+ y)∥∥ ϕ(x, y),
where ϕ(x, y) := 12 [ψ(x+ y, x− y)+ψ(x+ y, y − x)+ψ(−x− y, x− y)+ψ(−x− y, y − x)], x, y ∈ X . By Theorem 2.3 there
exists exactly one additive mapping A : X → Y such that
∥∥ fo(x) − A(x)∥∥ 3MΦ(x), x ∈ X . (3.6)
Consequently, from (3.5) and (3.6),
∥∥ f (x) − f (0) − A(x)∥∥ ∥∥ fo(x) − A(x)∥∥+ ∥∥ f¯ (x)∥∥ 3MΦ(x) + 1
2
[
ψ(x,−x) + ψ(−x, x)]
for all x ∈ X and the proof is completed. 
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instead of the whole (I).
For a given nonempty set P ⊂ X × X we still introduce the following properties of functions ϕ : X × X → [0,∞) and
γ : X → Z : either
5o (i) the series
∑∞
n=0 2−nϕ(2n+1x,0) is convergent for each x ∈ X ; denote its sum by Φ(x);
(ii) limn→∞ 2−nϕ(2nx,2n y) = 0 for all (x, y) ∈P ;
(iii) the function γ admits a solution Γ : Z → Z of the functional equation γ (2x) = Γ (γ (x)) for all x ∈ X ;
or
6o (i) the series
∑∞
n=0 2n+1ϕ(2−nx,0) is convergent for each x ∈ X ; denote its sum by Φ(x);
(ii) limn→∞ 2nϕ(2−nx,2−n y) = 0 for all (x, y) ∈P ;
(iii) the function γ admits a solution Γ : Z → Z of the functional equation γ ( x2 ) = Γ (γ (x)) for all x ∈ X .
For the next result, consider the following property of a function ψ : X × X → [0,∞):
there exists M > 0 such that for all x, y ∈ X with γ (x) ≺ γ (y) and all solutions t ∈ X of system(2.2) we have
max
{
ψ
(
y + t
2
,
2x+ y − t
2
)
,ψ(y, t),ψ(2x− t, y),ψ(t,2x− t)
}
 Mψ(y, y). (3.7)
Theorem 3.2. Let X be a real linear space with dim X  2 and (Y ,‖ · ‖) be a Banach space. Assume (II). Given ψ : X × X → [0,∞)
with the property (3.7), assume that
ϕ(x, y) := max
{
5
2
Mψ(x, x),
5
2
Mψ(y, y),ψ(x, y)
}
, x, y ∈ X,
satisﬁes either 5o or 6o with P = X × X. If f : X → Y is a function verifying for all x, y ∈ X condition (3.2), then there exists a unique
additive function A : X → Y such that
∥∥ f (x) − f (0) − A(x)∥∥Φ(x), x ∈ X . (3.8)
Proof. Assume 5o. Fix x, y ∈ X . Let ﬁrst γ (x) ≺ γ (y). Then there is a solution t ∈ X of (2.2), so we have also γ (2t) =
γ (4x− 2t) = γ (2y), and by (3.2) and (3.7) we get
∥∥2 f (x+ y) − f (2x) − f (2y)∥∥ ∥∥2 f (x+ y) − f (y + t) − f (2x+ y − t)∥∥+
∥∥∥∥ f (y + t) − f (2y) + f (2t)2
∥∥∥∥
+
∥∥∥∥ f (2x+ y − t) − f (4x− 2t) + f (2y)2
∥∥∥∥+
∥∥∥∥ f (2t) + f (4x− 2t)2 − f (2x)
∥∥∥∥
 2ψ(y + t,2x+ y − t) + ψ(2y,2t) + ψ(4x− 2t,2y) + ψ(2t,4x− 2t) 5Mψ(2y,2y).
If now γ (y) ≺ γ (x), we use the same reasoning with interchanged x and y. For the case γ (x) = γ (y), and so γ (2x) = γ (2y),
we apply directly (3.2). Consequently,∥∥∥∥ f (x+ y) − f (2x) + f (2y)2
∥∥∥∥max
{
5
2
Mψ(2x,2x),
5
2
Mψ(2y,2y),ψ(2x,2y)
}
for all x, y ∈ X, which gives∥∥∥∥ f
(
x+ y
2
)
− f (x) + f (y)
2
∥∥∥∥ ϕ(x, y), x, y ∈ X, (3.9)
where ϕ(x, y) := max{ 52Mψ(x, x), 52Mψ(y, y),ψ(x, y)}, x, y ∈ X .
Assuming 6o and proceeding similarly (one can compare [11] in this case) we also derive (3.9).
Let f¯ := f − f (0). Then f¯ (0) = 0 and for all x, y ∈ X we have
∥∥∥∥ f¯
(
x+ y
2
)
− f¯ (x) + f¯ (y)
2
∥∥∥∥ ϕ(x, y). (3.10)
Substituting y := 0 in (3.10) gives
∥∥∥∥ f¯
(
x
)
− f¯ (x)
∥∥∥∥ ϕ(x,0), x ∈ X,2 2
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∥∥∥∥ f (x) − 12n f
(
2nx
)∥∥∥∥
n−1∑
i=0
1
2i
ϕ
(
2i+1x,0
)
, x ∈ X, n ∈ N,
and
∥∥∥∥ f (x) − 2n f
(
x
2n
)∥∥∥∥
n−1∑
i=0
2i+1ϕ
(
x
2i
,0
)
, x ∈ X, n ∈ N.
From 5o(i) or 6o(i) one of the sequences ( 12n f (2
nx))n∈N and (2n f ( x2n ))n∈N is convergent. Let us denote the limit by A(x)
for each ﬁxed x ∈ X . Tending with n to inﬁnity we obtain (3.8) with Φ deﬁned in 5o(i) or 6o(i).
The additivity and the uniqueness we prove in a usual way (cf. e.g. the proof of Theorem 2.1) and the proof is ﬁn-
ished. 
The general statements of Theorems 3.1 and 3.2 give us many possibilities for applying them with various settings. An
example of such settings is given in the following corollary.
Corollary 3.1. Let X be a real inner product space, dim X  2, and let (Y ,‖ · ‖) be a Banach space. If f : X → Y is a function satisfying
for all x, y ∈ X the condition
‖x‖ = ‖y‖ implies
∥∥∥∥ f
(
x+ y
2
)
− f (x) + f (y)
2
∥∥∥∥ ε
∥∥∥∥ x+ y2
∥∥∥∥
p
,
where p ∈ (0,1) and ε is a given nonnegative number, then there exists exactly one additive mapping A : X → Y such that
∥∥ f (x) − f (0) − A(x)∥∥ 6ε
21−p − 1‖x‖
p, x ∈ X . (3.11)
Proof. Let γ := ‖ · ‖ (cf. Example 2.1), ψ(x, y) := ε‖ x+y2 ‖p , x, y ∈ X . Then one can check that ϕ(x, y) = ε(‖x‖p + ‖y‖p),
x, y ∈ X , satisﬁes 1o(i)–(iii) and (iv) with Φ(x) = ε 1
1−2p−1 ‖x‖p , x ∈ X , Γ (z) = 2z, z ∈ R, and M = 2p . Consequently, from
Theorem 3.1 there exists a unique additive function A : X → Y satisfying (3.11). 
In the ﬁnal part of this section we will deal with a generalized stability of the conditional functional equation
γ (x+ y) = γ (x− y) implies f
(
x+ y
2
)
= f (x) + f (y)
2
. (3.12)
The form of solutions of (3.12) and the basic stability result one can ﬁnd in Ziółkowski’s paper [11]. Our main result of this
part reads as follows.
Theorem 3.3. Let (X,+) be an abelian group uniquely divisible by 2, (Y ,‖ · ‖) be a Banach space and Z be a given nonempty set.
Assume thatP := {(x, y) ∈ X × X: γ (x+ y) = γ (x− y)}, ϕ : X × X → [0,∞) and γ : X → Z satisfy either 5o or 6o . Given a solution
f : X → Y of
γ (x+ y) = γ (x− y) implies
∥∥∥∥ f
(
x+ y
2
)
− f (x) + f (y)
2
∥∥∥∥ ϕ(x, y), (3.13)
there exists exactly one solution F : X → Y of Eq. (3.12) such that the estimate
∥∥ f (x) − F (x)∥∥Φ(x), x ∈ X, (3.14)
holds true.
Proof. We use similar approach as in the second part of the proof of Theorem 3.2, but with conditions satisﬁed for all
x, y ∈ X such that γ (x+ y) = γ (x− y). 
Apart from some direct applications of the results presented in the paper (see Corollaries 2.1, 3.1, Remark 2.5), the reader
is referred to the papers [3,8] for further applications.
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