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When scattering intensity is plotted against the dimensionless quantity qR, where q
is the magnitude of the scattering wave vector and R is the radius of the particle, in loglog scale the scattering curve shows a power-law structure which defnes characteristic
crossovers. This work reveals some new relationships between the power-law structure
and the particle properties. In this work, computer simulation results from T-matrix, Mie
theory, and discrete dipole approximation methods are used to study the far feld intensity
and the internal feld of the particles.
Scattering by both weakly and strongly refractive particles are studied. For weakly
refractive randomly oriented spheroidal particles, how the phasor cancellation-based tip
volume method can be applied to predict the scattering envelope is demonstrated. The relationship between backscattering enhancement and the curvature of the weakly refractive
particles is explained.

In strongly-refractive particles when the phase shift parameter is high, regions with
higher feld amplitudes start to appear inside the particle. These regions are recognized as
the hot spot regions. In this work, a proper defnition is given to the hot spot region. The
relationships between the hot spot region and the power-law structure, between the hot spot
region and the particle morphology, and between the power-law structure and the particle
morphology are extensively studied for scattering by spherical particles.
A new semi-quantitative phasor analysis method is introduced, and the new method
is used with color-coded phasor plots to identify how different regions of the particle contribute to the scattering pattern to get an insight into the physics behind the scattering. How
different regions of the particle contribute to the second crossover (SC) and the backscattering enhancement is presented. Relationships between the SC, particle size, and relative
refractive index of the particle are derived. It was identifed that the scattering angle at the
SC depends only on the relative refractive index of the particle. How the fndings of this
work can be applied to solve the inverse electromagnetic scattering problem for a single
non-absorbing spherical particle is also discussed.

Key words: electromagnetic scattering, light scattering, spherical, spheroidal, weakly refractive, strongly refractive, small particle, Guinier crossover, second crossover, colorcoded phasor plots, phasor analysis, q-space analysis, tip volume method, size parameter,
hot spots, internal feld, far-feld
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CHAPTER 1
INTRODUCTION

Electromagnetic scattering by small particles has been studied extensively. Many aspects such as scattering by coated spheroids [1], conditions for zero forward scattering
and zero back scattering [2], scattering by moving particles [3, 4, 5, 6, 7], and scattering
of cosmic rays [8, 9] have been investigated. Its applications in felds like astrophysics
[10, 9], plasma physics [10, 11, 12, 13, 14, 15, 16, 17], atmospheric physics [10, 18],
meteorology and radar science [19, 20] have motivated people to explore electromagnetic
scattering further. The foundation for all electromagnetic scattering models are based on
the Maxwell’s equations [Eq. (2.1) - (2.4)]. When the particle size, shape, orientation, and
composition is known fnding the scattering pattern has seen a tremendous improvement
with the increase of computational power in modern computers. However, the complexity
of the methods involved in fnding the solution to the scattering problem makes it hard
to understand the physical interpretation. This makes fnding the particle properties from
the scattering pattern, i.e., solving the inverse scattering problem, complicated. Solving
the inverse problem is important for non-invasive and in situ particle characterization applications [21]. An alternative to a theory-based formulation to solve the inverse problem
is studying the scattering patterns empirically and fnding the relationships between the
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particle and its scattering pattern, which in turn would contribute to solving the inverse
scattering problem [22].
When studying the scattering pattern of a particle, usually the far feld scattered intensity is plotted with respect to the scattering angle θ (see Fig. 2.1 and Fig. 2.2). However,
instead, if the scattered intensity is plotted as a function of the magnitude of the scattering
wave vector q (= 4π/λ sin(θ/2), where λ is the wavelength), i.e., in q-space, in log-log
scale the scattering patterns show a power-law structure with noticeable crossovers from
one power-law region to another (see Fig. 2.3). This method of looking into the scattering
pattern in terms of q is called q-space analysis. The technique enables observation of patterns in light scattering otherwise not visible when the scattered intensity is plotted against
scattering angle θ. Another advantage of q-space analysis is, once thoroughly studied and
reasoned out the existence of the patterns [21, 23], it gives a much simpler physical interpretation of the relationships between the particle and its scattering pattern compared to
the complicated mathematical formulations that solves the scattering problem.
It is obvious that the properties of the particle are embedded into the scattering pattern. An in-depth study on how the power laws and the length scales associated with the
crossovers relate to the particle properties leads us to better understand how to reveal these
embedded particle properties in the scattering pattern. This ability to contribute to solve
the inverse problem in electromagnetic scattering through fndings of q-space analysis was
a motivation factor for this work. Solving the inverse problem [24, 25, 26, 27, 28, 29] effciently is important in real time particle characterization applications such as atmospheric
ice particles, volcanic ash, dust particles, and biological applications [15, 30, 31, 32, 33,
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34, 35, 36]. How the fndings of this work can be used for particle characterization is
explained in Sec. 6.3.
In this work electromagnetic scattering by homogeneous weakly absorbing spheroidal
particles is studied. Q-space analysis is used to fnd the relationship between the particle
and the scattering pattern. Q-space analysis is discussed in Sec. 2.5 of this dissertation and
has been used throughout this work. Phasor analysis methods are used to investigate the
reason for the crossovers in the power-law structure. The studies in this dissertation can be
considered as an extension of the work presented in the review article [23] on power-law
patterns in electromagnetic scattering. The phasor analysis methods presented in [23] and
[37] have been adopted to these studies and the reader is often referred to these references.
In this work particle sizes are represented in terms of size parameter kR. Here k is the
wave number and is given by the ratio

2π
,
λ

where λ is the wavelength in the surrounding

medium [38] and R is the volume-equivalent sphere radius of the particle. For spheres,
R is simply the radius. The value of the size parameter depends on the ratio of the actual
(physical) size of the particle and the wavelength of the incident wave.

kR =

2π R
λ

(1.1)

Even though kR is a dimensionless quantity, it represents the size of the particle with
respect to the wavelength of the incident wave. In other-words, kR is a relative length
scale. Therefore, in this work and often in the feld of light scattering by small particles,
kR and kRve are used to represent the size of the particle. In the latter Rve denotes volumeequivalent-sphere radius. Req [39] is also used instead of Rve . In some texts, the size
3

parameter is denoted with x [40, 41]. The size parameter is also represented as kRes [42],
where Res denotes equal-surface-sphere radius. Note that in this work, m represents the
refractive index of the particle relative to the surrounding medium, and depends on the
frequency of the incident wave.
m=

np
nm

(1.2)

where np and nm are the refractive indices of the particle and the surrounding medium,
respectively.
Use of dimensionless quantities, like kR and m, allows the fndings of this study to
be easily applicable throughout the broad electromagnetic spectrum for particles of a wide
range of physical particle sizes. In this work, the term “feld” will be used instead of
“electromagnetic feld” and “electric feld” for brevity. Also it should be noted that the
time-harmonic factor in the felds are suppressed in the expressions for brevity. For example: Eq. (1.4) should be read as
E inc (r, t) = Re{E◦inc exp(ikrr̂ · n̂inc − iω t)}.

1.1

(1.3)

Research objective
As discussed previously, when electromagnetic waves are scattered by small particles

the scattered wave intensities show patterns. The objective of these studies is to discover
new relationships between particle properties and these patterns, test the validity of known
relationships, and develop a new model to infer a particle’s morphology based on the patterns.
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1.2

Research contribution
The study is an in-depth investigation for how scattering patterns relate to particle prop-

erties of interest such as size and shape. In these studies graphical, analytic, and numerical
methods were used and some new relationships between the particle and the scattering
pattern have been found.
The graphical phasor analysis methods used in this work have been adopted from [23,
37, 43]. A new semi-quantitative phasor analysis method is introduced in Sec. 4.3.1. The
new method - “region based phasor contribution analysis” was useful in fnding some
hidden relationships between the particle and its scattering pattern. Some of the important
fndings of this work are listed in Sec. 6.1.

1.3

Scope of the study
In physics, experiments or theoretical derivations are done based on certain conditions

and assumptions. Here the assumptions, constraints, and applicability of the study are
listed.
• The study is on electromagnetic wave scattering by spherical and spheroidal particles
of different sizes, composition and orientation.
• The particle is non-magnetic, homogeneous, and isotropic.
• The main focus of the study is on the overall structure of the scattering curve rather
than the individual details.
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• The incident wave is a plane wave:
E inc (r) = E◦inc exp(ikrr̂ · n̂inc ).

(1.4)

• The scattering is elastic, meaning the incident and scattered light wavelengths are
the same.
• Only single wavelengths are considered.
• The size of the particle is of the same order as the wavelength. To be more specifc,
the size of the particle relative to the incident wavelength ranges from 0.01 to 60.
• The scattering plane is defned as the plane of the incident and scattered wave vectors. The incoming wave is polarized normal to the scattering plane, see Fig: 2.1.
To make the representation of the work concise:
• the incident feld polarization is considered to be in the x direction
• the incident wave propagation direction is considered to be the z direction and
• the scattering plane is considered to be y − z plane.

1.4

Structure of the rest of the dissertation
In Chapter 2 theories and methods are reviewed. Computational methods used in this

work are discussed with a brief introduction to the history, followed by references to theoretical formulations, limitations, and applications. The basics of q-space analysis, phasor
analysis, and tip volume method are discussed.
6

In Chapter 3, how the tip volume method can be applied to predict the scattering envelope of randomly oriented weakly refractive spheroidal particles is explained in detail.
The explanation will help readers better understand the phasor analysis methods used in
Chapter 4 and 5. Also, the reason for the increase in intensity of the back scattered wave
is explained for weakly refractive spheroidal particles.
In Chapter 4, the relationship between particle properties and the scattering curve is
explained. The work presented in this chapter focuses on a characteristic change in the
intensity of the scattering curve, “second crossover”. A new phasor analysis method is
introduced and how the second crossover can be used to determine particle properties is
discussed.
Chapter 5 discusses how different regions of the particle contribute to enhanced backscattering. A method is proposed to check whether backscattering enhancement is a random
or systematic phenomenon.
In Chapter 6, a summary of important fndings are listed with references to relevant
sections. Suggestions to improve and extend the study are given with a brief discussion on
how the fndings can be used for particle characterization.
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CHAPTER 2
THEORY AND METHODS

The theory and methods used in the study are presented here. Instead of showing each
step in the mathematical derivations, the reader is guided with references.

2.1

Maxwell’s equations and wave equation
Maxwell’s equations describe how electromagnetic waves behave. The time harmonic

Maxwell’s equations in SI units are [44, 45, 46, 47]
r·D =ρ

(2.1)

r·B =0

(2.2)

r×E =−

∂B
∂t

r×H =J +

∂D
∂t

(2.3)
(2.4)

where B and E are magnetic and electric feld quantities, D is the electric displacement
and H is the derived feld with the relationship
H=

1
B−M
µ◦

(2.5)

where, M is the magnetization (average magnetic dipole moment per unit volume) and
µ◦ is the permeability of free space. ρ and J are the free charge density and current
8

density, respectively. Using constitutive relationships (also called material equations) [48]
and the dyadic Green’s functions method [49], the Maxwell’s equations can be solved to
fnd the far-feld scattered electric feld. If the volume of the particle is V int and the distance
between the particle and the detector is Rl , the scattered electric feld at the detector in the
far-feld is
E

sca

←
→
k 2 exp(ikRl ) 2
ˆ =
(Rl r)
(m −1)( I −r̂ ⊗r̂)·
4π
Rl

Z

E int (r 0 ) exp(−ikr̂ ·r 0 ) dr 0 (2.6)
V

int

←
→
where I is the identity dyadic, r̂ is the unit vector along the scattering direction, r 0 is
position vector that defnes the location of the volume element dr 0 , and E int (r 0 ) is the
internal electric feld at location r 0 .
In the context of scattering by small particles discussed in Sec. 1.3, considering the
refection symmetry of the scattering arrangement [50], Eq. (2.6) can be simplifed to [37]
E

sca

k 2 exp(ikRl ) 2
ˆ =
(Rl r)
(m − 1)
4π
Rl

Z
V

int

Exint (r 0 ) exp(−ikr̂ · r 0 ) dr 0 x̂

(2.7)

where x̂ and Exint (r 0 ) are the unit vector and the amplitude of the internal electric feld
in the direction of the polarization of the incoming wave. Equation (2.7) is the volume
integral equation (VIE). Here, the scattered feld is only in the x direction. This is because
if the observation point is on a plane where the particle shows refection symmetry, the
contributions from the internal feld components that are not normal to the plane cancel
[50].

2.2

Mie theory
Mie theory, also referred to as the Mie solution, was frst introduced by Gustav Mie

in 1908 in his seminal paper on electromagnetic scattering by homogeneous spherical par9

ticles [51]. Mie theory solves how light is scattered by a spherical particle of arbitrary
size and m. The Mie solution has been used for a century and its use has increased with
the increase of computational power. Due to the complexity of the Mie solution itself, it
is hard to get a physical picture of the relationship between the scattering pattern and the
particle. However, Mie results have been used extensively in empirical studies to identify
relationships between the particle size and the scattering pattern [52, 53, 54, 55]. Analytic
equations have been developed based on Mie theory to simulate scattering under various
conditions such as particles submersed in an absorbing medium [56]. However, if the particle is not spherical, the Mie solutions will not agree well with measurements [57]. Still,
even thought the particles being investigated are not perfectly spherical, approximate scattering results from Mie theory are widely used for particle characterization. In particle
characterization, the solution for the inverse Mie problem is often considered [58, 59].
The major drawback of Mie theory is the solution is only applicable to spherical particles. Extended Mie implementations are capable of simulating scattering by spherical
fractal agregates [60]. Even though it is not directly applicable for non-spherical particles,
Mie theory is widely used in numerous felds like atmospheric science, remote sensing,
aerosol physics, particle sizing, and biomedical optics [61].
In this study, a C++ implementation of Mie theory, similar to the code given in Appendix A of reference [62] was used to study scattering by spherical particles. The code
was used to study both the internal and far-felds. With this code, spheres with sizeparameter and phase-shift parameters (defnition of phase-shift parameter is given in Sec.
2.5) up to 175 were studied. The ability to look into the internal feld of the particle in
10

randomly selected areas and the ability to simulate large size parameter particles were the
main advantages of using Mie theory in this study. To simulate smaller size parameter
spherical particles, a Mathematica implementation of Mie theory was also used. The fow
chart in Fig. 6.1 shows how the fndings can be applied to solve the inverse Mie problem
and covers a wide range of m values than what [58] claims to be capable of.

2.3

T-matrix method
The T-matrix (TM) method was introduced by P. C. Waterman in 1965 [63] and became

popular with his seminal article in 1971 [64]. The method can be used for non-spherical
particles that are axially symmetric, for example spheroids and cylinders. One advantage of this method is that once the TM is calculated for a given particle, the amplitude
and phase matrices for any direction of the incident and scattered beams can be calculated
without having to re-calculate the TM. This makes TM an extremely effcient method compared to other methods, when needing to solve for different scattered directions or particle
orientations.
The method is used in electromagnetic, acoustic, and elastic-wave scattering studies.
The TM method is well known in the feld of light scattering by small particles because
of its ability to give the exact analytical solution and is often used as a benchmark. There
are TM implementations that can be used to study scattering by clusters of rotationally
symmetric particles. Different implementations of the TM method for different capabilities are freely available. For example, there are implementations for randomly oriented
particles whereas some implementations are for particles in a fxed orientation. There
11

are FORTRAN implementations of the TM method with analytical orientation-averaging
capability that are amazingly fast and useful for studying non-spherical particles. A list
of TM capabilities can be found in [65, 66] and an overview of the development of TM
method can be found in [66]. To learn more about the capabilities and limitations of the
freely available FORTRAN implementation used in this study refer to [67, 68]. To get an
insight into the TM method, refer to [45]. The theory formulation of the TM method for
an ensemble of spherical particles can be found in [69].
In this study, the TM method is primarily used to study the far-feld intensities of the
scattered feld and to validate the results obtained with Mie theory and the discrete dipole
approximation (DDA) method.

2.4

Discrete dipole approximation method
The Discrete Dipole Approximation (DDA) is a numerical method to fnd the electric

feld inside and outside of a particle. The method was introduced by E. M. Purcell and
R. C. Pennypacker [70] in 1973. As the name suggests, in the DDA method the particle
is discretized into volume elements, each volume element is considered as a dipole, and
solves the scattering problem [71]. The advantage of the DDA is its ability to solve the
scattering problem for non-spherical particles; unlike the TM method, the particle does not
need to be axially symmetric.
There are different DDA implementations freely available for use. Two popular versions are ADDA (also known as Amsterdam-DDA)[72, 73] and DDSCAT [71, 74]. Both of
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these are FORTRAN implementations. Information on the general framework, theoretical
formulation, and different implementations of DDA can be found in [71] and [75].
The major drawback of the DDA is its computational time and memory consumption
[76], which makes it not suitable to simulate scattering by particles with |m| > 3 or large
kR; the actual limitations depends on the available computer resources [73]. The DDA
does not give an exact solution to the problem. Because of its discretized approach, there
could be shape errors at the boundaries. For example, if a cubic lattice is used there will
be shape errors for non-cubic particles. Also, if the the number of volume elements used
is not large enough to make the feld inside a volume element uniform, errors are encountered. DDA results have been compared with TM and Mie results that claim to give exact
solutions [77, 78]. This allows the users to get a good sense for the applicability of the
DDA. Efforts have been made to improve the speed and the accuracy of DDA results over
the years [79]. In this work, a C++ implementation of DDA code was used, along with the
ADDA and DDSCAT codes, to study the internal feld of spheroidal particles.

2.5

Q-space analysis
The name for this method comes from the notation used for the scattering wave vector

q.
ˆ
q = k(n̂inc − r)

(2.8)

where n̂inc is the unit vector along the incident wave propagation direction, q = q q̂ and
θ
q(θ) = 2k sin( ).
2
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(2.9)

Note that q has a magnitude of inverse length and in a typical experimental setup, under
the conditions discussed in Sec. 1.3, q is dependent only on θ since k, the wave number, is
constant. Fig. 2.1 shows q̂ with respect to n̂inc and r̂ in a typical experimental setup.
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Figure 2.1
Direction of n̂inc , r̂ and q̂ in a typical experimental setup.

When studying scattering by spherical particles, the scattered intensity is commonly
plotted against the scattering angle, θ. Fig. 2.2 shows such data for spherical particles of
m = 1.50 + 0i for a range of size parameter (kR) values, plotted in semi-log scale against
the scattering angle (θ).
In q-space analysis, the scattered intensity is plotted as a function of q instead of θ.
More commonly in q-space analysis, the intensity is plotted with respect to the dimensionless quantity qR, where R is the radius of the spherical particle, and represented in log-log
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Figure 2.2
Scattering curve plotted in semi-log scale against θ.

scale. This reveals a power-law structure, i.e., linear trends, in the scattering curve, as
shown in Fig. 2.3.
Power-law patterns in light scattered by small particles were discovered by Sorensen
et al. in 1999 [52]. Even though this method is relatively new to the feld, the method has
been used in small angle X-ray scattering [80, 81] for over six decades. In the context of
X-ray scattering, the same q is referred as the h vector [80].
Even though q-space analysis is relatively new to the feld of light scattering by small
particles, its usefulness in identifying length-scale properties and trends in scattering has
made an impact. Q-space analysis has been used in studying patterns in single particle
scattering [52, 37], multiple scattering (scattering by agrigates) [82, 83], and scattering by
pigmented polymer sheets [84]. It has been used in diverse felds such as physical chemistry [57], energy-effcient lighting [85], and atmospheric and aerosol science [86]. The
15

GC
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GC - Guinier crossover
(First crossover)
SC- Second crossover
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Figure 2.3
Power-law structure of the scattering pattern when the intensity is plotted against qR in
log-log scale.

method is used in studying both experimental results and simulated data. More information about q-space analysis and its applicaions in scattering by particles can be found in
[21].
It is obvious that the scattering pattern depends on the particle. That is, features of the
particle are embedded in the scattering pattern. The sloped boundaries of the power-law
structure were of interest to fnd the particle properties based on the scattering pattern, i.e.,
solving the inverse problem. Studies have been done to relate the slope of the envelops
to the particle and claims have been made that the slope of the envelope is related to the
curvature of the particle [23]. Another feature of the power-law structure, in the context of
solving the inverse problem, is the crossovers between two power-law regimes. The frst
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crossover (FC) is called the Guinier crossover (GC) and the second crossover (SC) is called
the ρ-crossover, see Fig. 2.3.

2.5.1

Guinier crossover

The importance of the Guinier crossover (GC) is its ability to give information about
the particle size. Empirical studies have revealed that the GC occurs when
qR ≈ π/2,

(2.10)

where R is the radius of the spherical particle [37]. Also, it has been noted [23] that at the
GC
I(qGC R) ≈ 0.6 I(0).

(2.11)

That is, if the scattering curve was plotted with respect to q(θ), the q value when the
intensity drops to 0.6 I(0) is qGC . So from Eq. (2.10), the size of the particle is
R≈

π
2 qGC .

(2.12)

The method works well for weakly refractive spherical particles and has been used extensively in particle sizing with X-ray scattering [80, 81, 22, 87]. In 1999, Sorensen
and Fischbach [52] explained the reason for the FC and power-law structure for scattering by weakly refractive particles where the Raley-Debye-Gans (RDG) approximation
(2kR (Re{m} − 1) << 1 and |m − 1| << 1) [88, 62] holds. With their (somewhat
debatable) arguments, they explained why the FC occurs for qR > 1 and how the slope of
the power-law structure relates to the particle. Their approach is a milestone for explaining
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the FC. They further showed that for weakly refractive spheres, the relationship between
the scattered feld intensity and qR is
I(qR)
∝ (qR)−4
I(0)

when

qR > 1.

(2.13)

Later Berg [43] explained the FC by a more profound manner using phasor analysis. The
study gave a good physical picture for how the FC is related to the particle interior and
why the FC occurs when qR ≈ π/2. The phasor analysis method is discussed in detail in
Sec. 2.6.

2.5.2

Second crossover

Empirical studies of spherical particles show that the phase-shift parameter,
ρ = 2kR (Re{m} − 1),

can be used to categorize the crossovers [37, 23, 54].
⎧
⎪
⎪
⎪(qR)0
⎪
0 ≤ qR . π/2
⎪
⎪
⎪
⎪
I(qR) ⎨
∝ (qR)−2 π/2 . qR . ρ
⎪
I(0)
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩(qR)−4 qR & 1.2ρ

(2.14)

if ρ  1

(2.15)

According to Eq. (2.15), if
π/2 . ρ < 2kR

(2.16)

then all the three regions will exist in the power-law structure. Hence, there will be a
second crossover (SC). Therefore, Eq. (2.16) can be considered as the minimum condition
for the SC to exist. The power-law structure of a weakly refractive particle will not have a
18

SC, because for the minimum condition for the SC to exist, ρ >

π
, violates the conditions
2

for the RDG approximation, ρ < 1.
An important feature of the SC, discovered from empirical studies [37, 52], is
qSC R ≈ ρ.

(2.17)

Here, qSC denotes the q value at the SC. Hence, the SC is also called the ρ-crossover. Note
that qSC has dimensions of inverse length. 1/qSC gives a length-scale for the SC;
1
qSC

≈

R
.
ρ

(2.18)

In this work, the length-scale of the SC is studied in detail and its relationship to the
particle properties are investigated. The condition for the SC to exist is also investigated.
Findings related to the SC are presented in Chapter 4.

2.6

Phasor analysis
Phasor analysis enables an understanding for the relationship between the particle and

its scattering pattern. Berg [43] introduced a new method to look into phasors: color-coded
phasor plots. The theory and concepts of the new method are briefy described here and
are important in understanding the rest of the dissertation.
By discretizing the volume integral equation (VIE) given in Eq. (2.7), E sca (θ) can be
represented as
E sca (θ) =

exp(ikRl ) X
zj (θ) x̂
Rl
j

(2.19)

where
zj (θ) =

k2 2
(m − 1)Exint (rj0 ) exp(−ikr̂.rj0 ) ΔV.
4π
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(2.20)

Here ΔV is the volume of the differential volume element at rj0 . Equation (2.19) represents
E sca (θ) as a summation of angle-dependent complex numbers (zj (θ)), i.e., phasors. Here
zj (θ) is the phasor from the particle volume element located at rj0 . That is, Eq. (2.19)
represents the far-feld scattered electric feld as a phasor contribution from each volume
element in the particle.
To get a physical picture of these phasor contributions, suppose that each of these
volume elements behave as a point source and radiate a spherical wave from their location
rj0 to the observation point at r (= Rl r̂), see Fig. 2.4. If wavelets produced by two volume
elements inside the particle are considered as shown in Fig. 2.4, the wavelets will interfere
with each other at r and produce the observed feld at the observation point. The phasor
of the resultant feld is determined by the summation of the phasor contributions from the
two volume elements, and can be represented on a phasor plot as shown in Fig. 2.5. For a
given θ, the phasor at the observation point is determined by summation of all the phasor
contributions from each volume element in the particle, i.e.,

P

zj (θ).

j=1

For a given θ, if the internal feld is known, the phasor contributions from each volume
element can be represented on a phasor plot to see how different regions of the particle
would contribute to the fnal outcome, i.e., E sca (θ). In this study, when representing phasors on the phasor plot, instead of using arrows, a dot is placed where the arrow head would
be, see Fig. 2.5. This allows us to get rid of the clutter that would have been created if the
arrows were used to represent phasor contributions from each volume element. Note that,
in phasor analysis, the idea is not to sum all the phasors and fnd E sca (θ), but to get a
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Figure 2.4
Illustration of volume elements behaving as point sources radiating spherical waves.

Figure 2.5
Phasor plot representation of addition of two complex numbers, i.e., phasors, z1 and z2 .
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picture on how the different regions of the particle contribute to E sca (θ). How this method
is used to successfully explain the physics behind the FC is presented in [23, 37, 43].
The phasor correspond to a volume element changes with θ, see Eq. (2.20), and the
location of the phasor representation (point) on the phasor plot will change accordingly.
In color-coded phasor plots, a color is assigned to each volume element of the particle
based on its phasor in the forward scattering direction, i.e., when θ = 0, and the phasors
are always represented with the color associated with the volume element. This allows us
to identify how phasor contributions from a certain region of the particle changes with θ.
This method is useful when studying scattering by particles where the RDG approximation
cannot be applied.
In summary, in phasor analysis the VIE is discretized and the scattered feld is viewed
as a summation of phasor contributions from the volume of the particle; however, instead
of adding all the phasor contributions together, the phasor for each volume element is
represented in a phasor plot (as a dot) and how the phasors change with scattering angle is
studied.

2.7

Tip volume method
The tip volume method (TVM) is based on phasor cancellations and can be used to

predict a particle’s scattering pattern by means of the particle’s geometry. The method
was frst introduced by Berg [43] and is only applicable to weakly refractive particles, i.e.,
ρ < 1. In this section, the concept behind the TVM is explained.
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For the weakly refractive case, i.e., ρ < 1 [88]
E int (r) ≈ E inc (r).

(2.21)

Considering Eq. (2.21), (2.8), and (1.4), VIE, i.e., Eq. (2.7), can be re-written as
E

sca

k 2 exp(ikRl ) 2
(q) =
(m − 1) E◦inc
4π
Rl

Z

ˆ
exp(−ikq · r 0 ) dr 0 x.

(2.22)

exp(ikRl ) X k 2 2
(m − 1)E◦inc exp(−ikq · rj0 ) ΔV x̂
4π
Rl
j

(2.23)

V

int

Similarly, Eq. (2.19) can be written as
E sca (q) =

So for the weakly refractive case, the phasor contribution from the j th volume element
can be written as

zjRDG (q)

k2 2
=
(m − 1)E◦inc exp(−ikq · rj0 ) ΔV
4π

(2.24)

Here, zjRDG is used to distinguish the phasor for a volume element of a weakly refractive
particle from that of general case (zj , in Eq. (2.20)).
Considering Eq. (2.19), it can be shown that, in the far-feld zone [37],
1
I(θ) ∝
2

r

2

ε◦ X
zj (θ) .
µ◦ j=1

(2.25)

Note that Eq. (2.25) is valid in the general case and zj is used. When zj is replaced with
zjRDG Eq. (2.25) is valid only for weakly refractive particles.
When considering zjRDG (q) in the forward-scattering direction, if the volume of the
particle is V int , then
k4
I(0) ∝
32π 2

r

ε◦ 2
(m − 1)2 (E◦inc )2 (V int )2 .
µ◦
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(2.26)

So, for a given q,
2

X
I(q)
1
exp(iq · rj0 ) ΔV .
=
int
2
I(0)
(V ) j=1

(2.27)

Equation (2.26) implies that the forward scattering intensity is proportional to the volume of the particle. According to Eq. (2.24), for weakly refractive particles, the phase
angle depends only on q · rj0 ; the phasor magnitude for any volume element is the same
and is independent of the scattering angle.
q · rj0 = q(q̂) · rj0 = q(q̂ · rj0 ),

(2.28)

where q is the angle-dependent quantity, magnitude of the scattering wave vector, given in
Eq. (2.9).
Considering a volume element, ΔV , inside a spheroidal particle positioned at rj0 , q̂ · rj0
can be graphically represented as shown in Fig. 2.6.
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Figure 2.6

Physical interpretation of q̂ · rj0 for an arbitrary volume element located at rj0
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According to Fig. 2.6,
q̂ · rj0 = l

(2.29)

If a line is drawn perpendicular to q̂ and through position rj0 (see Fig. 2.7), any point on
this line will have q̂ · rj0 = l. When considering the 3D picture the line in 2D, represented
in Fig. 2.7, is a slice in the particle. So, any point on the slice will satisfy Eq. (2.29).
Now, consider another slice which goes through the origin. Phasors produced by the
volume elements in the new slice and the phasors produced by the volume elements in the
previous slice will have a phase difference of ql, according to Eq. (2.28) and (2.29).
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Figure 2.7
Selection of slices perpendicular to q̂ and goes through position rj0 and origin.

For a given scattering angle if l =

π
, the phase difference between the phasors proq

duced by the volume elements in one slice and the phasors produced by the volume elements in other slice will be π. If the phasors were represented on a phasor plot with arrows,
all the phasors from the frst slice would align in one direction and all the phasors from the
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second slice would be in the opposite direction to the frst (see Fig. 2.8(b)), resulting in the
canceling of the phasors. That is, there is no effective contribution to the scattered feld
from these volume elements at that q value.

Figure 2.8
Phasor representation for (a) two volume elements in random locations. (b) volume
elements located in two different slices that are perpendicular to q̂ and l(= π/q) distance
apart.

Note that complete cancellation will occur only when the volume of layer one is equal
to the volume of layer two. As shown in Fig. 2.7 they are not the same. This is called the
edge effect. How such mismatches are accounted for is explained in [37]. For simplicity,
the edge effect is ignored here and the phasors produced by the two slices are considered
to cancel each other.
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If adjacent layers, with a displacement of l = π/q, are considered (as shown in
Fig. 2.9), phasors from these layers will cancel as well resulting in having two slabs that
do not contribute to the scattered feld.
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Figure 2.9
Formation of layers with thickness l = π/q.

Similarly, adjacent slabs of thickness l = π/q would not contribute to the the scattered
feld. This cancellation continues until a slab of thickness of l = π/q can no longer be
formed, see Fig. 2.10. The remaining volume is called the tip volume, the volume that
contributes to scattered feld, E sca (θ).
In summary, in TVM, the particle is divided into adjacent slabs of thickness π/q that
are perpendicular to q̂, starting from the origin, until slabs of thickness π/q can no longer
be formed. The remaining volume is called the tip volume and considered as the volume
of the particle that gives an effective (constructive) net contribution to the scattered feld.
In addition to the tip volume, slabs will create regions near the surface of the particle, edge
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Figure 2.10
Tip volume: no effective contribution to E sca (θ) from the rest of the particle.

volumes, that would have an impact on the scattered feld. However for higher scattering
angles the q value will be large and when selecting slab thinness as l = π/q, l will be small,
thus reducing the slab thickness and the impact from the edge volumes [37]. For higher
scattering angles, it is justifable to say only the tip volumes contribute to the feld. So, in
Eq. (2.27), the summation should be done only in the tip volume. This leads to [23]
I(qR)
(V tip )2
≈
(V int )2
I(0)

(2.30)

where V tip is the tip volume.
How the TVM can be used to predict the scattering pattern of spherical particles is
shown in [37]. How the TVM can be used to predict the scattering pattern of spheroidal
particles that have their symmetry axis along the wave propagation direction is shown in
[23]. In next chapter, the applicability of the TVM to predict the power-law structure of
randomly oriented spheroidal particles is discussed.
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CHAPTER 3
TIP VOLUME METHOD FOR ARBITRARILY ORIENTED SPHEROIDS

How the tip volume method (TVM) can be applied when a weakly refractive spheroidal
particle’s symmetry axis is oriented along the incident wave propergation direction is discussed in [23] along with mathematical derivations. This chapter presents the use of the
TVM to predict the power-law structure of the scattering curve for weakly refractive, randomly oriented spheroidal particles. The importance of this study is the breaking of the
symmetry of the problem. Section 3.2 show the TVM works even if the particle symmetry
across the scattering plane is violated.
In this chapter, frst the defnition of the particle orientation and shape is introduced.
Then, some important characteristics that are helpful in fnding tip volume (which relates to
peaks producing q values) are discussed along with the approach to produce the envelope
for the scattering pattern based on TVM. The scattered intensity is calculated based on
Eq. (2.30). V tip is found with a numerical approach. The results obtained with TVM are
validated by comparing with results from the TM method. The reader is advised that the
results presented in Sec. 3.2 may look similar or overwhelming; these results represent the
characteristic behaviors observed for many different spheroidal particles studied and are
useful in understanding the fndings discussed in Sec. 3.3.
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3.1

Approach: fnding TVM based I(θ) for arbitrary orientations
Finding the tip volume, defned in Sec. 2.7, for a randomly oriented spheroid, is math-

ematically challenging and involves a lengthy derivation. Therefore, a numerical method
is used here. The orientation of the particle is defned in terms of Euler angles. The right
hand rule is used to defne the rotations: when the rotation angle is positive, the rotation is
performed clockwise when looking along the positive direction of the axis. Figure 3.1 is an
illustration for how the rotation of the particle is performed. It should be noted that all the
quantities in this work are defned in the laboratory coordinate system (x, y, and z). The
particle coordinate system is introduced only to explain how the rotation was performed.
The process of rotation can be described as occurring in four steps:
1. Initially, the particle coordinate system and the laboratory coordinate system coincide. The particle’s symmetry axis is oriented along the z direction and the laboratory
coordinate system is represented as x, y, and z.
2. Then, the particle coordinate system is rotated clockwise about its initial z axis by
an angle α; the new particle coordinate system is x0 , y 0 and z 0 .
3. Then the new particle coordinate system is rotated clockwise about the y 0 axis by an
angle β; the new particle coordinate system is now x00 , y 00 and z 00 .
4. Then the new particle coordinate system is rotated clockwise about the z 00 axis by an
angle γ; the new particle coordinate system is given by x000 , y 000 and z 000 .
The choice of rotation was made based on [38, 68] to comply with the rotation considered in the FORTRAN implementation of the TM code used to verify the results. No30

Figure 3.1
Euler rotation: step-by-step illustration

tice that the last step will not make a difference in the particle orientation since the particle’s symmetric axis is oriented along the z axis initially. That is, γ is independent of the
spheroid’s orientation and any γ value can be considered in the calculations. By choosing
γ = 0, the rotation matrix can be simplifed to
⎛

⎞

⎜cos α cos β sin α cos β − sin β ⎟
⎜
⎟
⎜
⎟
←
→
R (α, β) = ⎜
cos α
0 ⎟
⎜ − sin α
⎟
⎜
⎟
⎝
⎠
cos α sin β sin α sin β cos β

(3.1)

Therefore, when defning the orientation of the spheroid, only α and β values will be
specifed.
In Sec. 2.7, it was shown that when slabs of thickness π/q (that are perpendicular
to q̂) are considered from the origin to the particle edge, the phasors produced by a slab
on the positive q̂ side will be canceled by the respective slab on the negative q̂ side of
the particle and the remaining tip volume would contribute to the far-feld intensity. That
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is, if such slabs would cover the whole particle, i.e., if V tip = 0, then there should be a
minimum in the scattering curve. When the thickness of the tip volume region is increased
from zero to π/q, the far-feld intensity will change from a local minimum to an adjacent
local minimum, because when the tip volume thickness reaches π/q, it creates a new slab
that would not contribute to the scattered feld. This leads to the hypothesis: when the tip
volume thickness is π/2q, a local maximum should appear in the scattering curve.
Note that the hypothesis applies only at θ values where the scattering pattern has a
local maximum and the peaks of the scattering curve determine the power-law structure
in q-space analysis. Therefore, in the interest of producing the power-law structure, the
condition for a local maximum to exist will be forced on all θ values. That is, assuming
each θ value is a local maximum the thickness of the tip volume region is considered as
π/2q for any given theta. Let us call this tip volume the forced tip volume (FTV). If the
hypothesis is true, then data generated based on the hypothesis, i.e., FTV data, should trace
the envelope of the scattering curve. The the forced tip volume is numerically determined
as follows:
1. Consider a scattering angle θ ∈ [0, π].
2. Calculate q̂ for the considered θ. According to Fig. 3.2(b), in Cartesian coordinates
q̂ = sin(θ/2)ẑ − cos(θ/2)ŷ

(3.2)

Note that the angle between the wave propagation direction and q̂ (illustrated in
Fig. 3.2(b)) is determined using the defnition of q given in Eq. (2.8).
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3. Determine the maximum q̂ · rj0 for the particle, lOP . Since q̂ is in the scattering
plane, lOP can be illustrated by means of projection of the particle on the scattering
plane as shown in Fig. 3.2. Figure 3.2(a) shows a sketch of the particle’s projection
with respect to the particle’s orientation (in 3D). Figure 3.2(b) illustrates lOP on the
particle’s projection for a given scattering angle, θ (in 2D).
4. Find the displacement from the origin to the starting point of the FTV region, when
viewed in the q̂ direction. This value is lOT = lOP − π/q. This sets up the forced
tip volume region limits. Any point in the particle rj0 , that satisfes the condition
lOT < q̂ · rj0 < lOP is considered to be in the FTV region.
5. Determine the volume of the FTV region: If the lOT value from the previous step
is negative, it implies that phasor cancellations have not yet occurred; this is the
case for low θ values and the whole particle is considered as the FTV. If the lOT
value is positive, add up the differential volume elements that satisfy the condition
lOT < q̂ · rj0 < lOP to fnd the FTV; twice the fnal outcome is the tip volume (to
account for the tip volume in -q̂ region).
6. Using Eq. (2.30), fnd the relative far-feld intensity for the considered θ.
7. Repeat the steps for different θ values.

3.2

Results and validation
The results obtained using the FTV method are presented here. The study was con-

ducted for spheroidal particles with m = 1.05 and kRve = 3.56. Here, m is the relative
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Figure 3.2
(a) Particle projection on the scattering plane. (b) Quantities relevant to forced tip volume.

refractive index and kRve , i.e., the size parameter is the product of k and the volume equivalent sphere radius of the particle Rve . The aspect ratio of the spheroidal particle is defned
as f =

a
, where b is half of the particle width along the axially symmetric axis and a
b

is half of the particle spread (width) along the direction perpendicular to the axially symmetric axis (see Fig. 3.3). Oblate, prolate, and spherical particles can be identifed by the
aspect ratio as follows: If f > 1 ⇒ oblate, if f < 1 ⇒ prolate, and if f = 1 ⇒ sphere.
Scattering by oblate and prolate particles with various aspect ratios were studied. Spherical particles were used for initial validation: the scattering pattern should not change for
rotated spheres; this property was used to check if the rotation changes the original shape
or the origin of the particle. Only the results for f = 0.2 and 5.0 cases are presented here.
Rotation angles α and β are presented in degrees. The results of the tip volume method are
compared with the TM method (see Fig. 3.4) .
34

𝑏

𝑎

𝑧
𝑎
𝑦
Figure 3.3
Defning the aspect ratio of the spheroidal particle: f = a/b.

f = 0.2, m = 1.05, kRve = 3.56
∝ = 90°, β = 15°

Figure 3.4
Scattering envelope predicted by the TVM compared to the scattering curve simulated
with TM method; for a prolate particle of f = 0.2, m = 1.05, and kRve = 3.56, oriented
at α = 90◦ and β = 15◦ .
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In the results presented here, how the particle orientation was changed is illustrated
(except in Sec. 3.2.4). For each orientation considered, the scattering curve (plotted with
data generated with the TM method) and the scattering envelope (predicted by the forcedTVM) are given. To avoid too many fgures, in each fgure multiple scattering curves (on
left) and corresponding scattering envelope plots (on right) are presented. In each graph,
data for seven different orientations are presented, where each is assigned a color, so that
for a given orientation both the scattering curve and the scattering envelope plot have the
same color.

3.2.1

When symmetry axis of a prolate particle is on x − z plane

When β is changed with α = 0◦ , it is the same as the particle rotating about the y-axis
(in the laboratory coordinate system) as shown in Fig. 3.5. Note that for these orientations,
the area and the shape of the particle projection on the x − z plane remains the same. Also
the width of the particle projection along the y direction remains the same. Results of seven
different β values are shown in Fig. 3.6. Note that the scattering pattern for β = 60◦ and
β = 120◦ are similar. To make both curves visible, the β = 120◦ results are plotted with
a thin line with dotted points. The scattering pattern and the TMV predicted scattering
envelopes are given in Fig. 3.6(a) and Fig. 3.6(b), respectively.

3.2.2

When symmetry axis of a prolate particle is on y − z plane

When β is changed with α = 90◦ , it is the same as the particle rotating counterclockwise about the x-axis (in the laboratory coordinate system) as shown in Fig. 3.7. Note
that the area and the shape of particle projection on the y − z plane remains the same for
36
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Figure 3.5
Prolate particle orientation when α = 0◦ and (a) β = 0◦ (b) β = 90◦ .

f = 0.2 , m = 1.05, kRve = 3.56

f = 0.2 , m = 1.05, kRve = 3.56

(a)

(b)

Figure 3.6
(a) Scattering curves and (b) TVM predicted scattering envelopes for a spheroidal particle
of f = 0.2, m = 1.05, kRve = 3.56 when α = 0◦ with changing β.
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the orientations considered here. Also the particle span along the x direction remains the
same. The results for seven different β values are shown in Fig. 3.8.

𝑥

𝑥

2𝑎

2𝑎

𝑧

𝑦

𝑧

𝑦
(a)

(b)

Figure 3.7
Prolate particle orientation when α = 90◦ and (a) β = 0◦ (b) β = 90◦ .

f = 0.2, m = 1.05, kRve = 3.56
(a)

f = 0.2, m = 1.05, kRve = 3.56

Figure 3.8

(b)

(a) Scattering curves and (b) TVM predicted scattering envelopes for different
orientations of a spheroidal particle with f = 0.2, m = 1.05, kRve = 3.56 when the
particle symmetry axis is on the scattering (y − z) plane.
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3.2.3

When symmetry axis of a prolate particle is on x − y plane

When α is changed with β = 90◦ , it is the same as particle rotating about the z-axis (in
the laboratory coordinate system) as shown in Fig. 3.9. Note that in this case the length of
the particle projection along the z direction remains the same. Also the area and the shape
of the particle projection on the x − y plane remains the same.
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Figure 3.9
Prolate particle orientation when β = 90◦ and (a) α = 0◦ (b) α = 90◦ .

Results of seven different α values are shown in Fig. 3.10. Note that the scattering
pattern for α = 60◦ and α = 120◦ are similar. To make both curves visible, the α = 120◦
results are plotted with a thin line with dotted points.

3.2.4

When prolate particle is arbitrarily oriented

In the previous results, at least one of the α or β angles were chosen as 0◦ or 90◦ . To
avoid bias in choosing these angles, results for arbitrary orientations are presented here.
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f = 0.2, m = 1.05, kRve = 3.56

f = 0.2, m = 1.05, kRve = 3.56

(a)

Figure 3.10

(b)

(a) Scattering curves and (b) TVM predicted scattering envelopes for a spheroidal particle
of f = 0.2, m = 1.05, kRve = 3.56 when β = 90◦ with changing α.

The results show that the tip volume method can be used to predict the scattering envelope
of weakly refractive prolate particles.

f = 0.2, m = 1.05, kRve = 3.56

f = 0.2, m = 1.05, kRve = 3.56

(a)

(b)

Figure 3.11

(a) Scattering curves and (b) TVM predicted scattering envelopes for a spheroidal particle
of f = 0.2, m = 1.05, kRve = 3.56 with arbitrary α and β.
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3.2.5

When symmetry axis of an oblate particle is on x − z plane

When β is changed with α = 0◦ , it is the same as the particle rotating about the y-axis
(in the laboratory coordinate system) as shown in Fig. 3.12.
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Figure 3.12
Oblate particle orientation when α = 0◦ and (a) β = 0◦ (b) β = 90◦ .

f = 5.0, m = 1.05, kRve = 3.56
(a)

f = 5.0, m = 1.05, kRve = 3.56

Figure 3.13

(b)

(a) Scattering curves and (b) TVM predicted scattering envelopes for spheroidal particle
of f = 5.0, m = 1.05, kRve = 3.56 when α = 0◦ with changing β.
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Note that the area and the shape of the particle projection on the x − z plane remains
the same, and the length of the particle projection along the y direction remains the same.
Results for different β values are shown in Fig. 3.13. Note that the scattering pattern for
β = 60◦ and β = 120◦ are similar.

3.2.6

When symmetry axis of an oblate particle is on y − z plane

When β is changed with α = 90◦ , it is the same as the particle rotating counterclockwise about the x-axis (in the laboratory coordinate system) as shown in Fig. 3.14. Note
that the size and the shape of the particle projection on the y − z plane remains the same
and the length of the particle projection along the x direction remains the same. Results
for different β values are shown in Fig. 3.15.

Figure 3.14
Oblate particle orientation when α = 90◦ and (a) β = 0◦ (b) β = 90◦ .
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f = 5.0, m = 1.05, kRve = 3.56
(a)

f = 5.0, m = 1.05, kRve = 3.56

Figure 3.15

(b)

(a) Scattering curves and (b) TVM predicted scattering envelopes for different
orientations of a spheroidal particle with f = 5.0, m = 1.05, kRve = 3.56 when the
particle symmetry axis is on the scattering (y − z) plane.

3.2.7

When symmetry axis of an oblate particle is on x − y plane

When α is changed with β = 90◦ , it is the same as the particle rotating about the z-axis
(in the laboratory coordinate system) as shown in Fig. 3.16. Note that in this case, the
length of the particle projection along the z direction remains the same and the area of the
particle projection on x − y plane remains the same. Results for different α values are
shown in Fig. 3.17. Note that the scattering pattern for α = 60◦ and α = 120◦ are the
same.
The results show that the tip volume method can be used to predict the scattering envelope of arbitrarily oriented weakly refractive prolate and oblate particles. So the condition
for a peak to appear on the ripple structure in the scattered feld, in terms of tip volume, is
the thickness of the tip volume being π/2q. This proves the hypothesis to be true.
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Figure 3.16
Oblate particle orientation when β = 90◦ and (a) α = 0◦ (b) α = 90◦ .

f = 5.0, m = 1.05, kRve = 3.56
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Figure 3.17
(a) Scattering curves and (b) TVM predicted scattering envelopes for spheroidal particle
of f = 5.0, m = 1.05, kRve = 3.56 when β = 90◦ with changing α.
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3.3

Discussion
The validation results justify the hypothesis: when the tip volume thickness is π/2q,

a local maximum should appear in the scattering curve. There is an important feature
implied in these power-law structures obtained by the tip volume method; that is, its ability
to predict the increase in the intensity for large θ values: backscattering enhancement
(BSE). This study reveals that the BSE due to scattering by weakly refractive particles
will depend on their orientation. In other words, the particle’s geometric properties with
respect to the incident feld have a signifcant contribution to the backscattering intensity.
For the case a prolate particle being rotated about its x axis (Fig. 3.7), the BSE is visible
when β = 90◦ (Fig. 3.8). There is a slight increase in the backscattering intensity when
β = 120◦ as well. However, β = 60◦ also has the same intensity as the β = 120◦ case in
the backscattering region. This is because the volume inside the lOT < q̂ · rj0 < lOP region
is the same for both the β = 60◦ and β = 120◦ cases when θ = 180◦ . At θ = 180◦ , q̂ is
directed in the forward scattering direction, i.e., θ = 0◦ direction. So the lengths lOT and
lOP (see Fig. 3.2) are measured along the wave propagation direction; hence the thickens
π/q is considered along the z direction. For β = 90◦ , see Fig. 3.7(b), it is clear that
considering a thickness of π/q from the edge of the particle in the z direction would have
resulted in giving a higher tip volume compared to the β = 0◦ case (shown in Fig. 3.7(a)),
because of the particle spread perpendicular to the z-axis is higher for β = 90◦ case.
This implies that for scattering by weakly refractive particles, if the particle is oriented
in such a way that the edge of the particle, when viewed in the wave propagation direction,
spans more in the directions perpendicular to the wave propagation direction compared
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to that of other angles, like a mirror, the scattering pattern will have a BSE. This is true
for the other cases as well. Consider the case of f = 5.0 and α = 90◦ with changing β
(Fig. 3.14 and Fig. 3.15 in Sec. 3.2.6): here the BSE takes place for the case α = 90◦
and β = 0◦ , where the particle spread perpendicular to wave propagation direction is
signifcantly higher than its spread along the wave propagation direction.
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Figure 3.18

Illustration of curvature of a spherical particle surface facing the incident wave direction:
(a) high curvature results in no BSE (b) low curvature results in BSE

Notice that in the cases where the backscattering intensity is the same (see Fig. 3.10 and
3.17), the area and the shape of projection of the particle perpendicular to the wave propagation direction remains the same for the different orientations considered. This further
confrms the idea that the spread of the particle along the directions perpendicular to the
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wave propagation direction at the edge of the particle (when viewed opposite the incident
wave propagation direction) is the deciding factor for BSE for weakly refractive particles.
That is, the BSE relies on the curvature of the particle facing the forward scattering direction as shown in Fig. 3.18. This ability to predict the backscattering enhancement (BSE)
is worth studying because of its use in felds like satellite remote sensing [89].
One may think this is analogous to diffraction by an aperture in the shape of the particle’s silhouette. The silhouette is addressed in terms of the projection of the particle on a
plane in this work. For example, the usual silhouette would be the projection of the particle
on a plane perpendicular to the wave propagation direction. A further study showed that
the diffraction by silhouette of the particle is comparable with the scattering pattern of the
particle for lower scattering angles. One possible claim would be, that the shape and the
size of the silhouette decides the BSE. However, diffraction by an aperture is not applicable
to scattering angles greater than 90◦ , hence cannot be used to explain the BSE. For example, when looking into the results of Sec. 3.2.3 (Fig. 3.10), the change in the orientation of
silhouette will not be able to explain why the backscattering intensities are the same. Here,
the discussion is limited to the BSE for weakly-refractive spheroidal particles. The BSE
for strongly-refractive particles is discussed in Chapter 5.
Another important characteristic of the results is despite the actual orientation of the
particle if the projection of the particle on the scattering (y − z) plane is the same, the
scattering pattern is the same. This is true for both prolate and oblate particles. For
example, for cases like {α = 0◦ , β = 60◦ } and {α = 0◦ , β = 120◦ } (in Fig. 3.6 and
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Fig. 3.13), the scattering pattern will be same. Another such occurrence is {α = 60◦ , β =
90◦ } and {α = 120◦ , β = 90◦ } (in Fig. 3.10 and Fig. 3.17).
Slope of the envelopes seems to show a relationship as well. However, the slopes behave differently for oblate and prolate particles. For prolate particles when the area and
the shape of the particle’s projection on the x − y are same, despite the orientation of the
projection, the slope of the scattering envelope will be same (Fig. 3.9 and Fig. 3.10). However, this is not the case for oblate particles (Fig. 3.16 and Fig. 3.17), for oblate particles
the slope changes even if the projection of the particle on the x − y plane has same area
and shape. The reason is yet to be identifed.
Here, the tip volume is found in terms of number of cubic volume elements inside the
FTV region. With spheroids having a smooth surface, it is not possible to fnd the exact tip
volume with this method. It should be noted that the tip volume method is an estimation.
Using a fnite number of volumes elements to represent the particle creates shape errors.
Also in this study, the edge error (discussed in [37]) is ignored and the phasors produced
by the particle volume excluding the tip volume is assumed to cancel. This assumption
itself has an error. When the equation for the scattered feld was derived [Eq. (2.7)] it was
assumed that the particle is symmetric about the scattering plane. However, the symmetry
is violated when the particle is rotated (except for the rotation about x direction case). So
the condition used for the simplifcation of Eq. 2.7, that the internal feld components other
than the feld normal to the scattering plane do not contribute to the scattered feld, does
not strictly apply.
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However, the results indicate that the tip volume method works well for weakly refractive spheroids, even if the symmetry conditions are violated. This is an important fnding,
yet not unexpected since change in E int is negligible and will be almost all along the x̂
when m ≈ 1. How the curvature of a weakly refractive spheroidal particle, pointing towards the wave propagation direction (Fig. 3.18), becomes a determining factor for BSE is
also an important fnding. Even though weakly refractive particles may not be common in
the light scattering domain, in X-ray scattering (where m is usually low for most materials) and for light scattering applications where the relative refractive index of the particle is
low, such as characterizing biological particles (m ≈ 1.5) submersed in aqueous medium
(m ≈ 1.33), these fndings are useful.
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CHAPTER 4
SECOND CROSSOVER

As explained in Sec. 2.5.2, the second crossover (SC) (Fig. 2.3) appears when the
particle is no longer weakly refractive (ρ  1). Investigating the reason for the SC is much
more complicated than the frst crossover (FC). When the particle is no longer weakly
refractive, the internal feld of the particle becomes complicated. This makes it diffcult
to understand the cause for the SC. Sorensen and Fischback [52] provided a primitive
explanation for the SC. Berg et al. [37], using color-coded phasor diagrams, explain that
the reason for the SC is intra-group phasor cancellations among higher magnitude phasors.
More specifcally, they claim that the onset of phasor cancellations among the phasors
produced by the higher internal feld magnitude regions of the particle gives a SC in the
power-law structure. Berg et al. further identify that the regions inside the particle that
contribute to the higher magnitude phasors, i.e., “hot spots”, have a length scale similar
to the length scale of the SC [23]. In this chapter, the fndings are studied to gain further
insight into what actually causes the SC and its relationship to the HSR.

4.1

The hot spot region
When considering a particle that is not weakly refractive, the internal feld of the par-

ticle changes drastically from those of a weakly refractive particle. Figure 4.1 shows the
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internal feld of a weakly refractive sphere of ρ = 0.6 (Fig. 4.1(a)) and a strongly refractive
sphere of ρ = 24 (Fig. 4.1(b)), viewed in cross section through the center of the particle
on the scattering plane. The colors represent the phase of the electric feld in the x direction (Exint ): the color key is given under the internal feld plots for the phase range −π to
π. Recall, as explained in Sec. 1.3, that within the scope of this study, the incident wave
is polarized in the x direction and is normal to the scattering plane. The height and the
brightness represent the magnitude of the electric feld. The brightness increases with the
magnitude. The magnitude of the feld is normalized with the largest |Exint | in the particle
int
(Emax
). The area with the highest magnitude is referred to as the HSR.

(a)

(b)
Figure 4.1

Variation of Exint on the scattering plane for a sphere of (a) ρ = 0.6 and (b) ρ = 24.

A proper defnition for hot spots was lacking in the feld. A defnition was made after
studying the relationship between SC and the particle internal feld for many number of
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int
particle sizes and m combinations. How the SC depends on Emax
, m, kR, and ρ was

considered to set conditions for the defnition.
The procedure to select the hot spot region (HSR) is:
int
1. Find the greatest magnitude Exint (Emax
) and its location (rmax ).

int
2. If Emax
> 4 E◦inc , go to next step; otherwise, the particle is considered as not having

a HSR.
int
3. Select the surrounding area which has |Exint | > 0.8 Emax
as the HSR.

The hot spot region is defned as the area within the highest magnitude internal feld
location, that has a feld magnitude of 80% of the maximum internal electric feld or higher
for the case where the highest internal feld magnitude is at least four times the incident
feld magnitude.

4.2

Length-scale study
The objective of this section is fnding the relationship between the SC and the parti-

cle interior. The claim that hot spot regions (HSRs) have a length scale similar to qSC R
[37] is systematically tested. Color-coded phasor maps are used along with internal-feldmagnitude maps to identify the HSRs. The scattered far-feld intensity is studied to fnd
the SC qR value. When studying the internal feld of the particle only the x-component is
considered due to the symmetry of the particle across the scattering plane as discussed in
Sec. 2.1.
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4.2.1

Approach: the semi-quantitative analysis

In order to fnd the size of the HSR relative to the particle size and compare it with the
SC length scale, the frst step of the study was to simulate the internal feld and scattered
far-feld intensities. A C++ implementation of Mie theory was used to simulate the internal
feld and the far-feld intensity for the spherical particles considered. The results were
cross-checked with far-feld intensities calculated from the TM method. The internal feld
results were analyzed to detect the HSRs. Studies have revealed that the HSRs lie on the
scattering plane. The general trend in the internal feld distribution inside the particles were
similar to what is shown in Fig. 4.2: variations in the feld were less in the x − y plane
compared to the x − z and y − z planes, while the y − z plane (scattering plane) had the
highest variation. The color assignment of Fig. 4.2 is similar to Fig. 4.1.
In this study, modifcations are done to the color assignment of the internal feld phase
map (Fig. 4.1) to suit the needs of each step of the approach:
1. In the initial stage of hot spot detection, the feld magnitude is represented by height
and opacity instead of height and brightness. The color is assigned based on the
phase of the internal feld and the opacity is assigned proportional to the feld magnitude (for example, see right column of Fig. 4.2). Assigning the opacity based on
the feld magnitude makes it easy to detect the hot spots. Phase based color coded
internal maps show HSR share a similar phase. This helps explain why the HSR
shrinks with increasing ρ (in Sec. 4.6).
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a1

b1

a2

b2

a3

b3
Figure 4.2

Internal feld of a ρ = 36 sphere on (a1, b1) x − y plane, (a2, b2) x − z plane, and (a3, b3)
y − z plane. The right column presented with the refned color-scheme to visualize the
HSRs clearly.
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2. Then, the color is assigned based on the feld magnitude (as shown in Fig. 4.3).
These internal-feld-magnitude maps help to identify the shape and the size of the
HSR.
3. To measure the hot spot spread (lHSR ) Mie simulations are performed in the HSR
with a resolution-spacing of λint /25 (Fig. 4.4), where λint is the wavelength inside
the particle.
λint =

λ
,
Re{m}

(4.1)

Here, the resolution-spacing is defned as the gap between two adjacent points, considered for Mie simulation, parallel to any major axis. The choice of resolution was
made to make sure the changes of the internal feld are detected to determine lHSR
accurately. Scanning through the whole particle with the resolution presented in
Fig. 4.4 demands considerable computational time for particles with large size parameter (kR) values. To reduce the computational time, only the x − z and y − z
planes are scanned with high resolution.
4. Far-feld intensities obtained from the TM method are used to fnd the SC qR value
(qSC R). The results are compared to Mie. How this qSC R value is determined is
explained in Sec. 4.3.1.
As explained in Sec. 2.5, q has dimensions of inverse length. Hence,

1
qSC R

is the

relative length scale of the SC with respect to the radius of the particle. This relative length
scale was compared with the HSR length-scale relative to the radius of the particle (
for ρ values ranging from 6 to 96.
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lHSR
)
R

(a)
ෝ 𝑖𝑛𝑐
𝒏

⊙

(b)

(c)

ෝ 𝑖𝑛𝑐
𝒏

ෝ 𝑖𝑛𝑐
𝒏

Figure 4.3
2D internal-feld-magnitude maps on (a) x − y plane, (b) x − z plane, and (c) y − z plane
for a sphere with m = 1.5, kR = 36, and ρ = 36.
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(a)

(b)
Figure 4.4
Zooming in 2D internal-feld-magnitude maps in (a) y − z plane and (b) x − z plane, for a
sphere with m = 1.5, kR = 36, ρ = 36.
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4.2.2

Results

When the ρ value of the particle increases, the HSR relative to the particle size decreases and Fig. 4.5 is a qualitative illustration showing this effect. Figure 4.6 shows how
the HSR length, lHSR , relates to the SC length scale

1
qSC

. The length-scales are divided by

R. The error bars represent the uncertainty of the measurement, which was considered to
be one standard deviation. The uncertainty of measuring lHSR is mainly due to estimating
int
by color assignment from plots similar to Fig. 4.4. Uncertainty in
the 80% value of Emax

qSC R is explained in Sec. 4.3.1.
The brown dashed straight line and black solid line on the

lHSR
1
vs
plot shown
R
qSC R

in Fig. 4.6 have slopes of 0.91 and 0.77, respectively. The dashed line represents the linear
ft without the m = 1.33 data point, whereas the solid line represents the linear ft for all
the data points. Without the m = 1.33 data point, the data has a better liner ft with an
R-squared value of 0.93 compared to 0.84 with the m = 1.33 data point. It was observed
that there is m dependence to the relationship between

1
lHSR
and
. This is evident
R
qSC R

when the m value deviated from m = 1.50. This dependency is addressed in Sec. 4.6.
The reason for this dependence was discovered when trying to explain the reason behind
the shrinking size of the HSR relative to the particle size when ρ is increased (Fig. 4.5). It
was identifed that plotting
1
qSC R

lHSR
1
against
results in a better ft than plotting it against
R
mkR

. The implication of this fnding is explained in Sec. 4.6.
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(a)

(b)

(c)

(d)

(e)

(f)
Figure 4.5

Internal feld variation on y − z plane for particles with different ρ values.

59

Figure 4.6
The relationship between

4.3

1
lHSR
and
.
R
qSC R

The relationship between second crossover and ρ
Empirical studies of the SC show that [54]
qSC R ≈ 1.2 ρ.

(4.2)

1.2 ρ . 2kR.

(4.3)

That is, for SC to occur
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This is because, since q = k sin(θ/2), the maximum qR value is 2kR. Therefore, if the
SC exists, qSC R < 2kR. Since ρ = 2kR(Re{m} − 1), Eq. (4.3) suggests that if SC exists,
then
Re{m} . 1.83.

(4.4)

Whether this condition is true or not will be tested in this section. Moreover, the relationship between ρ value and qSC is systematically studied. Spherical particles with a wide
range of ρ values (with different m and kR values) were chosen for the study. The scattering pattern for each particle was simulated using the TM method. The results from the TM
method were plotted against qR and the qSC R in each case was determined.

4.3.1

Procedure to fnd qSC

As shown in Fig. 4.7, when determining the crossovers, frst the envelopes for the
scattering curves are drawn as straight lines that touch the edges of the scattering curve,
especially the peak regions, but the lines are drawn so that the scattering curve is always
below the envelope. When the SC is ambiguous, as in Fig. 4.7(b), reasonable possibilities
are considered and the average qSC R value with one standard deviation error is considered
as qSC R.
Here, the frst step is identifying the SC. In the scattering plots, lower qR values are
omitted to increase the accuracy of the qSC R measurement. This will expand the SC region
along the horizontal axis giving an increased resolution, when reading the qSC R. This
strategy works because the relative intensity at lower scattering angles are close to 1, and
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FC

FC

SC
SC1
SC2

m = 1.50, kR = 12

m = 1.50, kR = 24

(a)

(b)

Figure 4.7
Determining the qSC R value.

exactly 1 at qR = 0. This allows the envelope prior to the FC to be drawn parallel to the
horizontal axis, having relative intensity value 1.

4.3.2

Results

Figure 4.8 shows how qSC R relates to the ρ value of the spherical particles. Particles
with different m are noted with a different color on the plot to identify the m dependence
on the relationship between the qSC R and ρ and it shows that there is a correlation between
qSC R and ρ for spherical particles for the m values considered.
Linear ft data (slope, intercept, and R-squared values) of the data presented in Fig. 4.8
are given in Table 4.1. According to the linear ft data, it can be seen that qSC R and ρ show
a linear relationship for a considered m value, except for two cases: m = 1.05 and 2.00.
Figure 4.9 shows that the slopes of the qSC R vs ρ plots (in Fig. 4.8) has a liner m
dependence with a slope of −0.582, intercept 1.805, and an R-squared value of 0.969. The
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Figure 4.8
The m based linear relationship between qSC R and ρ for spherical particles.

two data points from m = 1.05 and 2.00 are not considered when fnding the slope and are
marked in red color, because linear ft data on Table 4.1 shows that m = 1.05 and m = 2.0
does not show a good linear relationship. In Sec. 4.5 it is shown that for m = 1.05 case
the SC occur at lower qR values and for m = 2.0 SC occur at higher qR value and they are
extreme cases for SC to occur, see Fig. 4.13. These two extreme cases makes it diffcult
to identify qSC R, hence it explains why they did not have a good linear ft. With this
information, the relationship between ρ, m, and qSC R can be written as
qSC R = (1.80 − 0.58 m) ρ
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(4.5)

m

slope

intercept

R-squared

1.05

0.738

4.393

0.551

1.25

1.097

9.654

0.952

1.33

1.098

-0.796

0.977

1.50

0.932

4.104

0.944

1.75

0.667

0.315

0.968

2.00

0.367

45.143

0.375

2.25

0.459

11.376

0.978

2.50

0.390

3.045

0.984

2.75

0.230

33.297

0.907

Table 4.1
Linear ft data of qSC R vs ρ graph.

4.4

An insight into the second crossover
The phasor contribution from the HSR as compared to the rest of the particle at the

SC is studied in this section. Previous qualitative studies on phasor contributions at the
SC claim that the SC is a result of the onset of phasor cancellations among the HSR phasors [37]. This claim is debatable because of the complexity of the phasor behavior for
strongly refractive cases. It should be noted that phasor cancellations among the phasors
produced by the non-hot-spot region (NHSR) also take place at SC. It is true that the phasors produced by individual NHSR volume elements have magnitudes much less than the
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m = 1.05, 2.00 data points
not considered for linear fit

Figure 4.9
The infuence of m to the relationship between qSC R and ρ.

magnitudes of the phasors produced by the hot-spot region volume elements. However,
it was evident from Sec. 4.2.2 that the volume of the NHSR, compared to the volume of
the HSR, increases for strongly refractive spheres as ρ increases (see Fig. 4.5). When the
NHSR volume is much greater than that of the HSR, once the phasors are added up the
NHSR could result in a greater phasor magnitude than the HSR.

4.4.1

Methods to investigate the infuence of the hot spot region to the second crossover

Phasor contributions from different locations within a particle can be represented in a
phasor plot to get an idea for how that portion of the particle would contribute to the far-
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feld intensity. This method was discussed in Sec. 2.6. For weakly refractive particles, the
phasor plot does not look complicated and all the phasors will have similar magnitudes and
thus identifying the relationships between the particle and the scattering curve is relatively
easy [23]. However for strongly refractive particles, the phasor plots will be complicated.
Phasors spread throughout the plot in most of the cases and the particle’s internal feld
will have complex variations similar to Fig. 4.2. Even though the objective of this study
is to track down how the HSR contributes to the SC, it is important to know how colorcoded phasor plots can be used to see how phasors produced by different regions of the
particle change with θ. In the color-coded phasor study, a color will be assigned to each
volume element in the particle based on the phasor it produces when the scattering angle
is equal to 0◦ . The color could be assigned according to the magnitude of the phasor,
phase angle of the phasor, or both. In this study, color will be assigned by the phase
angle and the brightness of the color is used to represent the magnitude of the phasor.
The phasor produced by a given volume element will continue to be represented by the
initially assigned color despite its new phase angle due to the change in the scattering
angle. This will allow us to track down how different regions in the particle contribute to
the scattered feld when the scattering angle is changed. Figure 4.10 illustrates this initial
color assignment. Note how similar phase/color volume elements are grouped together at
θ = 0◦ . Figure 4.10(a) shows the color-coded phasor map for the particle interior (on the
scattering plane) and Fig. 4.10(b) shows the spread of the phasors produced by the particle
when θ = 0◦ . The angle-dependent color-key, for phase angles ranging from −π to +π,
is given underneath the internal phasor map of the particle. The HSR in the particle is
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identifed by the dashed ellipse in the phasor map (Fig. 4.10(a)) and the dashed circle in
the phasor plot (Fig. 4.10(b)) surrounds the phasors produced by the HSR.

(a)

(b)

Figure 4.10
Color-coded phasor plots: (a) internal phasor map (b) phasors at θ = 0◦ .

Figure 4.11 shows how phasors contribute from different regions of the particle as a
function of θ.
• Figure 4.11 (a) shows the phasor spread at qR = 0.
• Figure 4.11 (b) shows the phasor spread at the FC.
• Figure 4.11 (c) and (d) show the phasor spread prior to SC.
• Figure 4.11 (e) shows the phasor spread at the SC.
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• Figure 4.11 (f) shows the phasor spread after the SC.

b
c
d

e
f

m = 1.5, kR =12

a

b

c

d

e

f

Figure 4.11
Scattering curve of spherical particle with m = 1.5 and kR = 12 (on top). Phasor plots at
the bottom show the particle’s phasor distribution for the points labeled on the scattering
curve a - f.
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In Fig. 4.11, the HSR-produced phasors are located closer to the edge of the phasor
plot and is green in color. Notice how the phasors spread when the scattering angle is
increased. The NHSR phasors span around the phasor plot about an angle π, as compared
to their initial phase angle, at the FC. As it was discussed in Sec. 2.7 when two phasors are
180◦ (π radians) apart and have the same magnitude, the phasors will cancel. Hence, the
reason for the FC can be recognized as the onset of phasor cancellation among the phasors
in the same initial groups in the NHSR (points that have the similar color and closer to the
origin on the phasor plot). For the SC, it can be seen that the phasors produced by the hot
spots are spread with a 180◦ phase angle difference, i.e., cancellation among the hot spots
begins. Hence, it can be stated that the onset of destructive interference among the phasors
produced by the hotpsots results in the SC.
However, this does not clearly represent how signifcant is this HSR-produced-phasor
cancellation to the far-feld intensity (I). It is true that the hot spot phasors have a higher
magnitude, yet the NHSR of the particle is large compared to the HSR, especially for
greater ρ values (see Fig. 4.5). So, when these small-magnitude NHSR-produced phasors
are added up, it could have a much higher phasor magnitude than the resultant phasor
produced by the HSR.
Here a new method is introduced to identify the signifcance of the HSR-produced
phasors compared to the NHSR-produced phasors. First, the magnitude of the total phasor
contributions from the HSR and NHSR, i.e.,

ΦHS (qR) =

X
j∈HSR
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zj (θ(qR))

(4.6)

and
ΦN HS (qR) =

X

zj (θ(qR))

(4.7)

j∈N HSR

are studied. Here ΦHS (qR) and ΦN H S (qR) are the resultant phasors from the hot-spot and
non-hot-spot regions for a given qR value, respectively. zj (θ(qR)) is the phasor contribution from the j th volume element in the particle at scattering angle θ corresponds to
given qR. The subscripts HS and N HS represent the hot-spot and the NHSR phasorsums, respectively. If ΦHS (qR) and ΦN HS (qR) are added they will give the total phasor
contribution for the given qR.
Φtot (qR) = ΦHS (qR) + ΦN HS (qR)

(4.8)

Then, the normalized scattering intensity can be written as
|Φtot (qR)|2
I(qR)
=
.
I(0)
|Φtot (0)|2

(4.9)

Equation (4.9) can be used to simulate the scattering curve. However, the objective here
is not producing the scattering curve. Instead the objective is to understand how the HSR
and the NHSR contribute to the scattering curve to see any special characteristics. In the
interest of studying the phasor contribution to the scattering curve from HSR and NHSR,
the square of the magnitude of the phasor-sum from each region is normalized with the
square of the magnitude of the phasor-sum from the NHSR and plotted against qR, as
shown in Fig. 4.12(d). The quantities can be mathematically expressed as
IHS (qR)
|Φ (qR)|2
= HS
IN HS (0)
|ΦN HS (0)|2
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(4.10)

and
IN HS (qR)
|Φ
(qR)|2
= N HS
.
|ΦN HS (0)|2
IN HS (0)

(4.11)

Here, IHS and IN HS represent far-feld intensities if only HSR and NHSR were contributing
to the far-feld, respectively. Equation (4.9) was used to validate data. In Fig. 4.12(a), data
for the points on scattering curve at the peaks were generated using Eq. (4.9).
The second aspect looked into is the infuence on the scattering curve from the HSR
compared to similar-volume non-hot-spot regions (NHSRs). This method is useful to see
whether the contribution to the scattering curve from the particle volume is localized or
collective; in this case, whether NHSR contribution is localized or collective. Choosing
a similar-volume NHSR allows to compare the localized contribution from NHSR to the
HSR. In this case, frst the volume of the HSR is found. Then, similar-volume NHSRs
are randomly selected, as shown in Fig. 4.12(e). For each of the regions selected, the net
phasor contribution is found. Then the square of the magnitude of the phasor-sum from
each region is normalized by the square of the magnitude of the phasor-sum of HSR for
θ = 0. The results are plotted against qR, as shown in Fig. 4.12(f). Whether HSR has
a unique contribution at the SC is studied. The quantities plotted can be mathematically
represented in terms of qR as
IHS (qR)
|Φ (qR)|2
= HS
|ΦHS (0)|2
IHS (0)

(4.12)

and
V HS

INeqvol
(qR)
|Φ
(qR)|2
HS
= N HS
IHS (0)
|ΦHS (0)|2
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(4.13)

where
V HS

ΦN HSR (qR) =

X

zj (θ(qR)).

(4.14)

j∈Vi

Here Vi is the ith randomly selected NHSR-volume. Vi has a similar volume as HSR. Hence
is
it is referred to as equal-HSR-volume NHSR or, in short, “equal-volume NHSR”. INeqvol
HS
the far-feld intensity if only considered NHSR (Vi ) contributed to the far-feld.

4.4.2

Graphical representation of phasor contribution

The results obtained using the method described in Sec. 4.4.1 are presented here.
Figure 4.12 shows results of the phasor-sum study conducted for a spherical particle
with m = 1.5, kR = 12, and ρ = 12.
• Figure 4.12(a) shows the scattering curve calculated by the TM method. The points
marked at the peaks were calculated using Eq. (4.9) to validate the phasor data.
• Figure 4.12(b) shows the scattering curve plotted on a log-log scale. Note that only
the higher qR values of the scattering curve are presented, since the interest is in
identifying any changes in phasor contributions near the SC. The SC is indicated on
the scattering curve with a vertical line.
• Figure 4.12(c) shows the HSR (in green). The rest of the particle is considered as the
NHSR.
• Figure 4.12(d) shows how the resultant phasor contribution from HSR (red curve)
and NHSR (blue curve) change with qR. Notice that the HSR and NHSR results
are represented on two different scales. The right vertical axis (in red) gives the
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SC

(a)

(b)

(c)

(d)

(e)

(f )

Figure 4.12
Phasor-sum study for spherical particle with m = 1.5, kR = 12, and ρ = 12.
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corresponding values for HSR contribution and the left vertical axis (in blue) gives
the values of the NHSR contribution.
• Figure 4.12(e) shows the HSR (in red) and randomly selected equal-volume NHSRs
(in blue).
• Figure 4.12(f) shows how the resultant phasor contribution from the HSR (in red) and
from the randomly selected equal-volume NHSRs (in blue) changes with qR. Here
the right vertical axis (in red) gives the corresponding values of the HSR, whereas
the left vertical axis (in blue) gives the values of the data from the equal-volume
NHSR.
The study was conducted for spherical particles having ρ values of 6, 12, 24, 36, 48, 72,
and 96. Figure 4.12(d) shows that the net phasor contribution from the NHSR closely
mimics the scattering curve (Fig. 4.12(b)). This implies that the NHSR is the governing
infuence for the scattered intensity for any given scattering angle. This is even evident
when examining the scales of the HSR and NHSR results. The HSR net phasor contribution
values are of the order 10−5 and the net phasor contribution values from NHSR varies from
1 to ∼ 10−4 as qR is increased. A similar pattern was observed for the other particles
considered in this study.
On the other hand, Fig. 4.12(f) shows that if the phasor contribution from similarvolume regions were considered, the HSR contribution to I dominates for any given angle.
However, note that this hot spot contribution (shown by the red curve) does not mimic the
scattering curve as the net NHSR phasor contribution (the blue curve in Fig. 4.12(d)) does.
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Also there was no signifcant change in the phasor contributions from the HSR right at the
SC. The HSR phasor contribution starts to drop well before the SC. In Fig. 4.12(f), the
HSR phasor contribution shows a change near SC compared to the NHSR contribution.
However this was not a behavior seen for other cases studied (see Fig. 5.6 and 5.7).
This study reveals that for particles with higher ρ values, when the HSR becomes small
compared to the rest of the particle, the total phasor contribution from the NHSR dominates
for any considered scattering angle (Fig. 4.12(d)). When localized equal-volume regions
were considered (phasor contribution density), the HSR dominates for any given angle.
Yet, there is no signifcant change in the hot spot phasor contribution at SC. Therefore, it
can be concluded that the HSR does not make a signifcant impact on the SC.

4.5

The condition for the second crossover to exist
In this section the relationship between the SC and the particle properties are discussed

in detail to discover the conditions needed to be satisfed for a SC to occur. The fndings
can be applied to particle characterization applications (see Sec. 6.3).

4.5.1

Implied conditions from empirical work

As it was discussed in Sec. 4.3, empirical studies of the SC suggest that qSC R ≈ 1.2ρ
[Eq. (4.2)] and implied condition ρ . 2kR should be satisfed for SC to occur. Equation
(2.15) implies that for SC to exist
kR >
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π
.
4

(4.15)

This is obvious because this condition should be fulflled even for the FC to exist: recall
qGC ≈

π
π
which leads to the implied condition for the FC to exist, 2kR > , because 2kR
2
2

is the maximum qR.
Equation (4.2) and (4.15) imply that if the size parameter is larger than both

π
and 0.6ρ,
4

then the power-law structure should have a SC. So Eq. (4.2) and (4.15) can be considered
as the conditions for SC to exist.
However, there is a hidden m dependence in these conditions. In Eq. (4.2), ρ =
2kR (Re{m} − 1). This leads to another implied condition, from Eq. (4.2), for SC to
occur:
Re{m} . 1.83.

(4.16)

So based on prior work if Re{m} > 2.0, there should not be a SC. However, SC has
been observed for m values greater than 2. So these implied conditions need refnement.

4.5.2

New condition for the second crossover

If ρ [Eq. (2.14)] and the results of the relationship between SC and ρ study, Eq. (4.5),
are considered, it can be shown that for non-absorbing particles,
(m − 1)(1.80 − 0.58m) = sin(

θSC
).
2

(4.17)

Equation (4.17) leads to a new condition for the SC to exist. Let the left-hand-side of
the equation be a function
f (m) = (m − 1)(1.80 − 0.58 m).
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(4.18)

The behavior of the function is presented in Fig. 4.13. f (m) has a maxima at m = 2.05 and
the maximum value is 0.64. The shaded area on the graph shows the possible values for m
that can have a SC. Note that the shaded area does not start exactly at m = 1, because if
the SC exists the FC also exist. θF C depends on the particle size so the actual lower limit
of m depends on the particle size.
It was not possible to see a SC for m > 2.75. The complexity of the scattering curve
also makes it diffcult to identify the SC when m > 2. The new range of m values comply
with this observation.

Figure 4.13
Analysis: condition on m for SC to appear in the power-law structure.

The characteristic curve given in Fig. 4.13 and Eq. 4.17 reveal:
1. If the m value is greater than 3.10, there will be no SC.
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2. θSC depends only on m.
3. The θSC value increases as m increases from 1 to 2.05 and then decreases from 2.05
to 3.10.
4. The SC will not occur for qR values greater than 1.28 kR (for example, if kR = 5,
then qSC R cannot be greater than 6.4), and this maximum is achieved only when
m = 2.05.
If the lower limit of qSC R is set based on the FC, then by Eq. (4.17) and (2.14), the
condition for the SC to exist in non-absorbing spherical particles can be stated as
kR(m − 1)(1.80 − 0.58 m) >

π
4

(4.19)

If the value 0.58 is rounded off to 0.6, the approximate relationship can be written as
3kR(m − 1)(3 − m) &

5π
4

(4.20)

The new condition for SC to exist is then given by Eq. (4.20). The new condition sets
the upper limit by itself.

4.6

Discussion
In Sec. 4.2, two important characteristics were observed:

1. The HSR shrunk relative to the particle size as the ρ value increased.
2. The length-scale of the HSR and length-scale of the SC matched with each other for
m = 1.25, 1.50, and 1.75.
78

Let’s consider why the HSRs shrunk, as shown in Fig. 4.5, when ρ was increased.
The internal feld plots in Fig. 4.5 are for particles with m = 1.50. That is, their internal
wavelength (λint ) equals to λ/1.5. Since ρ = 2kR(Re{m} − 1) and m is constant in
this case, an increase in the ρ value was obtained by increasing kR. Considering that
the internal feld structure is caused by the internal surface refections, the HSRs can be
explained using the whispering gallery mode analogy [90]. With the complexity of all
the possible wave combinations inside the sphere, if the hot spots are caused by surface
refections, then the HSR can be considered as proportional to λint . This leads to
lHSR
λint
∝
.
R
R

(4.21)

By multiplying the numerator and the denominator of the right-hand-side of Eq. (4.21) by
2k(Re{m} − 1) gives

lHSR
2k(Re{m} − 1)λint
∝
.
R
ρ
Here,
2k(Re{m} − 1)λint = 2(

2π
λ
)(Re{m} − 1)(
)
λ
Re{m}

which simplifes to

2k(Re{m} − 1)λint = 4π

Re{m} − 1
.
Re{m}

This leads to
lHSR
Re{m} − 1
∝
.
R
Re{m} ρ
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(4.22)

Since m is chosen to be the same for all particles considered, this leads to
lHSR
1
∝ .
R
ρ

(4.23)

This justifes why the HSR shrinks when ρ increases in Fig. 4.5, where all cases had the
same m.
The results presented in Fig. 4.6 have data from particles of different m values and give
a clue that the relationship between

lHSR
1
and
is dependent on m: the data point for
R
qSC

m = 1.33, which has a much different m value than the others, deviates from the rest.
Since λint =

λ
2π
and k =
, Eq. (4.21) can be written as
Re{m}
λ
lHSR
1
∝
.
R
kR Re{m}

(4.24)

For non-absorbing particles, Eq. (4.24) becomes
1
lHSR
∝
.
R
mkR

(4.25)

Figure 4.14 shows the same data in Fig. 4.6 plotted against
Plotting against
1
qSC R

1
1
instead of
.
mkR
qSC R

1
gives a better linear ft (R-squared vale 0.92) than plotting against
mkR

(R-squared value 0.84). This implies that the argument made, internal surface re-

fections causing the HSR, is valid. That is the assumption considered for Eq. (4.21); HSR
size is proportional to λint , is valid. The slope of the

lHSR
1
vs
graph is 1.61 and the
R
mkR

intercept is 0.00. Hence, it can be concluded that for non-absorbing spherical particles,
lHSR
1
≈ 1.6
.
R
mkR

(4.26)

The question “why hot spots occur in highly refractive particles and why not in weakly
refractive particles?” can be addressed by the same principle used to explain why the
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Figure 4.14
Test case for new relationship between

lHSR
and particle properties.
R

HSR shrinks with ρ. If the HSR is caused by standing waves created by internal surface
refections, then when the particle size is smaller than λint , there will be no standing waves
created inside the particle; hence there will be no HSR. This is the case when the particle
is weakly refractive.
In Sec. 4.3, even though the initial idea was to fnd a relationship between qSC R and
ρ, ρ does not seem to be a good variable to defne the characteristics of scattering by small
particles; at least for the cases investigated in this study. Because,
• When comparing the plots

lHSR
l
1
vs ρ (Fig.4.6) and HSR vs
(Fig.4.14) the latter
R
R
mkR

had a better correlation.
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• When comparing the relationship between qSC and ρ in Sec. 4.3, it was evident from
Eq. (4.5) that there is an additional m dependence.
• Moreover, Eq. (4.19) shows that θSC depends only on m. That is, even without
knowing the size of the particle, SC can be used to derive particle’s m. However,
for a given θSC there could be two possible m values (see Fig. 4.13). Having more
than one possibilities in solving the inverse problem is a known issue and is referred
to as “nonuniqueness in the inverse scattering problem” [91]. Yet, if the particle is
assumed to be of m < 2.05, then m can be predicted.
However, since ρ is commonly used in the feld of scattering by small particles, the relationship between qSC R and the particle is defned in terms of ρ in Eq. (4.5).
The suggested new condition agrees with the litterateur under certain conditions. For
example, if the particle is assumed to be a spherical water droplet m ≈ 1.33 then Eq. (4.5)
suggest that qSC R ≈ ρ and is compatible with [23, 37, 55] and if the particle is of m ≈ 1.05
then qSC R ≈ 1.2 ρ and agrees with [54]. However, it should be noted that the results are
subject to how the crossovers are defned.
In Sec. 4.4, color-coded phasor plots were used to understand how phasors from different regions of the particle behave when θ varies. A relevant factor that should be noted
is the resolution of the phasor plots. For example in Fig. 4.11, the gaps in between phasors are primarily because of the fnite sized grid used to sample the particle. Figure 4.15
shows how these gaps can be eliminated by increasing the resolution. Here only the HSRproduced phasors (in Fig. 4.11(e)) are considered because the simulations with higher res82

olution similar to Fig. 4.15(c) demand a signifcantly larger amount of computer time and
resources. Figure 4.15(a), (b), and (c) data were generated with particle scanning resolutions of λint /25, λint /100, and λint /250, respectively.

Figure 4.15
Hot spot phasor span for particle scanning resolutions (a) λint /25, (b) λint /100 and, (c)
λint /250.

The use of lower resolution allows us to visualize how closely the phasors group together, i.e., the feather-like structure would have otherwise appeared as a glob. Low resolution also allows us to see the overall phasor behavior. If the resolution was high, most of
the phasor points would have been covered by the phasors produced by the region in the
particle which was scanned last. So, use of low resolution is an advantage for this study.
However, it should not be too low.
In Sec. 4.4, it was revealed that the major contributor for the SC is not the HSR,
but the NHSR. This was possible because of the new method developed. When the new
method is used with the color-coded phasor plots, it gives a clear picture for how phasors
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from different regions of the particle contribute to the scattered feld. However, there is a
limitation in this method. If the particle was broken into too many small regions, then when
the contribution from each region was plotted as shown in Fig. 4.12(f), the plot will then
be cluttered with too many lines and will not give a clear picture on how each individual
region behaves, see Fig. 4.16(b).

Figure 4.16
Enhancing phasor-sum plots (a) 1000 equal-volume NHSR samples, (b) usual phasor-sum
plot, (c) enhanced phasor-sum plot for higher number of NHSR samples for a sphere with
m = 1.5 and kR = 24.
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However, it will still give the overall picture. For example if the clutter covers only one
region of the plot, the general trend can be studied. If the lines do not show a proper pattern,
then one could conclude that there is no characteristic behavior. This overall picture can
be enhanced by controlling the opacity of data representation, as in Fig. 4.16(c). Even if
the opacity is controlled to get a better picture, the number of regions selected from the
particle should not be too high. The algorithm for random sampling is written in such a
way that the regions considered for the phasor-sum study do not overlap. This requires the
number of regions inside the particle to be less than

Vtot − VHSR
, where Vtot is the total
VHSR

volume of the particle and VHSR is the volume of the HSR of the particle.
In Sec. 4.4 and in Fig. 4.12, the choice of plotting |Φ|2 against qR (instead of plotting
|Φ| against qR) was made because the objective was to fnd how different regions of the
particle infuence the SC. The SC is a characteristic of the scattering curve. Since the
scattering curve represents the far-feld intensity (with reference to Eq. (4.9)), how |Φ|2
changes with qR was studied. In the next chapter, this method is used to see how different
parts of the particle contribute to the backscattering enhancement.
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CHAPTER 5
BACKSCATTERING FIELD ENHANCEMENT

Some scattering curves presented in the previous chapters have an increase in the intensity at higher scattering angles, θ ≈ π (i.e., qR ≈ 2kR). This characteristic is referred to as
backscattering enhancement (BSE). When θ = π, the scattered wave is directed opposite
to the incoming wave. In depth understanding of BSE is useful for applications in areas
such as plasma physics [16], meteorology [92] and remote sensing [93]. Backscattering
enhancement studies related to satellite remote sensing and radar science are of major interests. Backscattering enhancement is a theoretically [94, 95], numerically [96, 97] and
experimentally studied [98] phenomenon. Backscattering enhancement is not just limited
to electromagnetic scattering, it also occurs in acoustics [99, 100].
In Sec. 3.3 the determining factors of BSE in weakly refractive spheroidal particles
were discussed. The focus of this chapter is to present the studies on BSE for stronglyrefractive spherical particles. The reason for the BSE is investigated with an emphasis on
fnding the relationship between the HSR and the BSE.

5.1 Observation based implications, research questions, and method
In Sec. 3.3, it was shown that for weakly refractive spheroidal particles, the curvature of
the particle surface that faces the opposite direction of the incident wave (curvature of the
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surface seen when viewed from the forward scattering, θ = 0◦ , direction) is the governing
infuence for the BSE. Based on the empirical studies, for spherical particles the chances
of having a BSE is slim if the particle is weakly refractive. The curvature of a sphere is the
same at any point on the surface and this curvature may not be suffcient to produce a BSE
if the particle is weakly refractive. Yet when a spherical particle is strongly refractive, the
BSE appears.
It was observed that even if a spherical particle satisfes the condition ρ > 1, if it does
not have a HSR there is no BSE in its scattering curve. That is, even if the condition for
SC is satisfed, BSE will still not take place. For example, in the scattering curve for the
spherical particle with m = 1.05 and kR = 96, shown in Fig. 5.1, there is no BSE, even
though the particle is well qualifed to be considered as a highly refractive particle with
ρ = 9.6. On the other hand, for a spherical particle with m = 1.50 and kR = 6, which has
a ρ value of 6, there is an oblivious BSE (see Fig. 5.2).
In addition to the scattering curves, Fig. 5.1 and Fig. 5.2 show the internal felds of the
particles. Even though the particle with ρ = 9.6 has more spikes than the ρ = 6 particle,
int
its maximum internal feld magnitude is less. For the ρ = 9.6 particle, Emax
< 4 E◦inc . So

there will be no hot spot region (HSR) in the ρ = 9.6 particle (according to HSR selection
int
criteria explained in Sec. 4.1). The ρ = 6 particle has Emax
> 4 E◦inc and the highest spike

region in the particle is considered the HSR. This is an interesting observation and reveals
that
• The BSE will not taken place simply because the size parameter of the particle (kR)
is large.
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𝜌 = 9.6
m = 1.05, kR = 96

Figure 5.1
Scattering curve of a spherical particle with m = 1.05 and kR = 96 and the internal feld
of the particle on the scattering plane.

BSE

𝜌=6
m = 1.50, kR = 6

Figure 5.2
Scattering curve of a spherical particle with m = 1.50 and kR = 6 and the internal feld
of the particle on the scattering plane.
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• The BSE will not happen simply because the phase shift parameter (ρ) is high.
This implies that the key factor determining the existence of the BSE is not the size or the
phase-shift parameter. Could it be the existence of HSR which determines the existence of
the BSE in strongly-refractive particles? Does it have any relationship to the location or
size of the HSR inside the particle?
To address these questions, an approach similar to Sec. 4.4 is followed. Here phasor
diagrams and the new phasor-sum method is used to study the phasor contributions from
the HSR to the scattering curve in the backscattering region (BSR), i.e., when qR ≈ 2kR.

5.2

Results
First, the color-coded phasor plot method was used to identify how the phasor con-

tributions from different regions of the particle change with scattering angle. The study
included spherical particles with size parameter values (kR) ranging from 3 to 48 and m
ranging from 1.05 to 1.50.
Results of spheroidal particles with m = 1.50 and kR = 6, 12, and 24 are presented
here. These particles have ρ values 6, 12, and 24 and are represented in Fig. 5.3, 5.4, and
5.5, respectively. In each of these fgures,
• The scattering curve is given on the top with reference to each of the phasor plots
at the bottom, labeled (b) - (f), indicating the relevant scattering angle considered
for each phasor plot, with the exception of the scattering plot labeled (a); for which
case, the scattering plot represents the phasor distribution when qR = 0. Note that
the scattering curve is in log-log scale with respect to the dimensionless quantity qR.
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• Phasor plot (b) represents the phasor contribution to the scattering curve from different locations inside the particle at the Guinier crossover.
• Phasor plot (c) represents the phasor contribution at a peak in between the FC and
the SC.
• Phasor plot (d) represents the phasor contribution at the SC.
• Phasor plot (e) represents the phasor contribution at a scattering angle where there is
a peak in between the SC and the BSE.
• Phasor plot (f) represents the phasor behavior near the BSE.
The phasor diagram results show that the hot spot produced phasors group together at
the BSR (indicated with a dashed oval in each of the three examples). The phasor plots
have a similar behavior for other cases considered in the study: phasors start grouped
together, creating constructive interference, at qR = 0 and slowly spread until the FC; it
starts to spread faster after the SC; then, in the BSR when qR ≈ 2kR, the phasors group
together again quickly, interfering constructively. It is apparent from these diagrams that
the HSR produced phasors group together at qR ≈ 2kR. However, it is not clear from
these diagrams whether NHSR produced phasors would also constructively interfere at the
BSR. To verify this, the new phasor-sum method is used.
A quantitative representation of HSR and NHSR produced phasor contributions to the
scattering curve of ρ = 6 and ρ = 24 spheres are shown in Fig. 5.6 and Fig. 5.7, respectively. Similar analysis for a sphere with ρ = 12 is shown in Fig. 4.12 in Sec. 4.4.2. These
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ρ=6
m = 1.5, kR = 6
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Figure 5.3
Scattering curve of a spherical particle with m = 1.50 and kR = 6 along with the phasor
plots showing how the phasor contribution to the scattered feld changes with qR(θ).
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ρ= 12
m=1.5, kR=12
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Figure 5.4
Scattering curve of a spherical particle with m = 1.50 and kR = 12 along with the phasor
plots showing how the phasor contribution to the scattered feld changes with qR(θ).
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ρ= 24
m=1.5, kR=24
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Figure 5.5
Scattering curve of a spherical particle with m = 1.50 and kR = 24 along with the phasor
plots showing how the phasor contribution to the scattered feld changes with qR(θ).
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plots reveal what is hidden in the phasor plot representation: the signifcance of the NHSR
phasor contribution. Phasor plots hide this information because of the higher volume of
the NHSR compared to the HSR. The higher NHSR volume results in a large amount of
data points to be ftted into a smaller area of the phasor plot (closer to the origin). This
makes visual recognition of NHSR produced phasor behavior nearly impossible. Hence,
this new method is useful in identifying these hidden characteristics.
In Fig. 5.6
• Plot (a) represents scattering pattern in log-log scale. Notice that the lower values of
the scattering pattern are not presented since the objective here is to identify how the
phasor contributions from the particle changes in the BSR.
• Plot (b) represents the HSR inside the particle.
• Dual scale log-log plot given in (c) represents how the total phasor contribution from
the HSR (shown in (b)) and the rest of the particle (NHSR) changes with scattering
angle. See Sec. 4.4.1 for more details.
• Plot (d) shows the HSR and the volume-equivalent NHSRs (randomly selected regions).
• Plot (e) shows how the total phasor contribution from each of the sample regions
contributes to the scattering curve.
• A marker is placed in each of the three plots to show where the SC occurs to help
analyze how the phasor-sum behaves at the SC.
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SC

ρ=6
m = 1.5, kR = 6

a
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c

d

e
Figure 5.6

phasor-sum method to compare HSR and NHSR phasor contribution at BSR; for a sphere
of m = 1.50 and kR = 6.
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SC

ρ = 24
m = 1.5, kR = 24

a

b

c

d

e
Figure 5.7

phasor-sum method to compare HSR and NHSR phasor contribution at BSR; for a sphere
of m = 1.50 and kR = 24.

96

Similar studies were done to particles with ρ values ranging from 3 to 96. The study
reveals that even though the HSR phasor contribution drastically increases in the BSR,
what dominates the BSE is the NHSR. This can be shown with plot (c) of Fig. 5.6 and
Fig. 5.7, which clearly indicates that the phasor-sum from the NHSR has a much higher
phase magnitude than for HSR. The shape the NHSR phasor-sum traces, mimicking the
scattering envelope of (a), is another indication that NHSR is the dominant contributor to
the BSR.

5.3

Discussion
Now it is clear that the BSE is not due to the HSR, but because of the summation of

little phasor contributions from a large volume of NHSR. What is not clear is the reason
for the BSE when there was no HSR for the sphere with kR = 96 and m = 1.05 while
there was a BSE for a sphere of kR = 6 and m = 1.50, which had a HSR. Could there
be instances where weakly refractive spherical particles have BSE? Is there a threshold m
value for the BSE?
Answering these questions requires extensive backscattering-focused-study. This can
be done by optimizing the TM and Mie codes. One way to do this is to come up with
a characterization loop within the code. With this method, the code will continuously
run simulating the range of kR and m values, checking how strong is the BSE. The code
will output m, kR, and BSE. The data can be plotted as a density plot or a 3D plot to
identify whether the BSE is random or a systematic phenomenon. If the TM method is
used, the study can be extended to spheroids as well. However, as it is already known that
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even weakly refractive spheroids would result in giving the BSE for certain orientations,
studying the BSE for spheroids will be much more complicated than it is for spheres.
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CHAPTER 6
CONCLUSION

6.1

Contribution
These studies reveal important scattering properties pertinent to electromagnetic scat-

tering by spheroidal particles. The new knowledge and methods are useful in studying
electromagnetic scattering by particles of different shapes and sizes. Since these studies
were done with relative length scales, it makes the fndings applicable to particles of a wide
range of (physical) sizes. For particles/objects that are spheroidal or nearly spheroidal in
shape and subject to electromagnetic scattering, if the ratio between its size and the incoming wavelength (2Rve /λ) is in between 1 and 60, the fndings of this work will be
applicable. Some of the important fndings of the study are listed here.
In Chapter 3:
• The empirical study shows that the tip volume method (TVM) can be applied for
randomly oriented weakly refractive spheroidal particles.
• It was shown that the backscattering enhancement (BSE) can be observed in scattering by weakly refractive particles.
• For weakly refractive spheroids when the surface of the particle that faces the forward scattering direction is spread more perpendicular to the incident wave propa99

gation direction, BSE can be observed. This phenomena was explained using the tip
volume method. See Sec. 3.3.
• It was shown that the combination of the two factors, curvature of the surface and the
orientation of the particle, is the governing infuence for the BSE in weakly refractive
case.
In Chapter 4:
• Hot spot region (HSR) and power-law envelopes were properly defned.
• Based on the results of the empirical study (in Sec. 4.2), a mathematical expression
was derived to show the relationship between the relative HSR length scale (

lHSR
)
R

and particle properties [Eq. (4.26)]. The work related to this derivation is in Sec. 4.6.
• In Sec. 4.3 it was shown that the relationship between the second crossover (SC)
and particle properties needs to be re-defned. This was further discussed in the
discussion section of the chapter. A relationship between the SC qR (qSC R) value
and the phase-shift parameter (ρ) was derived and is given in Eq. (4.5).
• In Sec. 4.4, a new method was introduced to study how different regions of the
particle contribute to the scattering curve.
• Using the new region based phasor contribution analysis method and color-coded
phasor plots, it was shown that the SC is primarily caused by phasor cancellations
among the phasors produced by the non-hot-spot region (NHSR) of the particle.
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• It was reviled that the scattering angle at the second crossover (θSC ) depends only on
m. The relationship between θSC and m is given in Eq. (4.17).
• Based on the results, the condition for the SC was derived in Sec. 4.5. The condition
is given in Eq. (4.20) and it was shown that there will be no SC for m > 3.10.
• In Sec. 4.6, it was explained that the HSR is caused by standing waves formed by
internal surface refection. Based on the argument and simulation data, a mathematical expression was derived to represent the relationship between the relative size of
the HSR and the particle properties. This relationship is given in Eq. (4.26).
In Chapter 5:
• Using the region based phasor contribution analysis method and color-coded phasor
plots, it was shown that the BSE is primarily caused by constructive interference
among the phasors produced by the NHSR of the particle.
• It was shown that the ρ value is not a deciding factor for BSE.
• Based on the simulation results, spheres without a HSR do not show BSE. With the
knowledge on how weakly refractive randomly oriented spheroids have a BSE based
on the curvature, it can be concluded that the surface curvature of spheres does not
promote BSE if the particle is weakly refractive.

6.2

Motivation for future work
• In the tip volume method based study, it was empirically shown that the tip volume
method can be used to predict the scattering envelope of weakly refractive randomly
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oriented spheroidal particles. To justify the validity of this fnding, a mathematical/physical explanation can be made. Also the study can be extended to other
axially symmetric particles, like cylindrical particles.
• The study on the BSE from weakly refractive particles can be further investigated
to develop with a mathematical relationship between the particle size, orientation,
curvature, and the BSE.
• The reason for BSE in weakly refractive spheroids should apply to weakly refractive
cylindrical particles as well. This can be tested using the T-matrix method and the
DDA method.
• The length scale study was semi-quantitative. As explained in Sec. 4.2, values for the
HSR length and qSC R were obtained using graphical interpretations of the results.
To make the length scale study approach more systematic, the volume of the HSR
could have been numerically found rather than estimating the maximum spread of
the particle graphically. If such an approach was conducted, a volume-equivalentsphere radius could have been considered as the length of the HSR. With new data,
the relationship between

lHSR
, m, and kR can be refned.
R

• The HSR length scale study related equations can be tested by generating more data
for a range of different particle sizes and refractive indices.
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• The HSR length scale study can be extended to spheroidal particles using DDA
method. To make the study effcient, the current C++ implementation of the DDA
method needs to be further optimized for parallel processing for spheroidal particles.
• The study shows that the phasor contribution from the NHSR dominates in highly refractive particles. The color-coded phasor map method and new region based phasor
contribution analysis method can be combined together to further investigate how
the cancellation or combination of the phasors produced by the NHSR takes place.
• The BSE study can be extended to investigate whether there could be instances where
weakly refractive spherical particles have BSE and if there is any threshold m value
for BSE.

6.3

Application
The region based phasor contribution analysis method can be used to study scattering

by any kind of particle. However, the computational resources needed to analyze particles
with large size parameters will be high. The scattering properties investigated in this work
can be used for particle characterization.
The newly discovered relationship between θSC and m for scattering by non-absorbing
spherical particles is important (see Eq. (4.17)). It states that the scattering angle at the
second crossover only depends on m. In particle characterization applications, if the particle is assumed to be spherical (or nearly spherical), then the frst crossover (FC) can be
used to predict the size of the particle and the SC can be used to predict the m of the particle. If there is no SC, the study also reveals the m values where a SC is not possible (see
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Fig. 4.13 and Eq. (4.20)) in terms of m and kR. So m can be still predicted. Detecting the
SC is technologically challenging because of the fact that the intensity at SC (I(qSC )) is a
few orders of magnitudes less than that of the forward scattering intensity (I(0)). Yet, it is
possible. Discovering the relationship between BSE and the particle properties also helps
in particle characterization.
All the fndings summed up together, how they can be applied to particle characterization can be summarized as shown in Fig. 6.1. It should be noted that the characterization
on the chart applies only to weakly absorbing particles. On the chart in Fig. 6.1,
• F C → R implies size of the particle can be determined by FC.
• SC → m implies refractive index can be determined by SC.
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Condition 1:
3𝑘𝑅(𝑚 − 1)(3 − 𝑚) ≳

Scattering curve
power-law
structure

5𝜋
4

Has
𝐹𝐶
?

No
𝑅 ≲ 0.1 𝜆

Yes
Has
𝑆𝐶
?

No

No

𝐹𝐶 → 𝑅
If particle is
spherical,
𝑚 violates
condition 1

Has
𝐵𝑆𝐸
?

Yes

Yes

𝐹𝐶 → 𝑅
Particle is
not
spherical

𝐹𝐶 → 𝑅
𝑆𝐶 → 𝑚

Figure 6.1
Particle characterization chart based on the results of the study.

105

REFERENCES

[1] A. B. Kostinski and Aj. Mongkolsittisilp. Minimum principles in electromagnetic scattering by small aspherical particles. J. Quant. Spectrosc. Radiat. Transf.,
131:194–201, 2013.
[2] J. Vehmas, Y. Ra’di, A. O. Karilainen, and S. A. Tretyakov. Eliminating electromagnetic scattering from small particles. IEEE Trans. Antennas Propag., 61(7):3747–
3756, 2013.
[3] T. Shiozawa. Electromagnetic scattering by a moving small particle. J. Appl. Phys.,
39(7):2993–2997, 1968.
[4] S. Colak and C. Yeh. Scattering of a focused beam by moving particles. Appl. Opt.,
19(2):256–262, 1980.
[5] W. P. Chu and D. M. Robinson. Scattering from a moving spherical particle by two
crossed coherent plane waves. Appl Opt., 16(3):619–626, 1977.
[6] S. Colak and C. Yeh. Scattering of a focused beam by moving particles. Appl Opt.,
19(2):256–262, 1980.
[7] M. Bertolotti and C. Sibilia. Coherent light scattering by particles moving in two
crossed light beams. Optica Acta: International Journal of Optics, 31(5):567–577,
1984.
[8] E. N. Parker. The scattering of charged particles by magnetic irregularities. J.
Geophys. Res., 69(9):1755–1758, 1964.
[9] H. Yan and A. Lazarian. Cosmic-ray scattering and streaming in compressible magnetohydrodynamic turbulence. Astrophys. J., 614(2):757, 2004.
[10] P. K. Shukla and S. V. Vladimirov. Stimulated scattering of electromagnetic waves
in collisional dusty plasmas. Phys. of Plasmas, 2(8):3179–3183, 1995.
[11] R.E. Aamodt and D.A. Russell. Alpha particle detection by electromagnetic scattering off of plasma fuctuations. Nucl. Fusion, 32(5):745, 1992.
[12] L. Vahala, G. Vahala, and N. Bretz. Electromagnetic wave scattering from magnetic
fuctuations in tokamaks. Phys. Fluids B: Plasma Physics, 4(3):619–629, 1992.
106

[13] D. H. Froula, S. H. Glenzer, N. C. Luhmann Jr., and J. Sheffeld. Plasma Scattering of Electromagnetic Radiation. Academic Press, Boston, second edition edition,
2011.
[14] R. E. Pechacek and A. W. Trivelpiece. Electromagnetic wave scattering from a
hightemperature plasma. Phys. Fluids, 10(8):1688–1696, 1967.
[15] R. Bingham, U. de Angelis, V. N. Tsytovich, and O. Havnes. Electromagnetic wave
scattering in dusty plasmas. Phys. Fluids B: Plasma Physics, 3(3):811–817, 1991.
[16] Kenneth M. Watson. Electromagnetic wave scattering within a plasma in the transport approximation. Phys. Fluids, 13(10):2514–2523, 1970.
[17] Y. Geng, X. Wu, and L.-W. Li. Analysis of electromagnetic scattering by a plasma
anisotropic sphere. Radio Sci., 38(6), 2003.
[18] F. Weng. Atmospheric Absorption and Scattering, pages 15–44. Wiley-VCH Verlag
GmbH & Co. KGaA, 2017.
[19] R. Franke. Approximation of Scattered Data for Meteorological Applications, pages
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