Introduction
Factorization of integers has been an ancient hard problem in both mathematics and field of information system, as surveyed in article [1] . Article [2] combined the thoughts in articles [3] and [4] and put forward an algorithm that was declaimed to be almost as effective as that of Pollard's Rho. The algorithm that was introduced in article [2] first selects a mid-point that is proposed in article [3] and then select two intervals on both sides of the mid-point as objective searched intervals. This approach might be high effective when the odd number N that is going to be factorized is small. When N is really a very big number, the searched intervals will also be very big and it will still takes a very long time to find a divisor of N, especially when N is a semiprime. Hence, the approach in article [2] can be still improved. This article puts forward an improved one and introduces the details.
II. Definitions, Lemmas and Theorems
Lemmas mainly come from the theorems in articles [2] and [3] . Definition 1. An odd interval [ , ] ab is a set of consecutive odd numbers that take a as lower bound and b as upper bound. For example, [3, 11] 
III. New Algorithm and Numerical Experiments
This section proposes an algorithm for factoring an odd composite number based on the theorems and corollaries introduced in the previous section. It first presents the thoughts of the algorithm design and then shows the new algorithm. 
The Algorithm
Based on the thought of the algorithm design in previous section, an algorithm is designed to subdivide I S into finite subintervals first and then to search from the mid-subinterval to its two-sided subintervals until the solution is obtained. The algorithm is as follows.
=== , if (FindGCD(N, e) ) return GCD; End ==================End of Algorithm =================
Remarks.
(1) The above SMA can be applied in parallel computations. Actually, if each subinterval is assigned to a computing cell of a parallel computing system, the parallel solution is very easy to execute. The algorithm can be even applied in a heterogeneous environment. 
Numerical Experiments
Numerical experiments are made on a PC with an Intel Xeon E5450 CPU and 4GB memory via C++ gmp big number library. Experiment data from N1 to N10 originate from the article [3] , N11 comes from article [5] . Tables 1 list the experimental results. In the table, the item N's bits means the number of N's decimal bits, the item subs means the number of total subintervals and the item p's Loc means the subinterval where p's multiple lies. 
IV. Conclusion
Factorization of big integers usually involved vast computing cost. It is sure that, conventional computation can only fit for factoring small numbers. Thus using a parallel computing is regarded to be future trends in the computation. This article originates from such point of view. By subdividing the computing DOI: 10.9790/0661-1902055154 www.iosrjournals.org 54 | Page interval into small ones, parallel computation can be surely applied on the computation. I am sure that, more better algorithm will come into being and it is not far from solving the problem of factoring a big integer.
