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摘  要: 隐喻理解已成为语言学、认知学、计算机科学等研究的重要课题,也是自然语言处理中不可避免的任务.
提出一种基于相关性约束的隐喻理解方法,利用隐含的相关角度计算目标域和源域的相关程度.首先,基于词、词的
主题及语篇的主题扩展出多层次的语义表示;然后,利用上下文信息的相关关系,构建多层次的相关性模型,模型通
过多种角度的相关关系将跨层次的语义信息关联起来;接着,采用 random walk 的方法,通过迭代计算获得隐含角度
的相关关系;最后,选择与目标域具有最大相关度的属性作为隐喻理解的结果.将模型应用到隐喻理解任务中,实验
结果表明,该方法能够有效地实现隐喻自动理解. 
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Abstract:  Metaphor comprehension has become an important issue of linguistics, cognitive science and computer science. It is also an 
unavoidable task of natural language processing. This paper presents a novel metaphor comprehension method to make full use of global 
information based on relevance constraints. The method uses implied perspective to calculate the relevance degree between the target and 
source domains. First, multi-level semantic representation is obtained based on the semantic representation of word, topic features of word 
and topic features of discourse. Next, the degree of relevance relations is calculated and the relevance model is generated. Additionally, 
relevance relations is used to connect cross-level nodes from different perspectives. Then, using random walk algorithm, the relevance 
relations are acquired from latent perspectives through iterative computations. Finally, the target attribute that has the maximum relevance 
degree with the target domain is selected as the comprehension result. Experimental results show that the presented method is effective in 
metaphor comprehension. 
Key words:  relevance; metaphor comprehension; discourse; perspective 
隐喻作为自然语言中的一种常见现象,不仅是一种修辞手段,更是人类的一种认知方式.近年来,隐喻理解
作为隐喻计算的核心子课题,是自然语言处理领域中不可避免的任务.Hobbs[1]认为:隐喻理解是语篇理解的组
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成部分,隐喻只有在上下文中才能被正确理解.语篇理解是与语言、认知、心理及语境密切相关的复杂问题,它
依赖于许多过程的交互、推理和整合.首先,人们对语篇信息进行编码,建立语篇的心理表征;然后,通过推理连接
语篇的不同部分,并激活背景知识来解释上下文信息.许多因素会影响到语篇理解,比如词汇、语义成分、上下
文信息、感知信息、先验知识等.一些研究开始强调语言理解中涉身感知的重要性[2,3].涉身观点认为,理解涉及
知觉模拟、感觉运动模拟和情感模拟[4,5].脑成像研究表明,人们在阅读时选择性地激活了神经系统中对应感知、
动作和情感的部分.理解这些因素的影响和它们之间的交互作用,对于理解的理论发展和模型建立是非常重要
的.从隐喻的功能性角度看,隐喻理解可视为交际行为[6].换句话说,它满足关联理论[7,8].虽然隐喻和人与人之间
的沟通没有完全相同的结构,但是关联理论的一些观点也适用于隐喻理解.根据关联理论,人类的认知倾向于最
大化的相关性,因此,感知、记忆检索、推理等过程可能启发式地选择潜在的相关信息,并以增强相关的方式处
理这些信息[9].隐喻理解可以看做在语篇信息的约束下,耗费尽可能少的努力,获得最大关联性的过程. 
目前,研究人员已经提出了许多隐喻理解的模型,其方法可以分为两类:基于统计的方法和基于推理的方
法.这些模型大部分孤立于语篇之外,没有充分利用上下文信息及语义的相关性.本文从语篇的层面出发,利用
上下文信息构建多层次的语义网络模型,并在模型的基础上提出一种基于相关性约束的隐喻理解方法. 
本文的主要贡献有以下两点. 
(1) 模型包含多层次的语义特征,包括属性、概念、感知信息以及全局的特征信息; 
(2) 方法有效地利用了从具体到抽象的全局信息,利用跨层次节点间的相关性获得隐喻的隐含表述义. 
本文第 1 节简要介绍隐喻理解的相关工作.第 2 节介绍相关关系、角度以及相关性约束.第 3 节具体描述
我们的方法,并运用到隐喻理解任务中.第 4 节分析实验的结果.第 5 节总结全文. 
1   相关工作 
语料库语言学的发展,带动基于统计的隐喻理解方法的通行.游维等人[10]在对大规模语料库进行统计研究
的基础上,建立了基于向量空间的模型,并构建了隐喻句生成系统.苏畅等人[11]在隐喻互动理论的基础上提出了
基于语料库和知识库的方法,创新性地使用合作机制来对隐喻进行理解.杨芸[12]采用特征匹配的方法,提出了基
于目标概念属性驱动的隐喻意义获取机制.贾玉祥等人[13]从网页中获取隐喻实例并构建知识库,提出了基于知
识库的隐喻自动理解和生成系统.Shutova[14]提出了基于语料库的动词隐喻理解方法,基于优先规则区分字面释
义和隐喻释义.Shutova 等人[15]提出了基于向量空间模型的动词隐喻理解方法.通过因式分解模型来计算目标
动词的潜在特征,获得释义的条件概率.Bollegala 和 Shutova[16]从网页中提取大量的模板来表示语义关系,通过
优先选择规则获得动词隐喻的理解结果. 
基于推理的隐喻理解方法以规则推导为主.张威[17]从隐喻的语义真值问题和逻辑全知问题入手,参考局部
框架理论,引入池空间、理解算子和格式塔等概念,提出了汉语隐喻逻辑系统.苏畅[18]从理解者的理解角度出发,
着眼于被理解的句子及其表述义之间的关系,构建了隐喻认知逻辑.Veale 等人[19]提出一个隐喻理解与生成的
知识表示系统(talking points),通过插入、删除、替换等规则建立概念属性与概念之间的联系,以此完成隐喻的
理解.Ovchinnikova 等人[20]采用外展推理的方法将隐喻句映射到对应的概念隐喻,结合概念隐喻的目标域和源
域信息,通过谓词逻辑和自然语言表达式解释隐喻.Su 等人[21]描述了基于潜在语义相似的隐喻理解方法,如果
目标域的属性特征通过 WordNet 的同义词扩展能够与源域的某一属性特征建立联系,就认为两者之间存在潜
在的语义相似,而该源域属性就构成了隐喻的解释. 
现有的方法大部分针对于词对形式的隐喻,然而由于隐喻的多义性和模糊性,隐喻的上下文信息对隐喻的
准确理解有着不可忽视的作用.目前,部分模型引入了上下文信息,比如,杨芸[12]和 Shutova[14]利用了句子内部的
局部信息帮助隐喻理解,一定程度上扩充了句子内部的上下文的线索,但未考虑语篇信息的约束.且隐喻理解的
框架是从语境中选取最合理的理解角度,而目前基于角度的相关性推理研究是有限的. 
我们的方法基于 WordNet 语料库,充分结合统计和推理两种方案,突破词对和句子的限制,利用语篇级的上
下文信息,通过多种角度的相关关系将语义信息联系起来,实现全局信息的跨层次关联,并构建了多层次的语义
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网络模型,节点的多层次语义表示包括词的语义分布特征、词的主题特征以及语篇的主题特征,因此,我们的模
型能够从上下文中捕捉到更多的语义信息,利用语篇信息的角度进行相关性推理. 
2   相关性约束 
首先,给出基本符号的说明,见表 1. 
Table 1  Basic notations 
表 1  基本符号说明 
名称 描述 
u 
U 
p, a, c, h, f 
P, A, C, H, F 
e 
(ui,uj) 
E 
θ 
Θ 
节点 
节点集合 
不同层的节点,分别对应:感知层、属性层、概念/输入层、隐藏特征层和全局特征层 
相应节点的集合 
边 
连接 ui 和 uj 的边 
边的集合 
相关角度 
相关角度的集合 
定义 1(相关角度). 我们将相关角度θ定义为认识概念或情境的一种方式,例如性格、外观、颜色等. 
定义 2(相关关系). 相关关系是一种语义关系,如果两个概念在某种角度上产生关联,就认为两者在该角度
是相关的.相关关系的表达式为 R(u1,u2,θ),其中,u1,u2 表示节点,θ表示 u1 和 u2 之间的相关角度.R(u1,u2,θ)的值表
示从角度θ看,u1 和 u2 的相关程度.任意两个节点具有相关关系,都可以表示成相关表达式. 
相关是比相似更普遍的概念,语义相关度表明了两个概念在某个角度的相关程度[22,23].当从同义关系的角
度看,该相关关系等价于相似关系,即,相关性包含了相似性. 
我们可以根据以下几种方式从语料库中获得相关关系的初始相关程度. 
(1) 从角度θ看,u1 和 u2 的共现概率; 
(2) 从角度θ看,如果 u1 蕴含 u2,那么 R(u1,u2,θ)=1; 
(3) 从角度θ看,当 u2 出现的情况下,u1 出现的概率; 
(4) 从角度θ看,u1 和 u2 的上下文信息分布的相似性. 
节点 u1 和 u2 间的相关关系可以看做约束满足问题(X,D,C). 
定义 3. 约束满足问题(X,D,C): 
(1) X={θ}是两个节点间的相关角度; 
(2) D={d},d={θi|i=1,...,n}是包含 X 的可能取值的有限集合; 
(3) C={c}是约束条件.在这里,c:R(u1,u2,θ)>0. 
定义 4. 相关约束: 
(1) 0≤R(u1,u2,θ)≤1; 
(2) 从角度θ看,如果 u1 和 u2 是相关的,那么 R(u1,u2,θ)>0; 
(3) 从角度θ看,如果 u1 和 u2 是不相关的,那么 R(u1,u2,θ)=0; 
(4) 从角度θ看,如果没有证据证明 u1 和 u2 是相关的,那么 R(u1,u2,θ)=0; 
(5) ∀θ∈Θ,R(u1,u2,θ)=1. 
3   我们的方法 
3.1   模型的结构 
我们认为,理解模型需要从语言和篇章中提取多层次的语义[24].我们在模型中关注节点间的相关关系,不同
层次的节点通过不同角度的相关关系联系在一起. 
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相关性模型是一个基于语篇的多层语义网络(P,A,C,H,F,E),其中:节点 P 为属于感知层(perception level)的
感知信息;节点 A 对应属性层(attribute level)的属性信息;节点 C 为输入层(concept/input level)中的概念信息;节
点 H对应隐藏特征层(feature(hidden))中的隐藏特征信息,其中,假定层数为 x>1;节点 F对应特征层(feature level)
中的全局特征信息;边 E⊆U×U 对应节点间的相关关系.当且仅当 u1 和 u2 间有相关关系,模型中存在连接 u1 和
u2的边(u1,u2)∈E.基于初始的相关关系,模型通过计算,进一步获得稳定的相关关系.模型的基本结构如图 1所示. 
 
Fig.1  General structure of the model 
图 1  模型的基本结构 
下面,我们具体说明模型中的不同层次. 
• 概念/输入层(concept/input level). 
概念层中的节点对应输入的语篇信息.在这里,我们对输入的语篇信息进行简单的预处理,比如分词、去除
停用词等.其中,停用词包括语气助词、介词、连词与副词等.最后,将预处理后所得到的词群转化为词向量.例如:
对隐喻句“妈妈的爱如糖果一般,甜在我的心里”进行预处理.去除停用词“的”“如”“一般”与“在”,最终将得到词
群“妈妈”“爱”“糖果”“甜”“我”与“心里”相关的词向量. 
• 感知层(perception level). 
感知层的节点对应具体的感知、情感信息.概念与味觉、听觉、触觉、嗅觉、视觉信息的相关关系建立涉
身的语义关联.例如,抽象的情感词(属于属性层)是通过情感词的涉身含义理解的.我们考虑到概念间的相关性
可能导致它们连接到相同或相似的涉身感知特性.又因为“通感”的存在,人们在描述和理解客观事物时,会把听
觉、视觉、嗅觉、味觉、触觉等属于不同感官的感觉沟通关联起来.因此在我们的模型中,感知层也是重要的
层次. 
例如,在“妈妈的爱如糖果一般,甜在我的心里”句子中,“甜”对应具体的味觉信息,源域“糖果”与目标域“爱”
借由“甜”这一感知信息产生了语义关联. 
• 属性层(attribute level). 
属性层的节点对应概念属性特征,比如描述概念的形容词、动词、副词等. 
• 特征层(feature level). 
除了最高层,其余的特征层都是隐藏层.隐藏层可以多于一层.特征层中的节点对应全局的特征,比如主题、
文化、意图等.隐藏层支持进一步抽象全局特征.特征层存在向上一级抽象归纳的关系,其中,最底层对概念/输入
层的节点进行抽象化,最高层是全局特征的总体抽象与概括. 
如上所述,结合上下文信息可以捕捉到词汇丰富的语义信息.反过来,上下文信息的全局语义特征也会帮助
决定词汇的语义范畴(例如词义消歧和实体消歧).输入的概念信息通过相关关系连接到较低层次的属性层和感
知层节点,也连接到高层次的全局特征节点.模型的节点自底向上对应从具体到抽象的特征. 
特征层
隐藏特征层 
概念/输入层 
属性 
感知层
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3.2   多层次语义表示 
我们结合 3 种语义类型的向量表示(词、词的主题、语篇的主题)扩展出多层次语义向量表示,并计算节点
间的初始相关程度. 
3.2.1   词向量语义表示 
我们根据每个词在语料中的分布信息获得词的语义表示.根据分布式假说[25],具有相似分布属性的词通常
有共享的语义含义.Mikolov 等人[26]基于分布式假说提出了两种获得词向量语义表示的模型 Word2vec(https:// 
code.google.com/p/word2vec/),分别是 skip-grams 和 continuous bag of words(CBOW).模型将每个词映射到几百
维的向量中,而词的关系可以直接由词向量的计算获得.实验结果表明:两种模型的计算复杂度明显低于其他传
统的神经网络模型,且在准确率上有较大的优势.本文采用 CBOW 模型获得词的向量表征,形式化为 
 V(w)={pk|k:1,...,K} (1) 
其中,K 是向量的维度,pk 表示第 k 维的值. 
3.2.2   词的主题特征 
主题模型认为篇章中的每个词都是通过“以一定概率选择某个主题,并从这个主题中以一定概率选择某个
词语”的过程得到.我们可以将每一篇文档视为不同主题构成的概率分布,而每一个主题又可以表示成不同单词
构成的概率分布.反过来,可以获得每个词属于不同主题的概率分布.我们将词的主题分布概率作为词的主题特
征.在本文中,使用 LDA 主题模型(http://gibbslda.sourceforge.net)来获得每个词的主题概率,通过简单标准化获
得词的主题分布概率,形式化如下: 
 T(w)={p(tk|w)|k:1,...,R} (2) 
其中,tk 表示第 k 个主题,R 是主题总数,p(tk|w)表示词 w 属于第 k 个主题的概率. 
3.2.3   语篇的主题特征 
语篇的主题特征是一种抽象的语义特征,在一定程度上帮助决定词汇的语义范畴.例如,Lau 等人[27]利用句
内的主题特征进行词义消歧.对于包含隐喻的语篇,我们首先提取语篇的词语,表示为 w1,w2,w3,…,wN(去除停用
词).基于词的主题分布概率,我们获得语篇的主题特征,形式化如下: 
 D={dk|k:1,...,R} (3) 
 
1
1 ( | )
N
k k i
i
d p t w
N =
= ∑  (4) 
其中,N 是提取的词的总数. 
3.2.4   多层次语义特征的整合 
考虑到全局的相关性,我们将语篇的主题特征作为权值更新词的主题特征,形式化如下: 
 T ′ (w)={dk×p(tk|w)|k:1,...,R} (5) 
基于已有的 3 种类型的语义特征表示,给定词 w,我们采用语义连接的方式获得 w 的多层次语义表征,形式
化如下: 
 VE(w)=(VK(w),TR(w),T′R(w)) (6) 
其中,E=(K+R+R). 
3.2.5   初始相关程度计算 
给定词 wi 和 wj,通过正则化 VE(wi)和 VE(wj)的余弦距离来获得相关关系的初始相关程度,公式如下: 
 
cos( ( ), ( )) 1
( , , )
2
E E
i j
i j
V w V w
R w w θ +=  (7) 
3.3   模型的生成 
• 假设 
给定一个隐喻,该隐喻能够被认知主体理解的充分必要条件是:隐喻中的目标域和源域在当前的语境下具
有相关性,且这种语义相关能够被认知主体所捕获. 
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• 特征层 
如第 3.2 节所述,我们扩展 3 种基本语义表示形成多层次的语义表示,这种语义表示方法将特征层的信息与
其他层的节点潜在地联系在一起. 
• 概念/输入层 
给定包含隐喻的语篇,我们对语篇进行分词并去除停用词,获得的词 c1,c2,...,cN 构成输入层. 
• 属性层和感知层 
我们从知识库中获得目标域和源域的属性,基于情感的角度生成属性层.保留与源域的属性具有相关关系
的目标域属性,构成属性层和感知层.本文选择斯坦福大学 NLP 实验室开发的情感分析工具 Stanford CoreNLP 
(http://nlp.stanford.edu/software/corenlp.shtml#sentiment)作为情感评估的来源 .CoreNLP 将情感值量化为 5
类:0(非常消极)、1(消极)、2(无明显的情感倾向)、3(积极)、4(非常积极). 
我们假设 w1 是 w2 的同义词,那么: 
(1) 从情感的角度看,如果 w1 和 w2 都是积极的,那么 R(w1,w2,θ)=1; 
(2) 从情感的角度看,如果 w1 和 w2 都是消极的,那么 R(w1,w2,θ)=1; 
(3) 从情感的角度看,如果 w1 或者 w2 没有明显的情感倾向,那么 R(w1,w2,θ)=1. 
基于上述的定义和假设,我们给出属性层的生成算法,即,通过计算目标域属性和源域属性之间的相关关系
生成属性层.算法基于 WordNet(a lexical database for English. http://wordnet.princeton.edu/)的同义词扩展,扩展
中涉及属于感知层的潜在的具体感知信息和情感信息. 
根据文献[21]的理论,我们将属性层的生成算法限制在 6 次扩展以内.如果目标域的属性经过 6 次扩展仍未
与源域的属性产生相关关系,那么我们认为该目标域的属性与源域不存在相关性,从属性层中移除.属性层的生
成算法见算法 1. 
算法 1. 属性层的生成算法. 
Require: 
目标域的属性集合:T; 
源域的属性集合:S; 
扩展中的集合:P=∅,Q=∅,Q′=∅; 
生成的属性层集合:A; 
Ensure: 
1:  for i=1 to |T| do 
2:    P=P∪ti; 
3:    for j=1 to 6 do 
4:      for l=1 to |P| do 
5:        获得 pl 的同义词集 Q′ 
6:        for k=1 to |Q′| do 
7:          if 从情感的角度看,R(pl,qk,θ)=1 then 
8:            if qk∈S, then 将 ti 加入属性层 A; goto (17); 
9:          else 
10:           从 Q′中删除 qk; 
11:         end if 
12:       end for 
13:       Q=Q∪Q′; 
14:     end for 
15:     P=Q; 
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16:   end for 
17:   P=∅,Q=∅,Q′=∅; 
18: end for 
3.4   基于相关性约束的隐喻理解 
文献[28]将隐喻分为 3 种类型:I 类、II 类和 III 类隐喻.在 I 类隐喻(又称名词隐喻)中,一个名词通过动词“be”
与另一个名词产生关联,例如“John is a lion.”在 II 类隐喻(又称动词隐喻)中,动词作用在名词上构成隐喻,如
“How can I kill a process?”III 类隐喻(形容词隐喻)中,由名词和修饰它的形容词构成隐喻,如“The book is dead.”
我们基于相关性提出名词隐喻(I 类)理解方法.文化的差异性也会影响到隐喻的理解,在本文中,我们认为文化信
息隐含在语篇中. 
隐喻理解可以看做是寻找隐喻要突显的目标域属性,a=ai,可以形式化为:寻找在当前语境下,与目标域具有
最大相关程度的目标域属性,该角度θ即为隐喻的理解角度: 
 argmax { ( , , )}
ia i
a R Target a θ=  (8) 
我们基于全局的相关性,通过迭代更新相关关系的相关程度,计算方法如下. 
如果 R(u1,u2,θi)∧R(u2,u3,θj),那么从θiDθj 角度上看,u1 和 u3 具有相关关系,表示为 R(u1,u3,θiDθj).其中,R(u1,u3, 
θiDθj)的值等于 R(u1,u2,θi)×R(u2,u3,θj). 
我们采用随机游走(random walk)的方法获得语篇和潜在信息之间稳定的相关程度.从目标域出发,我们可
以获得目标域与其他节点之间的相关关系和相关程度.我们选择与目标域具有最大相关程度的目标域属性作
为隐喻的理解结果. 
模型的节点 Node={nodek|k<N+G}包含输入层节点{c1,c2,...,cN}以及属性层节点{a1,a2,...,aG}.M 为(N+G)× 
(N+G)的相关程度矩阵,其中, 
 
,
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,
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i j
ij N G
j kk k j
R node node
M i j
R node node
θ
θ+≠
= ≠∑  (9) 
 Mii=0,i<N+G (10) 
那么,目标域的相关程度向量 R={R(Target,nodek,θ)|k<N+G}的计算如下: 
 R=cMR+(1−c)s (11) 
其中,s 是(N+G)×1 的初始向量,对应目标域和其他节点间初始相关程度;c 是阻尼因子,值的范围在 0~1 之间.在
本文中,我们将阻尼因子设为 0.8.在初始的 R中,Rtarget=1,Rj=0(j≠target),表示从目标域节点开始随机游走.迭代计
算,直到相关程度向量 R 达到稳定状态.在稳定的情况下,R 的各个维度的数值代表着其对应节点与目标域之间
的相关程度.我们选择具有最高相关程度的属性节点作为理解结果. 
使用随机游走的方法具有以下两种优势. 
(1) 实现了同层次和跨层次之间的随机相关计算; 
(2) 因为任意两个节点都可能在某一些角度上形成相关,我们在计算的过程中不需要获得角度的具体信
息,而随机游走实现了角度的随机性. 
隐喻理解算法见算法 2. 
算法 2. 隐喻理解算法. 
Require: 
包含隐喻的语篇,已标注的目标域和源域. 
Ensure: 
1:    从语篇中提取词 c1,c2,...,cN(包括目标域和源域)构成概念/输入层. 
2:    从知识库中获取目标域和源域的属性. 
3:    生成模型的属性层. 
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4:    获得节点间的初始相关程度. 
5:    获得相关程度矩阵 M 和向量 s. 
6:    从目标域开始进行随机游走,Rtarget=1,Rj=0(j≠target). 
7:    dR′R=MAX; 
8:  while dR′R>ε do 
9:      R′=cMR+(1−c)s; 
10:     计算 R 和 R′间的欧式距离(Euclidean distance)dR;R; 
11:     R=R′; 
12: end while 
13: R 中具有最高相关程度的属性 a=ai 形成隐喻的理解结果“Target is ai”. 
4   实  验 
本文使用《读者》(中文杂志.URL:www.duzhe.com)作为语料库,收录百余篇章节,共 23.6MB.使用厦门大学
NLP 实验室的分词工具 Segtag 对语料进行预处理:分词、命名实体识别、去除停用词,搭建中英文对照属性库.
我们通过 word2vec 将词 w 映射到 100 维的向量空间(即 K=100),设置 LDA 的主题数量为 100(即 R=100).在这
部分,我们结合例子说明实验的具体过程. 
考虑下面的例子: 
航空 工业 是 国防 科技 工业 大家庭 的 重要 一 员, 它 的 发展 水平 体现 了 一个 国家 的 综
合国力. 航空 发动机 被 视为 心脏, 其 性能 在 很 大 程度 上 决定 了 飞机 的 飞行 速度、飞行 高度、
机动性、航程、有效 载荷、安全 等 性能, 直接 影响 军用 飞机 的 作战 能力 和 出勤率. 某种 意义 上 
说, 一个 国家 没有 独立 自主 发展 的 航空 发动机 事业, 就 没有 独立 自主 发展 的 航空 工业, 也 
就 不能 有 独立 的 空防 力量. 
(The aviation industry is an important member of the big family of defense science industries, the development 
level of which reflects a country’s comprehensive national strength. The aircraft’s engine is regarded as the heart; to 
a great extent, its performance determines the aircraft’s performance, such as flight speed, flight altitude, 
maneuverability, range, payload and security. The engine directly affects the operational effectiveness and 
attendance rate of military aircraft. In a sense, without independent development of the aircraft engine, a country 
cannot have independent development of the aviation industry and independent air defense forces.) 
其中,标注的目标域是“发动机(engine)”、源域是“心脏(heart)”.带下划线的词为构建概念/输入层的上下文
词.基于词的主题特征,我们根据第 3.2 节获得了该语篇的主题特征向量. 
我们从在线知识库 Lex-Ecologist(the Lex-Ecologist is a context attribute query system produced by Creative 
Language Systems Group. http://afflatus.ucd.ie/lexeco/index.jsp)和 English CogBank(the database is extracted from 
Google. http://www.cognitivebase.com)[29]中获得目标域和源域的属性(部分属性信息如图 2 所示). 
结合 WordNet 和 Stanford CoreNLP,根据属性层生成算法,我们获得与源域属性相关的目标域属性(图 2 中
带下划线的属性),这些属性构成模型的属性层. 
接着,我们计算节点之间的初始相关程度.基于这些相关关系,我们通过随机游走更新节点间的相关程度,
迭代获得模型的稳定状态.最后,将英文属性与之前所建立的中文属性库进行匹配.稳定状态下,目标域与属性
之间的相关程度排序结果见表 2. 
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Fig.2  Part of the attributes of target and source domains 
图 2  目标域和源域的部分属性 
Table 2  Rank of relevance degrees between the attributes and target domain 
表 2  目标域和源域的部分属性属性与目标域间的相关程度排序 
属性 相关程度 
重要(important) 0.0214371 
高效(efficient) 0.0146519 
破坏性(disruptive) 0.0146124 
常规(conventional) 0.0145793 
劣等(inferior) 0.0133275 
机械(mechanical) 0.0129293 
紧凑(compact) 0.01225507 
坚固(rugged) 0.0122875 
备用(spare) 0.0121588 
强大(powerful) 0.0118181 
关键(critical) 0.0115586 
可靠(reliable) 0.011182 
基本(fundamental) 0.0105748 
危险(dangerous) 0.0104118 
… 
我们选择与目标域之间具有最高相关程度的属性节点作为理解结果——“发动机是重要的(engine is 
important)”. 
4.1   结果与分析 
4.1.1   测试数据 
实验使用的测试集是从网络、博客、课本中抽取的 256 个语篇,其中包含 300 句名词隐喻,人工标注了隐
喻的目标域和源域.数据涵盖了新闻、评论、小说、散文等多种类型.部分测试集及隐喻理解结果在附录 A 中
给出. 
4.1.2   评价方法 
采用对测试结果进行人工评测的方法评价实验结果.我们邀请了 5 位评价者,这些评价者都是以汉语为母
语,并具有一定的语言学基础. 
首先,要求评价者对语料进行隐喻用法和字面义用法标注,通过检验标注结果的一致性来测试人工评测的
可靠性,并用κ参数[30]衡量.5 位评价者的一致性达到 0.66(κ),此一致性程度可以认为评价者的评价是可靠的.评
价不一致的主要原因是:有些常规隐喻已经固化成常用用法、词组等形式,因此有些评价者标注为字面义表达. 
在评价可靠的基础上,我们给出测试数据及结果,要求评价者按照以下标准对解释结果进行评价,每个评价
者单独给出隐喻理解结果的可接受程度评分. 
(1) 评价者结合语篇信息,按照自己对该隐喻的理解,根据直觉对结果进行评分; 
(2) 可接受度分值为 1~5,其中,1 表示“该理解结果非常难以接受”;2 表示“该理解结果难以接受”;3 表示
“对该理解结果不置可否”;4 表示“能够接受该理解结果”;5 表示“非常能够接受该理解结果”. 
我们将可接受度评分分为 5 个级别,而不是传统的“是”与“否”的二值评价.相比于二值评价,我们的评价方
法的评价粒度更细,能够减少由于评价者对隐喻理解结果认可程度的不一致造成的误差.而且我们可以将评价
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结果转换为二值评价结果.在本文中,我们认为平均可接受程度大于等于 3 的隐喻理解结果是正确的;否则,理解
结果就是不正确的. 
4.1.3   结果分析 
为了更好地说明方法的性能,我们将该方法与下列 3 种方法作比较. 
(1) 随机:随机选择目标域的属性作为理解结果; 
(2) 无属性层计算:在模型生成部分,保留目标域的所有属性构建属性层; 
(3) 不考虑上下文信息:在模型生成部分,仅保留目标域和源域构建概念/输入层. 
评价的指标是准确率,即,理解结果的可接受程度不小于 3 的隐喻句数目与测试句的总数目的比值. 
实验结果见表 3. 
Table 3  Results of four methods 
表 3  4 种方法的结果 
 随机方法 无属性计算方法 不考虑上下文方法 我们的方法 
准确率 0.18 0.44 0.52 0.89 
实验结果表明:我们的方法在一定程度上具有较高的准确率,对比其他 3 种方法有较大的提高.其中,与 WA
方法比较,说明我们的方法能够有效地获取目标域属性和源域属性的相关性,从而帮助理解隐喻.与 WI 方法的
比较说明,我们的方法有效地利用语篇的上下文信息帮助理解隐喻.尽管有些隐喻的理解结果仍然是隐喻的,但
是理解结果的具体程度高于隐喻句本身,而越具体的内容越容易被理解.对于某些隐喻句,因为目标域的某些属
性未被提取,导致我们的方法不能获得合适的理解结果.比如在如下例子中: 
“有人说爱是一朵艳丽的花朵,开放的时候,开始含苞迷人,绽放绚丽;当成为果实的时候,就再也没有含苞的
迷人,绚丽的心动了.那么爱情的果实其实就是婚姻,是不是婚姻就不再有迷人和绚丽了呢?当然不是,关键是你
如何看待这个爱情的果实.花的果实也有美丽的,如果像罂粟一样,有着绚丽迷人的开始,果实的色彩却会让人
不寒而栗.如果爱情是花朵,婚姻是果实,这应当是一种美好的寓意.花是美丽的,果实是希望的结果,是一种美丽
的结局.按照这种比喻,婚姻应当是美丽的延续,是使花朵再次成为美丽的基石,这样的结果是为了比爱情更多
的美丽而诞生的准备,这就要看你是否懂得去经营这朵美丽了,是就此成为解饥吞咽,还是美好的温床.” 
对于并列的两个隐喻“爱情是花朵,婚姻是果实”,通过我们的方法所得到的理解结果是:爱情是美丽的,婚姻
是亲密的.前者的理解结果符合语义表达.后者的隐喻表达中,目标域“婚姻”的属性之一“结果”未被提取,且“亲
密”和水果的某个属性能在 6 次扩展产生联系,在随机游走的过程中具有最高相关程度,导致理解的结果产生了
偏差. 
因此,如何改进属性的抽取机制也是未来不可或缺的工作. 
5   总  结 
本文利用全局信息的相关性构建多层次的相关性模型,并运用到隐喻理解任务中.相关性模型包括多层次
语义特征,不仅包括概念、概念的属性特征以及感知特征,还包含尽可能多的全局特征信息,如上下文信息、背
景知识、主题、文化、情感等.模型通过多种角度的相关关系将语义信息联系起来,实现了全局信息间的跨层
次关联.我们在模型的基础上提出一种基于相关性约束的隐喻理解方法,充分利用全局信息实现隐喻理解.实验
结果证明,我们的方法能够有效地理解隐喻的隐含表述义. 
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附录 A:基于潜在角度的隐喻理解结果及其可接受度 
Context 
航空工业是国防科技工业大家庭的重要一员,它的发展水平体现了一个国家的综合国力.航空发动机被视为飞机的“心脏”, 
其性能在很大程度上决定了飞机的飞行速度、飞行高度、机动性、航程、有效载荷、安全等性能,直接影响军用飞机的 
作战能力和出勤率.某种意义上说,一个国家,没有独立自主发展的航空发动机事业,就没有独立自主发展的航空工业,也就 
不能有独立的空防力量.因此,党和国家非常重视发展航空工业,非常重视发展具有完全自主知识产权的航空发动机事业. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
发动机是心脏 发动机是重要的 4.0 5.0 4.0 5.0 5.0 4.6 
Context 
这个倔驴不好对付,克鲁格曼生性桀骜不驯,言辞尖锐,被业界称为倔驴.在布什上台后不久,他毅然拿起了笔,在《纽约时报》 
专栏中以犀利的文笔和缜密的思维,深入剖析布什政府的内外政策.从布什政府的减税政策到伊拉克战争,他经常在大众 
媒体人云亦云之际一针见血地戳穿布什政策背后的骗人把戏,与华盛顿的“御用”经济学家们形成鲜明对比. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
他是驴 他是倔的 5.0 5.0 5.0 3.0 5.0 4.6 
Context 
夜色像一朵野花那样柔和地合拢来了.我坐在船头,静静地等待着酉水的月亮.酉水,在缓缓地流淌, 
喃喃自语着,仿佛一对久违的恋人,在花前月下拥抱在一起的窃窃私语声.波浪,在轻轻地荡漾,好像 
一位慈母哄着怀中的婴儿,轻柔地亲吻着泊在岸边的渔船,两岸的柳树和水草. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
夜是野花 夜是宁静的 5.0 3.0 5.0 3.0 4.0 4.0 
Context 
他是狼,他们是狼群.千千万万,以守护自己国家之名,甘愿拿生命做赌注,以死赴战.“杀――!” 
冷锋撕破喉咙发出的叫喊,用刺刀以最原始的方式冲向敌人的时候,我仿佛看到他的,不是孤身 
一人.在他的身后跟着的,是一群为建立我们国家之最初,浴血抗战的军人.他的喊声,是最为 
原始的冲锋号,坚定又嘹亮,让保卫国家的狼群们,以护国家之名,勇敢地冲向侵犯领土的敌人. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
他是狼 他是强大的 4.0 3.0 4.0 4.0 4.0 3.8 
Context 
满院的丁香树.每年4月初是法源寺丁香花开的时节,寺中紫色、白色丁香花300余株争相盛开, 
在北京法源寺赏丁香是一场盛事.可惜现在我来晚了,在四月初来法源寺赏丁香是最好的时间,整座寺院 
丁香如雪,花瓣似玉,娇怜欲滴,幽香馨鼻,让游人痴醉于其中. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
丁香如雪 丁香是白色的 5.0 5.0 5.0 4.0 4.0 4.6 
花瓣似玉 花瓣是娇嫩的 5.0 3.0 5.0 3.0 4.0 4.0 
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Context 
有人说爱是一朵艳丽的花朵,开放的时候,开始含苞迷人,绽放绚丽,当成为果实的时候,就再也没有含苞的迷人, 
绚丽的心动了.那么爱情的果实其实就是婚姻,是不是婚姻就不再有迷人和绚丽了呢?当然不是,关键是你如何 
看待这个爱情的果实.花的果实也有美丽的,如果像罂粟一样,有着绚丽迷人的开始,果实的色彩却会让人不寒 
而栗.如果爱情是花朵,婚姻是果实,这应当是一种美好的寓意.花是美丽的,果实是希望的结果,是一种美丽的 
结局,按照这种比喻,婚姻应当是美丽的延续,是使花朵再次成为美丽的基石,这样的结果是为了比爱情更多的 
美丽而诞生的准备,这就要看你是否懂得去经营这朵美丽了,是就此成为解饥吞咽,还是美好的温床. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
爱情是花朵 爱情是美丽的 5.0 5.0 5.0 4.0 5.0 4.8 
婚姻是果实 婚姻是亲密的 3.0 1.0 2.0 1.0 2.0 1.4 
Context 
如果你见过一次木棉树,你会不容易忘记它的样子.木棉树的主干非常挺直,有青松的气概,它的树干上那些鳞刺, 
像武士那有大钉的铁甲,显得凛然不可侵犯的样子.但是,它并不是满身刺,整棵树也不是很张扬,它的旁枝在 
主干上很齐整地横生出去,也是直直的,像健美运动员伸展的手臂.横枝不多,秋冬天气落尽叶子的木棉树,显得 
很坚韧.木棉花是春天的象征,花一开,春天就到了.每年三月,木棉树那没有叶子的枝条上开出了朵朵大红花, 
像一支支燃烧的火炬,格外引人注目.我喜欢木棉树,喜欢它的挺拔,坚韧. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
刺是大钉 刺是尖锐的 5.0 5.0 5.0 4.0 5.0 4.8 
枝干是手臂 枝干是直的 5.0 5.0 5.0 4.0 5.0 4.8 
木棉是火炬 木棉是鲜艳的 5.0 3.0 5.0 4.0 4.0 4.2 
Context 
你们瞧瞧树顶上的木棉花,金黄金黄的木棉花像是树顶上的金灿灿的太阳;火红火红的木棉花像是一团烈火一团团火球在 
顶上燃烧着,它红得那么庄严、稳重,它红得那么鲜艳夺目,难怪人们都叫它“英雄花”.清晨回到学校,在远方遥望着那美丽的 
木棉花,它开得这样鲜艳,火热,阳光一照,仿佛一个个火炬在眼前灼灼闪耀,微风一吹,又好像千万面旗帜在风中飞扬. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
木棉是太阳 木棉是金黄的 5.0 5.0 5.0 1.0 3.0 3.6 
木棉是烈火 木棉是红的 5.0 5.0 5.0 5.0 4.0 4.8 
木棉是旗帜 木棉是红的 5.0 5.0 4.0 5.0 4.0 4.6 
Context 
夏天的一个清晨,太阳冉冉升起,太阳光洒在水面上,波光粼粼,金光闪闪.湖面有一朵朵荷花是小鱼儿休息的屋子吧?荷花上 
好像有一群如花似玉的姑娘在跳舞吧?湖水像一面镜子映出了蓝天,白云还有变唤的山峦.哟:清澈的湖水里有许多小鱼在游, 
一条银白色的小鱼跃出水面,又在浪花中消失,好像在给游人表演呢!湖的中央有一个亭子,小孩正在开开心心地玩耍,大人 
正在谈笑风生,老年人在专心致致地下棋.亭子不远处有一座假山,假山被无名的花儿点缀的更加迷人.迷人的四周群山环绕, 
树木茂盛.那边的山石像一只展翅欲飞的雄鹰,这边的山石像一只正要跳起的青蛙,半山腰的石兔,石龟好像正在赛跑呢! 
Metaphors Results Acceptability 1 2 3 4 5 Average 
湖水是镜子 湖水是清澈的 4.0 5.0 5.0 5.0 5.0 4.8 
Context 
创业者的万丈豪情大多来自对汽车后市场的俯视,有高度是好事,但看到的只是风景.消费者的痛点;汽车后市场的无序 
竞争,没有一个哪怕是在一个细分市场能够呼风唤雨的重量级企业,更别说服务品牌;汽车后市场无论 B2B,C2B,O2O, 
还是 IT 技术(包括硬件和软件),思维理念等等,都需要变革,因此革命与颠覆的言论有了市场,创业的切入口到处都是, 
再加上巨大的,就在眼前的刚性需求,几乎 20 年来各种产业调研报告显示的高速增长数据,预期更是美好,让汽车后市场 
对创业者的吸引力无比巨大.笔者分明从许多想要在汽车后市场创业的朋友的眼眸中看到了一望无际的大草原,水草 
丰美,遍地牛羊.不少行外的朋友,一聊模式没有不“高大上”的,一聊运营行业内的全是土鳖,一聊管理行内的都是笨猪. 
不少行内兄弟交流也是一样论调.汽车后市场奋斗的兄弟的确没有做好,辩解无用.无论是朋友,还是兄弟都是想在汽车 
后市场有一番作为,笔者在此将分享一下汽车后市场风景之后的生态,仅代表个人观点,欢迎斧正! 
Metaphors Results Acceptability 1 2 3 4 5 Average 
市场是草原 市场是巨大的 4.0 5.0 5.0 4.0 5.0 4.6 
Context 
婚姻就是一场战争,能将自己的意志强加在别人头上,这就是权力.依照这个定义,权力几乎无所不在,它绝不仅仅存在于 
国与国之间、公司与公司之间,而是存在于一切人际关系中,包括婚姻家庭中.“婚姻就是一场男人和女人争夺话语权、 
经济权、掌控权的战争.”这是来自热播剧《婚姻保卫战》的台词.剧中许小宁、郭洋、老常这 3 个家庭的老公最终都 
沦落为“家庭煮夫”,看着强悍的老婆冲锋陷阵,只能可怜巴巴地反抗、挣扎.以往男强女弱的婚姻关系在这里彻底颠覆. 
男女势均力敌,或者女性占有的社会资源越来越多,在家庭中的主导地位越来越强势,婚姻生活中就会出现分工交叉 
甚至角色互换的情况,传统婚姻中两性角色的界限越来越模糊.婚姻家庭是社会存在的基本形式,一个家庭就是一个 
国家中的小个体,其中的权力分配同国家管理一样,也存在各有分工各负其责,只是一个权力大小的问题.一个完整 
和谐的家庭,离不开权力的平衡问题,夫妻双方,会利用自己的智慧维持婚姻这块跷跷板的平衡. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
婚姻是战争 婚姻是平等的 4.0 1.0 2.0 1.0 3.0 1.8 
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Context 
清晨,田野里,麦叶身上的露水,像万颗珍珠在阳光下闪耀着晶莹灿烂的光辉.在那太阳下面展开着的草的叶片之上, 
在那生气勃勃的麦的新芽之上,露珠好像串在线上的玻璃小珠一样颤抖着.叶子轻轻地摇动了几下,几颗小露珠就 
调皮地躲进了草丛,再也寻找不到它们了. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
露水是珍珠 露水是闪耀的 5.0 5.0 5.0 3.0 5.0 4.6 
露珠是玻璃 露水是纯净的 3.0 5.0 5.0 2.0 4.0 3.8 
Context 
诺拉-盖特利的养父母另有四个孩子,其中两个也是领养的.在美国养父母家中生活一年后,诺拉-盖特利与养父母 
关系生变.她被指殴打家里另一个孩子,于是短暂逃家.诺拉 14 岁时,养父母没有说明任何原因,就把她带到田纳西州, 
交给汤姆和黛博拉-史密兹夫妇.诺拉-盖特利说,当她被养父母转让给史密兹夫妇后,她的生活成了一场噩梦.按照 
美国的领养法律,养父母如果将领养儿童转给其他的领养人需要签署法律文件,而跨州转换被领养人是非法的. 
但事实上,养父母私下将领养儿童转给其他领养人却是屡见不鲜.史密兹夫妇当时已有 9 个领养的孩子,后来增加到 
17 个,而拉诺拉-盖特利的养母黛博拉则是利用严厉的体罚和精神压力来管理家中的十几个孩子.拉诺拉-盖特利说 
养母曾令她到院子挖坑,要她自掘坟墓.养母明确地告诉她,我不会在乎你的死活,没有人会知道你生活在这里. 
诺拉-盖特利除了必须照顾较小的孩子外,还曾被迫彻夜用牙刷刷地板.黛博拉还不时把她的右脚支架拿走,使她无法走动. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
生活是噩梦 生活是可憎的 5.0 3.0 4.0 2.0 4.0 3.6 
Context 
生命又如一棵弱不禁风的小草,那么脆弱,稍不注意,它便会从你手中悄悄溜走.有了安全, 
我们才能快乐地成长;有了安全,父母才能放心地工作;有了安全,我们国家才会和谐安康、 
繁荣昌盛……安全,像一条长长的纽带,维系着我们的生死存亡、喜怒哀乐. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
生命是小草 生命是脆弱的 5.0 5.0 5.0 5.0 5.0 5.0 
Context 
历史已有记载,他是敦煌石窟的罪人.我见过他的照片,穿着土布棉衣,目光呆滞,畏畏缩缩,是那个时代到处可以 
遇见的一个中国平民.他原是湖北麻城的农民,逃荒到甘肃,做了道士.几经转折,不幸由他当了莫高窟的家, 
把持着中国古代最灿烂的文化.他从外国冒险家手里接过极少的钱财,让他们把难以计数的敦煌文物一箱箱 
运走.今天,敦煌研究院的专家们只得一次次屈辱地从外国博物馆买取敦煌文献的微缩胶卷,叹息一声,走到 
放大机前.完全可以把愤怒的洪水向他倾泻.但是,他太卑微,太渺小,太愚昧,最大的倾泄也只是对牛弹琴,换得 
一个漠然的表情.让他这具无知的躯体全然肩起这笔文化重债,连我们也会觉得无聊.这是一个巨大的民族 
悲剧.王道士只是这出悲剧中错步上前的小丑.一位年轻诗人写道,那天傍晚,当冒险家斯坦因装满箱子的 
一队牛车正要启程,他回头看了一眼西天凄艳的晚霞.那里,一个古老民族的伤口在滴血. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
愤怒是洪水 愤怒是强烈的 5.0 5.0 5.0 5.0 4.0 4.8 
他是小丑 他是令人愤怒的 5.0 1.0 4.0 2.0 3.0 2.8 
Context 
石油成长记:你所不了解的“黑色黄金”.关于石油的成因,目前主要有两种假说:一种是无机成因论,认为石油是在基性 
岩浆中形成的.上世纪60年代,曾有前苏联科学家研究认为,生出石油所需要的压力与地幔层的压力相似,继而认为石油 
是在地幔里不断生成的,并通过断层或者“转移通道”,被挤压到地壳的浅层;另一种是更为主流的有机成因论,即认为 
石油像煤和天然气一样,是古代有机物通过漫长的压缩和加热过程后逐渐形成的.史前的海洋动物和藻类死后,尸体 
埋藏在海底,经过漫长的岁月的作用,最终形成石油.它与我们更为熟悉的煤一样,是不能再生却又不可或缺的宝贵财富. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
石油是黄金 石油是昂贵的 5.0 5.0 5.0 5.0 4.0 4.75 
Context 
她有美丽的面容,是在座不能相比的,她有一头乌黑的长发,迷人的双眼,她的眼睛像星星一样闪动. 
她笑的时候最美丽,那种美丽好似天上的仙女.她的身材很好,一颦一笑,婀娜多姿.她的双手是非常 
纤细,非常柔软.好久没有见到她了,我很想念她,我也深深的爱着她,直到永远,永不放手. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
她是仙女 她是美丽的 5.0 5.0 5.0 5.0 5.0 5.0 
眼睛是星星 眼睛是明亮的 5.0 5.0 5.0 5.0 4.0 4.8 
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Context 
我期待未来.窗外的风追逐阳光,撞击窗户发出温和的轻响.窗台上的风信子不知在期待什么,只是,迟迟,花未开.雏鹰 
想长成雄鹰,展翅高飞;树苗,渴望长成苍天大树……而孩子们,则期待着长大,去探索外面的世界.每个人都有期待的 
时候,而每个人期待的也是不同的.小时候,我期待着长大;长大了,我期待着在我生命的舞台上发光发亮.期待是不会 
停止的,它会陪伴着你到生命结束的那一刻……期待是一种补偿,像一双手轻轻的缝合了遗憾,期待是一种奋斗,它将 
用不眷顾坐享其成的人,期待是一种欣慰,像一阵春风吹开了眉心的忧愁,期待是一种幸福它将引领你走出痛苦…… 
Metaphors Results Acceptability 1 2 3 4 5 Average 
期待是春风 期待是温和的 4.0 3.0 5.0 3.0 3.0 3.6 
Context 
“邀来满天忘言的繁星”,台北进入了妩媚的时刻.一周期间每天一色的 101 大楼今夜蓝光黯然,广场上已经年味十足了, 
各种羊年的装饰和灯光都在喧嚣着:要过年了.选中了一个角度,无遮无拦,仔细品味这个曾经拥有诸多元素排世界 
第一的高楼.抬头仰望,它光华青幽,暗蓝的夜空下,无言的巨人矗立穹顶之下,它的沉默仿佛是一股力量,给人一种 
没有张扬的内敛和张力.台北的第一天,就这样过去了.据说,台北明天有雨. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
楼是巨人 楼是高的 5.0 5.0 5.0 5.0 5.0 5.0 
Context 
黄昏时候,洪水如暴虐的猛兽,终于撕开了江堤,一个小小的村庄成了一片汪洋泽园.受灾的人们三三两两聚在堤上, 
凝望着水中家园.忽然,一个黑点正顺着波浪飘过来.定睛一看,是个蚁球.“蚁球?”人们十分不解.“蚁球这东西很灵性.” 
一位老者解释说,“以前发大水,我也见过一个,洪水来时,一窝蚂蚁迅速抱团,随波漂流.在只要一靠岸,或者碰上一个 
漂流物,蚂蚁就得救了.说话间蚁球已飘了过来,越来越近,看清了;一个小足球大的蚁球!黑乎乎的蚂蚁密匝匝的 
抱在一起.风起波涌,蚁球漂流,不断有小团蚂蚁被浪打开,像铁器上的油漆片剥离开去.人们看得惊心动魄. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
洪水是猛兽 洪水是猛烈的 5.0 5.0 5.0 4.0 5.0 4.8 
Context 
我期待已久的春节终于到来了,一吃过晚饭,耳边就传来了阵阵响声.我到窗边一看,只见随着雷鸣般的声音, 
一道亮光飞向天空,烟火瞬间绽放成诗,一个又一个的烟花飞向天空,展示出不同的魅力.有的像火球、有的 
像金蛇,还有的像一朵朵盛开的金菊花,美妙极了!很快,这些美丽的烟花慢慢地变成了一阵流星雨洒落人间. 
这梦幻般的夜空再配上五颜六色的烟花,真让人过目难忘啊! 
Metaphors Results Acceptability 1 2 3 4 5 Average 
烟火是诗 烟火是唯美的 5.0 5.0 5.0 5.0 4.0 4.8 
Context 
中秋节晚上,我观察了月亮.月亮圆溜溜的,因为八月十五月儿圆,月亮发出淡淡的光明,给人十分安静.月亮帮我们 
照亮了道路.月亮外表有点淡淡的黄色,给人感觉非常凉.我发现不管我走到哪儿,月亮总紧跟着在我身旁.月亮上 
有一点一点的黑点,是不是嫦娥在月亮上和我们一起庆祝中秋呢?月亮圆圆的,好像黄色的月饼挂在天上. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
月亮是月饼 月亮是圆的 5.0 5.0 5.0 4.0 4.0 4.6 
Context 
寂寞有时是一种异常美的境界.若从最远处窥望湛蓝的深湖,似乎会让人感到是很难进入的.一切景物,在翩翩舞动的 
天鹅的翅膀下浮游,残雪斑斑,落在天鹅们的身上,也落在长诗短歌般的山水之中.天鹅瞄着湖泽,优优雅雅地舒展 
公主似的形影,感到不寻常的惬意.偶间,有庄重的王子腹收羽毛,将背骨挺得笔直,向公主显现英俊洒脱.它们同临 
一泓湖水,有时心怀幽情,恪守行规,有时也会意会神,雌雄彼此调护.甜柔、富有人情味,一种神秘情绪的陶醉, 
让人悟得高洁和温和、妍丽和尊严以及雍容和自在的妙处. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
天鹅是公主 天鹅是优雅的 5.0 5.0 5.0 5.0 5.0 5.0 
天鹅是王子 天鹅是优雅的 5.0 5.0 5.0 5.0 5.0 5.0 
山水是长诗短歌 山水是壮美的 5.0 5.0 5.0 4.0 5.0 4.8 
Context 
夏天,夜色已笼罩着大地,一切都安静了,透着种种神秘的气息.云团缓缓地移动着,被吞没多时的满月一下子就跳了 
出来,像一个刚出炼炉的银盘,辉煌灿烂,银光闪耀,把整个大地都照得亮堂堂的.荷叶上的青蛙,草丛里的蚂蚱和树枝 
上的小鸟,都被这突然降临的光明惊醒,欢呼、跳跃、高声鸣唱起来.几朵银灰色的、薄薄的云绕在它的身旁. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
月亮是银盘 月亮是银色的 5.0 5.0 5.0 4.0 4.0 4.6 
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Context 
我听得入迷,一转头我发现月亮已经升得很高了,它就像一块美丽的钻石挂在天空,再看深蓝色的天空,已经成了 
玉皇大帝的天池,真是美呀!皎洁的月光照着我们,我和爸爸仿佛穿着洁白的圣衣.月亮这么美,怪不得嫦娥要奔月呢! 
Metaphors Results Acceptability 1 2 3 4 5 Average 
月亮是钻石 月亮是明亮的 5.0 5.0 5.0 5.0 4.0 4.8 
Context 
知识是珍宝,而实践才是获取它的钥匙.获得知识固然重要,但最重要的还在于运用. 
有了上面学到的一系列超级阅读技巧,你现在就能进行本章所要求的阅读. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
知识是珍宝 知识是宝贵的 5.0 5.0 5.0 5.0 5.0 5.0 
实践是钥匙 实践是重要的 5.0 5.0 5.0 4.0 5.0 4.8 
Context 
我又一次走向云梯,我一把抓住了第一梯...到最后一梯时,我又开始紧张,但想到妈妈的鼓励时,我就使出了 
吃奶的力气,稳稳地抓住了最后一梯.当我下来时,妈妈一下子抱住了我,说:“太棒了!儿子!你成功了!”我的 
脸上露出了高兴的笑容.妈妈一边欢呼着,一边为我鼓掌.妈妈的爱如糖果一般,甜在我的心里. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
爱是糖果 爱是甜的 5.0 1.0 5.0 4.0 5.0 3.8 
Context 
那里有许多令人难忘的美景,但我似乎只对那长廊前的湖水情有独钟.秋天,蓝蓝的天空映照在湖面上, 
湖水闪着晶莹的光芒,是美神掉落的泪珠么?湖边的树上果实累累,石榴裂开了嘴,大大的苹果把树 
压弯了腰,一串串葡萄,似美女头上的挂饰,随风飘舞,多么美丽的图画啊! 
Metaphors Results Acceptability 1 2 3 4 5 Average 
湖水是泪珠 湖水是透明的 5.0 5.0 3.0 1.0 4.0 3.6 
Context 
所有投资人都有一个可怕的敌人,而且太容易低估这个敌人,这个敌人就是通货膨胀.对散户来说,这个敌人特别 
危险.通货膨胀才是个人投资者的大问题,日常或波动性的股价改变虽然惊心动魄,最让投资人担心,却不是个人 
投资者最大的忧患.通货膨胀的侵蚀力量才真的令人害怕,以5%的通货膨胀率来说,你的钞票的购买力在不到 
15年内,就会少掉一半,在随后的5年内,又回再少掉一半.通货膨胀如果是7%,只要经过21年,也就是从61岁“提早” 
退休,到82岁为止,你的钞票购买力就会降到只有目前的1/4.然而82岁却是日渐常见的平均寿命.这点显然是 
严重的问题,特别是个人已经退休,没有办法再增加资本,抵消通货膨胀对购买力可怕的侵蚀. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
通货膨胀是敌人 通货膨胀是危险的 5.0 5.0 5.0 4.0 5.0 4.8 
Context 
在西班牙马洛卡,蜿蜒曲折的高速公路长蛇一般扭动出不可思议的弧线盘绕在狭窄的山崖之间, 
形成了史诗一般气势磅礴的360度弯道,这就是被称为Calobra之节的Calobra大道.建于岩石地貌上 
盘折的沥青混沙石路面且急且陡.由于全路的建设目标是为了尽力避免使用隧道,全路段平均下来 
也有7%的坡度,如果这也吓不倒身为红牛作死队的你,我们的建议是:骑自行车. 
Metaphors Results Acceptability 1 2 3 4 5 Average 
高速公路是蛇 高速公路是蜿蜒的 5.0 5.0 5.0 5.0 4.0 4.8 
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