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Abstract—A Dual-Tree Complex Wavelet Packet Transform 
(DT-CWPT) feature extraction has been used in infant cry 
signal classification to extract the feature. Total of 124 energy 
features and 124 Shannon entropy features were extracted from 
each sub-band after five level decomposition by DT-CWPT. 
Feature selection techniques used to deal with massive 
information obtained from DT-CWPT extraction. The feature 
selection techniques reduced the number of features by select 
and form feature subset for classification phase. ELM classifier 
with 10-fold cross-validation scheme was used to classify the 
infant cry signal. Three experiments were conducted with 
different feature sets for three binary classification problems 
(Asphyxia versus Normal, Deaf versus Normal, and Hunger 
versus Pain). The results reported that features selection 
techniques reduced the number of features and achieved high 
accuracy. 
 
Index Terms—Infant Cry Classification; Feature Selection; 
Dual-Tree Complex Wavelet Packet Transform. 
 
I. INTRODUCTION 
 
The cry is the only and the first communication way between 
infant and parent. Crying of infant carries much information, 
such as pain, hunger, discomfort and so on. Each type of 
crying has a different acoustic characteristic, while trained 
professional and experienced parent can identify these crying 
easily. Pathological babies are commonly detected several 
months or even years after the infant is born. If these diseases 
can be detected earlier, this may avoid opportune treatments 
and therapies.  
Infant cry classification becomes popular research in the 
past decade. Researchers using automatic infant cry 
recognition techniques to differentiate the reason behind 
infant cries have addressed in the literature. Prior works on 
infant cry analysis have investigated the difference between 
pathological (deaf and asphyxia) and normal cries [1-3]. 
Feature extraction plays an important role in the infant cry 
recognition process. Some researchers proposed feature 
extraction techniques to analyse the infant cry through Mel 
Frequency Cepstral Coefficient (MFCC) and Linear 
Prediction Coding (LPC) [2,4]. Feature selection has become 
a necessity in many applications to reduce the dimension of 
irrelevant features.  R.Sahak [5] used Principal Component 
Analysis (PCA) and Support Vector Machine (SVM) to 
classify the asphyxia and normal cries by integrating the PCA 
to reduce the dimension of the input vectors to SVM. The 
classification reported in this paper is 95.86%. Silvia Orlandi 
[6] used WEKA tool to reduce the number of attributes for 
classification; there are more than 3000 cry units (recordings 
of 28 full term and ten preterm newborns) with twenty-two 
acoustical parameters. Silvia Orlandi [6] has experimented 
with four different classifiers (Logistic Curve, Multilayer 
Perceptron, Support Vector Machine, and Random Forest). 
Results show that the proposed method achieved 87.34% with 
only ten attributes out of 22 attributes. A. Zabidi [7] 
implemented a feature selection technique to select Mel 
Frequency Cepstrum (MFC) features for classification. A 
feature selection technique called Binary Particle Swarm 
Optimization (BPSO) was used by A.Zaibidi to distinguish 
the healthy infants and the infants with hypothyroidism from 
the infant cry signals. BPSO selected the significant 
coefficients after the MFC analysis on the infant cry helps to 
reduce the computation load of the classifier.  The outcome 
of the research shown that highest classification accuracy of 
99.65% was achieved. Chuan Yu Chang [8] used sequential 
forward floating feature selection (SFFS) to select high 
discriminative features and classified three types of infant 
crying (feeling sleepy, hunger and pain) using direct acyclic 
graph support vector machine (DAG-SVM). Classification 
with 15 extracted features from infant cry signals was time 
consuming, thus features selection was applied to select the 
discriminative features. Experimental results have shown that 
the SVM classification accuracy was up to 92.17% with 4 
selected features by SFFS.  Orion Fausto Reyes Galaviz9 has 
added feature selection to select the best features for the 
classification process. The babies cry soundwaves were 
extracted by Linear Predictive Coefficients and Mel 
Frequency Cepstral Coefficients with different segment 
samples. Principal Component Analysis and proposed genetic 
feature selection system reduced the feature vectors for neural 
network classification. The results shown improvement in the 
proposed genetic system where infant cry recognition 
achieved 96.79%. Many researchers have tried different 
classifiers for infant cry classification. M.Hariharan [3] used 
simple feature extraction method (short time Fourier 
Transform (STFT)) to conduct the infant cry classification 
experiment with 10 fold cross-validation and conventional 
validation scheme for the classification and results shown 
PNN and GRNN performed better compared to MLP and 
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TDNN. Other than conventional classifier, fuzzy algorithm 
[10-11] has been implemented in feature selection to shrink 
the number of features and achieves a higher classification 
accuracy. The best result computed from FRNN was 98.00% 
for Deaf and Normal classification. A. Rosales-Pérez [12] has 
applied Genetic Selection of a Fuzzy Model (GSFM) for 
feature selection phase to select the suitable feature set for 
classification. With the implemented GSFM, the author has 
achieved classification accuracies within 90.68% to 99.42% 
for the two-class classification. 
 
II. MATERIALS AND METHODS 
 
A. Automatic Infant Cry Recognition Process 
The infant automatic classification process is similar to 
automatic speech recognition. This process has the following 
steps as shown in Figure 1 which includes, feature extraction 
to extract the input cry signal, dimension of features will 
reduce in feature selection process, pattern classification 
using ELM and accuracy of classification evaluated during 
performance evaluation. 
 
 
 
Figure 1: Flow of automatic infant cry recognition process 
 
This experiment used the Baby Chillanto database 
downloaded from http://ingenieria.uatx.mx/orionfrg/cry/. 
This database is the property of the Instituto Nacional de 
AstrofisicaOptica y Electronica (INAOE) – CONACYT, 
Mexico [13]. This database contains both pathological and 
physiological cry signals. Asphyxia and deaf are pathological 
cry signals while normal, pain and hunger are considered as 
physiological cry signals [14]. This database consists of 2268 
samples of five different infant cry signals (879 samples of 
the deaf, 507 samples of normal, 350 samples of hungry, 340 
samples of asphyxia and 192 samples of pain). 
 
B. Feature Extraction 
Feature extraction needs much attention because pattern 
classification performance depends on this phase. The 
objective of the feature extraction is to compute a sequence 
of feature vector providing the information of the input signal. 
There were two feature extraction methods (Discrete Wavelet 
Transform (DWT) and Discrete Wavelet Packet Transform 
(DWPT)) widely used in signal and image processing. The 
input signals are decomposed by DWT and DWPT into two 
subspaces (low and high-frequency band) [15]. The 
decomposition of DWT and DWPT have some limitations 
which the decomposition is far from being shift-invariant and 
does not provide a geometrically oriented decomposition in 
multiple dimension [16]. Thus DT-CWPT was implemented 
in this paper to overcome the imperfection of DWT and 
DWPT. Figure 2 shows the DT-CWPT consists of two 
DWPT operating in parallel on an input signal. The 
hierarchical DT-CWPT uses a family of wavelet function and 
their associated scaling functions to decompose the original 
signal into following sub-bands. The decomposition process 
was applied to both low and high-frequency sub-bands to 
generate the next level of the hierarchy. The second wavelet 
packet sub-band is obtained by replacing the first stage filter   
(1) ( )ih n  by 
(1) ( 1)ih n−    and by replacing ( )ih n  by 
'( )ih n  
for  0,1i [16]. In this experiment, five-level 
decomposition by DT-CWPT has a total of 124 wavelet 
packet coefficients. For a particular sequence of wavelet 
packet coefficients, energy and Shannon entropy were 
extracted for classification. M. Hariharan1 shown more detail 
on energy and Shannon entropy features can refer in the 
paper. 
C. Feature Selection 
Many types of research have always been facing a large 
pool of information in pattern classification. Feature selection 
techniques have been used to reduce and select useful 
information from the application data. The objectives of 
feature selection techniques are to avoid overfitting and 
improve classification experiment performance. Besides, 
these techniques also create a more cost-effective model [17]. 
Three different feature selection techniques were applied in 
this work to select and reduce the number of features.  
Correlation Feature Selection (CFS) [18] is a filter 
algorithm that used the correlation based heuristic evaluation 
function to rank the feature subsets. The CFS filter out the 
irrelevant features, which have a low correlation with the 
class. CFS use the search algorithm together with an 
evaluation function to search for correlated features. The 
general equation of CFS shown in Equation (1). 
 
                                   𝑀𝑒𝑟𝑠 =
𝑁𝑟𝑐𝑓̅̅ ̅̅
√𝑁 + 𝑁(𝑁 − 1)𝑟𝑓𝑓̅̅ ̅̅
                (1) 
where 𝑀𝑒𝑟𝑠 is the “merit” of a feature subset 𝑆 containing 𝑁 
features, and 𝑟𝑐𝑓̅̅ ̅̅  is the mean of feature-class correlation, 
while 𝑟𝑓𝑓̅̅ ̅̅  is the average feature-feature inter-correlation. The 
numerator shows how predictive of the class a group of 
features are while denominator shows how much redundancy 
there is among them [18]. CFS was applied to the extracted 
energy and Shannon entropy features to reduce the 
dimensionality. The feature selection by CFS gives a good 
feature subsets contain highly correlated with the class and 
yet uncorrelated with each other [19].  
    Principal Component Analysis (PCA) [20] is a standard 
technique for dimensionality reduction and has been applied 
to a broad class of computer vision problems. PCA was useful 
in choosing variables which are correlated with one another 
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[5]. PCA accounts the hidden information from the original 
feature space by maximising the variance of the projected 
vectors. PCA orthogonalizes the components of the input 
vectors so that with one with the largest variation come first. 
The eigenvalues were given to the vectors. Thus, those 
vectors with Eigenvalue greater than ‘1’ were selected to 
form the subset of features [21]. 
Information Gain (IG) is one of the popular methods used 
in feature reduction [22]. IG measures the amount of 
information in the class prediction and values were given for 
each feature. In this experiment, IG was computed for each 
of the energy and Shannon entropy features. The mean value 
of all the calculated IG values was computed and used as a 
threshold. The features which have greater than threshold was 
chosen for best features and used for classification [23]. 
 
 
 
Figure 2: The decomposition level of a four-stage DT-CWPT [16]. 
 
D. Pattern Classification 
Classification algorithms implemented in the pattern 
classification phase. Extreme Learning Machine (ELM) was 
popular with higher scalability and less computational 
complexity and also has the classification capability instead 
of universal approximation capability [24]. The classification 
was done using 10-fold cross-validation scheme [25] where 
the data set is divided into ten disjoint subsets. In each fold, a 
subset is kept for testing while the remaining subsets used for 
training. This process is repeated until all the subsets have 
been used for testing and training. RBF kernel was used in 
ELM [26].  
In this experiment, Cry signals are decomposed into five 
levels using DT-CWPT and energy and Shannon entropy 
features were extracted from each sub-band to form a feature 
vector of length 124. After the DT-CWPT decomposition, 
there are 124 features for energy and Shannon entropy 
respectively. All these features were used in three 
experiments in this paper. Experiment 1 is classification with 
only 124 energy features, experiment 2 used only 124 
Shannon entropy features for classification, while experiment 
3 is a combination of both energy and Shannon entropy 
features for classification. Thus, there are 248 numbers of 
features in experiment 3. The objectives of these experiments 
are to reduce the dimensionality by selecting the feature 
subsets for classification. The regularisation coefficient and 
RBF kernel parameter of ELM classifier were set between -
10 and 10. 
To measure the performance of the classifiers, performance 
measure was used in this paper. We calculated the 
performance of the classifiers using the equations below: 
 
          
(True Positive + True Negative)
Accuracy=
(Total Number of Samples)
   (2) 
True Positive is when the classifier classified as Pathology. 
True Negative is when the classifier classified as Normal. The 
results were computed in Table 1 and Table 2. 
 
III. RESULTS AND DISCUSSIONS 
 
Table 1 summarises the results obtained from experiment 
1, 2 and 3 for binary problem identifying between asphyxia 
and normal (A vs N) cries, deaf and normal (D vs N) cries, 
the lastly hunger and pain (H V P) cry. ALL_F in Table 1 
means the classification by using all length of features, the 
value of the bracket ‘( )’ presented the number of features 
selected by the feature selection techniques. We applied the 
three feature selection techniques (PCA, IG and CFS) to 
reduce the dimensionality and the selected subset features 
were used for classification. In Table 1, we computed a 
classification with the full length of features set for 
experiment 1, 2 and 3. The results were recorded and 
compared with PCA, IG and CFS. 
For experiment 1, feature selection technique significantly 
reduced the number of features as less as 3 for D vs N (CFS). 
The performances of selected subset were degraded for A vs 
N and D vs N but improved for CFS (with 22 features and 
achieved 84.31% classification accuracy) in H vs P 
classification. CFS successfully removed 102 irrelevant 
features from 124 energy features. 124 Shannon entropy 
features used in Experiment 2 for classification. With entire 
feature set of 124 features, the accuracies for binary problem 
obtained for A vs N, D vs N, and H vs P are 97.75%, 99.92% 
and 85.60% respectively. Instead of reducing the number of 
features, PCA achieved better performance compared to other 
two feature selections. In D vs N classification, PCA selects 
the features which with Eigenvalue bigger than ‘1’ to form a 
feature subset for classification, PCA managed to achieve 
99.92% accuracy with only 52 features which were same as 
the accuracy with the full feature set. 
Feature selection techniques used to test with a length of 
248 features in experiment 3. The accuracies using combined 
features (Shannon entropy and energy features) for 
classification were higher compared to experiment 1 and 
experiment 2. More useful information can be selected from 
the combined features and increased the accuracies. For the 
A vs N classification, we found that CFS selected 12 features 
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for classification, but with 94.21% accuracy, 44 features were 
chosen by PCA and achieved 97.28% classification accuracy, 
while IG selects 115 features with 96.44% accuracy. Thus, 
PCA has performed better compared to CFS and IG. 
 
Table 1 
Results of Classification for ELM 
 
Feature Selection 
Experiment 1 
A vs N D vs N H vs P 
ALL_F 96.57% 99.92% 83.94% 
PCA 96.22%(7) 99.85%(7) 80.62%(6) 
IG 95.74%(57) 99.85%(86) 80.07%(58) 
CFS 93.27%(7) 99.85%(3) 84.31%(22) 
 Experiment 2 
 A vs N D vs N H vs P 
ALL_F 97.75% 100.00% 85.60% 
PCA 97.00%(37) 99.92%(52) 85.42%(48) 
IG 95.98%(58) 98.91%(73) 80.99%(62) 
CFS 92.32%(5) 99.27%(7) 82.10%(20) 
 Experiment 3 
 A vs N D vs N H vs P 
ALL_F 97.87% 99.92% 87.26% 
PCA 97.28%(44) 99.92%(59) 85.97%(54) 
IG 96.44%(115) 99.78%(159) 82.10%(120) 
CFS 94.21%(12) 99.85%(10) 84.50%(42) 
 
 
Table 2 
Comparison with Related Works 
 
 
Best 
accuracy 
GSFM 
[12] 
FRNN 
[11] 
FRNN 
[10] 
Asphyxia vs. 
normal 
97.87% 90.68% 88.67% 84.00% 
Deaf vs. 
normal 
100.00% 99.42% 97.55% 98.00% 
Hunger vs. 
pain 
87.26% 97.96% 96.03% 95.24% 
 
Table 2 shows the best results obtained from experiments 
and the reported by S. E. Barajas [10], A. Rosales-Pérez [11, 
12]. 
Table 2 shows that our implemented methods have better 
performance compared to GSFM and FRNN in asphyxia 
versus normal and deaf versus normal with 97.87% and 
100.00% respectively. 
 
IV. CONCLUSION 
 
In this paper, the classification of infant cry signals into five 
classes of asphyxia, deaf, hunger, pain and normal cries has 
been presented. Energy and Shannon entropy features 
extracted from each sub-band of DT-CWPT wavelet packet 
coefficients. PCA, IG and CFS select feature vectors with 
different lengths have been passed on to ELM classifier. The 
experimental results show that the implemented feature 
selection methods achieved high accuracies. In our future 
work, non-linear feature extraction methods will be explored 
and to enhance the classification performance as well. 
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