This paper applies the causality test in the frequency domain, developed by Breitung and Candelon (2006) , to analyze whether sunspot numbers (used as a partial approximation to solar irradiance) cause global temperatures, using monthly data covering the time period 1880:1-2013:9. While, standard time domain Granger causality test fails to reject the null hypothesis that sunspot numbers does not cause global temperatures for both full and sub-samples (identified based on tests of structural breaks), the frequency domain causality test detects predictability for both the full-sample and the last sub-sample at short (2 to 2.6 months) and long (10.3 months and above) cycle lengths respectively. Our results highlight the importance of analyzing causality using the frequency domain test, which, unlike the time domain Granger causality test, allows us to decompose causality by different time horizons, and hence, could detect predictability at certain cycle lengths even when the time domain causality test might fail to pick up any causality. Further, given the wide-spread discussion in the literature, that results for the full-sample causality, irrespective of whether it is in time or frequency domains, cannot be relied upon when there are structural breaks present, and one needs to draw inference regarding causality from the sub-samples, we can conclude that there has been an emergence of causality running from sunspot numbers to global temperatures only recently at cycle length of 10.3 months and above.
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Introduction
The Granger causality testing procedure (Granger, 1969 ) is being extended beyond macroeconomic time series modeling. In other areas like climatology, there are time series variables expected to cause each other, and Vector Autoregressive (VAR) or Vector Error Correction (VEC) models are used to find empirical evidence of possible causality between the variables concerned. This paper attempts to find whether sunspot numbers, used as an approximate proxy for the solar activity, have predictive content for global temperatures using the frequency domain causality test proposed by Breitung and Candelon (2006) . Intuitively (and as also seen from our results), we would expect the causal relationship to run in one direction only from sunspot numbers to global temperatures.
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To say that the existing literature on causality in the time domain is huge, would probably be an understatement, and a review of this literature is beyond the scope and focus of this paper. The
Granger causality test in the time domain cannot decompose causality at different frequencies, and hence provides us with additional information, as to whether the causality is in the short-, medium or long-runs. This approach is likely to pick up causality, when the standard time-domain Granger causality test might not (something we show below as well), and hence, is more informative to not only the academician, but also a policy maker, especially when policy questions are involved. This follows from the observation in Breitung and Candelon (2006, p. 376 Renault (1998, 2006) .". Frequency domain approaches to causality were suggested and applied in Granger (1969) , Geweke (1982 ), Hosoya (1991 and Yao and Hosoya (2000) . Geweke (1982) and Hosoya (1991) Ciner (2011a,b) , Gradojevic (2013), and Wei (2013a, b) . Wei (2013b) investigates the dynamic relationships between oil prices and the Japanese economy based on the frequency domain perspectives of Breitung and Candelon (2006) and Ashley and Verbrugge (2009) , and the latter method detected non-linear relationships between oil price and other independent macroeconomic variables. From these non-linear relationships, the linkages between oil prices and unemployment rates were mainly detected at the high frequencies.
Causality has been analyzed in extensively in both time and frequency approaches. For example in Gil-Alana (2004) and Bentzen (2007) to investigate possible relationships between oil price and other macroeconomic variables. Sun and Wang (1996) applied both approaches to confirm the dynamic relationship between global surface temperature and carbon dioxide (CO 2 ). Generally, in applied economics, we have the accounts of Auerbach and Rutner (1976) ; Jones and Uri (1987) ; Erol and Balkan (1991) ; Dropsy (1996); Gelper, Lemmens and Croux (2007) ; Ashley and Ye (2012) and Nachane and Dubey (2013) .
The frequency domain causality test of Breitung and Candelon (2006) has been applied in many papers in studying the long and short run relationship between economics variables (see Yanfeng (2002) ; Bodart and Candelon (2009); Aslanoglu and Deniz (2012) , Gradojevic and Dobardzic (2013) In this paper, we focus on the ability of sunspot numbers to predict future global temperatures using a causality testing procedure in the frequency domain. Nevertheless, we should note that sunspot number records can only be used as an approximate proxy of the solar activity that can eventually influence the climate. In fact, sunspot number record is considered as one of the many ingredients adopted to make proxy models of solar activity, and these proxy models are the ones that are related in many cases with the temperature records. (See, e.g., Friis-Christensen and Lassen, 1991; Hoyt and Schatten, 1997; Wilson, 1997; Eichler et al., 2009; Soon, 2009) .Other authors that find significant relationships between solar radiation and global temperatures include Rind (1998, 2009 ), West (2003, 2005) , Scafetta et al. (2004) , Scaffeta (2009 , 2011 ), Folland et al. (2013 and Zhou and Tung (2013) . Lean and Rind (2009) , for example, argued that as a result of declining solar activity there will be periods with lack of overall working. At a regional level, the relationship between the two variables has been studied by Shindell et al. (2001) , Ineson et al. (2011) and others. On the other hand there are some authors claiming that the two variables are unrelated.
This includes authors such as Pittock (1978 , 1983 ) Love et al. (2011 and others. Usoskin, et al. (2004) , using a long span of data of about 1150 years showed that solar activity might be highly correlated with climate. Nevertheless, these authors claim that sunspot numbers cannot explain the warming effect in the temperatures in the last 30 years, whereas they find significant correlation between sunspot number and geomagnetic activity. Thus, there is no consensus about the possibility 4 of a relationship between solar irradiance and global temperatures, and a recent review on these issues can be found in Gray et al. (2010) .
The difficulties encountered in modelling sunspot numbers and global temperature data are due to the apparent nonstationarity property of the series and the complex dynamic fluctuations in the cycle amplitude of the sunspot number series (Aguirre et al., 2008) . As can be seen from the discussion above, these studies have relied on analysis carried out in the time domain. Realizing that the relationship between solar irradiance measured in terms of sunspot numbers and global temperatures might vary across the frequency bands, a time domain analysis is likely to fail in fully capturing the link between these two variables. Against this backdrop, the present study adopts a frequency domain statistical approach to study the dynamic linkage between sunspot numbers and global temperatures. The paper is structured as follows: Section 2 provides a brief outline of the frequency domain causality test, while Section 3 presents the data and empirical results. Finally, Section 4 concludes.
Methodology: The Frequency Domain Causality Test
The Frequency Domain Causality Test Breitung and Candelon (2006) based the frequency domain causality test on the frameworks of Geweke (1982) and Hosoya (1991 
With the assumption that the system is stationary, the moving average (MA) representation of the process is,
where Then, the spectral density of X t , as given in Breitung and Candelon (2006) , can be expressed as:
Geweke (1982) and Hosoya (1991) suggest using the following measure of causality defined as,
Plugging now (3) into (4) gives,
Equation (5) is zero if =0, which implies that Y does not Granger-cause X at frequency ω.
The null hypothesis that Y does not Granger-cause X at frequency ω is then given as
The statistic is then obtained by replacing and in (5) 
Data and empirical results
The data are at monthly frequency for global land-ocean temperatures (GT) and sunspot numbers (SS), and covers the period from January 1880 to September 2013, with the start and end-points being based purely on data availability at the time of writing this paper. 2 As earlier mentioned, we could alternatively to the sunspot numbers used solar irradiance. Note that the number of sunspots correlates with it over the period (since 1973) when satellite measurements of absolute radiation flux were available. Studies conducted by Vaquero et al. (2006) and Preminger and Walton (2005) reconstruct total solar irradiance from sunspot areas. See also Ambelu et al. (2011) and Willson (2009, 2014) to remark the differences between the sunspot number records and the total solar irradiance records. As is standard in time series analysis, we start off with unit root tests to verify whether the two series are stationary, I(0), or not. Davis and Dunsmuir (1996) , Hurvich and Chen (2000) amongst others). Thus, we do not need to transform the data further for either GT or SS. In addition, we do not need to account for cointegration between the two variables. -3.963, -3.412 and -3.128 (3.48, 2.89, 2.57) [-23.80, -17.3 and -14 .2] for ADF and PP (DF-GLS) [NP] at 1%, 5% and 10% level of significance, respectively. Numbers in parentheses for ADF, PP and DF-GLS tests indicates lag-lengths selected based on the Schwarz Information Criterion (SIC). For the NP test, based on the Barlett kernel spectral estimation method, the corresponding numbers are the Newey-West bandwith. Though our primary interest is to analyze causality in the frequency domain to provide information on both short and long-run causalities, we also investigate Granger causality in the time domain for the sake of comparison. As can be seen from Table 2 , the null hypothesis that SS does not cause GT can only be rejected at the 10 percent level of significance, but not at the conventionally used 5 percent level. Note that, the optimal lag-length for the VAR is 4, based on the Schwarz information criterion (SIC).
4
One of the key assumptions of Granger causality tests, both in time and frequency-domains, is that of parameter stability, i.e., the parameters in equations relating the variables, do not change over the sample under consideration. Given that we use a long-span of data covering from 1880 to 2013, the relationship between the two variables is likely to encounter structural breaks, and hence, one cannot rely on the results from full-sample causality (see for example Balcilar et al., 2010; Arslanturk et al., 2011; Balcilar and Ozdemir, 2013 and references cited there in for further details).
In other words, causality tests needs to be carried out for sub-samples, since full-sample causality based on the assumption of parameter stability over the full-sample is likely to be spurious. In light of this, we perform the Bai and Perron (2003) sequential and repartition tests on the GT equation which involves a constant and 4 lags each of GT and SS, to check for possible structural breaks. We detect two breaks at 1936:3 and 1986:12. 5 Given this, we carry out the time-domain Granger causality test over three sub-samples: 1880:1-1936:2, 1936:3-1986:11 and 1986:12-2013:9 . Again, the lag-length for the VAR for each sub-sample is based on the SIC. At each of these sub-samples, the null that SS does not cause GT cannot be rejected even at the 10 percent level of significance.
Overall, barring the full-sample, where we obtain mild evidence that SS cause GT, the causality between these two variables are overwhelmingly rejected for different sub-samples determined by the periods of structural breaks. But as discussed above, due to structural breaks, the full-sample causality results cannot be relied upon and one needs to draw inference regarding causality from the sub-samples. So, based on the sub-sample analysis, the time-domain Granger causality tests tends to suggest that the null of SS does not Granger cause GT cannot be statistically rejected.
Next, we analyze causality using the frequency domain test proposed by Breitung and
Candelon (2006) 1936:3-1986:11) , however, the null of no predictability cannot be rejected for any frequency. But for the final sub-sample (1986:12-2013:9) , the null hypothesis is rejected for ω between 0 and 0.61 implying a cycle length of 10.3 months and above. So, as in the time domain Granger causality tests for sub-samples 2 and 3, the frequency domain tests too fail to reject the null that SS has no predictability for GT for these two sub-samples. However, for the full-sample and the last sub-sample, the null hypothesis is rejected for certain frequencies. More specifically, for the full-sample, the null is rejected at higher frequencies (shorter cycle lengths), while for the last sub-sample, SS is found to cause GT at shorter frequencies (longer cycle lengths). Our results highlight the importance of analyzing causality using the frequency domain test, which, unlike the time domain Granger causality test, allows us to decompose causality by different time horizons, and hence, could detect predictability at certain cycle lengths even when the time domain causality might fail to pick up any causality at conventional levels of significance. However, as outlined above, due to structural breaks, the fullsample causality results cannot be relied upon and one needs to draw inference regarding causality from the sub-samples. So, based on the sub-sample analysis, the frequency-domain Granger causality tests tends to suggest that there has been an emergence of causality running from SS to GT only recently, and that SS tends to have predictive content for GT at cycle length of 10.3 months and above. 
Concluding remarks
In this paper, we focus on the ability of sunspot numbers (used as a proxy for solar irradiance) to predict future global temperatures, and though the issue of the relationship between solar irradiance and climate has been widely examined, there is still no consensus about the nature of this relationship. Realizing that the relationship between sunspot numbers and global temperatures might vary across the frequency bands, a time domain analysis is likely to fail in fully capturing the link between these two variables. Against this backdrop, we apply the causality test in the frequency domain, developed by Breitung and Candelon (2006) , to analyze whether sunspot numbers cause global temperatures, using monthly data covering 1880:1-2013:9. While, standard time domain
Granger causality test fails to reject the null hypothesis that sunspot numbers does not cause global temperatures for both full and sub-samples (identified based on tests of structural breaks), the frequency domain causality detects predictability for both the full-sample and the last sub-sample at 14 short (2 to 2.6 months) and long (10.3 months and above) cycle lengths respectively. Our results highlight the importance of analyzing causality using the frequency domain test, which, unlike the time domain Granger causality test, allows us to decompose causality at different frequencies, and hence, could detect predictability at certain cycle lengths even when the time domain causality test might fail to pick up any causality. However, as outlined above, due to structural breaks, the results for the full-sample causality, irrespective of whether it is in time or frequency domains, cannot be relied upon and one needs to draw inference regarding causality from the sub-samples. So, based on the sub-sample analysis, the frequency-domain Granger causality tests tends to suggest that there has been an emergence of causality running from SS to GT only recently, and that SS tends to have predictive content for GT at cycle length of 10.3 months and above. Given that, we identified structural breaks in the relationship between global temperatures and sunspot numbers (and hence, carried out the tests over sub-samples), as part of future research, it would be interesting to conduct time-varying causality (using for instance rolling causality in the time-domain or wavelet analysis in both time and frequency domains) to decipher the exact periods for which sunspot numbers have predictive ability for global temperatures.
Finally, we should note that the results obtained in this work should be taken with caution. First, sunspot number record is only a partial approximation to solar irradiance which is one of the variables of interest to analyze climate warming (Scafetta, 2014) . Moreover, the global temperature patterns are not only determined by solar inputs as other factors such as volcano, anthropogenic and other natural oscillations might be driven Earth's climate. Finally, the relationship between solar forces and global temperatures might have a nonlinear nature. Scafetta (2014) found solar and climatic indexes to be related to each other through complex and non-linear processes, with his work being a reply to Gil-Alana, et al., (2014) , who were of the opinion that these variables are not related.
Clearly, then the relationship between these two variables are not completely resolved and should 15 incorporate further econometric details in terms of additional variables and nonlinearity, something we leave for future research.
