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Abstract
In the online packet scheduling problem with deadlines (PacketScheduling, for short), the goal
is to schedule transmissions of packets that arrive over time in a network switch and need to
be sent across a link. Each packet has a deadline, representing its urgency, and a non-negative
weight, that represents its priority. Only one packet can be transmitted in any time slot, so, if
the system is overloaded, some packets will inevitably miss their deadlines and be dropped. In
this scenario, the natural objective is to compute a transmission schedule that maximizes the
total weight of packets which are successfully transmitted. The problem is inherently online,
with the scheduling decisions made without the knowledge of future packet arrivals. The central
problem concerning PacketScheduling, that has been a subject of intensive study since 2001, is
to determine the optimal competitive ratio of online algorithms, namely the worst-case ratio
between the optimum total weight of a schedule (computed by an offline algorithm) and the
weight of a schedule computed by a (deterministic) online algorithm.
We solve this open problem by presenting a φ-competitive online algorithm for PacketSchedul-
ing (where φ ≈ 1.618 is the golden ratio), matching the previously established lower bound.
1 Introduction
In the online packet scheduling problem with deadlines (PacketScheduling, for short), the goal is to
schedule transmissions of packets that arrive over time in a network switch and need to be sent
across a link. Each packet p has a deadline dp, representing its urgency, and a non-negative weight
wp, that represents its priority. (These priorities can be used to implement various levels of service
in networks with QoS guarantees.) Only one packet can be transmitted in any time slot, so, if the
system is overloaded, some packets will inevitably miss their deadlines and be dropped. In this
scenario, the natural objective is to compute a transmission schedule that maximizes the total weight
of packets which are successfully transmitted. In the literature this problem is also occasionally
referred to as bounded-delay buffer management, QoS buffering, or as a job scheduling problem for
unit-length jobs with release times, deadlines, and weights, where the objective is to maximize the
weighted throughput.
In practice, scheduling of packets must be accomplished online, with the scheduling decisions made
without the knowledge of future packet arrivals. The central problem concerning PacketScheduling,
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that has been a subject of intensive study since 2001, is to determine the optimal competitive ratio
of online algorithms, namely the worst-case ratio between the optimum total weight of a schedule
(computed by an offline algorithm) and the weight of a schedule computed by a (deterministic)
online algorithm.
This paper provides the solution of this open problem by establishing an upper bound of φ
on the competitive ratio for PacketScheduling (where φ ≈ 1.618 is the golden ratio), matching the
previously known lower bound [16, 3, 21, 10]. Our φ-competitive algorithm PlanM is presented in
Section 4. The basic idea underlying our algorithm is relatively simple. It is based on the concept
of the plan, which, at any given time t, is the maximum-weight subset of pending packets that can
be feasibly scheduled in the future (if no other packets arrive); we describe it in Section 3. When
some packet p from the plan is chosen to be scheduled at time t, it will be replaced in the plan by
some other packet %. The algorithm chooses p to maximize an appropriate linear combination of wp
and w%. For technical reasons, it also makes additional changes in the plan, adjusting deadlines and
weights of some packets. While the algorithm itself is not complicated, its competitive analysis given
in Section 5, is quite intricate. It relies on showing a bound on amortized gain at each step, using a
potential function, which quantifies the advantage of the algorithm over the adversary in future
steps, and on maintaining an invariant that allows us to control decreases of the potential function.
Past work. The PacketScheduling problem was first introduced independently by Hajek [16]
and Kesselman et al. [18], who both gave a proof that the greedy algorithm (that always schedules
the heaviest packet) is 2-competitive. Hajek’s paper also contained a proof of a lower bound of
φ ≈ 1.618 on the competitive ratio. The same lower bound was later discovered independently by
Andelman et al. [3, 21] and also by Chin et al. [10] in a different, but equivalent setting. Improving
over the greedy algorithm, Chrobak et al. [11, 12] gave an online algorithm with competitive ratio
1.939. This was subsequently improved to 1.854 by Li et al. [20], and to 1.828 by Englert and
Westermann [14], which, prior to the present paper, has been the best upper bound known.
Algorithms with ratio φ have been developed for several restricted variants of PacketScheduling.
Li et al. [19] (see also [17]) gave a φ-competitive algorithm for the case of agreeable deadlines,
which consists of instances where the deadline ordering is the same as the ordering of release times.
Another well-studied case is that of s-bounded instances, where each packet’s deadline is within at
most s steps from its release time. A φ-competitive algorithm for 2-bounded instances was given by
Kesselman et al. [18]. This bound was later extended to 3-bounded instances by Chin et al. [9] and
to 4-bounded instances by Bo¨hm et al. [8]. The work of Bienkowski et al. [6] provides an upper
bound of φ (in a somewhat more general setting) for the case where packet weights increase with
respect to deadlines. (It should be noted that the lower bound of φ applies to instances that are
2-bounded, which implies agreeable-deadlines, and have increasing weights.) In s-uniform instances,
the deadline of each packet is exactly s steps from its release time, which also implies the agreeable
deadlines property. The lower bound of φ in [16, 10] does not apply to s-uniform instances; in fact,
as shown by Chrobak et al. [12], for 2-uniform instances ratio ≈ 1.377 is optimal.
Randomized online algorithms for PacketScheduling have been studied as well, although the gap
between the upper and lower bounds for the competitive ratio remains quite large. The best upper
bound is ≈ 1.582 [4, 9, 7, 22], and it applies even to the adaptive adversary model. For the adaptive
adversary the best lower bound is ≈ 1.33 [7], while for the oblivious adversary it is 1.25 [10].
Kesselman et al. [18] originally proposed the problem in the setting with integer bandwidth
m ≥ 1, which means that m packets are sent in each step. For any m they proved that the greedy
algorithm is 2-competitive and that there is a φ-competitive algorithm for 2-bounded instances [18].
Later, Chin et al. [9] gave an algorithm with ratio that tends to ee−1 ≈ 1.582 for m → ∞. The
best lower bound for any m, also due to Chin et al. [9], equals 1.25 and holds even for randomized
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algorithms against the oblivious adversary. Observe that any upper bound for bandwidth 1 implies
the same upper bound for an arbitrary m, by simulating an online algorithm for bandwidth 1 on an
instance where each step is subdivided into m smaller steps. Hence, our algorithm in Section 4 is
φ-competitive for any m, which improves the current state-of-the-art for any m < 13.
There is a variety of other packet scheduling problems related to PacketScheduling. The semi-
online setting with lookahead was proposed in [8]. A relaxed variant of PacketScheduling in which
only the ordering of deadlines is known, but not their exact values, was studied in [5], where a
lower bound higher than φ was shown. In the FIFO model (see, for example, [2, 18]), packets do
not have deadlines, but the switch has a buffer that can only hold B packets, and packets must be
transmitted in the first-in-first-out order. More information about PacketScheduling and related
scheduling problems can be found in a survey paper by Goldwasser [15].
2 Preliminaries
The online PacketScheduling problem. The instance of PacketScheduling is specified by a set
of packets, with each packet p represented by a triple (rp, dp, wp), where integers rp and dp ≥ rp
denote the release time and deadline (or expiration time) of p, and wp ≥ 0 is the weight of p. (To
avoid double indexing, we sometimes use notation w(p) to denote wp and d(p) for dp.) Time is
discrete, with time units represented by consecutive integers that we refer to as time slots or steps.
In a feasible transmission schedule, a subset of packets is transmitted. Only one packet can be
transmitted in each time step, and each packet p can only be transmitted in one slot in the interval
[rp, dp]. The objective is to compute a schedule whose total weight of transmitted packets (also
called its profit) is maximized.
In the online variant of PacketScheduling, which is the focus of our work, the algorithm needs to
compute the solution incrementally over time. At any time step t, packets with release times equal
to t are revealed and added to the set of pending packets (that is, those that are already released,
but not yet expired or transmitted). Then the algorithm needs to choose one pending packet to
transmit in slot t. As this decision is made without the knowledge of packets to be released in
future time steps, such an online algorithm cannot, in general, be guaranteed to compute an optimal
solution. The quality of the schedules it computes can be then quantified using competitive analysis.
We say that an online algorithm is c-competitive if, for each instance, the optimal profit (computed
offline) is at most c times the profit of the schedule computed by the online algorithm.
Useful assumptions. We make two assumptions about our problem without loss of generality.
(UA1) We assume that at each step t and for each τ ≥ t (up to a certain large enough limit), there
is a pending packet with deadline τ (or more such packets, if needed). This can be achieved
by releasing, at time t, virtual 0-weight packets with deadline τ , for each sufficiently large
τ ≥ t.
(UA2) We also assume that all packets have different weights. Any instance can be transformed into
an instance with distinct weights through infinitesimal perturbation of the weights, without
affecting the competitive ratio. Thus the 0-weight packets from the previous assumption
have, in fact, infinitesimal positive weights. The purpose of this assumption is to facilitate
consistent tie-breaking, in particular uniqueness of plans (to be defined shortly).
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3 Plans
Consider an execution of an online algorithm. At any time t, the algorithm will have a set of pending
packets. We now discuss properties of these pending packets and introduce the concept of a plan.
The set of packets pending at a time t has a natural ordering, called the canonical ordering
and denoted ≺, which orders packets in non-decreasing order of deadlines, breaking ties in favor of
heavier packets. (By assumption (UA2) the weights are distinct.) Formally, for two pending packets
x and y, define x ≺ y iff dx < dy or dx = dy and wx > wy. The earliest-deadline packet in some
subset X of pending packets is the packet that is the first in the canonical ordering of X. Similarly,
the latest-deadline packet in X is the last packet in the canonical ordering of X.
Consider a set X of packets pending at a time step t. X is called feasible if the packets in X
can be scheduled in future time slots t, t+ 1, ..., meeting their deadlines. Using a standard exchange
argument, if X is feasible, then any schedule of X can be converted into its canonical schedule, in
which the packets from X are assigned to the slots t, t+ 1, ... in the canonical order.
If I is an interval of yet-unexpired time slots, I ⊆ [t,∞), by XI = {j ∈ X : dj ∈ I} we denote
the subset of X consisting of packets whose deadline is in I. In particular, X[t,τ ] contains packets
with deadlines at most τ . We also define
pslack(X, τ) = (τ − t+ 1)− |X[t,τ ]|.
Note that τ − t+ 1 is the number of slots in interval [t, τ ]. For convenience, we also allow τ = t− 1,
in which case the above formula gives us that pslack(X, t− 1) = 0. The values of pslack(X, τ) are
useful for determining feasibility of X:
Observation 3.1. Let X be a subset of packets pending at some step t. X is feasible if and only if
pslack(X, τ) ≥ 0 for each τ ≥ t.
This observation is quite straighforward: If X is feasible then, in any schedule of X, for each
τ ≥ t all packets in X[t,τ ] are scheduled in [t, τ ]; thus |X[t,τ ]| ≤ τ − t+ 1. For the other direction,
the condition that pslack(X, τ) ≥ 0 for each τ ≥ t implies, by simple induction, that if we assign the
packets in X to slots t, t+ 1, ... in the canonical order, this will produce a schedule (the canonical
schedule of X, in fact) in which all packets will meet their deadlines.
Given the set of packets pending at a given time t, the plan is defined as the maximum-weight
feasible subset of pending packets. Since the collection of feasible subsets of pending packets forms a
matroid (which is easy to verify using Observation 3.1; see also e.g. [18]), the plan can be computed
by the following greedy algorithm:
Algorithm 1 Algorithm ComputePlan(t)
1: Let U be the set of packets pending at step t
2: X←∅
3: for each packet j ∈ U in order of decreasing weights do
4: if pslack(X ∪ {j}, τ) ≥ 0 for all τ ≥ t then
5: X←X ∪ {j}
6: P ←X . P is the plan
Assumption (UA2) about different weights implies that the plan P computed above is unique.
We typically use letters P,Q, ... to denote plans. Note that in a plan we do not assign packets to
time slots, that is, a plan is not a schedule. A plan has at least one schedule, but in general it
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1 2 3 4 5 6 7
z : 2.5
p : 2.6
q : 0.1
k : 0.6
b : 0.5
a : 1.6
f : 1.0
x : 0.4
Plan: f a b k qpz
Figure 3.1: An example of an instance with plan P = {f, a, b, k, z, p, q}. Note that packet x is not in
the plan, even though it is heavier than q. The segments of P are (0, 3], (3, 4], (4, 7]. (Alternatively,
in terms of packets from P , these segments are {f, a, b}, {k}, {z, p, q}.) The values of minwt(P, τ)
are: 0.5 for τ ∈ {1, 2, 3, 4}, and 0.1 for τ ∈ {5, 6, 7}. The figure also shows the canonical schedule of
plan P .
may have many. (In the literature, such scheduled plans are sometimes called optimal provisional
schedules.)
We briefly describe the structure of plan P at time t. (See Appendix A.1 for details and
Figure 3.1 for illustration.) Slot τ ≥ t is called tight in P if pslack(P, τ) = 0. According to our
convention for pslack(P, t− 1), we also consider t− 1 to be a tight slot. If the tight slots of P are
t0 = t−1 < t1 < t2 < · · · , then for each i ≥ 1 the time interval (ti−1, ti] = {ti−1 + 1, ti−1 + 2, . . . , ti}
is called a segment of P . In words, the tight slots divide the plan into segments, each starting right
after a tight slot and ending at (and including) the next tight slot. The significance of a segment
(ti−1, ti] is that in any schedule of P all packets in P with deadlines in (ti−1, ti] must be scheduled
in this segment. Thus, slightly abusing terminology, we occasionally think of each segment as a
set of packets, namely the packets in P that must be scheduled in the segment. Within a segment,
packets from P can be permuted, although only in some restricted ways. In particular, the first slot
of a segment may contain any packet from that segment (see Observation A.1). By InitSeg(P ) we
denote the initial segment (t0, t1] of P ; this segment will play a special role in our algorithm.
For a plan P and a slot τ ≥ t, let nextts(P, τ) be the earliest tight slot τ ′ ≥ τ (which exists
by Assumption (UA1)), and let prevts(P, τ) be the latest tight slot τ ′ < τ (which is well-defined
because t− 1 is a tight slot).
The notion that will be crucial in the design of our φ-competitive algorithm is the minimum
weight of a packet that can appear in a schedule of the plan in some slot between the current
time t and τ . Naturally, the packets that are candidates for this minimum include all packets in
segments ending before τ , but also we need to include all packets in the segment of τ , even those
with deadlines larger than τ . (This is because, as explained earlier, each packet in a segment can
be scheduled at the beginning of that segment.) Formally, for a plan P at time t and a slot τ ≥ t,
define
minwt(P, τ) = min {wj : j ∈ P and dj ≤ nextts(P, τ)}.
We will occasionally omit P in this notation, if it is understood from context. By definition, if we fix
t and P and think of minwt(P, τ) as a function of τ , then this function is monotonely non-increasing
over the whole range of τ = t, t+ 1, ..., and is constant in each segment (that is, all slots τ in any
given segment have the same value of minwt(P, τ)). Moreover, if a 6∈ P then wa < minwt(P, da).
To analyze how the plan changes over time, we divide each step t into a sequence of events. First
we have events representing packet arrivals, with all packets released at time t being added to the
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set of pending packets, one by one. The last event represents scheduling a packet for transmission
and incrementing the current time to t+ 1. The matroid property implies that at most one packet
in the plan changes after each event (not counting the scheduled packet in a scheduling event).
These changes are fairly straightforward and we outline them briefly below; for a formal description
of these changes and correctness proofs see Appendix A.1.
In the discussion below we assume that t is the current time step, P is the current plan, right
before an event, and Q is the plan after the event. For a slot τ ≥ t, whenever we refer to the change
of pslack(τ) (that it increases, decreases, or remains the same), without specifying the plan, we mean
the change from pslack(P, τ) to pslack(Q, τ). We use the same convention for function minwt(τ).
Packet arrival. We first consider the event of a new packet j arriving at time t. As j is added to
the set of pending packets, the plan needs to be updated accordingly. Define f ∈ P to be the packet
with wf = minwt(P, dj), that is the lightest packet in P with df ≤ nextts(P, dj). If wj < wf , then j
is not added to the plan and the plan stays the same, while if wj > wf , then j is added to the plan
and f is forced out, i.e., the new plan is Q = P ∪ {j} \ {f}. In the latter case, it is interesting to
see how the values of pslack(τ) and the segments change:
• If dj ≥ df , then pslack(Q, τ) = pslack(P, τ) + 1 for τ ∈ [df , dj). Therefore, all tight slots in
[df , dj) are no longer tight and the segments containing df and dj and all segments in-between
get merged into one segment of Q.
• If dj < df , then df and dj must be in the same segment of P (because df ≤ nextts(P, dj)) and
pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [dj , df ). Thus there may be new tight slots in [dj , df ),
resulting in new segments.
In both cases, the values of pslack(τ) remain the same for other slots τ ≥ t, thus other tight slots
and segments do not change. Moreover, minwt(Q, τ) ≥ minwt(P, τ) holds for any slot τ ≥ t. (This
property will play a significant role in our algorithm.)
Scheduling a packet. Next, we discuss a scheduling event. Thus now P is the plan at time t
after all packets arriving at time t are aleady added to the set of pending packets. Suppose that we
decide to schedule a packet p ∈ P at time t. (Throughout the paper, only packets in the plan will
be considered for scheduling.) As before, Q is the plan after this event, that is after p is scheduled
and the current time is incremented to t+ 1.
If p is from the first segment InitSeg(P ) of P , then Q = P \ {p}. In this case pslack(Q, τ) =
pslack(P, τ)− 1 for τ ∈ [t+ 1, dp) and pslack(τ) remains unchanged for t ≥ dp. This implies that
new tight slots may appear before dp, i.e., the first segment may get divided into more segments.
Furthermore, minwt(τ) does not decrease for any τ ≥ t+ 1.
The more interesting case is when p is from a later segment. Let ` be the lightest packet in
InitSeg(P ) and let % be the heaviest pending packet not in P that satisfies d% > prevts(P, dp). Using
the matroid property of the feasible sets of packets at time t+ 1 and the structure of the plan, in
Appendix A.1 we prove that Q = P \ {p, `} ∪ {%}. Further, in this case we have:
• pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [t+ 1, d`). There may be new tight slots in the interval
[t+ 1, d`), resulting in new segments.
• If d% ≥ dp, then pslack(Q, τ) = pslack(P, τ) + 1 for τ ∈ [dp, d%). Here, all segments that overlap
[dp, d%) are merged into one segment of Q.
• If d% < dp, then pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [d%, dp). (In this case dp and d% must
be in the same segment of P , because d% > prevts(P, dp).) As a result of decreasing some
pslack(τ) values, new tight slots may appear in [d%, dp), creating new segments.
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For slots τ ≥ t+ 1 not covered by the cases above, the value of pslack(τ) does not change. Unlike
for packet arrivals, after a packet scheduling event some values of minwt(τ) may decrease, either
due to % being included in Q or as a side-effect of segments being merged.
The aforementioned updates of the plan motivate the following definition: Let P be the plan
at time t. For each j ∈ P we define the substitute packet of j, denoted sub(P, j), as follows. If
j ∈ InitSeg(P ), then sub(P, j) = `, where ` is the lightest packet in InitSeg(P ). If j /∈ InitSeg(P ),
then sub(P, j) is the heaviest pending packet % /∈ P that satisfies d% > prevts(P, dj) (it exists by
assumption (UA1)).
By definition, all packets in a segment of P have the same substitute packet. Also, for any
j ∈ P it holds that wj ≥ w(sub(P, j)). This is because for j ∈ InitSeg(P ) we have sub(P, j) = ` and
wj ≥ w`, while for j ∈ P \ InitSeg(P ) we have d(sub(P, j)) > prevts(P, dj); thus in this case, the set
P − {j} ∪ {sub(P, j)} is feasible and the optimality of P implies that wj ≥ w(sub(P, j)).
4 Online Algorithm
Intuitions. For profit maximization problems, the challenge in the online setting is to balance the
immediate profit against future profits. Let P be the plan at step t. Consider the greedy algorithm
for PacketScheduling, which at time t schedules the heaviest pending packet h (which is necessarily
in P ). As a result, in the next step h would be replaced in the plan by its substitute packet
%h = sub(P, h), which could be very light, possibly w(%h) ≈ 0. Suppose that there is another packet
g in the plan with wg ≈ wh whose substitute packet %g = sub(P, g) is quite heavy, say w(%g) ≈ wg.
Thus instead of h we can schedule g at time t, gaining about as much as from h in step t, but with
essentially no decrease in the plan’s total weight. This example indicates that a reasonable strategy
would be to choose a packet p based both on its weight and the weight of its substitute packet.
Following this intuition, our algorithm chooses p that maximizes wp + φ ·w(sub(P, p)), breaking ties
arbitrarily.1
As it turns out, the above strategy for choosing p does not, by itself, guarantee φ-competitiveness.
The analysis of special cases and an example where this simple approach fails leads to the second
idea behind our algorithm. The difficulty is related to how the values of minwt(τ), for a fixed τ , vary
while the current time t increases. We were able to show φ-competitiveness of the above strategy for
certain instances where minwt(τ) monotonely increases as t grows from 0 to τ . We call this property
slot-monotonicity. To extend it to instances where slot monotonicity does not hold, the idea is then
to simply force it to hold by decreasing deadlines and increasing weights of some packets in the
new plan. (To avoid unfairly benefiting the algorithm from these increased weights, we will need to
account for them appropriately in the analysis.) From this point on, the algorithm proceeds using
these new weights and deadlines when computing the plan and choosing a packet for transmission.
Notation. To avoid ambiguity, we will index various quantities used by the algorithm with the
superscript t that represents the current time. This includes weights and deadlines of some packets,
since, as described above, these might change over time.
• We use notation wtp and dtp for the weight and the deadline of packet p in step t, before a
packet is scheduled. (Our algorithm only changes weights and deadlines when scheduling a
packet, so they are not affected by packet arrivals.) To avoid double subscripts, we occasionally
1 The choice of the coefficients can be derived from analyzing the 2-bounded case. Interestingly, there is another
linear combination that gives ratio φ for the 2-bounded case, namely φ · wp + w(sub(P, p)), but we were not able to
make this one work in the general case.
7
write wt(p) and dt(p) instead of wtp and dtp. By w0p we denote the original weight of packet p.
We may omit t in these notations when t is unambiguously implied from context.
• P t is the plan at (the current) time t after all packets j with rj = t arrive and before a packet
is scheduled. Recall that by InitSeg(P t) we denote the initial segments of P t.
• ` is the lightest packet in P t in the first segment InitSeg(P t).
• We use subt(p) to denote sub(P t, p) and we adopt similar convention for minwtt(τ), nexttst(τ),
and prevtst(τ).
Algorithm 2 Algorithm PlanM(t)
1: schedule packet p ∈ P t that maximizes wtp + φ · wt(subt(p))
2: if p /∈ InitSeg(P t) then . “leap step”
3: %← subt(p)
4: wt+1% ←minwtt(dt%) . increase w%
5: γ← nexttst(dt%) and τ0← nexttst(dtp)
6: i← 0 and h0← p
7: while τi < γ do
8: i← i+ 1
9: hi← heaviest packet in P t with dthi ∈ (τi−1, γ]
10: τi← nexttst(dthi)
11: dt+1hi ← τi−1 and wt+1hi ← max(wthi ,minwtt(τi−1))
12: k← i . final value of i
The pseudo-code of our algorithm, called PlanM(t), is given in Algorithm 2. For a pending
packet j, if wt+1j , resp. dt+1j is not explicitly set in the algorithm, then wt+1j ←wtj , resp. dt+1j ← dtj ,
i.e., the weight, resp. the deadline remains the same by default.
Let p be the packet sent by PlanM in step t. If p is in the first segment InitSeg(P t) of P t, the
step is called an ordinary step. Otherwise (if p 6∈ InitSeg(P t)) the step is called a leap step, and then
% = subt(p) is the heaviest pending packet % 6∈ P t with dt% > prevtst(dtp). We will further consider
two types of leap steps. If dp and d% are in the same segment (formally, when τ0 = γ, or equivalently,
k = 0), then this leap step is called a simple leap step. If d% is in a later segment than dp (that is,
when γ > τ0, which is equivalent to k > 0) then this leap step is called an iterated leap step.
As all packets in the segment of P t containing p have the same substitute packet subt(p), p must
be the heaviest packet in its segment. Furthermore, p is not too light compared to the heaviest
pending packet h; specifically, we have that wp ≥ wh/φ2. Indeed, as mentioned earlier, we have
wp ≥ w(subt(p)). It follows that φ2wp = wp +φwp ≥ wp +φ ·w(subt(p)) ≥ wh +φ ·w(subt(h)) ≥ wh,
where the second inequality follows by the choice of p in line 1 of Algorithm PlanM(t).
Slot-monotonicity. Our goal is to maintain the slot-monotonicity property, i.e., to ensure that
for any fixed slot τ the value of minwtt(τ) does not decrease as the current time t progresses from 0
to τ . For this reason, we need to increase the weight of the substitute packet % in each leap step (as
wt% < minwtt(dt%)), which is done in line 4. (To maintain Assumption (UA2), we add an infinitesimal
to the new weight of %.) For the same reason, we also need to adjust the deadlines and weights
of the packets hi, which is done in line 11. The deadlines of hi’s are decreased to make sure that
the segments between δ = prevtst(dtp) and γ do not merge (as merging could cause a decrease of
some values of minwtt(τ)). These deadline changes can be thought of as a sequence of substitutions,
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P t . . . . . .p
%Q . . . . . .
hk
hk
hk−1. . .
. . .h1
h1
h2
h2
h3
h3
h4p
τ0 τ1 τ2 τ3 τk−1 τk = γδ
Figure 4.1: An illustration of the shift of packets h1, . . . , hk in lines 6-11 in an iterated leap step.
Each plan is depicted by a horizontal strip, divided into segments by vertical line segments at each
tight slot. Q is the plan right after p is scheduled and the current time is incremented to t+ 1 (but
before packets released at time t+ 1 are taken ito account).
where h1 replaces p in the segment of P ending at τ0, h2 replaces h1, etc., and finally, % replaces
hk in the segment ending at γ. We sometimes refer to this process as a “shift” of the hi’s. See
Figure 4.1 for an illustration. Then, if the weight of some hi is too low for its new segment, it is
increased to match the earlier minimum of that segment, that is minwtt(τi−1). (Again, to maintain
Assumption (UA2), we add an infinitesimal to the new weight of hi.)
The changes in the plan after a leap step are elaborated in detail in Lemma A.5 in Appendix A.2.
We summarize them here briefly. By the choice of p, the definition of hi in line 9, and the while loop
condition in line 7, we have that wtp = wth0 > w
t
h1
> wth2 > · · · > wthk > wt% and that hk’s deadline is
in the segment of P ending at γ, that is prevtst(dt%) < dthk ≤ γ.
Let P = P t and let Q be the plan after p is scheduled, the time is incremented to t+ 1, and
weights and deadlines are changed (according to lines 3-11 in the algorithm). Let Q be the plan
after p is scheduled and the time is incremented, but before the algorithm adjusts weights and
deadlines. As discussed in Section 3, after p from a later segment is scheduled (that is, in a leap
step), the plan is Q = P \ {p, `} ∪ {%}, where % = subt(p). Observe that increasing the weight of a
packet in the plan does not change the plan. Moreover, an analysis of the changes of pslack() values
yields that decreasing the deadlines of h1, h2, ..., hk (in line 11) does not change the plan, so we can
conclude that Q = Q = P \ {p, `} ∪ {%} holds, even in an iterated leap step.
The decrease of the deadlines ensures that any tight slot of P is tight in Q as well. This property,
together with the increase of the weights, allows us to prove that minwtt(τ) does not decrease for
any τ even in a leap step. Formally, the slot-monotonicity property in the lemma below follows
directly from Lemma A.2(c), Lemma A.3(c), and Lemma A.6 in Appendix A.2.
Lemma 4.1. Let P be the current plan in step t just before an event of either arrival of a new
packet or scheduling a packet (and incrementing the current time), and let Q be the plan after the
event. Then minwt(Q, τ) ≥ minwt(P, τ) for any τ > t, and also for τ = t in the case of packet
arrival. Hence, in the computation of Algorithm PlanM, for any fixed τ , function minwtt(τ) is
non-decreasing in t as t grows from 0 to τ .
Comparison to previous algorithms. Our algorithm shares some broad features with known
algorithms in the literature. Any online competitive algorithm needs to capture the tradeoff between
weight and urgency when scheduling a packet, so some similarities between these algorithms are
inevitable. As we found in our earlier attempts, however, the exact mechanism of formalizing this
tradeoff is critical, and minor tweaks can dramatically affect the competitive ratio.
Some prior algorithms used the notion of optimal provisional schedules, which coincides with
our concept of canonically ordered plans; recall that the plan is the maximum-weight feasible set of
pending packets rather than their particular schedule. For example, the φ-competitive algorithm
MG for instances with agreeable deadlines by Li et al. [17] (see also [19]) transmits packets from
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the plan only, either the heaviest packet h or the earliest-deadline packet e2. The same authors [20]
later designed a modified algorithm called DP (using memory) that achieves competitive ratio
3/φ ≈ 1.854 for arbitrary instances.
Our approach is similar to that of Englert and Westermann [14], who designed a 1.893-competitive
memoryless algorithm and an improved 1.828-competitive variant with memory. Both their algo-
rithms are based on the notion of suppressed packet supp(P, p), for a packet p in the plan P , which,
in our terminology, is the same as the substitute packet sub(P, p) if p is not in the initial segment.
However, the two concepts differ for packets p in the first segment. The memoryless algorithm
in [14] identifies a packet m of maximum “benefit”, which is measured by an appropriate linear
combination of wm and w(supp(P,m)), and sends either m or e (the earliest-deadline packet in the
plan), based on the relation between we and the benefit of m. The algorithm with memory in [14]
extends this approach by comparing m’s benefit to e’s “boosted weight” max(we, δ(t)), where t is
the current step and δ(τ) is the maximum value of minwt(P t′ , τ) over t′ < t. Thus, this algorithm
uses memory to maintain the values of δ(τ) for all slots τ , using so-called levels.
Our algorithm involves several new ingredients that are critical to establishing competitive
ratio φ. First, our analysis relies on full characterization of the evolution of the plan over time, in
response to packet arrivals and scheduling events. This characterization is sketched in Section 3 and
formally treated in Appendix A. Two, we introduce a new objective function wtp + φ · wt(subt(p))
for selecting a packet p for scheduling. This function is based on a definition of substitute packets,
sub(P, p), that accurately reflects the changes in the plan following scheduling events, including the
case when p is in the initial segment. Three, we introduce the concept of slot monotonicity, and
devise a way for the algorithm to maintain it over time3. This property is very helpful in keeping
track of the optimal profit. Last but not least, we introduce a novel potential function that captures
the “advantage” of the algorithm over the adversary regarding future time steps.
5 Competitive Analysis
Let ALG be the schedule computed by Algorithm PlanM for an instance of PacketScheduling under
consideration, and let OPT be a fixed optimal schedule for this instance (actually, OPT can be any
schedule for this instance). For any time step t, by ALG[t] and OPT[t] we will denote packets scheduled
by ALG and OPT, respectively, in slot t. Our overall goal is to show that φ · w0(ALG) ≥ w0(OPT).
(Recall that w0j denotes the original weight of packet j.)
Notational convention. The plan changes in the course of the algorithm’s run, as a result of new
packets arriving or scheduling a packet. In some contexts it is convenient to think of the current
plan as a dynamic set, that we will denote by P. When more formal treatment is needed, we will
use letters P,Q, . . . , often with appropriate subscripts or superscripts, to denote the snapshot of
the plan before or after a particular change. For clarity, we index the snapshots not by the current
time, but by events. Recall that, as defined earlier in Section 3, an event is either the arrival of a
new packet, or scheduling a packet in step t (together with incrementing the current time to t+ 1).
Events are numbered by integers, starting from 0, and each event occurs in a specific time step. Let
P σ denote the plan just before event σ. Thus, as a result of an event σ, the current plan P changes
from P σ to P σ+1.
Note that if σ is the scheduling event in step t, then P t = P σ. This is a slight abuse of notation,
2Strictly speaking, this is true for the simplified variant of MG [17], whereas the original MG transmitted either e
or another packet from the plan, sufficiently heavy compared to both e and h [19].
3 We remark that merely maintaining the value of δ(τ) in [14] does not prevent actual decreases of minwt(τ), which
in turn affect the benefits of packets in the plan.
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but since we consistently use notation t, t′, etc. for time steps and σ, σ′, etc. for events, this notation
will always have an unambiguous interpretation.
The same conventions apply to other sets used in the analysis: A, B, and F , that we will define
shortly. In general, we think about these sets as dynamic sets, denoted by calligraphic letters, that
change over time, as new packets arrive and the algorithm schedules packets, and as we adjust
the contents of these sets in the analysis. When necessary, we introduce notations for appropriate
“snapshots” of these sets (using italic letters, typically with subscripts or superscripts), before and
after the change under consideration.
5.1 Adversary Timetable and Shadow Packets
Adversary timetable. In our analysis we need a mechanism that would allow us to keep track
of adversary’s future gain associated with the already released packets. A natural candidate for
this mechanism would be the set of packets from OPT that have already been released but not yet
scheduled. This simple definition, however, does not quite work for our purpose, partly because our
amortized analysis involves making modifications to packets that are available for scheduling by the
adversary.
The concept we use instead is called the adversary timetable and is denoted by A. This is a
dynamic set of packets (not necessarily from the original instance) that are scheduled in some slots
in {t, t+ 1, . . .}, where t is the current time step. For τ ≥ t, by A[τ ] we denote the packet scheduled
in A in slot τ . (Abusing notation, we will use A to denote both the set of packets in the adversary
timetable and their schedule.) Initially A is empty, and later whenever a packet j arrives and
j ∈ OPT, then we add j to A to the slot in which j is in OPT. When we analyze the scheduling
event at a time step t, we will remove from A the packet A[t] that is scheduled in slot t. (Naturally,
then the adversary gains the weight of A[t].) As hinted to earlier, in some situations we will also
make other modifications of A, including changing weights and deadlines of some packets. These
changes will be described in detail in the analysis of packet scheduling events in Section 5.5.
Types of packets. Packets that are in the instance are referred to as original packets. (Virtual
zero-weight packets from Assumption (UA1) are also original packets, as they are assumed to be
part of the instance.) Original packets can get modified by the algorithm, and in the course of
the analysis we can even insert ficticious packets (that are not in the instance) into the adversary
timetable. The following terminology will be used:
Real packets are packets pending for the algorithm. They were earlier original packets but may
have their weights or deadlines modified by the algorithm (in particular, original packets are
also considered to be real packets). Each real packet j pending at time t has deadline dtj and
weight wtj , which can change during the computation of the algorithm.
Shadow packets are packets created during the analysis. They are in essence just an accounting
trick: they exist only in the adversary timetable A (so they are not pending for the algorithm)
and they represent deposits of profit, to be collected when the current time reaches the slot
where they are scheduled in A. The slot of A where a shadow packet is scheduled never changes.
For this reason we do not need to specify release times and deadlines of shadow packets, we
do not include them in the canonical ordering, and we exempt them from assumption (UA2)
(so their weights need not be perturbed). Shadow packets are introduced in the analysis to
ensure that certain invariants (to be defined shortly) are preserved during the computation.
Replacing packets. Modifications of the adversary timetable A involve replacing some packets
in A by lighter or equal-weight packets, either real packets or shadow packets. As a result of such
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changes, at any time t, even if OPT[τ ], for some τ ≥ t, contains a packet released at or before time
t, the packet in A[τ ] may be different.
Shadow packets are created in several cases of the analysis. For example, when the algorithm
increases the weight of some (real) packet q that is also in A, then q is replaced in A by a shadow
packet. When a shadow packet s is created and added to its slot ηs in A it satisfies ws ≤ minwtt(ηs).
From this time on it is tied to its slot and never changes. Therefore, by Lemma 4.1, its weight does
not exceed minwtt(ηs), until it is eventually scheduled by the adversary when the current time t
reaches ηs.
Replacement by real packets in A may occur in an iterated leap step when, under some
circumstances, we replace a packet hi ∈ A by hi+1, which is always lighter than hi (see Lemma A.5(b)).
When we make packet replacements we need to make sure that no packet in A is scheduled after
its current deadline, which requires care for packets whose deadlines were decreased. What will
actually happen in the analysis of an iterated leap step is that in A we replace packet hi either by a
shadow packet or by hi+1. In the latter case, as the new deadline of hi+1 is τi ≥ dthi and as hi+1 is
added to the former slot of hi (which is at most dthi), we have that the slot of hi+1 in A will be
before or at its new deadline.
We also need to be careful to avoid packet duplication in A. It may happen, for example, that a
real packet hi in A whose deadline is decreased by the algorithm gets removed from A (i.e., replaced
by a shadow packet or by hi+1), but re-inserted later into A with its new weight in a different slot.
As it was earlier removed, it is not considered to be duplicated in A.
Adversary timetable invariant. Following our convention, Aσ denotes the adversary timetable
just before event σ. The following invariant, that will be maintained throughout the analysis,
captures properties of the packets in A that will be crucial for our argument (see also Figure 5.1):
(InvA) For any event σ at time t, the adversary timetable Aσ consists of two types of packets:
• Packets in Aσ ∩ P σ. These are real packets, as discussed above. Each such packet g is in
Aσ in a slot in interval [t, dtg].
• Packets in Aσ \ P σ. All these packets are shadow packets, with properties described
above; in particular, each shadow packet s = Aσ[τ ] is not pending for the algorithm and
satisfies ws ≤ minwt(P σ, τ).
After each event σ, we change the adversary timetable Aσ so that invariant (InvA) is preserved,
i.e., it holds for Aσ+1. For a shadow packet s, we just need to ensure that ws ≤ minwt(P σ, τ) when
s is created, since the value of minwt(P, τ) does not decrease, by Lemma 4.1.
pending for PlanM
not in plan P
F
plan P
Adversary schedule A
shadowP ∩ AP \ A
“backup plan” B
Figure 5.1: The sets of packets in the competitive analysis. Set F of furloughed packets and backup
plan B = F ∪ P \ A are introduced in Section 5.2.
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Amortized analysis. We bound the competitive ratio via amortized analysis, using a combination
of three accounting techniques:
• In leap steps, when the algorithm increases weights of some packets (the substitute packet
and some hi’s), we charge it a “penalty” equal to φ times the total weight increase.
• We use a potential function, which quantifies the advantage of the algorithm over the adversary
in future steps. This potential function is defined in Section 5.2.
• As mentioned earlier, in some situations we replace packets in A by lighter packets. If this
happens, we add the appropriate “credit” (equal to the weight decrease) to the adversary’s
gain in this step.
See Section 5.3 for a formal proof of φ-competitiveness of Algorithm PlanM using these three
techniques.
5.2 Backup Plan and the Potential Function
In our analysis we will maintain a set F of pending packets that we refer to as furloughed. Set F
consists mostly of some packets that were ousted from the plan, either as a result of arrivals of other
packets or in a leap step. We maintain the invariant that no packet in F is in the current plan P,
thus one can think of F as a set of candidates for the substitute packet subt(p) when the algorithm
schedules a packet p. Throughout the rest of the paper we will assume that F contains sufficiently
many packets with sufficiently large deadlines, for, whenever needed, we can simply add to F such
virtual packets with weight 0 using assumption (UA1). This convention will help us streamline the
proofs.
Backup plan. We define the “backup plan” as B = F ∪P \A. In other words, B is obtained from
P by replacing the packets that are in P ∩A by packets from F . (Note that no packet in F is in A,
which follows from invariant (InvA).)
According to our convention, we index snapshots of sets F and B by events, i.e., F σ and Bσ
represent sets F and B, respectively, just before event σ. We maintain the following invariant
throughout the analysis:
(InvB) For any time t and any event σ at time t, the backup plan Bσ = F σ ∪P σ \Aσ is a feasible
set of pending packets.
Equivalently, invariant (InvB) ensures that for any slot τ ≥ t it holds that pslack(Bσ, τ) ≥ 0.
Similarly as for invariant (InvA), in the course of the analysis we make changes in the adversary
schedule A and set F to preserve invariant (InvB). Note that the invariant guarantees that all
packets in F are pending. In particular, when maintaining the invariant after a scheduling event
(when the algorithm schedules a packet and the time is incremented), we will remove from F the
expiring packet, if there is any.
We remark that B may have a different structure than the current plan P. The definitions of
tight slots and segments extend to B in a natural way, and they will be helpful in our proofs.
In the rest of this section we show a few lemmas that will be useful in showing that invariant (InvB)
is preserved. We consider the state of the computation right before an event σ at a time t. To avoid
clutter we use simplified notations A = Aσ, B = Bσ, F = F σ and P = P σ for snapshots of the
corresponding sets right before this event σ.
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Lemma 5.1. Consider the current plan P , the backup plan B, the set F of furloughed packets, and
the adversary timetable A at time t. Assume that invariant (InvB) holds and let η, η′ be two time
slots such that t ≤ η ≤ η′. Then
pslack(P, η)− pslack(B, η) + |F(η,η′]| = pslack(P, η′)− pslack(B, η′) + |(P ∩A)(η,η′]| . (5.1)
Proof. By the definition of pslack(), we have pslack(P, η) − pslack(B, η) = −|P[t,η]| + |B[t,η]| and
similarly with η′ instead of η. By canceling out the contribution of packets with deadline at
most η, we get pslack(P, η)− pslack(B, η) = pslack(P, η′)− pslack(B, η′) + |P(η,η′]| − |B(η,η′]|. Since
B(η,η′] = (P \A)(η,η′] ∪F(η,η′] and P(η,η′] = (P \A)(η,η′] ∪ (P ∩A)(η,η′], we obtain |P(η,η′]| − |B(η,η′]| =
|(P ∩A)(η,η′]| − |F(η,η′]| and the lemma follows.
Lemma 5.2. Consider the current plan P , the backup plan B, the set F of furloughed packets, and
the adversary timetable A at time t. Assume that invariant (InvB) holds and let ζ be a tight slot of
P (possibly, ζ = t− 1). Let f∗ be the earliest-deadline packet in F with df∗ > ζ (by our convention,
this f∗ exists) and let g∗ be the latest-deadline packet in P ∩A with dg∗ ≤ ζ (undefined if there is
none). Then:
(a) For any τ ∈ (ζ, df∗), it holds that pslack(B, τ) ≥ pslack(P, τ) + |(P ∩A)(ζ,τ ]|.
(b) If g∗ is defined, then for any τ ∈ [dg∗ , ζ], it holds that pslack(B, τ) ≥ pslack(P, τ) + |F(τ,ζ]|.
Otherwise, pslack(B, τ) ≥ pslack(P, τ) + |F(τ,ζ]| for any τ ∈ [t, ζ].
Proof. We first observe that, since B is feasible and ζ is a tight slot for P , we have pslack(B, ζ) ≥
0 = pslack(P, ζ).
(a) Let τ ∈ (ζ, df∗). By the definition of f∗, there is no packet in F with deadline in (ζ, df∗); in
particular F(ζ,τ ] = ∅. Using this, equation pslack(P, ζ) = 0, and Lemma 5.1 (with η = ζ and η′ = τ),
we obtain
−pslack(B, ζ) = pslack(P, τ)− pslack(B, τ) + |(P ∩A)(ζ,τ ]| .
which implies claim (a).
(b) If packet g∗ exists, let λ = dg∗ , otherwise let λ = t. Let τ ∈ [λ, ζ]. By the definition of λ, there is
no packet in P ∩A with deadline in (λ, ζ], which implies that (P ∩A)(τ,ζ] = ∅. Using this, equation
pslack(P, ζ) = 0, and Lemma 5.1 (with η = τ and η′ = ζ), we obtain
pslack(P, τ)− pslack(B, τ) + |F(τ,ζ]| = −pslack(B, ζ) .
which implies claim (b).
In some cases of the analysis we will have situations when a packet g ∈ P ∩ A needs to be
removed from A. By the definiton of the backup plan, this causes g to be added to B, making B
infeasible. The lemma below shows that we can restore the feasibility of B after such a change by
removing a suitably chosen packet from F .
Lemma 5.3. Consider the current plan P , the backup plan B, the set F of furloughed packets, and
the adversary timetable A at time t. Assume that invariant (InvB) holds. Let g ∈ P ∩A (that is, g
is not in backup plan B), η = prevts(P, dg), and η′ = nextts(B, dg). Then
(i) F(η,η′] 6= ∅, and
(ii) For any f ∈ F(η,η′], set C = B \ {f} ∪ {g} is feasible and wf ≤ wg (thus w(C) ≥ w(B)).
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Proof. We use Lemma 5.1 with η and η′ as defined in the lemma. (Note that nextts(B, dg) is
well-defined, according to our convention that F contains sufficiently many packets with sufficiently
large deadlines.) From that lemma, we get −pslack(B, η) + |F(η,η′]| = pslack(P, η′) + |(P ∩A)(η,η′]|.
The existence of g implies (P ∩A)(η,η′] 6= ∅, and hence, F(η,η′] 6= ∅ holds as well, proving (i).
Pick any f ∈ F(η,η′]. From df ≤ η′ = nextts(B, dg) we obtain that C is feasible. Inequality
df > η = prevts(P, dg) and f 6∈ P imply that wf ≤ minwt(P, dg) ≤ wg, and therefore w(C) ≥ w(B),
completing the proof of (ii).
Potential function. We use the backup plan B to define a potential function used in the amortized
analysis of Algorithm PlanM. Formally, the potential just before event σ at time t is the following:
Ψσ := 1φ wt(Bσ) =
1
φ
[
wt(F σ) + wt(P σ \Aσ) ] . (5.2)
The intuition behind this definition is as follows. In order to be φ-competitive, the average (per step)
profit of Algorithm PlanM should be at least 1/φ times the adversary’s average profit. However, due
to the choice of coefficients in line 1 of the algorithm, Algorithm PlanM tends to postpone scheduling
heavy packets with large deadlines. (For example, given just two packets, a tight packet with weight
1 and a non-tight packet with weight 2.6 < φ2, the algorithm will schedule the tight packet in the
current step.) As a result, in tight instances, PlanM’s actual profit per step, throughout most of the
game, is often smaller than 1/φ times the adversary’s, and only near the end of the instance, when
very heavy packets are scheduled, the algorithm will make up for this deficit.
In our amortized analysis, if there is a deficit in a given step, we pay for it with a “loan” that is
represented by an appropriate increase of the potential function. Eventually, of course, these loans
need to be repaid – the potential eventually decreases to 0 and this decrease must be covered by
excess profit. The formula for the potential Ψ is designed to guarantee such future excess profits. To
see this, imagine that no more packets arrive. Since F ∩A = ∅ (by invariant (InvA) and F ∩P = ∅),
the packets in B will not be scheduled in the future by the adversary. On the other hand, intuitively,
if the algorithm does not execute any more leap steps then it will collect the packets in P \ A, and
if it does, it will collect some packets from F (or better packets) after they will be added to the
plan as substitute packets.
5.3 Overview of the Analysis
Initial and final state. At the beginning, per assumption (UA1), we assume that the plan is
pre-filled with virtual 0-weight packets, each in a slot equal to its deadline, and none of them
scheduled by the adversary. Both set F and the adversary timetable A are empty i.e., F 0 = A0 = ∅,
thus invariants (InvA) and (InvB) clearly hold, and Ψ0 = 0. At the end, after all (non-virtual)
packets expire, the potential equals 0 as well.
Adversary gain. In each step t, the adversary gain, denoted advgaint, is defined as the weight of
packet Aσ[t] that the adversary schedules in step t, where σ is the index of the scheduling event in
step t, plus the credit (the difference between old and new weights) for replacing some packets in
A by lighter packets. Each packet j = OPT[τ ] is added to A[τ ] upon its arrival with its original
weight w0j (although in some cases it might immediately get replaced by a shadow packet), and
the adversary gets the corresponding credit whenever the packet in A[τ ] is replaced by a lighter
one, and also when packet A[τ ] is scheduled when the current time t reaches τ . This implies that
w0(OPT) = ∑t advgaint.
Amortized analysis. At the core of our analysis are bounds relating amortized gains of the
algorithm and the adversary at each event σ. If σ is the index of a packet arrival event, then we
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will show the following packet-arrival inequality:
Ψσ+1 −Ψσ ≥ 0 . (5.3)
If σ is the index of the scheduling event in a step t, then we will show that the following packet-
scheduling inequality holds:
φwt(ALG[t])− φ (∆tWeights) + (Ψσ+1 −Ψσ) ≥ advgaint, (5.4)
where ALG[t] is the packet in slot t in the algorithm’s schedule ALG (thus wt(ALG[t]) is the algorithm’s
gain), and ∆tWeights is the total amount by which the algorithm increases the weights of its pending
packets in step t.
We prove the packet-arrival inequality in Section 5.4 and the packet-scheduling inequality in
Section 5.5. Assuming that these two inequalities hold, we now show our main result.
Theorem 5.4. Algorithm PlanM is φ-competitive.
Proof. We show that φw0(ALG) ≥ w0(OPT), which implies the theorem. First, note that the sum
of terms Ψσ+1 −Ψσ over all events σ equals Ψσ¯+1 −Ψ0, where Ψ0 = 0 is the initial potential and
Ψσ¯+1 = 0 is the final potential after the last (scheduling) event σ¯. So ∑σ(Ψσ+1 −Ψσ) = 0. Second,
as we noted above, we have w0(OPT) = ∑t advgaint. Finally, observe that∑
t
[wt(ALG[t])−∆tWeights ] ≤ w0(ALG) . (5.5)
This follows from the observation that if the weight of ALG[τ ] was increased by some value θ > 0 at
some step t′ < τ , then θ also contributes to ∆t′Weights, so such contributions cancel out in (5.5).
(There may be several such θ’s, as the weight of a packet may have been increased multiple times.
Note that the bound (5.5) may not be tight if some packets with increased weights are later dropped.)
Hence, using these bounds, as well as (5.3) for each arrival event and (5.4) for each scheduling
event, yields
w0(OPT) =
∑
t
advgaint ≤
∑
t
[
φwt(ALG[t])− φ (∆tWeights)
]
+
∑
σ
(Ψσ+1 −Ψσ)
≤ φw0(ALG) ,
concluding the proof.
5.4 Arrival of a Packet
Let t be the current time step and let σ be the index of the arrival event of a packet j at time t.
Let also P = P σ be the plan just before j arrives and let Q = P σ+1 be the plan just after j arrives.
Our aim is to maintain invariants (InvA) and (InvB) using appropriate modifications of sets A and
F . We also show that the packet-arrival inequality (5.3) holds for σ. The algorithm does not change
the weights and deadlines after packet arrivals, so we will omit the superscript t in the notation
for weights and deadlines, that is wq = wtq and dq = dtq, for each packet q. There are two cases,
depending on whether or not j ∈ Q.
Case A.1: j is not added to the plan, i.e., Q = P . This implies that wj < minwt(P, dj) =
minwt(Q, dj). If j 6∈ OPT, we do nothing; otherwise, if j ∈ OPT, we add a new shadow packet s of
weight wj to the adversary timetable A to the slot ηj where j is in OPT (thus Aσ+1 = Aσ ∪ {s}).
In both subcases, the backup plan B does not change, so the packet-arrival inequality (5.3) is trivial
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and invariant (InvB) is preserved. Invariant (InvA) is preserved, since we either do not change A or
we add a shadow packet s in slot ηj and ws ≤ minwt(P, ηj).
Case A.2: j is added to the plan. Let u be the lightest packet in P with du ≤ nextts(P, dj); by
assumption (UA1) such u exists. By Lemma A.2, we have Q = P ∪ {j} \ {u} and wj > wu =
minwt(P, dj).
Replacing u by j in the plan can also trigger changes in A and F (which are necessary to
maintain the invariants). We divide the argument into two parts: (i) first we show that if u ∈ Aσ
then we can remove it from A, preserving the invariants and not decreasing the potential, and
then (ii) assuming that u /∈ A, we analyze the effect of the remaining changes. Let A(i) denote the
adversary intermediate timetable, after the change in (i) and before the change in (ii), where we let
A(i) = Aσ if u /∈ Aσ, that is when change (i) does not apply. We adopt the same notation for sets F
and B.
(i) Dealing with u ∈ Aσ. If u ∈ Aσ, then we need to remove it from A to satisfy invariant (InvA),
as u /∈ Q. We replace u in A by a new shadow packet s of weight ws = wu, which is placed in
A in slot ηs equal to the former slot ηu of u. The choice of u and the definition of s imply that
ws = wu ≤ minwt(Q, ηs), thus preserving invariant (InvA).
Removing u from A automatically adds it to B, so, to restore the feasibility of B, we also
remove some packet from F . Here we apply Lemma 5.3 (with g = u), which gives us that there
is a packet fu ∈ F σ such that the set C = B \ {fu} ∪ {u} is feasible and w(C) ≥ w(B). We can
thus take A(i) = Aσ \ {u} ∪ {s}, F (i) = F σ \ {fu}, and B(i) = F (i) ∪ P \ A(i) = C. This means
that invariant (InvB) is preserved and that the potential change is non-negative. In the rest of the
analysis below, when bounding Ψσ+1 −Ψσ, we will account for this contribution without an explicit
reference.
(ii) Analysis of other changes. By (i) we can now assume that u /∈ A(i), which implies that u ∈ B(i),
as u ∈ P . We now consider the changes of B resulting from including j in P. We analyze two
subcases, depending on whether or not j ∈ OPT.
Case A.2.a: j ∈ OPT. We add j to A in the same slot as in OPT. In this case we add u to F , retaining
u in B. Specifically, we take Aσ+1 = A(i)∪{j}, F σ+1 = F (i)∪{u}, and Bσ+1 = B(i). Invariant (InvA)
is preserved as j ∈ Aσ+1 ∩ P σ+1. Since set B remains unaffected in (ii), invariant (InvB) continues
to hold as well. Finally, Ψσ+1 −Ψσ ≥ 0, i.e., the packet-arrival inequality (5.3) holds.
Case A.2.b: j /∈ OPT. In this case, invariant (InvA) continues to hold because j /∈ A. Thus we
simply let Aσ+1 = A(i). However, j needs to get added to B, so we need to remove some packet
from B to maintain its feasibility, and this packet must be lighter than j to assure that (5.3) holds.
Define ξ = nextts(P, dj) and ξB = nextts(B(i), dj). We have two cases.
If du ≤ ξB , we simply replace u by j in B. That is, we let F σ+1 = F (i) and Bσ+1 = B(i)∪{j}\{u}.
The case condition implies that Invariant (InvB) continues to hold, and as wu < wj in Case A.2,
packet-arrival inequality (5.3) holds as well.
Next, assume that du > ξB. Note that du ≤ ξ, by the definition of u. Let λ = prevts(P, dj). In
this case we have that λ < dj ≤ ξB < du ≤ ξ, so du and dj are in the same tight segment (λ, ξ] of P .
Since λ is tight for P and ξB is tight for B(i), while pslack(P, ξB) > 0, from Lemma 5.1 with η = λ
and η′ = ξB we get that
|F (i)(λ,ξB ]| = pslack(B
(i), λ) + pslack(P, ξB) + |(P ∩A(i))(τ,ξB ]| > 0 ,
implying F (i)(λ,ξB ] 6= ∅. Choose any f ∈ F (i) with df ∈ (λ, ξB ] and let F σ+1 = F (i) ∪{u} \ {f}, so that
we have Bσ+1 = B(i)∪{j}\{f}. Invariant (InvB) holds for Bσ+1 because df ≤ ξB = nextts(B(i), dj).
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The optimality of P and the choice of u and f imply that wf ≤ minwt(P, dj) = wu < wj , thus
inequality (5.3) holds.
5.5 Scheduling a Packet
After all packets with release time equal to t arrive, the algorithm schedules its packet p = ALG[t].
Let σ be the index of the scheduling event at time t. Let j = Aσ[t] be the packet scheduled in Aσ
at time t. Recall that j is not necessarily equal to OPT[t], the packet scheduled in OPT at time
t; as a result of our modifications to A, j might be either a real packet that replaced OPT[t] or a
shadow packet. Let P = P t = P σ be the plan just before scheduling p and let Q = P σ+1 be the
plan after the algorithm schedules p, possibly adjusts weights and deadlines, and after the time is
incremented to t+ 1.
We split the analysis of the scheduling step into two parts, called the adversary step and the
algorithm’s step, defined as follows:
Adversary step: In the adversary step, the adversary schedules j, which is removed from A, but the
plan P remains the same. Removing j from A could trigger a change in F . We show that these
changes preserve both invariants (InvA) and (InvB) and we derive a bound (inequality (5.6))
on the change of the potential resulting from these changes. The analysis for this step is given
in Section 5.5.1. By A(a), F (a), and B(a) we will denote the snapshots of sets A, F , and B,
respectively, right after the adversary step.
Algorithm’s step: In the algorithm’s step, the algorithm schedules p, the time is incremented
to t + 1, and the plan changes from P to Q. The analysis of this step assumes that the
changes described in the adversary step have already been implemented. (In particular, j is
already removed from A.) Using the bound (5.6), invariants (InvA) and (InvB), and other
properties, we then show that the packet-scheduling inequality (5.4) holds after the sets P , A,
and F are updated to reflect the changes triggered by the scheduling step. We also show that
invariants (InvA) and (InvB) are preserved.
The analysis of the algorithm’s step is given in Sections 5.5.2-5.5.6. We first analyze the
ordinary step in Section 5.5.2. We then give a roadmap for the analysis of the leap step in
Section 5.5.3, followed by the details of the analysis in Section 5.5.4, which describes the
changes in InitSeg(P ), and Sections 5.5.5-5.5.6 which contain the analysis of other changes
resulting from a leap step.
5.5.1 Adversary Step
The adversary schedules j = Aσ[t], and j is removed from the adversary schedule A, i.e., we set
A(a) = Aσ \{j}. (Then advgaint is the sum of wtj and weight adjustments in A, but here we focus on
the potential change and we will not be dealing with advgaint for now.) As we will not make other
changes to A, invariant (InvA) will be preserved. Below, we show that with appropriate changes
invariant (InvB) will be preserved after the adversary step. Also, denoting by ∆ADVΨ the change of
the potential in the adversary step, we prove the following auxiliary inequality:
∆ADVΨ− wtj ≥ − 1φ2 wtp − 1φ wt(subt(p)) . (5.6)
The proof is divided into two cases, depending on whether or not j ∈ P . As packet weights are not
changed in the adversary step, below we omit the superscript t in the notations for weights.
Case ADV.1: j ∈ P . Since we remove j from A, it is added to the backup plan B. To preserve
feasibility of B, we apply Lemma 5.3 (with g = j) to get a packet fj ∈ F σ such that dfj ≥ prevts(P, dj),
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wfj ≤ wj , and for which set C = Bσ \ {fj} ∪ {j} is feasible. We let F (a) = F σ \ {fj} and B(a) = C,
so invariant (InvB) continues to hold. The potential change is ∆ADVΨ = 1φ(w(B(a)) − w(Bσ)) =
1
φ(−wfj + wj) ≥ 0. From the definition of subt(j), since fj is a candidate for subt(j), we have
w(subt(j)) ≥ wfj . It follows that
φ ( ∆ADVΨ− wj ) = −wfj + wj − φwj = − 1φ wj − wfj
≥ − 1φ wj − w(subt(j)) ≥ − 1φ wp − w(subt(p)) ,
where the last inequality follows from the choice of p in line 1 of the algorithm’s description, using
also the case assumption that j ∈ P . This implies (5.6).
Case ADV.2: j /∈ P . In this case, we do not change F , so F (a) = F σ and B(a) = Bσ. Invariant (InvB)
is preserved as B remains the same. By invariant (InvA), j is a shadow packet that satisfies
wj ≤ minwtt(t) = w`. (Recall that ` denotes the lightest packet in the first segment of the plan.)
Note that subt(`) = ` and that ∆ADVΨ = 0. Then
φ ( ∆ADVΨ− wj ) = −φwj ≥ −φw`
= − 1φ w` − w(subt(`)) ≥ − 1φ wp − w(subt(p)) ,
where the last inequality follows from the choice of p again. Thus (5.6) holds.
This concludes the analysis of the adversary step. In particular, we have determined the
snapshots A(a), F (a), and B(a) of the adversary timetable A, the set of furloughed packets F , and
the backup plan B, respectively, resulting from the adversary step. Next, in the following sections,
we analyze the algorithm’s step.
5.5.2 Ordinary Step
In an ordinary step, a packet p ∈ InitSeg(P ) is scheduled. The algorithm makes no changes in packet
weights and deadlines, so ∆tWeights = 0. Thus, to simplify notation, for any packet q we can write
wq = wtq and dq = dtq, omitting the superscript t. Let β = nexttst(t) be the first tight slot in P , that
is InitSeg(P ) = [t, β]. As usual, ` denotes the lightest packet in InitSeg(P ).
By the algorithm, p is the heaviest packet in InitSeg(P ). Since subt(p) = `, inequality (5.6) gives
us that ∆ADVΨ− wj ≥ −wp/φ2 − w`/φ. According to Lemma A.3, the new plan (starting at time
slot t+ 1) is Q = P σ+1 = P \ {p}.
We have two cases, depending on whether or not there is a packet in A(a)∩P in the first segment
InitSeg(P ).
Case O.1: A(a) ∩ InitSeg(P ) = ∅. (That is, the first segment does not contain any packets from the
adversary timetable.) In this case, p 6∈ A(a) (as dp ∈ InitSeg(P )) and we do not further change sets
A and F , i.e., Aσ+1 = A(a) and F σ+1 = F (a). So invariant (InvA) is preserved and advgaint = wj .
We show that invariant (InvB) holds as well. As p /∈ Q, we have that p /∈ Bσ+1, and otherwise
the backup plan does not change, i.e., Bσ+1 = B(a) \ {p}. Since Bσ+1 is with respect to time t+ 1,
it holds that pslack(Bσ+1, τ) = pslack(B(a), τ) ≥ 0 for τ ≥ dp.
Next, we consider slots τ ∈ [t+ 1, dp). Observe that the case condition implies that all packets
in InitSeg(P ) are in B(a). This, together with the feasibility of B(a), also implies that all packets
in B(a) with deadlines at most β are in P . (In other words, the deadlines of all packets in F (a)
are greater than β.) Thus pslack(B(a), τ) = pslack(P, τ) for any τ ∈ [t, β]. From this, and the
definition of InitSeg(P ), we get that pslack(Bσ+1, τ) = pslack(B(a), τ)− 1 = pslack(P, τ)− 1 ≥ 0 for
all τ ∈ [t+ 1, dp), completing the proof that invariant (InvB) continues to hold.
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The calculation showing the packet-scheduling inequality (5.4) is now quite simple, as we just
need to take into account bound (5.6), the adversary gain advgaint = wj , and the change of the
potential in the algorithm’s step, which is ∆ALGΨ = 1φ(w(Bσ+1)− w(B(a))) = −wp/φ:
φwt(ALG[t])− φ (∆tWeights) + (Ψσ+1 −Ψσ)− advgaint
= φwp − φ · 0 + [ ∆ALGΨ + ∆ADVΨ ]− wj
= φwp + ∆ALGΨ + [ ∆ADVΨ− wj ]
≥ φwp − 1φ wp +
[
− 1
φ2 wp − 1φ w`
]
= 1φ wp − 1φ w` ≥ 0 ,
where we use inequality wp ≥ w` in the last step, which follows from the definition of `.
Case O.2: A(a) ∩ InitSeg(P ) 6= ∅. (This includes the case when p ∈ A(a)).
Changing sets A and F . Let g∗ be the latest-deadline packet in A(a) ∩ P such that dg∗ ≤ β
(which is defined by the case condition). Note that dg∗ ≥ t+ 1, because A(a) cannot contain a packet
with deadline t. Let f∗ be the earliest-deadline packet in F (a); note that possibly df∗ = t, in which
case f∗ cannot be in F in the next step.
If p ∈ A(a), let g = p; otherwise let g = g∗. (In either case we have g ∈ A(a).) We remove f∗
from F , i.e., set F σ+1 = F (a) \ {f∗} and we replace g in A by a new shadow packet s of weight
ws = minwtt(t) = w`, which is added to slot ηs = ηg in Aσ+1, where ηg is the slot of g in A(a). (We
remark that after removing f∗, by invariant (InvB), all packets in F σ+1 have deadlines strictly after
t, so none of them expires in this step.)
Preserving the invariants. We now have p /∈ Aσ+1 and the new shadow packet s is in a slot
ηg ≤ β of Aσ+1 and it satisfies ws = minwtt(t) = minwtt(ηs) ≤ minwtt+1(ηs), where the inequality
follows from Lemma A.3. Hence, invariant (InvA) is preserved.
We next show that invariant (InvB) holds after the step. Note that the backup plan B changes
as follows: If g = p then Bσ+1 = B(a) \ {f∗}; otherwise g = g∗ 6= p and Bσ+1 = B(a) ∪{g∗} \ {f∗, p}.
To streamline the argument, we can divide the process of updating and analyzing B into two parts.
We consider first the set B(b) = B(a)∪{g}\{f∗} and observe that it is a feasible set of packets at
time t, by Lemma 5.3 (using η = t−1 and η′ = β). Further, we claim that we have pslack(B(b), τ) ≥ 1
for any τ ∈ [t, dp). If τ ∈ [t, df∗)∪ [dg∗ , β), we invoke Lemma 5.2(a) with ζ = t−1 and Lemma 5.2(b)
with ζ = β, respectively, to get pslack(B(b), τ) ≥ pslack(P, τ) ≥ 1; the last inequality follows from
the fact that τ ∈ [t, β), so τ is not a tight slot. Otherwise, we have τ ∈ [df∗ , dg∗). Combining it
with τ < dp and g ∈ {p, g∗}, we obtain τ ∈ [df∗ , dg). For such τ , replacing f∗ by g increases the
value of pslack(B, τ) by 1, so pslack(B(b), τ) ≥ 1 as well, completing the proof of our claim.
Next, note that we can write Bσ+1 as Bσ+1 = B(b) \{p}— indeed, this works no matter whether
g = p or g = g∗. It remains to show that removing p from B(b) and incrementing the current time
to t + 1 preserves feasibility. These changes decrease the value of pslack(B, τ) for τ ∈ [t + 1, dp),
but the claim ensures that we still have pslack(Bσ+1, τ) ≥ 0 for such τ . For τ ≥ dp, the value of
pslack(B, τ) is not affected. Hence, invariant (InvB) holds after the step.
Deriving inequality (5.4). Let ∆ALGΨ be the change of Ψ in the algorithm’s step, so ∆ALGΨ =
1
φ(w(Bσ+1) − w(B(a))) = 1φ(−wp − wf∗ + wg). The adversary gain is advgaint = wg − ws + wj =
wg − w` + wj . Note that wf∗ ≤ w` as f∗ 6∈ P and that wg ≤ wp as p is the heaviest packet in
InitSeg(P ) and dg ≤ β. We show the packet-scheduling inequality (5.4) by summing these changes
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and the adversary gain bounded in (5.6):
φwt(ALG[t])− φ (∆tWeights) + (Ψσ+1 −Ψσ)− advgaint
= φwp − φ · 0 + [ ∆ALGΨ + ∆ADVΨ ]− [wg − w` + wj ]
= φwp + ∆ALGΨ− wg + w` + [ ∆ADVΨ− wj ]
≥ φwp + 1φ [−wp − wf∗ + wg ]− wg + w` +
[
− 1
φ2 wp − 1φ w`
]
= 1φ wp − 1φ wf∗ − 1φ2 wg + 1φ2 w`
≥ 1φ wp − 1φ w` − 1φ2 wp + 1φ2 w` = 1φ3 (wp − w` ) ≥ 0 ,
where the penultimate inequality holds by wf∗ ≤ w` and by wg ≤ wp, and the last inequality uses
wp ≥ w`. This concludes the analysis of an ordinary step.
5.5.3 Leap Step: a Roadmap
We now analyze the leap step of the algorithm, when it schedules a packet p from a segment of
P = P t other than InitSeg(P ). As in this case some packet weights change, we use notation wta
and wt+1a (or wt(a) and wt+1(a)) for the weights of a packet a before and after p is scheduled,
respectively. For packets whose weight does not change we may occasionally omit the superscript t.
We apply the same convention to deadlines.
By Lemma A.5(a), the new plan (starting at time t+ 1) is
Q = P \ {p, `} ∪ {%} ,
where % = subt(p). All changes in the plan are within two intervals of the plan: the first segment
InitSeg(P ) and the interval (δ, γ], where δ = prevtst(dtp) and γ = nexttst(dt%). In InitSeg(P ), ` is
ousted. In (δ, γ], the algorithm schedules p, which gets replaced by %, and increases %’s weight to
µ
def= minwt(P, dt%). Furthermore, if this is an iterated leap step (i.e., k > 1 in the algorithm), PlanM
modifies weights and deadlines of some packets hi.
These changes in the plan may reduce some values of pslack(τ) and may involve changes in A
or F . For example, if % is in F , it has to be removed, because F contains only pending packets
that are not in the plan. This may trigger additional adjustments in A or F , in order to restore
invariants (InvA) and (InvB) after the move.
We start with two simple useful bounds. First, using inequality (5.6) and the definition of %, we
have
∆ADVΨ− wtj ≥ − 1φ2 wtp − 1φ wt%. (5.7)
Also, for any τ ≥ t, we have
1
φ2 w
t
p + 1φ w
t
% ≥ wt` ≥ minwtt(τ) , (5.8)
where the first inequality follows from the choice of p in line 1 of the algorithm (specifically,
because the algorithm chose p over ` and because ` = sub(P, `)), and the second one follows from
wt` = minwtt(t) ≥ minwtt(τ), that is the monotonicity of minwtt(τ) with respect to τ .
We now introduce several quantities that we will use in our estimates and in the proof of the
packet scheduling inequality (5.4) for the current step:
∆InitSeg(P )Ψ : The change of the potential due to modifications in A and F triggered by (and
including) the removal of ` from InitSeg(P ).
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∆(δ,γ]Ψ : The change of the potential due to modifications in A and F triggered by (and including)
the replacement of p by % in (δ, γ], and also due to increasing the weights of some packets.
advgaint(δ,γ] : The credit for the adversary for replacing packets in A with deadlines in (δ, γ] by
lighter packets; it is equal to the total decrease of packet weights in A.
∆tWeights : As already defined earlier, this is the total adjustment of weights of packets in P that
is done by the algorithm in step t (always positive as the algorithm increases the weight of %
by a nonzero amount).
Two key inequalities. We will derive the proof of the packet-scheduling inequality (5.4) from the
two key inequalities below, that bound the changes of the potential in intervals InitSeg(P ) and (δ, γ]:
∆InitSeg(P )Ψ ≥ − 1φ wt` (5.9)
∆(δ,γ]Ψ− φ (∆tWeights)− advgaint(δ,γ] ≥ −wtp + wt% (5.10)
Deriving the packet-scheduling inequality. Assuming that (5.9) and (5.10) hold, we now prove
the packet-scheduling inequality (5.4). The total potential change in this step is
Ψσ+1 −Ψσ = ∆ADVΨ + ∆InitSeg(P )Ψ + ∆(δ,γ]Ψ ,
because all changes in the plan and in sets A and F are accounted for (uniquely) in the terms on the
right-hand side. (This will follow by examining changes detailed in Sections 5.5.1 and 5.5.4-5.5.6.)
The total adversary gain is the sum of the gain from scheduling j and the credits for decreasing
weights in A, so
advgaint = wtj + advgaint(δ,γ] ,
as the changes in InitSeg(P ) will not involve any weight decreases for the adversary. Combining it
all together, we have
φwt(ALG[t])− φ (∆tWeights) + (Ψσ+1 −Ψσ)− advgaint
= φwtp − φ (∆tWeights) + [ ∆ADVΨ + ∆InitSeg(P )Ψ + ∆(δ,γ]Ψ ]− [wtj + advgaint(δ,γ] ]
= φwtp + [ ∆ADVΨ− wtj ] + ∆InitSeg(P )Ψ + [ ∆(δ,γ]Ψ− φ (∆tWeights)− advgaint(δ,γ] ]
≥ φwtp +
[
− 1
φ2 w
t
p − 1φ wt%
]
+
[
− 1φ wt`
]
+
[
−wtp + wt%
]
= 1
φ3 w
t
p + 1φ2 w
t
% − 1φ wt`
≥ 0 ,
where in the inequality in the third step we use, in this order, inequalities (5.7), (5.9), and (5.10),
in the fourth step we repeatedly use the definition of φ, and in the last inequality we use (5.8).
Therefore, to complete the analysis, it is now sufficient to show that the two key inequalities (5.9)
and (5.10) hold, and that invariants (InvA) and (InvB) are preserved after the step. We divide the
proof into several parts, with the two main parts being:
Processing InitSeg(P ): In this part, presented in Section 5.5.4 below, we assume that the changes
described in the adversary step have already been implemented. We describe changes in A and
F triggered by the removal of ` from the plan and by incrementing the time to t+ 1. We show
that inequality (5.9) holds and that invariants (InvA) and (InvB) are preserved after these
changes. More precisely, let P (b) = P \ {`} be the plan after removing ` and incrementing the
current time to t+ 1, and let A(b), B(b), and F (b) be the snapshots of sets A,B, and F after
processing InitSeg(P ) triggered by these changes. We prove that invariants (InvA) and (InvB)
hold for plan P (b) and sets A(b), B(b), and F (b) with respect to time t+ 1.
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Processing interval (δ, γ]: In this part, we assume that the changes described in the adversary step
and in the processing of InitSeg(P ) have already been implemented. We describe changes in A
and F triggered by the replacement of p by % and (for an iterated leap step) by modifications
of packets hi. We prove that inequality (5.10) holds and that invariants (InvA) and (InvB)
are preserved after these changes. In other words, we show that both invariants hold after the
scheduling event, i.e., for plan Q = P σ+1 and sets Aσ+1, Bσ+1, and F σ+1.
The proof will be divided into two cases, depending on whether it is a simple or an iterated
leap step (see Sections 5.5.5 and 5.5.6, respectively). The proof for an iterated leap step is
further divided into a number of smaller sub-steps.
5.5.4 Leap Step: Processing InitSeg(P )
As explained earlier in Section 5.5.3, we assume that the changes in sets A and F described in the
adversary step (Section 5.5.1) have already been implemented. Recall that A(a), F (a), and B(a)
represent the snapshots of sets A, F , and B, respectively, resulting from the adversary step. As the
adversary step does not affect the plan, the current plan is still P = P σ = P t.
In this stage, plan P is changed to plan P (b) = P \ {`}, which is with respect to time t + 1.
We may also need to make changes in sets A and F , in order to preserve the invariants. We refer
to this stage as “processing InitSeg(P )”, although some modifications of F may involve pending
packets with deadlines after β = nextts(P, t).
We divide this stage into two subparts: (i) first we show that if ` ∈ A(a) then we can remove
it from A, preserving the invariants and not decreasing the potential, and then (ii) assuming that
` /∈ A, we analyze the effect of removing ` from P and incrementing the time. Let A(i) denote the
adversary intermediate timetable, after the change in (i) and before the change in (ii), where we let
A(i) = A(a) if ` /∈ A(a), that is when change (i) does not apply. We adopt the same notation for sets
F and B.
(i) Dealing with the case ` ∈ A(a). We now consider the case when ` ∈ A(a). We need to remove
` from A to satisfy invariant (InvA) as ` /∈ P (b). First, we replace ` in A by a shadow packet s of
the same weight wt`, which is placed in A to the former slot η` of `. So A(i) = A(a) \ {`} ∪ {s}, and
this preserves invariant (InvA). Second, to satisfy invariant (InvB), Lemma 5.3 (with g = `) shows
that there is a packet f` ∈ F (a) such that set C = B(a) \ {f`} ∪ {`} is feasible and w(C) ≥ w(B(a)).
We thus set F (i) = F (a) \ {f`} and B(i) = C = B(a) \ {f`} ∪ {`}, which preserves invariant (InvB).
Since the contribution of this change to ∆InitSeg(P )Ψ is positive, we will account for this contribution
without an explicit reference.
(ii) Removing ` from P and incrementing the time. By (i) we have ` /∈ A(i) and also ` ∈ B(i) as
` ∈ P . Now, the plan is changed from P to P (b) = P \ {`}. As we do not further change A, i.e.,
A(b) = A(i), invariant (InvA) holds. However, we need to preserve invariant (InvB). Denoting by f1
the earliest-deadline packet in F (i), we consider two cases.
Case L.InSeg.1: df1 ≥ d`. We do not make any further changes, i.e., F (b) = F (i) and B(b) =
B(i) \ {`} = F (b) ∪ P (b) \ A(b). Inequality 5.9 holds as ∆InitSeg(P )Ψ ≥ − 1φ wt`. To show that
(InvB) is preserved, note that pslack(B(b), τ) = pslack(B(i), τ) ≥ 0 for τ ≥ d`. Furthermore,
pslack(B(i), τ) ≥ pslack(P, τ) ≥ 1 for τ ∈ (t, d`), where the first inequality is by df1 ≥ d` > τ and
Lemma 5.2(a) with ζ = t− 1, and the second inequality follows from the fact that τ is before the
first tight slot β. Hence, pslack(B(b), τ) = pslack(B(i), τ)− 1 ≥ 0, concluding that invariant (InvB)
is maintained.
Case L.InSeg.2: df1 < d`. In this case, we replace f1 by ` in F , i.e., set F (b) = F (i) \ {f1} ∪ {`}.
Thus B(b) = B(i) \ {f1} = F (b) ∪ P (b) \A(b) and ∆InitSeg(P )Ψ ≥ − 1φ wtf1 ≥ − 1φ wt`, where the second
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inequality follows from ` ∈ InitSeg(P ) and f1 /∈ P . Thus inequality (5.9) holds. Regarding invariant
(InvB), we have that pslack(B(b), τ) = pslack(B(i), τ) ≥ 0 for τ ≥ df1 . For τ ∈ (t, df1), we first get
pslack(B(i), τ) ≥ pslack(P, τ) ≥ 1 by Lemma 5.2(a) with ζ = t− 1 and as τ is before the first tight
slot. Then we have pslack(B(b), τ) ≥ pslack(B(i), τ) − 1 ≥ 0. Thus, invariant (InvB) is preserved
after processing InitSeg(P ).
5.5.5 Processing (δ, γ] in a Simple Leap Step
We now analyze the effects of replacing p by % in P in the case of a simple leap step, namely
when k = 0 in the algorithm. In this part, the plan changes from P (b) to Q = P (b) \ {p} ∪ {%}
and the weight of % is increased. The replacement of p by % may trigger modifications in A and
F , in order to restore the invariants. We assume that the changes in sets A and F described
in Sections 5.5.1 and 5.5.4 have already been implemented. (We note that these changes might
have involved some packets considered in this section; for example % might have been removed
from F when processing InitSeg(P ), if we earlier had % = f1.) In particular, we assume that both
invariants (InvA) and (InvB) hold for sets A(b), B(b), F (b), and P (b) with respect to time t+ 1.
In the simple leap step, d% and dp are in the same segment (δ, γ] of P (b), that is nextts(P (b), d%) =
nextts(P (b), dp) = γ. (This is true because P (b) only differs from P in that in P (b) the segment
InitSeg(P ) of P may be split into more segments and the current time is incremented to t+ 1. The
structure of P and P (b) after slot β = nextts(P, t) is identical.) There are two subcases, depending
on whether some changes are needed or not.
Case L.(δ, γ].S.1: % /∈ F (b) and (A(b) ∩ P (b))(δ,γ] = ∅. (The case condition in particular implies
p 6∈ A(b) ∩ P (b) as dp ∈ (δ, γ]. Note that there may still be a packet fˆ 6= % with fˆ ∈ F (b)(δ,γ].)
Then we do not further change the sets F and A, i.e., F σ+1 = F (b) and Aσ+1 = A(b). Thus
invariant (InvA) holds. Note that % /∈ A(b) by invariant (InvA), and p ∈ B(b), which implies that
Bσ+1 = B(b) \ {p} ∪ {%}.
Next, we show that invariant (InvB) is preserved. If d% ≥ dp, then replacing p by % in B preserves
feasibility and thus, as B(b) is feasible, the new backup plan Bσ+1 is feasible as well. Otherwise,
d% < dp. For τ /∈ [d%, dp), it holds that pslack(Bσ+1, τ) = pslack(B(b), τ) ≥ 0, by the feasibility
of B(b). Next, consider some τ ∈ [d%, dp) ⊆ (δ, γ). By the case condition, (A(b) ∩ P (b))(δ,γ] = ∅,
thus using Lemma 5.2(b) with ζ = γ we get that pslack(B(b), τ) ≥ pslack(P (b), τ) ≥ 1, where the
second inequality follows from that τ ∈ (δ, γ) is not a tight slot in P (b). Hence, pslack(Bσ+1, τ) =
pslack(B(b), τ)− 1 ≥ 0 for τ ∈ [d%, dp), concluding that invariant (InvB) holds after the step.
Finally, we prove inequality (5.10). We have ∆(δ,γ]Ψ = 1φ (−wtp + µ), where µ = minwt(P, dt%) =
wt+1% , ∆tWeights = µ− wt%, and advgaint(δ,γ] = 0. We obtain
∆(δ,γ]Ψ− φ (∆tWeights)− advgaint(δ,γ] = 1φ (−wtp + µ)− φ (µ− wt%)− 0
= − 1φwtp − µ+ φwt%
≥ −wtp + wt% ,
where the inequality follows from µ ≤ 1
φ2w
t
p + 1φwt% by (5.8). This shows that (5.10) holds.
Case L.(δ, γ].S.2: % ∈ F (b) or (A(b) ∩ P (b))(δ,γ] 6= ∅. (Thus, there is a packet in F (b) ∪ (A(b) ∩ P (b))
which has deadline in (δ, γ].) In this case, A and F will be changed to maintain invariants (InvB)
and (InvA).
Changing sets A and F . Let f∗ be the earliest-deadline packet in F (b) with df∗ > δ. (Packet
f∗ is well-defined, by our convention. However, it is possible that df∗ > γ.) Similarly, let g∗ be
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the latest-deadline packet in A(b) ∩ P (b) with dg∗ ≤ γ. We argue that g∗ is well-defined. This is
trivially true if the second condition of the case is satisfied. Next, consider the case when % ∈ F (b)
and suppose for a contradiction that there is no packet in A(b) ∩ P (b) with deadline at most γ.
This implies that B(b)[t+1,γ] ⊇ P
(b)
[t+1,γ] ∪ {%} as also dt% ≤ γ. Consequently, since γ is a tight slot
of P (b), pslack(B(b), γ) ≤ pslack(P (b), γ) − 1 = −1, contradicting that B(b) is a feasible set by
invariant (InvB). (It is possible that dg∗ ≤ δ in the second case.)
We now define packets g and f , and we modify F and A as follows. If p ∈ A(b), let g = p;
otherwise let g = g∗. If % ∈ F (b), let f = %; otherwise let f = f∗. We remove f from F , i.e., set
F σ+1 = F (b) \ {f}, and we replace g in A by a new shadow packet s of weight µ = minwtt(dp) ≤
minwtt(dg) (as dg ≤ γ = nexttst(dp)), added to the slot of g in A(b). Note that % ∈ Bσ+1 as % ∈ Q
and % /∈ Aσ+1. Hence, Bσ+1 = B(b) ∪{g} \ {f, p}∪{%}; this equality holds no matter whether g = p
or g = g∗ and whether f = % or f = f∗.
Deriving inequality (5.10). Note that wtf ≤ wt% as df > δ, f /∈ P and as % is the heaviest pending
packet not in P with deadline after δ. (Recall that the only packet that may possibly be added
to F when processing scheduling step t is `, which satisfies d` ≤ β ≤ δ.) Furthermore, wtg ≤ wtp as
w(sub(P, g)) ≥ wt% and thus if wtg > wtp, the algorithm would schedule g instead of p. In this case,
by the algorithm we have wt+1% = µ, so ∆(δ,γ]Ψ = 1φ (wtg − wtp − wtf + µ), ∆tWeights = µ− wt%, and
advgaint(δ,γ] = wtg − µ. Thus the changes described above give us that
∆(δ,γ]Ψ− φ (∆tWeights)− advgaint(δ,γ] = 1φ (wtg − wtp − wtf + µ)− φ (µ− wt%)− (wtg − µ)
= −( 1
φ2 w
t
g + 1φ w
t
p ) + (− 1φ wtf + φwt% )
≥ −wtp + wt% ,
which shows (5.10).
Preserving the invariants. Since after the changes it holds that % /∈ Aσ+1 and p /∈ Aσ+1 and since
ws = minwtt(dp) ≤ minwtt(dg), invariant (InvA) is maintained. We now show that invariant (InvB)
holds. Note that Bσ+1 = B(b) if both f = % and g = p, in which case invariant (InvB) follows from
the feasibility of B(b). Hence, assume that f = f∗ or g = g∗ (or both).
We split the changes in B into two stages. First, we show that invariant (InvB) holds for backup
planB(c) = B(b)∪{g}\{f}, that is, with respect to adversary timetableA(c) = Aσ+1 = A(b)\{g}∪{s},
set of furloughed packets F (c) = F σ+1 = F (b) \ {f}, and plan P (c) = P (b). In other words, we first
implement the changes in A and F , but postpone the change in the plan. Second, we replace p by %
in P, so P σ+1 = P (c) \ {p} ∪ {%} and Bσ+1 = B(c) \ {p} ∪ {%}, and we show that Bσ+1 is feasible
as well.
Claim 5.5. Set B(c) = B(b) ∪ {g} \ {f} is a feasible set of packets pending at time t+ 1.
Proof. The claim clearly holds if df ≤ dg, so for the rest of the proof we assume that dg < df . Recall
that, according to the assumptions of our Case L.(δ, γ].S.2, we have % ∈ F (b) or (A(b)∩P (b))(δ,γ] 6= ∅
holds.
It is sufficient to show that pslack(B(b), τ) ≥ 1 for any τ ∈ [dg, df ), as this will imply that
df ≤ nextts(B(b), dg), which in turn implies the feasibility of B(c). We consider two cases.
First, assume that % /∈ F (b). This implies f = f∗ and (A(b) ∩ P (b))(δ,γ] 6= ∅, which means that
dg ∈ (δ, γ], no matter whether g = p or g = g∗. Then, for τ ∈ [dg, df ), Lemma 5.2(a) with ζ = δ
gives us pslack(B(b), τ) ≥ pslack(P (b), τ) + |(P (b) ∩A(b))(δ,τ ]| ≥ 1, since (P (b) ∩A(b))(δ,τ ] contains g
and pslack(P (b), τ) ≥ 0.
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In the second case we have % ∈ F (b), so f = %. We then have g = g∗ (as we assume that
f = f∗ or g = g∗). For τ ∈ [dg, df ), we use Lemma 5.2(b) with ζ = γ to obtain pslack(B(b), τ) ≥
pslack(P (b), τ) + |F (b)(τ,γ]| ≥ 1, where we use f = % ∈ F
(b)
(τ,γ] in the second inequality.
Before replacing p by % in the plan and in B, we prove the following claim:
Claim 5.6. If d% < dp, then pslack(B(c), τ) ≥ 1 for any τ ∈ [d%, dp).
Proof. Note that the interval [d%, dp) is contained in (δ, γ) and as (δ, γ] is a segment of P (c) = P (b),
we have pslack(P (c), τ) ≥ 1 for τ ∈ (δ, γ). By the definitions of f∗, g∗, and Lemma 5.2 (which we
can apply as B(c) is feasible by Claim 5.5), it holds that pslack(B(c), τ) ≥ pslack(P (c), τ) ≥ 1 for any
τ ∈ (δ, df∗) ∪ [dg∗ , γ).
Next, we observe that the claim holds for τ ∈ [df , dg). Indeed, for such τ , replacing f by g in B
implies pslack(B(c), τ) = pslack(B(b), τ) + 1 ≥ 1, where the inequality follows from the feasibility of
B(b).
To complete the proof note that, for any choices of f ∈ {%, f∗} and g ∈ {p, g∗}, we have
[d%, dp) ⊆ (δ, df∗) ∪ [df , dg) ∪ [dg∗ , γ), and therefore the two cases for τ covered above imply the
claim.
Finally, we show that the new backup plan Bσ+1 = B(c) \ {p} ∪ {%} is feasible. If d% ≥ dp,
then the feasibility of B is clearly preserved after replacing p by %. Otherwise, d% < dp, and for
τ ∈ [d%, dp) we have pslack(Bσ+1, τ) = pslack(B(c), τ)− 1 ≥ 0 by Claim 5.6, while pslack(Bσ+1, τ) =
pslack(B(c), τ) ≥ 0 for τ /∈ [d%, dp) by Claim 5.5. Hence, invariant (InvB) holds after the step.
5.5.6 Processing (δ, γ] in an Iterated Leap Step
Here we address the last (and by far most involved) part of our argument, namely the analysis of
an iterated leap step. As a reminder, this step occurs when k ≥ 1 in the algorithm, or, equivalently,
when d% is in a later segment of P than dp. The initial comments in Section 5.5.5 apply here as
well. To recap: We assume that A and F have already been modified, as described in Sections 5.5.1
(the adversary step) and 5.5.4 (processing InitSeg(P )). In particular, the time step has already
been incremented to t+ 1 and the current snapshots of P, F , B and A are denoted P (b) (where
P (b) = P \{`}), F (b), B(b) and A(b), respectively. We assume that both invariants (InvA) and (InvB)
hold for these sets (with respect to time step t+ 1).
As before, δ = prevtst(dp) and γ = nexttst(d%). As this is an iterated leap step, we have
d% > nexttst(dp), so the interval (δ, γ] of P (b) is a union of two or more consecutive segments of P (b).
(The content of this interval is identical to the same interval in P ; in fact, P (b) and P are identical
starting right after β = nexttst(t), the first tight slot of P .) Let h0 = p, h1, . . . , hk be the packets
from Algorithm PlanM (line 9) and let hk+1 = %. All packets h0, h1, . . . , hk are in different segments
of P (b), not necessarily consecutive, while hk+1 = % has deadline in the same segment as hk, but
% /∈ P (b). The deadlines and weights of packets % and h1, . . . , hk are still unchanged (that is, they
are the same as in step t).
We need to estimate the potential change due to weight increases and the changes triggered by
the replacement of p by % and by the “shifting” of hi’s. We also need to prove key inequality (5.10)
and that invariants (InvA) and (InvB) hold after the step.
The overall structure of the argument in this case is similar to Case L.(δ, γ].S (simple leap step),
with the analysis split according to whether changes in A or F are needed (Case L.(δ, γ].I.2) or not
(Case L.(δ, γ].I.1). In Case L.(δ, γ].I.2 the analysis will be divided into several parts corresponding
to processing of different groups of segments.
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For i = 0, . . . , k, let µi = minwtt(dthi); note that w
t
` ≥ µ0 ≥ µ1 ≥ · · · ≥ µk = µ = minwtt(d%)
and the algorithm ensures that wt+1hi ≥ µi−1 for i = 1, . . . , k + 1. In both cases below, we use the
following simple bound on the change of weights of hi’s.
Lemma 5.7. For any 1 ≤ a′ ≤ b′ ≤ k, let ∆tw(ha′ , . . . , hb′) be the total amount by which the
algorithm increases the weights of packets ha′ , . . . , hb′ in step t. Suppose that there exists i ∈ [a′, b′]
such that wthi < µi−1, i.e., the algorithm increases the weight of hi (and thus ∆
tw(ha′ , . . . , hb′) > 0).
Then ∆tw(ha′ , . . . , hb′) ≤ µa′−1 − wthb′ .
Proof. Let c ∈ [a′, b′] be the maximum index such that wthc < µc−1; such c exists by the assumption
of the lemma. We show the claim as follows:
∆tw(ha′ , . . . , hb′) =
c∑
i=a′
max(µi−1 − wthi , 0)
≤
c−1∑
i=a′
max(µi−1 − µi, 0) + max(µc−1 − wthc , 0) (5.11)
=
c−1∑
i=a′
(µi−1 − µi) + µc−1 − wthc (5.12)
= µa′−1 − wthc
≤ µa′−1 − wthb′ , (5.13)
where inequality (5.11) follows from wthi ≥ µi, equality (5.12) from µi−1 ≥ µi and from µc−1 > wthc
(by the choice of c), and inequality (5.13) from wthc ≥ wthb′ by Lemma A.5(b) and c ≤ b′.
Case L.(δ, γ].I.1: % /∈ F (b) and (A(b) ∩ P (b))(δ,γ] = ∅. In this case we do not make any changes in A
and F , i.e., F σ+1 = F (b) and Aσ+1 = A(b). From the case condition, h0, h1, ..., hk /∈ A(b), because
each hi is in P (b) and its deadline is in (δ, γ]. It follows that A is indeed not affected by the decrease
of the deadlines of hi’s. Thus invariant (InvA) holds. Note that % /∈ A(b) by invariant (InvA). From
the case condition and dp ∈ (δ, γ], we have p /∈ A(b); therefore p ∈ B(b), which in turn implies that
Bσ+1 = B(b) \ {p} ∪ {%}.
Deriving inequality (5.10). To prove this inequality, we first show that ∆tw(h1, . . . , hk) ≤ µ0−µk.
(The weight increase ∆tw(h1, . . . , hk) was defined in Lemma 5.7.) Indeed, if there is no i ∈ [1, k] such
that wthi < µi−1, then ∆
tw(h1, . . . , hk) = 0 ≤ µ0 − µk as µ0 ≥ µk. Otherwise, we use Lemma 5.7
with a′ = 1 and b′ = k to get ∆tw(h1, . . . , hk) ≤ µ0 − wthk ≤ µ0 − µk, where the last inequality
follows from wthk ≥ µk.
In this case, the potential change equals ∆(δ,γ]Ψ = 1φ
( − wtp + µk + ∆tw(h1, . . . , hk)), since
all packets h1, ..., hk are both in P (b) and in Q = P σ+1, by Lemma A.5(a), and none of them
is in A(b) = Aσ+1, so all of them remain in B. The change of packet weights is ∆tWeights =
µk − wt% + ∆tw(h1, . . . , hk). Since we have not changed the adversary timetable A, it holds that
advgaint(δ,γ] = 0. Then (5.10) follows from the above bound on ∆tw(h1, . . . , hk) and an easy
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calculation:
∆(δ,γ]Ψ− φ (∆tWeights)− advgaint(δ,γ] (5.14)
= 1φ (−wtp + µk + ∆tw(h1, . . . , hk))− φ (µk − wt% + ∆tw(h1, . . . , hk))− 0
= − 1φ wtp − µk + φwt% −∆tw(h1, . . . , hk)
≥ − 1φ wtp − µk + φwt% − (µ0 − µk)
= − 1φ wtp + φwt% − µ0
≥ − 1φ wtp + φwt% − ( 1φ2 wtp + 1φ wt%) (5.15)
= −wtp + wt% ,
where inequality (5.15) follows from µ0 ≤ 1φ2 wtp + 1φ wt%, which is inequality (5.8) with τ = dp (as
µ0 = minwtt(dp)).
Preserving invariant (InvB). To show that invariant (InvB) is preserved, we proceed in two
stages. First, we show that the invariant holds for the intermediate backup plan resulting from
replacing p by %, and then later we show that modifying the deadlines of the hi’s preserves the
invariant as well.
So consider an intermediate plan P (c) = P (b) \{p}∪{%} and backup plan B(c) = B(b) \{p}∪{%},
both with respect to time t+ 1 but with the deadlines of packets h1, h2, ..., hk still unchanged. Since
this is an iterated leap step, we have that d% > dp, so replacing p by % in B preserves feasibility.
Therefore B(c) is feasible.
Now, we consider Bσ+1, that is the backup plan at step t+ 1, which is obtained from B(c) by
decreasing the deadlines of hi’s, as in the algorithm. As slots outside (δ, γ) are not affected, we have
pslack(Bσ+1, τ) = pslack(B(c), τ) ≥ 0 for τ /∈ (δ, γ). So it remains to consider slots τ ∈ (δ, γ).
Recall that packets h1, . . . , hk belong to both B(b) and Bσ+1. We also have that pslack(P (c), τ) ≥
1 for any τ ∈ (δ, γ), which holds as replacing p by % merges all segments between δ = prevtst(dp) and
γ = nexttst(d%). Since (A(b)∩P (b))(δ,γ] = ∅, Lemma 5.2(b) with ζ = γ gives us that pslack(B(c), τ) ≥
pslack(P (c), τ) ≥ 1 for any τ ∈ (δ, γ).
Next, we claim that pslack(Bσ+1, τ) ≥ pslack(B(c), τ)−1 for τ ∈ (δ, γ). To justify this inequality,
we observe that dt+1hi = τi−1 ≥ dthi−1 for i = 1, . . . , k, which gives us that intervals [dt+1hi , dthi) ⊂ (δ, γ)
are disjoint. This implies in turn that, for τ ∈ (δ, γ), decreasing the deadlines of all hi’s can decrease
pslack(B, τ) at most by one, which yields the claim.
The two inequalities derived above yield pslack(Bσ+1, τ) ≥ pslack(B(c), τ)− 1 ≥ 0 for τ ∈ (δ, γ),
completing the proof that Bσ+1 satisfies invariant (InvB).
Case L.(δ, γ].I.2: % ∈ F (b) or (A(b) ∩ P (b))(δ,γ] 6= ∅. In this case, sets A and F will be changed.
We focus on the segments which contain the packets h0 = p, h1, ..., hk that are modified by the
algorithm. Specifically, for i = 0, . . . , k, let Si be the segment of P (b) that ends at τi = nexttst(dthi),
that is the segment containing dthi . (See Figure 4.1.) Recall that prevts
t(dp) = δ, τk = γ, and that
we defined hk+1 = %. We first divide segments Si into groups and then split the changes in this case
into substeps, having one substep for each group.
Groups. We start by defining a packet g ∈ A(b) ∩ P (b). Let g∗ be the latest-deadline packet
in A(b) ∩ P (b) with dg∗ ≤ γ. Observe that packet g∗ is well-defined. This is trivially true if the
second part of the case condition holds. Next, consider the case % ∈ F (b) and suppose for a
contradiction that there is no packet in A(b) ∩ P (b) with deadline at most γ. This implies that
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P (b) . . . . . .p = h0 h1
S0 γδ S1
h5 h6 h8
S2 S3 S4 S5 S6 S7 S8
h2 h3 h4 h7 g
∗
S9
h9
Figure 5.2: In this example with k = 9, tight slots are depicted by vertical line segments (as in
Figure 4.1). The packets hi for which segment Si is shaded are in A(b) (and g∗ ∈ A(b) by definition).
Thus, l = 4, (i1, i2, i3, i4) = (2, 3, 4, 7), g = g∗ (as g∗ does not have deadline in a segment Si), and
a˜ = 8. We have 6 groups: The initial group [0, 1], middle groups [2, 2], [3, 3], [4, 6], and [7, 7], and
the terminal group [8, 9].
B
(b)
[t+1,γ] ⊇ P
(b)
[t+1,γ] ∪ {%} as also dt% ≤ γ. Consequently, since γ is a tight slot of P (b), we get
that pslack(B(b), γ) ≤ pslack(P (b), γ)− 1 = −1. But this contradicts invariant (InvB), that is the
feasibility of B(b). (It is possible that dg∗ ≤ δ in the second case.)
We now define g as follows: If dtg∗ is in a segment Si for which hi ∈ A(b), then let g = hi;
otherwise let g = g∗. Observe that, in particular, if hk ∈ A(b) then g = hk.
We will process segments Si in groups, where each group is specified by some non-empty interval
of indices [a, b] ⊆ {0, . . . , k} of segments Si. These intervals will be chosen so that they partition the
set of all indices {0, . . . , k}. Roughly, we have a group for each hi ∈ A(b) (that needs to be replaced
in A because its deadline needs to be decreased), a special last group, and possibly a special group
at the beginning. Let i1 < i2 < · · · < il be the indices of those packets h0 = p, h1, ..., hk that are
in A(b). Note that, if l > 0, then dtg ∈ [dt(hil), γ], because hil ∈ A(b) is a candidate for g∗. In
particular, since g ∈ A(b), we have that g /∈ {h0, ..., hk}− {hil}; that is, among all packets h0, ..., hk,
g may be possibly equal only to hil . The definition of these groups depends on whether l > 0 or
l = 0 (that is, when none of packets hi is in A(b)):
Case l > 0: If l > 1, then for each j = 1, . . . , l − 1, the interval [ij , ij+1 − 1] is a middle group. If
i1 > 0 (meaning that h0 = p 6∈ A(b)), then there is a special initial group [0, i1− 1]. This group
does not exist if i1 = 0. Next, we assign the indices in [il, k] to one or two groups. If g = hil
(in particular, if il = k), then [il, k] is the terminal group. Otherwise, g 6= hil and we let a˜
be the smallest index in 0, ..., k for which τa˜ ≥ dtg. The assumption that g 6= hil implies that
a˜ > il. Then [a˜, k] is the terminal group and [il, a˜− 1] is a new middle group. See Figure 5.2
for an illustration.
Case l = 0: We define one or two groups only. There is the terminal group [a˜, k], where a˜ is again
the smallest index in 0, ..., k with τa˜ ≥ dtg. If a˜ > 0, we also have the initial group [0, a˜− 1] .
Note that in almost every group [a, b] packet ha is in A(b); the only two possible exceptions are
(i) the initial group, and (ii) the terminal group in case when l = 0 or g 6= hil . On the other hand,
packets ha+1, . . . , hb are never in A(b).
Substeps. The changes implemented during processing interval (δ, γ], i.e., replacement of p by %
in P , weight increases of % and hi’s, deadline decreases of hi’s, and changes of B, F , and A triggered
by thereof, will be organized into a sequence of substeps. Namely, for each group [a, b] we have one
substep and the substeps will be implemented in the reverse order of the groups, that is, starting
from the substep for the terminal group (which is defined in all cases), continuing with middle
groups in the reverse order of their indices, and ending by the group containing index 0, which may
be of any type.
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To understand better the partition into substeps, as described below, it helps to think of the
substition of p by % = hk+1 in the plan as a chain of substitions: first replace hk by %, then
replace hk−1 by hk, and so on, and eventually replace p = h0 by h1. In our process here, rather
than processing these substititions individually, we process the substitions within each group [a, b]
simultaneously as one substep, in which ha is replaced by hb+1.
Formally, let A[a,b] be the snapshot of the adversary timetable A just before the substep for
group [a, b] and let A[a,b] be the snapshot of the adversary timetable A just after the substep for
group [a, b]. We adopt the same notation for sets B, F , and P.
When processing each group [a, b], we assume that the changes in substeps for groups [a′, b′]
with a′ > b have already been implemented. We describe changes in A and F triggered by replacing
ha by hb+1 in P, decreasing the deadlines of packets ha+1, . . . , hb+1 (in case b = k, the deadline of
hk+1 = % remains unchanged), and increasing the weights of packets ha+1, . . . , hb+1, as described in
the algorithm. That is, P [a,b] = P [a,b] \ {ha} ∪ {hb+1}. After each substep, we show that invariants
(InvA) and (InvB) hold for sets A[a,b], B[a,b], F [a,b], and P [a,b].
We remark that P [a,b] is an “intermediate plan”, i.e., a feasible set of pending packets, not
necessarily optimal. Note that in the case of the terminal group [a, k], whose substep is the first
one, we have P [a,k] = P (b) and hk+1 = %. For the first group [0, b], whose substep is the last one, we
have P [a,b] = P σ+1, and for two consecutive groups [a, b] and [b+ 1, c], it holds that P [b+1,c] = P [a,b].
Similar equalities hold for A,B, and F .
According to the process described above, just before processing group [a, b], it holds that packet
hb+1 /∈ P [a,b], and just after it is processed it holds that ha /∈ P [a,b]. (Also, in particular, we have
that hk+1 = % /∈ P [a,k] = P (b).) We also maintain the property that after the substep for each
group [a, b] packet ha will not be in A
[a,b], even though it may have been in A earlier. As also
% = hk+1 /∈ A(b), we have that hb+1 /∈ A[a,b]. Recall that, importantly, packets ha+1, . . . , hb are also
not in A[a,b].
Deriving inequality (5.10). We split the potential changes and the adversary credit for replacing
packets in A among groups in a natural way. Let ∆[a,b]Ψ be the total change of the potential due
to modifications implemented in the substep for group [a, b], and let advgaint[a,b] be the adversary
credit for the changes of A implemented in the substep for group [a, b] (that is, for replacing ha or g
by a lighter packet). Recall that ∆tw(ha+1, . . . , hb+1) is the total amount by which the algorithm
increases the weights of ha+1, . . . , hb+1. Our goal is to prove for each group [a, b] that
∆[a,b]Ψ− φ∆tw(ha+1, . . . , hb+1)− advgaint[a,b] ≥ −wtha + wthb+1 . (5.16)
(Note that the right-hand side of (5.16) is negative, by Lemma A.5(b).)
It remains to observe that the sum of (5.16) over all groups gives us exactly the key inequal-
ity (5.10). Indeed, the right-hand sides sum to −wth0 +wthk+1 = −wtp +wt%. Regarding the left-hand
side of (5.16), ∆(δ,γ]Ψ equals the sum of ∆[a,b]Ψ over all groups [a, b], and similarly for ∆tWeights and
advgaint(δ,γ]. (Note that the increase of the weight of % = hk+1 is accounted for in inequality (5.16)
for the last group [a, k].)
Substep for the terminal group. Let [a, k] be the interval of indices representing the terminal
group of segments. In this substep, we change plan P by removing ha and adding %, increase the
weights of packets ha+1, . . . , hk+1 = %, and decrease the deadlines of packets ha+1, . . . , hk. We thus
have P [a,k] = P [a,k] \ {ha} ∪ {%}.
Let f∗ be the earliest-deadline packet in F [a,k] with df∗ > δ. (Packet f∗ is well-defined, by our
convention. However, it is possible that df∗ > γ.) We now define a packet f ∈ F [a,k] and modify
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sets A and F as follows. If % ∈ F [a,k], let f = %; otherwise, let f = f∗.
We remove f from F , i.e., we set F [a,k] = F [a,k] \ {f}. We also replace g in A by a new shadow
packet s of weight minwtt(dtg). More precisely, A
[a,k] is obtained from A[a,k] by adding this packet
s in the slot occupied by g in A[a,k]. This preserves invariant (InvA). Indeed, none of packets
ha+1, . . . , hk is in A
[a,k] (by the definition of groups), thus the decrease of the deadlines, implemented
in this substep, does not affect A.
Note that % ∈ B[a,k] as % ∈ P [a,k] and % /∈ A[a,k]. Hence, B[a,k] = B(b) ∪ {g} \ {f, ha} ∪ {%}; this
equality holds no matter whether g = ha or g = g∗ and whether f = % or f = f∗.
Deriving (5.16) for the terminal group. Apart from the changes in the paragraph above, we
need to take into account the change of weights of packets ha+1, . . . , hk+1 = %, which also increases
the weight of the plan. According to the changes of the backup plan described above, we have
∆[a,k]Ψ = 1φ
(
wtg − wtf − wtha + µk + ∆tw(ha+1, . . . , hk)
)
as % is added to B with its new weight µk
and packets ha+1, . . . , hk remain in B, but their weights are changed. In A, we just replaced g by
its shadow packet s, so advgaint[a,k] = wtg −minwtt(dtg).
Observe that ∆tw(ha+1, . . . , hk+1) = ∆tw(ha+1, . . . , hk) + µk − wt%. We further claim that
∆tw(ha+1, . . . , hk) ≤ µa − µk. There are two simple cases. If there is no i ∈ [a + 1, k] such that
wthi < µi−1, then ∆
tw(ha+1, . . . , hk) = 0 ≤ µa − µk as µa ≥ µk. Otherwise, we use Lemma 5.7 with
a′ = a + 1 and b′ = k to get ∆tw(ha+1, . . . , hk) ≤ µa − wthk ≤ µa − µk, where the last inequality
follows from wthk ≥ µk. The claim is thus proved.
Next, we claim that wtg ≤ wtha . This is trivial if g = hil , in which case also a = il. Otherwise,
a > il. By the definition of the terminal group, a = a˜ is the smallest index a˜ with τa˜ ≥ dtg, and
thus dtg > τa˜−1. We also have that ha is the heaviest packet in plan P [a,k] = P (b) with deadline in
(τa−1, γ]. (This property holds for plan P t, by the algorithm. However, the changes in Section 5.5.4,
where we process InitSeg(P ), do not affect packets in the plan after the first tight slot β ≤ δ.) As
g ∈ P [a,k] and dtg ∈ (τa−1, γ] (by the definition of a = a˜), we conclude that wtg ≤ wtha .
Finally, observe that wtf ≤ wt%. Indeed, this holds by the definition of % and since we have
that dtf > δ and f /∈ P t. (Recall that the only packet possibly added to F in the analysis of the
scheduling step is ` with dt` ≤ β ≤ δ.) Using this and the two claims shown above, we derive
inequality (5.16) as follows:
∆[a,k]Ψ− φ∆tw(ha+1, . . . , hk+1)− advgaint[a,k]
= 1φ
(
wtg − wtf − wtha + µk + ∆tw(ha+1, . . . , hk)
)
− φ (µk − wt% + ∆tw(ha+1, . . . , hk))− (wtg −minwtt(dtg))
= − 1
φ2 w
t
g − 1φ wtf − 1φ wtha −∆tw(ha+1, . . . , hk)− µk + φwt% + minwtt(dtg)
≥ −wtha + wt% − (µa − µk)− µk + µa = −wtha + wthk+1 ,
where the inequality at the end follows from wtg ≤ wtha , wtf ≤ wt%, ∆tw(ha+1, . . . , hk) ≤ µa − µk (all
three inequalities explained earlier), and minwtt(dtg) ≥ µa, that follows from τa ≥ dtg.
Invariant (InvB) after the substep for the terminal group. We claim that after the substep for
the terminal group, invariant (InvB) holds for backup plan B[a,k]. (The proof below is an extension
of the one for the case L.[δ, γ).S.2 in Section 5.5.5.)
We split the changes in B into three stages. First, we show that invariant (InvB) holds for
backup plan B(c) = B(b)∪{g}\{f}, that is, with respect to adversary timetable A(c) = A[a,k], set of
furloughed packets F (c) = F [a,k], and plan P (c) = P (b), where the deadlines of packet ha+1, . . . , hk
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are yet unchanged. In other words, we first implement the changes in A and F , but postpone
changes in the plan. Second, we replace ha by % in P, but not implement the deadline changes, so
P (d) = P (c) \ {ha} ∪ {%} and B(d) = B(c) \ {ha} ∪ {%} (also F (d) = F (c) and A(d) = A(c)), and we
show that B(d) is feasible as well. Third, we decrease the deadlines of packets ha+1, . . . , hk to get
plan P [a,k] and backup plan B[a,k]. (Note that A and F are not affected by the deadline decreases,
since packets ha+1, . . . , hk are in P (d) \A(d).)
For the first two stages, we assume that f = f∗ or g = g∗ (or both), since if both f = % and
g = p, then B does not change and the feasibility of B(d) follows from the feasibility of B(b).
Claim 5.8. Set B(c) = B(b) ∪ {g} \ {f} is a feasible set of packets pending at time t+ 1.
Proof. The claim clearly holds if dtf ≤ dtg. Otherwise, it suffices to prove dtf ≤ nextts(B(b), dtg),
from which the feasibility of B(c) follows. In particular, we show that pslack(B(b), τ) ≥ 1 for any
τ ∈ [dtg, dtf ). Recall that % ∈ F (b) or (A(b) ∩P (b))(δ,γ] 6= ∅ in Case L.(δ, γ].I.2. We consider two cases.
First, assume that % /∈ F (b). This implies f = f∗ and (A(b) ∩ P (b))(δ,γ] 6= ∅, which means that
dtg ∈ (δ, γ], no matter whether g = ha or g = g∗. Then, for τ ∈ [dtg, dtf ), Lemma 5.2(a) with ζ = δ
gives us pslack(B(b), τ) ≥ pslack(P (b), τ) + |(P (b) ∩A(b))(δ,τ ]| ≥ 1, since (P (b) ∩A(b))(δ,τ ] contains g
and pslack(P (b), τ) ≥ 0.
Otherwise, % ∈ F (b), so f = %. In this case g = g∗ holds (as we assume in this stage that
f = f∗ or g = g∗). For τ ∈ [dtg, dtf ), we use Lemma 5.2(b) with ζ = γ to obtain pslack(B(b), τ) ≥
pslack(P (b), τ) + |F (b)(τ,γ]| ≥ 1, where we use f = % ∈ F
(b)
(τ,γ] in the second inequality.
Before replacing ha by % in the plan and in B, we prove the following claim:
Claim 5.9. If dt% < dtha, then a = k and pslack(B
(c), τ) ≥ 1 for any τ ∈ [dt%, dtha).
Proof. By the definition of γ and %, d% is in the segment (χ, γ] of P (c) = P (b) (for χ = prevtst(dt%));
consequently, dtha also belongs to this segment. So a = k, proving the first part of the claim.
Moreover, it follows that pslack(P (c), τ) ≥ 1 for τ ∈ [dt%, dthk).
First, suppose that τ ∈ (χ, dtf∗)∪ [dtg∗ , γ). By the definitions of f∗, g∗, and by Lemma 5.2 (which
we can apply as B(c) is feasible, by Claim 5.8), it holds that pslack(B(c), τ) ≥ pslack(P (c), τ) ≥ 1 for
any τ ∈ (χ, dtf∗) ∪ [dtg∗ , γ).
Second, we consider the case τ ∈ [dtf , dtg). For such τ , replacing f by g in B results in
pslack(B(c), τ) = pslack(B(b), τ) + 1 ≥ 1, where the inequality follows from the feasibility of B(b).
(It is possible that dtg ≤ dtf , in which case the interval [dtf , dtg) is empty.)
By the definition of g and the terminal group, we have that g ∈ {hk, g∗}. To complete
the proof it remains to note that for any choices of f ∈ {%, f∗} and g ∈ {hk, g∗}, we have
[dt%, dthk) ⊆ (χ, dtf∗) ∪ [dtf , dtg) ∪ [dtg∗ , γ), and therefore the two cases for τ covered above imply the
claim.
We move to the second stage, where B(c) is changed into B(d) = B(c) \ {ha} ∪ {%}, and we show
that B(d) is feasible. If dt% ≥ dtha , then the feasibility of B is clearly preserved after replacing ha by %.
Otherwise, dt% < dtha , so a = k and for τ ∈ [dt%, dtha) we have pslack(B(d), τ) = pslack(B(c), τ)− 1 ≥ 0
by Claim 5.9, while pslack(B(d), τ) = pslack(B(c), τ) ≥ 0 for τ /∈ [dt%, dtha) by Claim 5.8. Therefore,
B(d) is indeed feasible.
Finally, we consider the third stage of this substep where the deadline decreases of ha+1, . . . , hk
are implemented, converting B(d) into B[a,k]. (Recall that, unlike in the first two stages, we perform
this stage also in the case f = % and g = ha.) There is no deadline decrease in this substep if a = k,
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so it remains to deal with the case a < k. All the deadline decreases in this substep take place in
the interval [τa, γ), and slots outside this interval are not affected. Specifically, these changes result
in decreasing pslack(B) by one in each interval [τa, dtha+1), . . . , [τk−1, dthk). These interals are disjoint,
because dthi ≤ τi for i = 0, . . . , k. Thus, it suffices to show pslack(B(d), τ) ≥ 1 for any τ ∈ [τa, γ).
Note that dtg∗ ≤ τa by the definitions of g∗ and the terminal group [a, k], and that A(d)(τa,γ] = ∅. For
τ ∈ [τa, γ), we apply Lemma 5.2(b) with ζ = γ to get pslack(B(d), τ) ≥ pslack(P (d), τ).
We claim that pslack(P (d), τ) ≥ 1 for any τ ∈ [τa, γ). Indeed, if τ < dt%, then pslack(P (d), τ) ≥
pslack(P (c), τ) + 1 ≥ 1, because replacing ha by % causes pslack(P, τ) to increase by 1 for τ ∈
[dtha , d
t
%) ⊇ [τa, dt%), and because P (c) = P (b) is feasible. Otherwise, since replacing ha by % in P in
the case a < k does not decrease the value of pslack(P, τ) (i.e., there are no new tight slots in P),
slot τ ∈ [dt%, γ) belongs to the segment of P (d) ending at γ, so it is not a tight slot and we have
pslack(P (d), τ) ≥ 1. Thus the claim holds.
Putting it all together, pslack(B[a,k], τ) ≥ pslack(B(d), τ) − 1 ≥ pslack(P (d), τ) − 1 ≥ 0 for any
τ ∈ [τa, γ), and pslack(B[a,k], τ) = pslack(B(d), τ) ≥ 0 for τ /∈ [τa, γ). This concludes the proof that
invariant (InvB) holds after the substep for the terminal group.
Substep for a middle group. We now analyze the substep in which the segments represented
by a middle group [a, b] of indices are processed. As a result of the previous substep, at this point
we have hb+1 /∈ P [a,b]. The change of plan P involves removing ha and adding back hb+1; that
is P [a,b] is changed to P [a,b] = P [a,b] \ {ha} ∪ {hb+1}. We also decrease the deadlines of packets
ha+1, . . . , hb+1 and increase the weights of some packets ha+1, . . . , hb+1, according to the algorithm.
By the definition of the middle group, we have ha ∈ A[a,b], so, since ha is removed from P, we also
need to remove it from A. Similarly, as hb+1 is added back to P , it will also need to be added to B,
which will require the feasibility of B to be restored. The changes of A and B depend on two cases,
which are described below.
Case M.i: There is an index i ∈ [a, b] such that wthi+1 < µi, i.e., the algorithm increases the weight
of hi+1. In this case we replace ha in A by a new shadow packet sa of weight µa = minwtt(τa),
added to the slot of ha in A[a,b]. Thus A
[a,b] = A[a,b] \ {ha} ∪ {sa}. To restore the feasibility of
B (because of hb+1 being added the P), we apply Lemma 5.3 for packet ha to identify a packet
fa ∈ F [a,b] for which set Ca = B[a,b] \{fa}∪{ha} is feasible. We remove fa from F . That is, we have
F
[a,b] = F [a,b] \ {fa} and B[a,b] = B[a,b] \ {fa} ∪ {hb+1}. With these changes, (InvA) is preserved,
since also none of packets ha+1, . . . , hb+1, whose deadlines are decreased, is in A
[a,b]. We will show
below that B[a,b] is feasible, even with the deadlines of ha+1, . . . , hb+1 decreased by the algorithm.
Deriving (5.16) in Case M.i. We need to take into account possible change of weights of some
packets ha+1, . . . , hb+1. By the case condition, there is i ∈ [a, b] such that wthi+1 < µi, we thus use
Lemma 5.7 with a′ = a+ 1 and b′ = b+ 1 to get ∆tw(ha+1, . . . , hb+1) ≤ µa − wthb+1 .
Next, we show that wtfa ≤ wthb+1 . Indeed, fa is not in P t and dtfa > prevts(P [a,b], dtha) ≥ δ, by
the definition of fa in Lemma 5.3. Thus wtfa ≤ wt% as % is the heaviest pending packet not in P t
with deadline after δ and fa /∈ P t is pending in step t. By Lemma A.5(b) we have wt% ≤ wthb+1 ,
which implies that wtfa ≤ wthb+1 . (As additional clarification, the argument in this paragraph relies
tacitly on two properties of earlier changes in processing the scheduling event: One, no packets with
deadlines after δ are added to F , and two, the structure of P in the interval (δ, τb] is unchanged.)
The total potential change is ∆[a,b]Ψ = 1φ
(
∆tw(ha+1, . . . , hb+1) + wthb+1 − wtfa
)
, since hb+1 /∈
B[a,b] is added to B with its new weight (note that wt+1hb+1−wthb+1 is accounted for in ∆tw(ha+1, . . . , hb+1)),
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and advgaint[a,b] = wtha − µa. Then we prove (5.16) as follows:
∆[a,b]Ψ− φ∆tw(ha+1, . . . , hb+1)− advgaint[a,b]
= 1φ
(
∆tw(ha+1, . . . , hb+1) + wthb+1 − wtfa
)
− φ∆tw(ha+1, . . . , hb+1)− (wtha − µa)
= 1φ w
t
hb+1 − 1φ wtfa −∆tw(ha+1, . . . , hb+1)− wtha + µa
≥ −(µa − wthb+1)− wtha + µa
= −wtha + wthb+1 ,
where the inequality in the next-to-last step follows from wtfa ≤ wthb+1 and ∆tw(ha+1, . . . , hb+1) ≤
µa − wthb+1 .
Invariant (InvB) in Case M.i. We claim that after the substep for the middle group [a, b],
invariant (InvB) holds, which we show by considering two intermediate backup plans. The first
intermediate backup plan is Ca = B[a,b] \ {fa} ∪ {ha}, which, as explained earlier, is feasible by
Lemma 5.3. Second, we modify Ca to obtain set C ′a = Ca \ {ha} ∪ {hb+1}. Since dtha < dthb+1 , this is
a feasible set of packets, and moreover, pslack(C ′a, τ) = pslack(Ca, τ) + 1 ≥ 1 for any τ ∈ [dtha , dthb+1),
by the feasibility of Ca.
Finally, we implement the decrease of the deadlines of packets ha+1, . . . , hb+1, changing C ′a to
B
[a,b]. This decreases pslack(B) by one for slots in each of the disjoint intervals [τa, dtha+1), . . . , [τb, dthb+1).
As dtha ≤ τa, all these intervals are contained in [dtha , dthb+1); hence, by the previous paragraph, it
holds that pslack(B[a,b], τ) ≥ pslack(C ′a, τ)− 1 ≥ 0 for any τ ∈ [dtha , dthb+1). For τ /∈ [dtha , dthb+1), the
values of pslack(B) do not change. It follows that B[a,b] is feasible; that is, invariant (InvB) holds
after the substep.
Case M.ii: For all indices i ∈ [a, b] we have wthi+1 ≥ µi. Then the algorithm does not increase
the weights of packets hi+1, ..., hb+1, i.e., ∆tw(ha+1, . . . , hb+1) = 0. We do not change F , so
F
[a,b] = F [a,b], we only replace ha in A by ha+1, i.e., we put ha+1 in the slot of ha in A[a,b]. We have
A
[a,b] = A[a,b] \ {ha} ∪ {ha+1} and advgaint[a,b] = wtha −wtha+1 as the weight of ha+1 does not change.
Considering also the replacement of ha by hb+1 in P , it holds that B[a,b] = B[a,b] \ {ha+1} ∪ {hb+1},
since ha ∈ A[a,b] \ P [a,b], and ha+1 is newly added to A. (It is possible that ha+1 = hb+1.)
To examine the changes in the adversary timetable A, we note that the new deadline of ha+1 is
τa and the new slot of ha+1 in A
[a,b] is not after τa. As packets ha+2, . . . , hb+1 are not in A
[a,b], the
decreases of their deadlines do not affect A. We claim that ha+1 is not in A[a,b]; in other words, it
will not appear twice in A[a,b]. This is trivial if b > a, since then packets ha+1, . . . , hb are not in
A before processing the groups. Otherwise, we have a = b. Since in the substeps we process the
groups backwards with respect to time slots, the substep for the group [b+ 1, b′] containing index
b+ 1 is already completed, and it guarantees that hb+1 is not in A
[b+1,b′] = A[a,b], showing the claim.
We conclude that invariant (InvA) is preserved.
Deriving (5.16) in case M.ii. The potential change in this substep is ∆[a,b]Ψ = 1φ
(
−wtha+1 + wthb+1
)
,
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since weights remain unchanged. We bound the cost of changes in the middle group [a, b] as follows:
∆[a,b]Ψ− φ∆tw(ha+1, . . . , hb+1)− advgaint[a,b]
= 1φ
(
−wtha+1 + wthb+1
)
− φ · 0− (wtha − wtha+1)
= −wtha + 1φ2 wtha+1 + 1φ wthb+1
≥ −wtha + wthb+1 ,
where that last inequality follows from wtha+1 ≥ wthb+1 by Lemma A.5(b) and a ≤ b.
Invariant (InvB) in Case M.ii. We show that B[a,b] is feasible by considering first an intermediate
backup plan Ca = B[a,b] \ {ha+1} ∪ {hb+1}, computed with packets ha+1, . . . , hb+1 having their
deadlines unchanged. Since Ca is obtained by replacing ha+1 by hb+1 in B, and dtha+1 ≤ dthb+1 , Ca
is feasible; moreover, it satisfies pslack(Ca, τ) = pslack(B[a,b], τ) + 1 ≥ 1 for any τ ∈ [dtha+1 , dthb+1).
Next, to prove the feasibility of B[a,b], we decrease the deadlines of packets ha+1, . . . , hb+1. This
decreases pslack(B) by one for slots in (disjoint) intervals [τa+1, dtha+2), . . . , [τb, dthb+1). (We do not
consider ha+1 here because this packet was already removed from B.) These intervals are contained
in [dtha+1 , d
t
hb+1
), and we thus have pslack(B[a,b], τ) ≥ pslack(Ca, τ) − 1 ≥ 0 for τ ∈ [dtha+1 , dthb+1).
For τ /∈ [dtha+1 , dthb+1), the values of pslack(B) do not change. Therefore B
[a,b] is feasible.
This completes the proof that invariants (InvA) and (InvB) are preserved after the substep for
the middle group [a, b], and that inequality (5.16) holds for this substep.
Substep for the initial group. The initial group [0, b] is defined when either l > 0 and i1 > 0
or if l = 0 and a˜ > 0. In either case, we have h0, ..., hb 6∈ A[0,b].
In the substep in which this group is processed we change plan P by removing h0 = p and
adding hb+1, so P σ+1 = P [0,b] \ {p} ∪ {hb+1}. (Recall that P σ+1 = P [0,b] and similarly for A,B, and
F , since we process the substep for the initial group after all other groups.) We also decrease the
deadlines of packets h1, . . . , hb+1, and for some we increase their weights, according to the algorithm.
We do not change A and F ; thus Aσ+1 = A[0,b], F σ+1 = F [0,b], and advgaint[0,b] = 0. It follows that
invariant (InvA) is preserved, and that Bσ+1 = B[0,b] \ {p} ∪ {hb+1}.
Deriving (5.16) for the initial group. We show that the total change of weights of packets
h1, . . . , hb+1 satisfies
∆tw(h1, . . . , hb+1) ≤ 1φ2 wtp − 1φ2 wthb+1 . (5.17)
Indeed, if the algorithm does not increase the weight of any of the packets h1, . . . , hb+1, then
∆tw(h1, . . . , hb+1) = 0 ≤ 1φ2 wtp − 1φ2 wthb+1 , by Lemma A.5(b). Otherwise, there is i ∈ [0, b] such
that wthi+1 < µi and we use Lemma 5.7 with a
′ = 1 and b′ = b+ 1 to get
∆tw(h1, . . . , hb+1) ≤ µ0 − wthb+1
≤ 1
φ2 w
t
p + 1φ w
t
% − wthb+1
≤ 1
φ2 w
t
p − 1φ2 wthb+1 ,
where the penultimate inequality uses the bound µ0 ≤ 1φ2 wtp + 1φ wt%, that follows from (5.8), and
the last inequality uses wt% ≤ wthb+1 , that follows from Lemma A.5(b). Thus (5.17) holds.
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Then the calculation showing (5.16) is simple:
∆[0,b]Ψ− φ∆tw(h1, . . . , hb+1)− advgaint[0,b]
= 1φ
(
∆tw(h1, . . . , hb+1)− wtp + wthb+1
)
− φ∆tw(h1, . . . , hb+1)− 0
= − 1φ wtp + 1φ wthb+1 −∆tw(h1, . . . , hb+1)
≥ − 1φ wtp + 1φ wthb+1 − ( 1φ2 wtp − 1φ2 wthb+1)
= −wtp + wthb+1 ,
where the inequality in the next-to-last step holds by (5.17).
Invariant (InvB) after the substep for the initial group. To show the feasibility of Bσ+1, we
consider an intermediate backup plan C0 = B[0,b] \ {p} ∪ {hb+1}, where the deadlines of packets
h1, . . . , hb+1 remain unchanged. Replacing p by hb+1 in B preserves feasibility as dtp < dthb+1 . So C0
is feasible; moreover, it satisfies pslack(C0, τ) = pslack(B[0,b], τ) + 1 ≥ 1 for any τ ∈ [dtp, dthb+1).
We now decrease the deadlines of packets h1, . . . , hb+1, as in the algorithm. This decreases
pslack(B) for slots in (disjoint) intervals [τ0, dth1), . . . , [τb, dthb+1). These intervals are contained in
[dtp, dthb+1), and we thus have pslack(B
σ+1, τ) ≥ pslack(C0, τ) − 1 ≥ 0 for τ ∈ [dtp, dthb+1). The
values of pslack(B) are not affected for slots τ /∈ [dtp, dthb+1). Therefore Bσ+1 is feasible; that is,
invariant (InvB) holds after the substep for the initial group and after the algorithm’s step as well.
Summary of Case L.(δ, γ].I.2. In this case we processed changes in the interval (δ, γ] when
% ∈ F (b) or (A(b) ∩ P (b))(δ,γ] 6= ∅. We divided the segments in this interval that contain packets hi
into groups, and each group was processed in a separate substep, in the reverse order (i.e., backwards
with respect to time steps). For each substep, we proved that (i) invariants (InvA) and (InvB) are
preserved, and that (ii) inequality 5.16 holds for this substep. The last substep corresponds to a
group [0, b] (that may be of any type), and we proved that after this last substep the backup plan
Bσ+1 = B[a,b] satisfies invariant (InvB), and that the adversary timetable Aσ+1 = A[a,b] satisfies
invariant (InvA). All inequalities (5.16) (one for each group) imply the key inequality (5.10), needed
for amortized analysis.
This concludes the analysis of an iterated leap step and thus also the analysis of an event of packet
scheduling. Together with the analysis of packet arrivals given earlier, the proof of φ-competitiveness
of Algorithm PlanM is now complete.
6 Final Comments
Our result establishes a tight bound of φ on the competitive ratio of PacketScheduling in the
deterministic case, settling a long-standing open problem. There is still a number of intriguing open
problems about online packet scheduling left that deserve further study.
Of these open problems, the most prominent one is to establish tight bounds for randomized
algorithms for PacketScheduling. The best know upper bound to date is e/(e−1) ≈ 1.582 [4, 9, 7, 22].
This ratio is achieved by a memoryless algorithm and it holds even against an adaptive adversary.
No better upper bound for the oblivious adversary is known. (In fact, against the oblivious adversary
the same ratio can be attained for a more general problem of online vertex-weighted bipartite
matching [1, 13].) The best lower bounds, to our knowledge, are 4/3 ≈ 1.333 [7] against the adaptive
adversary, and 1.25 [10] against the oblivious one, respectively. (Both lower bounds use 2-bounded
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instances and are in fact tight for 2-bounded instances.) Closing these gaps would provide insight
into the power of randomization in packet scheduling.
The determination of the packet to transmit needs to be made at speed matching the link’s
rate, so the running time and simplicity of the scheduling algorithm are important factors. This
motivates the study of memoryless algorithms for PacketScheduling, as those algorithms tend to be
easy to implement and fast. All known upper bounds for competitive randomized algorithms we are
aware of are achieved by memoryless algorithms (see [15]). For deterministic algorithms, the only
one that beats ratio 2 is the 1.893-competitive algorithm in [14]. The main question here is whether
the ratio of φ can be achieved by a memoryless algorithm.
Among other models for packet scheduling, optimal competitiveness for the FIFO model is still
wide open, both in the deterministic and randomized cases. We refer the reader to the (still mostly
current) survey of Goldwasser [15], who provides a thorough discussion of various models for packet
scheduling and related open problems.
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A Appendix: Plans
As explained in Section 3, we think of a computation of an online algorithm as a sequence events,
with each event being either a packet arrival or scheduling a packet (which includes incrementing
the current time). In this appendix we give formal statements of plan-update lemmas, that explain
how the structure of the plan changes in response to these events.
The proofs are based on analyzing Algorithm ComputePlan for computing the plan, given in
Section 3. In the proofs, we will refer to the packets j added to the plan in line 5 of this algorithm
as admitted to the plan, and to the remaining packets as rejected.
We will use notation U for the set of pending packets. For a set Z ⊆ U of pending packets
and a packet j, by Z.j we will denote the set of packets in Z that are (strictly) heavier than j
and by ZDj the set of packets in Z that are at least as heavy as j. (In most cases we will use this
notation when Z is a plan and j ∈ U , but occasionally we apply it in other contexts.) If P is a plan,
then P.j can be thought of, equivalently, as the set of all packets that are admitted to set X in
Algorithm ComputePlan when all packets heavier than j have already been considered (and similarly
for PDj).
In the condition of admitting j ∈ U in Algorithm ComputePlan (line 4) it is sufficient to check
if pslack(X ∪ {j}, τ) ≥ 0 only for τ ≥ dj , because for smaller values of τ the addition of j does
not change the value of pslack(τ). Further, this condition can be equivalently stated either as
“pslack(P.j ∪ {j}, τ) ≥ 0 for each τ ≥ dj” or as “pslack(P.j , τ) ≥ 1 for each τ ≥ dj”.
The following observation summarizes some simple but useful properties of plans.
Observation A.1. Let U be the set of packets pending at time t and let P be the plan at time t.
Then
(a) P depends only on the ordering of packets with respect to weights (not on the actual values of
the weights).
(b) P does not change if the weight of any packet in P is increased.
(c) For a packet j ∈ P , let δ = prevts(P, dj). Then for any slot ξ ∈ (δ, dj ] there is a schedule of P
in which j is scheduled in slot ξ.
Proof. Part (a) follows directly from the correctness of Algorithm ComputePlan that computes P .
Part (b) is also straightforward: P is heavier than all other feasible sets of pending packets. If
the weight of j is increased, the weight of P will increase by the same amount with respect to all
feasible sets that do not contain j, and for each feasible set that contains j the weight difference
will remain the same.
To show (c), compute the desired schedule as follows. First, schedule all pending packets in the
canonical order. In this schedule, j will be scheduled at some slot ξ′ ∈ (δ, dj ]. If ξ′ = ξ, we are done.
If ξ′ ∈ (δ, ξ), shift the packets in [ξ′ + 1, ξ] to the left by one slot and schedule j at ξ. If ξ′ ∈ (ξ, dj ]
then, since pslack(P, τ) ≥ 1 for τ ∈ (δ, dj), none of the packets scheduled in [ξ, ξ′ − 1] is scheduled
at its deadline. So we can shift these packets to the right by one slot and schedule j at ξ.
A.1 General Plan-Update Lemmas
We now deal with general plan-update lemmas, that describe how to modify the plan after an event
σ, either a packet arrival event or a packet-scheduling event. The lemmas are “general” in the sense
that they are not specific to any algorithm. In particular, we assume that the algorithm does not
make any modifications to the set of pending packets. Later, in Section A.2, we give the plan-update
lemma specifically for a leap step of Algorithm PlanM.
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To avoid clutter, throughout this section we will denote by P = P σ the plan right before event
σ and by Q = P σ+1 the plan right after this event.
We start by formally describing how the plan is updated after a packet arrival. See Figure A.1
for illustration.
Lemma A.2. (The Plan-Update Lemma for Packet Arrivals.) Consider the event of a new packet
k being released at time step t. Denote by P the plan just before k arrives and by Q the plan
after k arrives. Let γ = nextts(P, dk) and δ = prevts(P, df ). Define f to be the packet in P with
wf = minwt(P, γ); in other words the minimum-weight packet in P with df ≤ γ.
If wk < wf , then Q = P , i.e., k is not added to the plan.
If wk > wf , then Q = P ∪ {k} \ {f}, i.e., k is added to the plan replacing f . In this case the
following properties hold:
(a) pslack(Q, τ) = pslack(P, τ) for τ ∈ [t,min(df , dk)) ∪ [max(df , dk),∞).
(b) For slots τ ∈ [min(df , dk),max(df , dk)), there are two cases:
(b1) If dk > df , then pslack(Q, τ) = pslack(P, τ) + 1 for τ ∈ [df , dk). It follows that all
segments of P in the interval (δ, γ] get merged into one segment (δ, γ] of Q.
(b2) If dk ≤ df , then pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [dk, df ), and thus there might be
new tight slots in [dk, df ). This case happens only when (δ, γ] is itself a segment of P
and it contains both df and dk.
(c) For any slot τ ≥ t, minwt(Q, τ) ≥ minwt(P, τ).
We remark that packet f always exists, by assumption (UA1), and that it satisfies wf 6= wk, by
assumption (UA2).
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Figure A.1: An illustration of changes of tight slots and segments in Case (b1) of Lemma A.2 on
the left and in Case (b2) on the right. Each plan is represented by a rectangle divided into smaller
rectangles that represent its segments.
Proof. We start by proving how the set of packets in the plan changes. Let U be the set of packets
pending before k is released and U ′ = U ∪ {k} be the set of pending packets after the release of
k. We consider two “parallel” runs of the greedy algorithm for computing the plan, one on U to
compute P and the other on U ′ to compute Q.
Suppose first that wk < wf . Then both runs will be identical at least until right after the time
when f is considered. Thus PDf = QDf . Moreover, as f is the minimum-weight packet in P with
df ≤ γ = nextts(P, dk), we have P≤γ ⊆ PDf , that is, all packets in P with deadline at most γ are
in PDf . Thus pslack(QDf , γ) = pslack(PDf , γ) = pslack(P, γ) = 0. Therefore, as dk ≤ γ and as k is
considered after f , packet k will not be admitted, which implies that both runs produce the same
plan P = Q.
For the rest of the proof, we assume that wk > wf . To prove that Q = P ∪ {k} \ {f}, based on
Observation A.1(b), without loss of generality we can assume that wk = wf + ε for a tiny ε > 0, so
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that k immediately precedes f in the ordering of U ′ by decreasing weights. In this case the run on
U ′ before k is considered will be identical to the run on U before f is considered, thus Q.k = P.f .
In the next step of these runs, we consider packet f for P and k for Q. We now have two cases.
Suppose that dk ≥ df . In this case, since f is admitted to P , we have pslack(P.f , τ) ≥ 1 for
τ ≥ df , which, by the paragraph above, implies that pslack(Q.k, τ) ≥ 1 for τ ≥ dk; and thus k will
be admitted to Q. As df , dk ≤ γ, we also have pslack(QDk, γ) = pslack(PDf , γ) = 0. This means
that in the run on U ′ packet f , which is considered next, will be rejected. From this point on, both
runs are again the same, as no packet with deadline at most γ is admitted, and for τ > γ and any
packet g lighter than f we have pslack(P.g, τ) = pslack(Q.g, τ), so g will be admitted to Q if and
only if g is admitted to P .
Next, consider the case when dk < df . In this case, since also df ≤ γ, we have nextts(P, df ) = γ,
so the interval (δ, γ] is in fact a single segment of P . (This also proves the second claim in Case (b2),
namely that (σ, γ] is a segment of P .) This gives us that pslack(P.f , τ) ≥ pslack(P, τ) ≥ 1 for
all τ ∈ (δ, γ). Since P admits f , we also have pslack(P.f , τ) ≥ 1 for all τ ≥ df . Therefore
pslack(Q.k, τ) = pslack(P.f , τ) ≥ 1 for all τ ≥ dk, which implies that Q will admit k. As in the
previous case, we will then have pslack(QDk, γ) = pslack(PDf , γ) = 0, so the run for Q will not
admit f (which is next in the ordering), and the remainders of both runs will be identical.
Next, to prove parts (a)–(c) in the case wk > wf , we analyze the changes of pslack() and minwt()
caused by the arrival of k.
(a) This part is straightforward, as replacing f by k in the plan does not change any value of |P≤τ |
for slots τ ∈ [t,min(df , dk)) ∪ [max(df , dk),∞). In particular, δ and γ remain tight in Q, and slots
in (δ,min(df , dk)) ∪ (max(df , dk), γ] are not tight in Q.
(b) Suppose that dk > df . All values of pslack(P, τ) for τ ∈ [df , dk) increase by 1 as |P[t,τ ]| decreases
by 1 for such τ . So there are no tight slots in the interval [df , dk) in Q. This shows (b1).
The argument for (b2) is similar. Suppose that dk ≤ df . As already justified earlier, (δ, γ] is
a segment of P . All values of pslack(P, τ) for τ ∈ [dk, df ) are strictly positive and decrease by 1
(possibly producing new tight slots).
(c) For τ ∈ [t, δ], the set of packets with deadline at most τ does not change and tight slots up
to δ remain the same. Hence, minwt(Q, τ) = minwt(P, τ) for such τ . For τ ∈ (δ, γ] it holds that
minwt(P, τ) = wf and, as k replaces f and γ remains a tight slot, we actually have minwt(Q, τ) >
minwt(P, τ). Finally, consider τ > γ. Since tight slots after γ are unchanged, the set of packets
considered in the definition of minwt(τ) changes only by replacing f by k, which implies minwt(Q, τ) ≥
minwt(P, τ).
Next, we analyze how the plan evolves after an event of scheduling a packet p. As explained
earlier, P = P t denotes the plan at time t before the event of scheduling p, and Q is the plan right
after this event (with the time incremented to t+ 1). There are two cases, depending on whether
the algorithm schedules a packet from the first segment InitSeg(P ) of P or from a later segment.
We start with the case when p is in the first segment, which is quite straightforward. See
Figure A.2 for an illustration.
Lemma A.3. (The Plan-Update Lemma for Scheduling p ∈ InitSeg(P ).) Suppose that at time t an
algorithm schedules a packet p ∈ InitSeg(P ) and let β = nextts(P, dp). Then:
(a) Q = P \ {p}.
(b) pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [t+ 1, dp) and pslack(Q, τ) = pslack(P, τ) for τ ≥ dp.
(c) For any slot τ ≥ t+ 1, minwt(Q, τ) ≥ minwt(P, τ).
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Figure A.2: An illustration of changes of tight slots and segments in Lemma A.3.
Note that part (b) is meaningful in the special case when dp = t, as according to our definition
of pslack(), pslack(Q, t) is defined and equal 0, that is slot t is then considered tight.
Proof. Let U be the set of packets pending at time t and U ′ be the set of packets from U that
remain pending at time t + 1. Observe first that P \ {p} ⊆ U ′. Indeed, if some q ∈ P \ {p} had
dq = t, it would mean that InitSeg(P ) = {t}, so q would have to be equal p.
(a) According to Observation A.1(c), P has a schedule where p is scheduled in slot t. This
implies directly that P \ {p} is feasible. If Q′ 6= P \ {p} is any other feasible subset of U ′ then Q′
would have a schedule starting at time t+ 1, so P ′ = Q′ ∪ {p} would have a schedule starting at
time t, and thus would be feasible at time t. Since P is heavier than P ′, P \ {p} is heavier than Q′;
thus proving that the plan at time t+ 1 is indeed Q = P \ {p}.
(b) For τ ∈ [t + 1, dp), pslack(Q, τ) = pslack(P, τ) − 1 as in Q the time is incremented and
|Q≤τ | = |P≤τ |. For τ ≥ dp, incrementing the time for Q is compensated by p not contributing to
Q≤τ (that is |Q≤τ | = |P≤τ | − 1), and thus pslack(Q, τ) = pslack(P, τ).
(c) By (b), the value of nextts(P, τ) may only decrease. Since also no packet is added to the plan,
in the definition of minwt(Q, τ) we consider a subset of packets used to define minwt(P, τ), which
shows (c).
For the case p ∈ P \ InitSeg(P ), recall that the substitute packet sub(P, p) for p is the heaviest
pending packet % 6∈ P satisfying d% > prevts(P, dp). We prove that % really appears in the plan when
P is scheduled. See Figure A.3 for an illustration.
Lemma A.4. (The Plan-Update Lemma for Scheduling p 6∈ InitSeg(P ).) Suppose that at time t an
algorithm schedules a packet p ∈ P \ InitSeg(P ). Let % = sub(P, p) and let ` be the lightest packet in
InitSeg(P ). Furthermore, let β = nextts(P, t), δ = prevts(P, dp), and γ = nextts(P, d%). Then:
(a) Q = P \ {p, `} ∪ {%}. That is, % is the unique packet in Q \ P , and ` is not in Q.
(b) pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [t+ 1, d`).
(c) pslack(Q, τ) = pslack(P, τ) for τ ∈ [d`,min(dp, d%)) ∪ [max(dp, d%),∞).
(d) For τ ∈ [min(dp, d%),max(dp, d%)) there are two cases:
(d1) If d% > dp, then pslack(Q, τ) = pslack(P, τ) + 1 for τ ∈ [dp, d%). Thus all segments of P
in (δ, γ] get merged into one segment (δ, γ] of Q.
(d2) If d% < dp, then pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [d%, dp). In this case (δ, γ] is itself
a segment of P , and in Q there might be new tight slots in [d%, dp) that partition (δ, γ]
into smaller segments.
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Figure A.3: An illustration of changes of tight slots and segments in Case (d1) of Lemma A.4 on
the top and in Case (d2) on the bottom.
Proof. Let U be the set of packets pending at time t before scheduling p and U ′ be the packets that
remain pending at time t + 1 after p is scheduled. We observe first that P \ {p, `} ⊆ U ′. Indeed,
if there was some q ∈ P \ {p, `} with dq = t, this would imply that β = t, so d` = t, which would
imply in turn that ` = q, contradicting the choice of q. Obviously, p /∈ U ′. As for `, it may or may
not be in U ′, depending on whether or not d` > t. We also have % ∈ U ′, because d% > δ ≥ t.
We now prove (a), namely that Q = P \ {p, `} ∪ {%}. We consider two “parallel” runs of the
greedy algorithm to compute plans: one run of ComputePlan(t) on U to compute P and the other
run of ComputePlan(t+ 1) on U ′ to compute Q. We will analyze these runs under two assumptions:
that ` ∈ U ′ and wp > w`. Later we will explain how to extend the argument to other cases.
As ` is admitted to P , we have pslack(P.`, τ) ≥ 1 for any τ ≥ d`, and for τ ∈ [t, β) we have
pslack(P.`, τ) ≥ pslack(P, τ) ≥ 1 as well. Therefore pslack(P.`, τ) ≥ 1 for all τ ≥ t. This gives us
that U.` = P.`, that is all packets from U heavier than ` are admitted to P . Thus, as no packet in
U.` expires at time t, we have that U ′.` = U.` − {p} = P.` − {p}.
Considering now the run of ComputePlan(t+ 1) on U ′ to compute Q, the above paragraph gives
us that for each packet j ∈ U ′.` we have pslack(U ′Dj , τ) ≥ 0 for τ ≥ dj , which means that each
such packet j is also admitted to Q; and thus Q.` = U ′.` = P.` \ {p}. Also, since ` is the lightest
packet in InitSeg(P ), we have InitSeg(P ) ⊆ PD`, and therefore pslack(P.`, β) = 1, implying that
pslack(Q.`, β) = 0. Therefore ` will not be admitted for Q.
Summarizing, we now have QD` = PD` \ {p, `}. We now focus on the two parallel runs for
pending packets lighter than `. Starting with j = `, consider pending packets j in order of decreasing
weight. When j = `, by the earlier argument, we have the following three properties:
(i) pslack(QDj , β) = pslack(PDj , β) = 0, thus no more packets with deadlines at most β will be
admitted in either plan;
(ii) pslack(QDj , τ) = pslack(PDj , τ) for τ ∈ (β, dp), and
(iii) pslack(QDj , τ) = pslack(PDj , τ) + 1 for τ ≥ dp.
Importantly, by the definition of %, % is lighter than any packet j ∈ P≤δ, so all packets j that will
be now considered before % are either in P>δ or have deadlines at most δ. This implies that until
the time when % is considered the properties (i)–(iii) will be preserved for each packet j considered
in these steps, and that each such j will be added to P if and only if it will be added to Q. By the
time % is considered, all packets in P≤δ are already admitted to P and all packets in (P \ {`})≤δ
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are already admitted to Q. Therefore pslack(Q.%, δ) = pslack(P.%, δ) = 0, and thus no more packets
with deadlines at most δ will be admitted to either plan.
Let us now consider %. For τ ∈ (δ, γ) we have pslack(P.%, τ) ≥ pslack(P, τ) ≥ 1. Combined with
conditions (ii) and (iii) and using δ = prevts(P, dp), this gives us that pslack(Q.%, τ) ≥ 1 for all
τ > δ. Thus % will be admitted into Q.
At this point, we have QD% = PD% \ {p, `} ∪ {%}. As % /∈ P and P≤γ ⊆ PD%, we also have that
pslack(QD%, γ) = pslack(PD%, γ) = 0, so no more packets with deadlines in [t, γ] will be added to P
or Q. Further, the equality pslack(QD%, τ) = pslack(PD%, τ) holds also for all τ > γ. Therefore the
remainder of the two runs will admit exactly the same packets, eventually yielding Q = P \{p, `}∪{%}.
The argument above shows (a) when ` ∈ U ′ and wp > w`. Extending this argument to ` /∈ U ′ is
straightforward: we can still follow exactly the same process, except that ` will not be admitted to
Q not because pslack(Q.`, β) = 0 but because it is not even pending. (Alternatively, one can extend
the definition of pslack() to sets that include packets that expire one step before the current time,
and simply follow the argument above.) Regarding the case when wp < w`, what changes in the
above process is that ` will be considered before p. However, a similar reasoning shows that the
relation between P and Q in the two runs after both packets ` and p are considered is independent
of the relation between wp and w`; thus the final result will be the same.
We now analyze the changes in the values of pslack() and show claims (b)–(d). If d` > t, it holds
that pslack(Q, τ) = pslack(P, τ) − 1 for τ ∈ [t + 1, d`), as the time was increased and there is no
change in the set of packets taken into account. This proves (b).
For τ ∈ [d`,min(d%, dp)) we have pslack(Q, τ) = pslack(P, τ) as the time was increased, but `
was forced out. As d` ≤ β < min(d%, dp), β is a tight slot in Q (including the case β = t). Similarly,
for τ ≥ max(d%, dp), it holds that pslack(Q, τ) = pslack(P, τ), since the time was incremented, ` was
forced out, p was scheduled, and % appeared in Q. This proves (c).
In Case (d1), for τ ∈ [dp, d%), we have pslack(Q, τ) = pslack(P, τ) + 1 as the time was increased,
but ` was forced out and p was scheduled. It follows that Q has no tight slots in [dp, d%), so
prevts(Q, d%) = δ and nextts(Q, dp) = γ, which means that in Q the interval (δ, γ] forms one segment.
In Case (d2), for τ ∈ [d%, dp), we have pslack(P, τ) ≥ 1 as dp > τ ≥ d% > δ = prevts(P, dp) and
pslack(Q, τ) = pslack(P, τ)− 1 because the time was increased, ` was forced out, and % was added
to Q.
Note that when we schedule p ∈ P \ InitSeg(P ) then the slot monotonicity property does not
hold. This is because minwt(d%) decreases, as clearly minwt(P, d%) > w%, but minwt(Q, d%) = w%.
A.2 Leap Step of Algorithm PlanM
Algorithm PlanM artificially adjusts weights and deadlines of some pending packets in leap steps,
and therefore the results from the previous section are not sufficient to fully characterize how the
plan evolves during its computation. Lemmas A.2 and A.3 remain valid for Algorithm PlanM, but
we still need a variant of Lemma A.4 that will characterize the changes in the plan after a leap
step. We provide such a characterization below, see Lemma A.5. Then we use this lemma to prove
Lemma A.6, the slot-monotonicity property for leap steps.
In the following, similar to the previous section, we use P for P t (the plan after all packets at
time t have been released) and by Q we denote the plan just after the event of scheduling p, and
after the time is incremented and weights and deadlines are changed (but before new packets at
time t+ 1 are released).
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Lemma A.5. Suppose that t is a leap step in which p was scheduled, and let % = subt(p) be p’s
substitute packet. Let τ0, . . . , τk = γ = nexttst(dt%) be as defined in the algorithm. Furthermore, let
δ = τ−1 = prevtst(dtp). Then:
(a) Q = P \ {p, `} ∪ {%}; in particular, if k ≥ 1, all packets h1, h2, . . . , hk are in Q.
(b) wtp = wth0 > w
t
h1
> wth2 > · · · > wthk > wt%.
(c) hk’s deadline is in the segment of P ending at γ, that is, prevtst(P, dt%) < dthk ≤ γ.
(d) The pslack() values change as follows (see Figure A.4)
(d.i) pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [t+ 1, dt`).
(d.ii) pslack(Q, τ) = pslack(P, τ) for τ ∈ [dt`, δ].
(d.iii) If k ≥ 1, then for i = 0, . . . , k − 1 we have the following changes in (τi−1, τi]:
(d.iii.1) pslack(Q, τ) = pslack(P, τ) for τ ∈ (τi−1, dthi) ∪ {τi}.
(d.iii.2) pslack(Q, τ) = pslack(P, τ) + 1 for τ ∈ [dthi , τi).
(d.iv) pslack(Q, τ) = pslack(P, τ) for τ ∈ (τk−1,min(dthk , dt%)).
(d.v) For τ ∈ [min(dthk , dt%),max(dthk , dt%)), there are two cases:
(d.v.1) If dthk < d
t
%, then pslack(Q, τ) = pslack(P, τ) + 1 for τ ∈ [dthk , dt%).
(d.v.2) If dt% < dthk , then pslack(Q, τ) = pslack(P, τ)− 1 for τ ∈ [dt%, dthk).
(d.vi) pslack(Q, τ) = pslack(P, τ) for τ ≥ max(dthk , dt%).
(e) Any tight slot of P is a tight slot of Q, but there might be new tight slots before dt` and in
Case (d.v.2) also in [dt%, dthk). Thus in general we have nextts(Q, τ) ≤ nextts(P, τ) for all
τ ≥ t+ 1.
(f) wt+1hi ≥ minwtt(dt+1hi ) for any i = 1, . . . , k, and wt+1% ≥ minwtt(dt+1% ).
Proof. (a) The claim clearly holds for a simple leap step by Lemma A.4, i.e., when k = 0, because in
this case the algorithm does not decrease deadlines, and increasing the weight of % does not change
the new plan Q by Observation A.1(b).
Thus consider an iterated leap step. Let Q be the plan after p is scheduled and the time is
increased, but before the adjustment of weights and deadlines in line 11 of the algorithm is taken
into account. From Lemma A.4 we have Q = P \ {p, `} ∪ {%}; in particular, packets h1, h2, . . . , hk
are in Q. Our goal is to prove Q = Q.
By Observation A.1(b), increasing the weights of packets in the plan cannot change the plan,
so it is sufficient to show that the plan is not affected by the decrease of the deadlines of packets
h1, h2, . . . , hk. By Lemma A.4, all segments of Q between δ = prevtst(dtp) and γ = nexttst(dt%) get
merged into one, which means that pslack(Q, τ) ≥ 1 for any τ ∈ (δ, γ).
For i = 1, . . . , k, decreasing the deadline of hi from dthi to d
t+1
hi
= τi−1 decreases pslack(Q, τ) by
1 for τ ∈ [τi−1, dthi). All k intervals where these decreases occur are contained in (δ, γ) and, since
dthi ≤ τi for all i, these intervals do not overlap. Thus after decreasing the deadlines of the hi’s (and
keeping the set of packets in the plan) all values of pslack() will remain non-negative. It follows that
Q = Q; in particular, packets h1, h2, . . . , hk remain in Q.
(b) By the choice of p in the algorithm, p is the heaviest packet in the segments of P in (δ, γ],
because % is the substitute packet for any packet in P with deadline in (δ, γ]. Thus for each
i = 1, . . . , k, since dthi ∈ (δ, γ], we get wtp > wthi . The ordering of weights of hi’s follows from the
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definition of hi’s in line 9 of the algorithm’s description. Finally, for any i = 0, . . . , k inequality
wthi > w
t
% holds as % /∈ P and dthi < γ = nextts(P, dt%).
Item (c) holds by the definition of hi’s in line 9 and by the condition of the while loop in line 7,
which stops the loop when τi = nexttst(dthi) = γ.
(d) For any slot τ ∈ [t+ 1, δ] ∪ (γ,∞) the value of pslack(Q, τ) is not affected by the decrease of
the deadlines of hi’s, since hi’s are both in P and in Q and since their old and new deadlines are in
(δ, γ]. We thus get exactly the same changes of the pslack() values outside (δ, γ] as in Lemma A.4.
Regarding slots in (δ, γ], Lemma A.4(d) shows that pslack(Q, τ) decreases by 1 for τ ∈ [dt%, dtp) if
dt% < d
t
p, and increases by 1 for τ ∈ [dtp, dt%) if dtp < dt%. In the former case, we have τ0 = γ as dt%
and dtp are in the same segment, that is when k = 0. In the latter case, we sum the increase of
values pslack(P, τ) for τ ∈ [dtp, dt%) with the changes of the pslack(Q, τ) values due to decreasing the
deadlines of hi’s, analyzed in (a), and we get the changes summarized in (d); see Figure A.4.
Part (e) follows from (c), (d) and the fact that the value of pslack(P, τ) does not increase for
any tight slot τ in P .
Part (f) follows from changing the weights in lines 4 and 11 of the algorithm.
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∆pslack(P t → Q) :
∆pslack(Q→ Q) :
∆pslack(P t → Q) :
Figure A.4: An illustration of the proof of Lemma A.5(d), showing changes of the pslack() values
in an iterated leap step. For plans Y,Z, by ∆pslack(Y → Z) we denote the change of the pslack()
values between Y and Z. The plus sign represents that pslack(τ) increases by 1, while the minus
sign represents that pslack(τ) decreases by 1.
Next, we show that the minimum weight in the plan does not decrease even in a leap step.
Lemma A.6. If step t is a leap step, then minwt(Q, τ) ≥ minwt(P, τ) for any τ ≥ t+ 1.
Proof. We use notation from Lemma A.5. By Lemma A.5(e) all tight slots of P are tight slots of
Q (in particular, δ and γ remain tight slots); thus nextts(Q, τ) ≤ nextts(P, τ) for all τ ≥ t+ 1. Fix
some τ ≥ t+ 1, and let a be the packet that realizes minwt(Q, τ), that is the minimum-weight packet
in Q with dt+1a ≤ nextts(Q, τ). We need to show that wt+1a ≥ minwt(P, τ). We have three cases.
Case 1: τ ≤ δ. Lemma A.5(a) shows that ` is forced out of the plan, thus not in Q, and otherwise the
set of packets in the plan with deadline at most δ does not change. It follows that a ∈ P and its weight
was not increased. Moreover, dt+1a = dta ≤ nextts(Q, τ) ≤ nextts(P, τ), thus wt+1a ≥ minwt(P, τ).
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Case 2: τ ∈ (δ, γ]. If a /∈ {h1, ..., hk+1} (in particular, this means that a 6= % = hk+1), then a is also
in P with the same deadline and weight. As nextts(Q, τ) ≤ nextts(P, τ), we get dta ≤ nextts(P, τ)
and wt+1a ≥ minwt(P, τ) easily follows.
Next, suppose that a = hi for some i ∈ {1, . . . , k} (excluding the case a = hk+1 = %). Recall that,
as a result of changes in line 11 in the algorithm, we have wt+1a ≥ minwt(P, τi−1) and dt+1a = τi−1.
The definition of minwt(Q, τ) gives us that τi−1 = dt+1a ≤ nextts(Q, τ), so τ > prevts(Q, τi−1).
Thus, since tight slots of P are tight also in Q, we get τ > prevts(P, τi−1). This implies that
minwt(P, τi−1) ≥ minwt(P, τ) and we get wt+1a ≥ minwt(P, τi−1) ≥ minwt(P, τ).
Finally, consider the case a = %, which is similar to the previous case. Recall that wt+1% =
minwt(P, dt%) and dt% = dt+1% . We have τ > prevts(Q, dt%), which implies τ > prevts(P, dt%). It follows
that wt+1% = minwt(P, dt%) ≥ minwt(P, τ).
Case 3: τ > γ. The set of packets in the plan with deadline after γ does not change and also their
weights and deadlines remain the same. Thus if dta > γ, then using nextts(Q, τ) ≤ nextts(P, τ)
again, we get wt+1a ≥ minwt(P, τ). Otherwise, dta ≤ γ, thus wt+1a ≥ minwt(Q, γ) ≥ minwt(P, γ) ≥
minwt(P, τ), where the second inequality follows from Case 2 and the third one from γ < τ .
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