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THE DEGENERATE PARTS OF SPACES OF MEROMORPHIC
CUSP FORMS UNDER A REGULARIZED INNER PRODUCT
KATHRIN BRINGMANN AND BEN KANE
1. Introduction and statement of results
In this paper, we investigate inner products for modular forms. Petersson defined
an inner product 〈·, ·〉 between two holomorphic modular forms f and g that converges
whenever the product fg vanishes at every cusp. The Petersson inner product, when
restricted to the space S2k of cusp forms of weight 2k ∈ 2N, is positive definite, i.e.,
for f ∈ S2k,
‖f‖2 := 〈f, f〉 ≥ 0 and ‖f‖2 = 0⇔ f = 0.
For an inner product [·, ·], we say that f and g are orthogonal if [f, g] = 0 and one
calls f 6= 0 isotropic if it is orthogonal to itself. Petersson’s study in [8] revealed
that S2k has no isotropic elements and moreover contains an orthonormal basis with
respect to the inner product.
There are many so-called regularizations of the Petersson inner product, extending
it to a bigger space M2k of weight 2k modular forms. Zagier [11] included Eisenstein
series E2k and proved that for k even there are isotropic elements that lie in the
space of weight 2k holomorphic modular forms and moreover elements f ∈M2k with
‖f‖2 < 0. Petersson [10] defined a regularization via Cauchy principal integrals and
this idea was independently rediscovered and extended by Harvey and Moore [7] and
Borcherds [1] to a regularization for weakly holomorphic modular forms of weight 2k,
i.e., those modular forms which are holomorphic on the upper half-plane but which
may grow exponentially towards i∞. A regularized inner product for the space S2k of
meromorphic cusp forms, i.e., those meromorphic modular forms of weight 2k which
vanish like cusp forms towards i∞, was defined in [6].
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In this paper we consider an inner product on natural subspaces that are related
the elliptic expansions of a meromorphic modular form around points z ∈ H. Define
S
z
2k := {f ∈ S2k : the only possible pole of f in SL2(Z)\H lies at z} .
Writing the elliptic expansion of f ∈ Sz2k around z ∈ H as (see e.g. [10, (7)])
f(z) = (z − z)−2k
∑
n≫−∞
cf,z(n)X
n
z (z), (1.1)
with Xz(z) :=
z−z
z−z
, a short calculation shows that precisely the terms 1−2k ≤ n ≤ −1
contribute to Resz=z f(z). Interpreting the residue as an integral via the Residue
Theorem, there is also a well-defined residue at cusps, and the constant term in
the Fourier expansion of f is the only term that contributes to the residue of f at
i∞. We hence draw a parallel between the terms 1 − 2k ≤ n ≤ −1 in the elliptic
expansion and the constant term in the Fourier expansion. Hence the projection of
weakly holomorphic modular forms to CE2k is completely determined by the residue.
Paralelling this for meromorphic cusp forms, set
E
z
2k := {f ∈ S
z
2k : cf,z(n) = 0 ∀n ≤ −2k and 〈f, g〉 = 0 ∀g ∈ S2k} ,
D
z
2k := {f ∈ S
z
2k : cf,z(n) = 0 ∀1− 2k ≤ n ≤ −1 and 〈f, g〉 = 0 ∀g ∈ S2k} .
For any element in Sz2k we can subtract an element of D
z
2k plus an element of E
z
2k to
cancel its principal part in z, giving a cusp form. This yields the decomposition
S
z
2k = S2k ⊥ (E
z
2k ⊕ D
z
2k) . (1.2)
Here and throughout we write ⊥ for an orthogonal decomposition and ⊕ for direct
sums. We let D2k denote the space spanned by all D
z
2k with z ∈ H and E2k be the space
spanned by all Ez2k with z ∈ H. Similarly, throughout the paper we define subspaces
with singularities only possibly occurring at z ∈ H and omit z in the notation for the
space spanned by the union of all such subspaces with z ∈ H.
So-called polar harmonic cusp forms appeared in [6] when evaluating the inner
product between certain meromorphic cusp forms arising from positive-definite qua-
dratic forms. These polar harmonic Maass forms are pre-images of meromorphic cusp
forms under ξκ := 2iy
κ ∂
∂z
(with z = x+ iy ∈ H, κ = 2− 2k).
By Lemma 2.3 (2), (3), if ξ2−2k(F ) ∈ S2k, then D2k−1(F ) ∈ D2k, with D :=
1
2πi
∂
∂z
, and D2k−1 is surjective onto D2k. The following theorem therefore relates the
regularized inner product on D2k with the classical inner product on S2k.
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Theorem 1.1. If F and G are polar harmonic cusp forms of weight 2−2k (k ∈ N≥2)
for which ξ2−2k(F ), ξ2−2k(G) ∈ D2k ⊥ S2k, then
〈ξ2−2k(F ), ξ2−2k(G)〉 = −
(4π)4k−2
(2k − 2)!2
〈
D2k−1(G), D2k−1(F )
〉
.
Theorem 1.1 leads to a number of corollaries that help to better understand the
inner product on S2k. We first use it to understand the degenerate part of D2k, i.e.,
the subspace of D2k that is orthogonal to all of D2k; see Corollary 5.1 below for a
more precise version.
Corollary 1.2. The degenerate part of D2k is D
2k−1(S2−2k).
Corollary 1.2 reduces the understanding of the inner product on D2k to its behaviour
on D2k (mod D
2k−1(S2−2k)). We compute the inner product on this quotient space
in the following corollary; a more formal version can be found in Corollary 5.2 below.
Corollary 1.3. After factoring out by D2k−1(S2−2k), the inner product on D2k coin-
cides with the inner product on S2k. In particular, it is positive-definite.
Corollary 1.3 completely determines the inner product on D2k, so by (1.2) (extended
to all z) it remains to determine the relationship of inner products between elements
of E2k and S2k. As a step in this direction, for fixed z ∈ H we investigate the inner
product between Sz2k and other subspaces; see Corollary 5.4.
Corollary 1.4. For every z ∈ H, the space Sz2k factored out by its degenerate part is
finite-dimensional. The space D2k quotiented out by its subspace orthogonal to S
z
2k is
also finite-dimensional.
It is natural to ask if Theorem 1.1 holds more generally if the image of the po-
lar harmonic cusp form under ξ2−2k is an arbitrary meromorphic cusp form. It
turns out that there is a subspace H E2−2k of polar harmonic Maass forms for which
ξ2−2k(F ), D
2k−1(F ) ∈ E2k; see (2.9) below for the definition of the subspace and
Lemma 2.5 (3) for its properties. Moreover, both maps are surjective from H E2−2k to
E2k. Hence, since E2k is orthogonal to S2k, if Theorem 1.1 would extend to S2k, then
E2k would also be orthogonal to D2k; see Lemma 5.5 for further details. We next see,
however, that this is not the case; see Proposition 5.6 for a more formal version.
Proposition 1.5. Theorem 1.1 does not extend to S2k. In particular, the subspace
of S2k orthogonal to all of E2k is precisely S2k.
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The paper is organized as follows. In Section 2, we introduce polar harmonic cusp
forms more formally and recall known results about elliptic expansions and Poincare´
series that span the spaces of polar harmonic cusp forms and meromorphic cusp
forms. In Section 3, we evaluate the inner product between different Poincare´ series.
In Section 4, we prove Theorem 1.1. The corollaries of Theorem 1.1 about degenerate
subspaces (i.e., Corollaries 1.2, 1.3, and 1.4) and Proposition 1.5 about the optimality
of the conditions in Theorem 1.1 are proven in Section 5.
2. Preliminaries
2.1. Polar harmonic Maass forms. We begin by defining polar harmonic Maass
forms. For M = ( a bc d ) ∈ SL2(Z), κ ∈ Z, and F : H→ C, the slash-operator is
F |2κM(z) := (cz + d)
−2κF
(
az + b
cz + d
)
.
Definition. For κ ∈ Z, a polar harmonic Maass form of weight 2κ is a function
F : H → C, which is real-analytic outside a discrete set of C and which satisfies the
following conditions:
(1) For every M ∈ SL2(Z), we have F |2κM = F .
(2) We have ∆2κ(F ) = 0, with the weight 2κ hyperbolic Laplace operator
∆2κ := −y
2
(
∂2
∂x2
+
∂2
∂y2
)
+ 2κiy
(
∂
∂x
+ i
∂
∂y
)
.
(3) For every z ∈ H, there exists a minimal n0 = n0(z) ∈ N0 such that (z − z)n0F (z)
is bounded in some neighborhood of z.
(4) The function F grows at most linear exponentially at the cusps.
Polar harmonic Maass forms without singularities at i∞ are called polar harmonic
cusp forms and the space of such forms is denoted by H2κ. Specifically, a polar
harmonic Maass form F is a polar harmonic cusp form if it is bounded towards i∞
(resp. vanishes towards i∞) if κ ≤ 0 (resp. κ ≥ 1).
Differential operators acting on polar harmonic Maass forms play a significant role
in this paper. For κ ≤ 0, the operator D1−2κ, which occurs in Theorem 1.1 with
κ = 1−k, maps weight 2κ polar harmonic Maass forms to weight 2−2κ meromorphic
modular forms. The operator ξ2κ which also appears before Theorem 1.1, also maps
weight 2κ polar harmonic Maass forms to weight 2−2κ meromorphic modular forms.
Note that ξ2κ(H2κ) = S2−2κ by [4, Theorem 1.1 (1), (4), Proposition 4.1]. The
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subspace of H2κ consisting of those F for which ξ2κ(F ) is a cusp form is denoted by
H
cusp
2κ . The hyperbolic Laplace operator is related to ξ2κ, R2κ−2, and L2κ via
∆2κ = −ξ2−2κ ◦ ξ2κ = −R2κ−2 ◦ L2κ,
where the raising and lowering operators are defined as
R2κ := 2i
∂
∂z
+
2κ
y
, L2κ := −2iy
2 ∂
∂z
.
2.2. The Flipping operator. For a function F transforming of weight 2 − 2k ∈
−2N0 define the flipping operator
F2−2k(F ) := −
y2k−2
(2k − 2)!
R2k−22−2k(F ),
where iterated raising is defined by
Rn2−2k := R2n−2k ◦ · · · ◦R4−2k ◦R2−2k
The following lemma is given in [3, Proposition 5.15] (stated there for forms that only
have singularities at i∞, but the proof does not use this property).
Lemma 2.1.
(1) The operator F2−2k is an involution, i.e., F2−2k ◦ F2−2k is the identity.
(2) If ∆2−2k(F ) = 0, then the F2−2k satisfies
ξ2−2k(F2−2k(F )) =
(4π)2k−1
(2k − 2)!
D2k−1(F ).
(3) If ∆2−2k(F ) = 0, then we have
D2k−1(F2−2k(F )) =
(2k − 2)!
(4π)2k−1
ξ2−2k(F ).
2.3. Elliptic expansions. We next consider elliptic expansions of polar harmonic
Maass forms. For this, we define for 0 ≤ w < 1 and a ∈ N and b ∈ Z
β0 (w; a, b) := β (w; a, b)− Ca,b (2.1)
where β(w; a, b) :=
∫ w
0
ta−1(1− t)b−1dt is the incomplete beta function and
Ca,b :=
∑
0≤j≤a−1
j 6=−b
(
a− 1
j
)
(−1)j
j + b
.
Suppose that k ∈ N and z ∈ H.
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(1) Suppose that F satisfies ∆2κ(F ) = 0 and for some n0 ∈ N the function rn0z (z)F (z)
is bounded in some neighborhood N around z, where rz(z) := |Xz(z)|. Then there
exist c±F,z(n) ∈ C such that for z ∈ N we have
F (z) = (z − z)2k−2
∑
n≥−n0
c+F,z(n)X
n
z (z)
+ (z − z)2k−2
∑
n≤n0
c−F,z(n)β0
(
1− r2z (z); 2k − 1,−n
)
Xnz (z). (2.2)
(2) If F ∈ H cusp2−2k , then the second sum in (2.2) only runs over n < 0.
Remark. The expansion (2.2) was written slightly differently in [4, Proposition 2.2].
One obtains (2.2) by plugging in (2.1) to replace the incomplete β-functions appearing
in [4, Proposition 2.2] with β0 for 0 ≤ n ≤ 2k − 2. The reason for this change of
notation is that the coefficients c+F,z(n) from the expansion in (2.2) naturally occur in
our computation of the inner product in Lemma 3.1 below.
We define the meromorphic part of the elliptic expansion around z by
F+z (z) := (z − z)
2k−2
∑
n≥−n0
c+F,z(n)X
n
z (z) (2.3)
and its non-meromorphic part by
F−z (z) := (z − z)
2k−2
∑
n≤n0
c−F,z(n)β0
(
1− r2z (z); 2k − 1,−n
)
Xnz (z). (2.4)
The terms in (2.2) which grow as z → z are called the principal part of F at z.
Specifically, these are the terms in (2.3) with n < 0 and those terms in (2.4) with
n ≥ 0 (see [5, Lemma 5.4]). We furthermore define the polynomial part of F around z
pF,z(z) := (z − z)
2k−2
2k−2∑
n=0
c+F,z(n)X
n
z (z).
Note that pF,z is the only contribution in (2.2) that is a polynomial in z. We show
in Lemma 3.1 below that if f = ξ2−2k(F ) ∈ E2k ⊕ D2k, then the polynomial part pF,z
naturally appears when computing the inner product between f and elements of Ez2k.
Hence for f ∈ E2k ⊕ D2k and g ∈ E
z
2k, one “only” needs to determine pF,z for some
F ∈ H2−2k with ξ2−2k(F ) = f to compute the inner product 〈f, g〉. However, this
inner product is difficult to compute if one only works with meromorphic modular
forms of weight 2k; starting with f or D2k−1(F ), the polynomial part is somewhat
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mysterious because it is annihilated by ξ2−2k and D
2k−1. Hence one cannot immedi-
ately compute the polynomial part simply by looking at elliptic expansions of weight
2k meromorphic cusp forms.
2.4. Poincare´ series. For z ∈ H, k ∈ N≥2, and n ∈ Z, we define the (meromorphic)
elliptic Poincare´ series (see for example [10, (22) and Satz 7]
Ψz2k,m :=
∑
M∈SL2(Z)
ψz2k,m|2kM,
with
ψz2k,m(z) := (z − z)
−2kXmz (z).
The following lemma is due to Petersson (see [9, Satz 7] and [10, Satz 7]).
Lemma 2.2.
(1) For any z ∈ H, the space S2k is spanned by {Ψ
z
2k,m : m ∈ N0}.
(2) For any z ∈ H, the set {Ψz2k,m : −2k < m < 0} is a basis for E
z
2k and E2k is
spanned by {Ψz2k,m : m ∈ Z, 1− 2k ≤ m ≤ −1, z ∈ H}.
(3) For any z ∈ H, a basis for Dz2k is given by {Ψ
z
2k,m : m ≤ −2k} and D2k is spanned
by {Ψz2k,m : m ∈ Z, m ≤ −2k, z ∈ H}.
Proof. Part (1) is part of [9, Satz 7]. For (2), (3), the principal parts of Ψz2k,m were
determined in [10, Satz 7] to be constant multiples of ψz2k,m. Restricting m as in (2)
(resp. (3)) matches the principal part conditions in the definition of E2k (resp. D2k).
Moreover, for fixed z the forms Ψz2k,m with m < 0 are clearly linearly independent.
The orthogonality of Ψz2k,m to cusp forms for m < 0 was shown in [10, Satz 8]. 
Next consider harmonic elliptic Poincare´ series given by ([4, (4.5), Theorem 4.3])
P
z
2−2k,m :=
∑
M∈SL2(Z)
ϕz2−2k,m|2−2kM,
where
ϕz2−2k,m(z) := (z − z)
2k−2β
(
1− r2z (z); 2k − 1,−m
)
Xmz (z).
For k ∈ N≥2, the Poincare´ series P
z
2−2k,m and Ψ
z
2k,m are related via the differential
operators ξ2−2k and D
2k−1.
Lemma 2.3. Let k ∈ N≥2.
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(1) We have
ξ2−2k
(
P
z
2−2k,m
)
= (4y)2k−1Ψz2k,−m−1.
(2) We have
D2k−1
(
P
z
2−2k,m
)
= −(2k − 2)!
(
y
π
)2k−1
Ψz2k,m+1−2k.
(3) If F ∈ H2−2k satisfies ξ2−2k(F ) ∈ S2k, then D
2k−1(F ) ∈ D2k.
Proof. (1) and (2) follow by [4, Theorem 4.3].
(3) By [4, Theorem 4.3], the space H2−2k is spanned by the Poincare´ series P
z
2−2k,m.
Hence for F ∈ H2−2k, there exist cm,z ∈ C (only finitely many non-zero) for which
F =
∑
m∈Z
∑
z∈H
cm,zP
z
2−2k,m. (2.5)
Using part (2), we have
D2k−1(F ) = −(2k − 2)!
∑
z∈H
(
y
π
)2k−1∑
m∈Z
cm,zΨ
z
2k,m+1−2k. (2.6)
Combining part (1) with Lemma 2.2 (1) and noting that the intersection of E2k⊕D2k
with S2k is trivial by definition, (2.5) implies that ξ2−2k(F ) ∈ S2k if and only if∑
m≥0
∑
z∈H
cm,zP
z
2−2k,m = 0.
Under this restriction, (2.6) and Lemma 2.2 (3) imply that D2k−1(F ) ∈ D2k. 
Lemma 2.3 (1) yields a relationship between the elliptic coefficients of Pz2−2k,n and
Ψz2k,m for certain n,m. Define δz0,z := 1 if z0 is equivalent under the action of SL2(Z)
to z and δz0,z := 0 otherwise and let ωz := #Γz be the size of the stabilizer group Γz
of z in PSL2(Z). The elliptic expansion of Ψ
z
2k,m is given by (see [6, (2.26)])
Ψz2k,m(z) = 2ωz (z − ̺)
−2k
(
δz,̺X
m
̺ (z) +
∑
n≥0
czm,̺(n)X
n
̺ (z)
)
.
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For z0 ∈ H, as in (2.2) we write (see [4, Theorem 4.3] for the principal part)
P
z0
2−2k,m+k−1(z) = 2ωz0δz0,z(z − z)
2k−2
(
δm<1−kC2k−1,1−k−m
+ δm≥1−kβ0
(
1− r2z (z); 2k − 1, 1− k −m
))
Xm+k−1z (z) + 2ωz0(z − z)
2k−2
×
(∑
n≥0
cz0,+m,z (n)X
n
z (z) +
∑
n≤−1
cz0,−m,z (n)β0
(
1− r2z (z); 2k − 1,−n
)
Xnz (z)
)
. (2.7)
For F = Pz02−2k,k−1±m and z ∈ H, we have n0(z) = 0 if z is not equivalent under SL2(Z)
to z0 and by [5, Lemma 5.4] and [4, Theorem 4.3] we have n0(z0) = |k − 1±m| +
δk−1=∓m. Set
bz0m,z(n)
:=


− (−n+2k−2)!
(−n−1)!
2ωz0δz0,zδn=m+k−1C2k−1,1−k−m if n < 0,
−2(2k − 2)!ωz0δz0,zδn=k−1+m if 0 ≤ n ≤ min(n0, 2k − 2),
2ωz0
n!
(n+1−2k)!
cz0,+m,z (n) if n ≥ 2k − 1.
(2.8)
This constant appears for a more general F ∈ H2−2k in [4, Proposition 2.3]. We have
the following relationship between the elliptic coefficients.
Lemma 2.4.
(1) We have
ξ2−2k
(
P
z0
2−2k,k−1−m(z)
)
=
(4y)2k−12ωz0
(z − z)2k
∑
n≤n0
(
cz0,−−m,z(n) + δz,z0δ−m>k−1δn=k−1−m
)
X−n−1z (z),
D2k−1
(
P
z0
2−2k,k−1+m(z)
)
=
(
y
π
)2k−1
(z − z)−2k
∑
n≥−n0
bz0m,z(n)X
n+1−2k
z (z).
(2) For n ≤ n0, we have
cz0,−−m,z(n) + δz,z0δ−m>k−1δn=k−1−m =
(
y0
y
)2k−1 (
cz0m−k,z(−n− 1) + δz,z0δn=k−1−m
)
.
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(3) For n ≥ −n0 we have, where here and throughout for zj ∈ H we write zj = xj+iyj,
bz0m,z(n) = −(2k − 2)!
(
y0
y
)2k−1
2ωz0
(
cz0m−k,z(n + 1− 2k) + δz,z0δn=k−1+m
)
.
Proof. (1) Note that for 0 ≤ n ≤ 2k−2, (z−z)2k−2Xnz (z) is a polynomial in z of degree
at most 2k− 2. Therefore it is annihilated by both ξ2−2k and D2k−1, so the change in
the definition of the elliptic expansion (2.2) in comparison with [4, Proposition 2.2]
does not change the elliptic expansions of the images under ξ2−2k or D
2k−1 of a polar
harmonic Maass form. The claim then follows directly by plugging in [4, Proposition
2.3].
(2) The claim follows directly from part (1) and Lemma 2.3 (1).
(3) The claim follows directly from part (1) and Lemma 2.3 (2). 
2.5. Spaces of polar harmonic Maass forms and differential operators. Con-
sider the following subspaces of H z2−2k:
H
z,cusp
2−2k :=
⊕
m≥k
CP
z
2−2k,k−1−m, H
z,E
2−2k :=
⊕
|m|<k
CP
z
2−2k,k−1+m. (2.9)
The definitions of these spaces are motivated by the following lemma.
Lemma 2.5. Let F ∈ H2−2k be given.
(1) We have ξ2−2k(F ) ∈ S2k if and only if F ∈ H
cusp
2−2k . Moreover, ξ2−2k is surjective
onto S2k.
(2) We have D2k−1(F ) ∈ D2k if and only if F ∈ H
cusp
2−2k ⊕ ker(D
2k−1). Moreover,
D2k−1 is surjective onto D2k.
(3) For F ∈ H z,E2−2k, we have ξ2−2k(F ), D
2k−1(F ) ∈ Ez2k. Moreover, both ξ2−2k and
D2k−1 are surjective restricted to H E2−2k.
Proof. (1) We may write
F =
∑
m∈Z
∑
z∈H
ck−1−m,zP
z
2−2k,k−1−m.
By Lemma 2.3 (1), we have
ξ2−2k(F ) =
∑
m∈Z
∑
z∈H
ck−1−m,z(4y)
2k−1Ψz2k,m−k.
THE DEGENERATE PARTS OF SPACES OF MEROMORPHIC CUSP FORMS 11
We then split F = F1 + F2 + F3 with
F1 :=
∑
m≥k
∑
z∈H
ck−1−m,zP
z
2−2k,k−1−m ∈ H
cusp
2−2k , F2 :=
∑
−k<m<k
∑
z∈H
ck−1−m,zP
z
2−2k,k−1−m,
F3 :=
∑
m≤−k
∑
z∈H
ck−1−m,zP
z
2−2k,k−1−m.
Lemma 2.3 (1) and Lemma 2.2 (1) then imply that ξ2−2k(F1) ∈ S2k, and hence
ξ2−2k(F ) ∈ S2k if and only if ξ2−2k(F2 + F3) ∈ S2k. By Lemma 2.3 (1) and Lemma
2.2 (2), (3), we have ξ2−2k(F2 + F3) ∈ E2k ⊕ D2k. Since E2k ⊕ D2k ∩ S2k = {0}, we
require that ξ2−2k(F2 + F3) = 0. The kernel of ξ2−2k inside H2−2k is S2−2k and (2.7)
implies that the principal part of F2 + F3 is non-meromorphic if it is nonzero. Thus
F2 + F3 ∈ S2−2k if and only if F2 + F3 = 0.
(2) We again split F = F1 + F2 + F3 with Fj as in part (1). Since ξ2−2k(F1) ∈ S2k by
part (1), Lemma 2.3 (3) implies that D2k−1(F1) ∈ D2k. Thus D2k−1(F ) ∈ D2k if and
only if D2k−1(F2 + F3) = D
2k−1(F − F1) ∈ D2k. Since the projection of F2 + F3 to
H
cusp
2−2k is trivial, the first claim is equivalent to showing that D
2k−1(F2 + F3) ∈ D2k if
and only if F2 + F3 ∈ ker(D2k−1). Lemma 2.3 (2) implies that
D2k−1(F2 + F3) = −(2k − 2)!
∑
m<k
∑
z∈H
ck−1+m,z
(
y
π
)2k−1
Ψz2k,−m−k.
By Lemma 2.2 (1), (2), D2k−1(F2 + F3) ∈ E2k ⊥ S2k. Since the intersection of
E2k ⊥ S2k with D2k is trivial by the splitting in (1.2), D2k−1(F2 + F3) ∈ D2k if and
only if F2 + F3 ∈ ker(D
2k−1).
The surjectivity of the map D2k−1 follows from Lemma 2.3 (2) and Lemma 2.2 (3)
by taking a spanning set F = Pz2−2k,k−1−m with m ≥ k and z ∈ H.
(3) An arbitrary element of H z,E2−2k is of the form
F =
∑
0≤m≤2k−2
cm,zP
z
2−2k,m.
Lemma 2.3 (1) and Lemma 2.2 (2) imply that ξ2−2k(F ) ∈ E
z
2k, while Lemma 2.2 (2)
and Lemma 2.3 (2) imply that D2k−1(F ) ∈ Ez2k. Lemma 2.2 (2) furthermore implies
that both of these maps are surjective. 
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3. Inner products with Poincare´ series
We recall the regularization from [6, Section 3.2] for meromorphic cusp forms. For
f, g ∈ S2k with poles at zℓ(1 ≤ ℓ ≤ r) ∈ SL2(Z)\H, we choose a fundamental domain
F∗ such that zℓ ∈ F∗ (also denoted by zℓ) all lie in the interior of ΓzℓF
∗.
For an analytic function A(s) in s = (s1, . . . , sr), denote by CTs=0A(s) the constant
term of the meromorphic continuation of A(s) around s = 0, and define
〈f, g〉 := CTs=0
(∫
SL2(Z)\H
f(z)Hs(z)g(z)y
2k dxdy
y2
)
, (3.1)
where
Hs(z) = Hs1,...,sr,z1,...,zr(z) :=
r∏
ℓ=1
hsℓ,zℓ(z).
Here for zℓ ∈ F∗ and z ∈ H we set hsℓ,zℓ(z) := r
2sℓ
zℓ
(γz), with γ ∈ SL2(Z) such that
γz ∈ F∗. Note that rzℓ(γz) → 0 as z → γ
−1zℓ, so the integral in (3.1) converges
for σ ≫ 0, where this notation means that for every 1 ≤ ℓ ≤ r, σℓ := Re(sℓ) ≫ 0.
One can show that the regularization is independent of the choice of fundamental
domain. Proceeding as in the proof of [6, Theorem 6.1] a lengthy calculation gives
the following lemma.
Lemma 3.1. If f ∈ E2k ⊕ D2k and F ∈ H2−2k satisfies ξ2−2k(F ) = f , then for all
ℓ ∈ Z 〈
Ψz2k,ℓ, f
〉
=
2π
y
δℓ≤−1c
+
F,z(−ℓ− 1).
For ℓ ≥ 0, we recover the fact that E2k ⊕ D2k is orthogonal to cusp forms from
Lemma 3.1 and Lemma 2.2 (1). Lemma 3.1 does not yield the value of the inner
product between different elements of S2k. For this we require the Petersson coefficient
formula for elliptic Poincare´ series. Using the notation in (1.1), Petersson [10, Satz
9] proved the following.
Lemma 3.2. If f ∈ S2k, then for n ∈ N0 we have〈
f,Ψz2k,n
〉
=
8π(2k − 2)!n!
(4y)2k (2k − 1 + n)!
cf,z(n).
In particular, if z = z1 and f = Ψ
z2
2k,m with m ∈ N0, then〈
Ψz22k,m,Ψ
z1
2k,n
〉
=
8π(2k − 2)!n!
(4y1)
2k (2k − 1 + n)!
2ωz2
(
cz2m,z1(n) + δz1,z2δm=n
)
.
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4. Proof of Theorem 1.1
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.3 (1) and Lemma 2.2, we may assume that F =
P
z1
2−2k,n, G = P
z2
2−2k,m with n,m /∈ [0, 2k − 2]. By Lemma 2.3 (1), (2), changing
n 7→ n+ 2k − 1 and m 7→ m+ 2k − 1, we need to show that〈
Ψz22k,m,Ψ
z1
2k,n
〉
= −
〈
Ψz12k,−n−2k,Ψ
z2
2k,−m−2k
〉
. (4.1)
After the change of variables, the restrictions on n and m become n,m /∈ [1−2k,−1].
Noting the symmetry in (4.1), we may assume without loss of generality that n ≥ 0,
and hence Ψz12k,n is a cusp form by Lemma 2.2 (1). Petersson showed in [10, Satz 8] that
Ψz2k,m is orthogonal to cusp forms if m ≤ −1. Hence if m ≤ −2k, then both sides of
(4.1) vanish, and we may assume that n,m ≥ 0. Setting P := (4y2)1−2kP
z2
2−2k,2k−1+m,
we see by Lemma 2.3 (1) that (4.1) is equivalent to〈
Ψz22k,m,Ψ
z1
2k,n
〉
= −
〈
Ψz12k,−n−2k, ξ2−2k(P)
〉
. (4.2)
Since m ≥ 0, Lemma 2.2 (3) implies that Ψz22k,−m−2k ∈ D2k and hence we may apply
Lemma 3.1 to see that (4.2) is equivalent to
〈
Ψz22k,m,Ψ
z1
2k,n
〉
= −
2π
y1
c+P,z1(2k − 1 + n) = −
2π(4y2)
1−2k
y1
2ωz2c
z2,+
k+m,z1
(2k − 1 + n),
where the last equality follows by recalling from (2.7) that cz2,+j,z1 (ℓ) is the ℓ-th coefficient
in the elliptic expansion of Pz22−2k,j+k−1(z) around z1 and plugging back in the definition
of P. By Lemma 3.2 the right-hand side equals
8π(2k − 2)!n!
(4y1)2k(2k − 1 + n)!
(
cz2m,z1(n) + δz1,z2δm=n
)
= −
2π (4y2)
1−2k
y1
cz2,+k+m,z1(2k − 1 + n).
By Lemma 2.4 (3) with m 7→ m+ k and n 7→ 2k − 1 + n, we have
bz2m+k,z1(2k − 1 + n) = −(2k − 2)!
(
y2
y1
)2k−1
2ωz2
(
cz2m,z1(n) + δz1,z2δm=n
)
. (4.3)
Since 2k − 1 + n ≥ 2k − 1 due to n ≥ 0, by the definition (2.8) we have
bz2m+k,z1(2k − 1 + n) = 2ωz2
(n+ 2k − 1)!
n!
cz2,+m+k,z1(2k − 1 + n).
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Plugging this into (4.3) yields
2ωz2
(n+ 2k − 1)!
n!
cz2,+m+k,z1(2k − 1 + n)
= −(2k − 2)!
(
y2
y1
)2k−1
2ωz2
(
cz2m,z1(n) + δz1,z2δm=n
)
.
Combining yields the claim. 
5. Proof of Corollaries 1.2, 1.3, and 1.4, and Proposition 1.5
Theorem 1.1 yields interesting corollaries about orthogonality between different
spaces. More precisely, for a space Y , we investigate, for X a subspace of Y
X⊥ = X⊥Y := {f ∈ Y : [f, g] = 0 for all g ∈ X} ⊆ Y.
We may omit the dependence on Y whenever it is clear from the context.
Many natural questions boil down to determining X⊥Y . For example, takingX = Cf
to be the space spanned by a fixed f , we see that f is isotropic if and only if f ∈ (Cf)⊥.
Moreover, note that (Cf)⊥Y = Y if and only if f ∈ Y
⊥
Y = Y
⊥. We call Y ⊥ the
degenerate part of Y . Our first corollary, a formal version of Corollary 1.2, yields an
explicit evaluation of the degenerate part of D2k.
Corollary 5.1. We have
(D2k)
⊥
D2k
= D2k−1(S2−2k) .
Proof. By Lemma 2.5 (2), for g ∈ D2k, we may choose G ∈ H
cusp
2−2k such that
D2k−1(G) = g. Thus D2k−1(F ) ∈ (D2k)⊥D2k if and only if for every G ∈ H
cusp
2−2k we
have 〈D2k−1(F ), D2k−1(G)〉 = 0. By Theorem 1.1, this is equivalent to
〈ξ2−2k(F ), ξ2−2k(G)〉 = 0 for all G ∈ H
cusp
2−2k . From Lemma 2.5 (1), this is equivalent
to f := ξ2−2k(F ) ∈ S2k being orthogonal to all of S2k. Since the inner product is
positive-definite on S2k, f is orthogonal to all of S2k if and only if f = 0, which holds
if and only if F ∈ S2−2k (because the kernel of ξ2−2k is the subspace of meromorphic
modular forms). Hence D2k−1(F ) ∈ (D2k)⊥D2k if and only if F ∈ S2k, which is the
statement of Corollary 5.1. 
The next corollary is a formal version of Corollary 1.3.
Corollary 5.2. We have dim(D2k/(D2k)
⊥
D2k
) = dim(Sk) and 〈·, ·〉 is positive-definite
on D2k/(D2k)
⊥
D2k
.
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Proof. By Lemma 2.5 (2), for f ∈ D2k there exists F ∈ H
cusp
2−2k such that D
2k−1(F ) =
f . Setting f := ξ2−2k(F ) ∈ S2k, Theorem 1.1 implies that
〈f, f〉 =
〈
f,D2k−1(F )
〉
= −
(2k − 2)!2
(4π)4k−2
〈ξ2−2k(F ), f〉 = 〈f, f〉 .
Since the inner product is positive-definite on S2k, 〈f, f〉 ≥ 0, with equality if and
only if f = 0. Since f = 0 is equivalent to f ∈ (D2k)⊥D2k by Corollary 5.1, the inner
product is positive-definite on D2k/(D2k)
⊥
D2k
. If f1, . . . , fd form an orthogonal basis of
S2k and F1, . . . , Fd ∈ H
cusp
2−2k satisfy ξ2−2k(Fd) = fd, then Theorem 1.1 and Lemma
2.5 (2) imply that f1 := D
2k−1(F1), . . . , fd := D
2k−1(Fd) form an orthogonal basis of
D2k/(D2k)
⊥
D2k
. The dimensions hence coincide. 
We next use Theorem 1.1 to evaluate (Sz2k)
⊥
Y for certain Y . In order to prove
Corollary 1.4, we first require the following corollary.
Corollary 5.3.
(1) For any ̺ ∈ H we have
(Sz2k)
⊥
D
̺
2k
=
{
f ∈ D2k−1
(
S
̺
2−2k
)
: f = D2k−1(F ) with F ∈ S̺2−2k, pF2−2k(F ),z(z) = 0
}
.
(2) We have
(Sz2k)
⊥
D2k
=
{
f ∈ D2k−1
(
S
z
2−2k
)
: f = D2k−1(F ) with F ∈ S̺2−2k, pF2−2k(F ),z(z) = 0
}
.
Proof. (1) Note first that if f ∈ (Sz2k)
⊥
D
̺
2k
, then in particular f ∈ (Dz2k)
⊥
D
̺
2k
. We claim
that f ∈ (D2k)
⊥
D
̺
2k
, which by Corollary 5.1 implies that f ∈ D2k−1(S̺2−2k).
In order to show that f ∈ (D2k)
⊥
D
̺
2k
, we claim that there is a set of represen-
tatives f1, . . . , fd ∈ D
z
2k which form an orthogonal basis of D2k/(D2k)
⊥
D2k
, where
d = dimC(S2k). If this is the case, then for f ∈ (D
z
2k)
⊥
D
̺
2k
we have 〈f, fj〉 = 0 for
all 1 ≤ j ≤ d. Since 〈f, fj + g〉 = 〈f, fj〉 for every g ∈ D
⊥
2k, we see that this implies
that f is orthogonal to all of D2k if there is indeed such an orthogonal basis f1, . . . , fd.
To prove the existence of the basis elements f1, . . . fd, note that by Lemma 2.2, S2k
is spanned by Ψz2k,n with n ∈ N0. Thus there exists an orthogonal basis g1, . . . , gd of
S2k and some cj,n ∈ C (with only finitely many non-zero) gj =
∑
n≥0 cj,nΨ
z
2k,n. By
16 KATHRIN BRINGMANN AND BEN KANE
Lemma 2.3 (1), we have
gj = ξ2−2k
(
(4y)1−2k
∑
n≥0
cj,nP
z
2−2k,−n−1
)
.
We then set
fj := D
2k−1
(
(4y)1−2k
∑
n≥0
cj,nP
z
2−2k,−n−1
)
.
By Theorem 1.1,
〈fj, fℓ〉 = −
(2k − 2)!2
(4π)4k−2
〈gℓ, gj〉 ,
and we see that f1, . . . , fd is hence an orthogonal basis. We therefore conclude that
f ∈ (Dz2k)
⊥
D
̺
2k
if and only if f ∈ (D2k)⊥D̺
2k
, which by Corollary 5.1 is equivalent to f ∈
D2k−1(S2−2k). We thus assume that f ∈ D2k−1(S2−2k) and since D2k−1(S2−2k) is or-
thogonal to cusp forms by [10, Satz 8], we see that f = D2k−1(F ) ∈ (Sz2k)
⊥
D
̺
2k
if and only
if f ∈ (Ez2k)
⊥
D
̺
2k
. It remains to show that pF2−2k(F ),z = 0 if f = D
2k−1(F ) ∈ (Ez2k)
⊥
D
̺
2k
.
Since f = D2k−1(F ), Lemma 2.1 (2) implies that f = (2k−2)!
(4π)2k−1
ξ2−2k (F2−2k(F )) . Lemma
3.1 then gives that for 1− 2k ≤ n ≤ −1〈
Ψz2k,n, f
〉
= 0 (5.1)
if and only if
c+
F2−2k(F ),z
(−n− 1) = 0. (5.2)
This holds for every 1− 2k ≤ n ≤ −1 if and only if pF2−2k(F ),z(z) = 0.
(2) Analogously to (1), since f ∈ (Sz2k)
⊥
D2k
, we have f ∈ (Dz2k)
⊥
D2k
. Since there exists
an orthogonal basis f1, . . . , fd ∈ D
z
2k of D2k/(D2k)
⊥
D2k
, we again conclude that f ∈
D2k−1(S2−2k) by Corollary 5.1. The equivalence between (5.1) and (5.2) then yields
the claim. 
We are now ready to prove the following formal version of Corollary 1.4.
Corollary 5.4. The quotient spaces S
z
2k/S
z,⊥
2k and D2k/(S
z
2k)
⊥
D2k
are finite-dimensional.
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Proof. We note that we have the orthogonal splittings
S
z
2k = S2k ⊥
(
E
z
2k ⊕ D
z
2k
/
(Sz2k)
⊥
D
z
2k
)
⊥ (Sz2k)
⊥
D
z
2k
,
S
z
2k = S2k ⊥ (E
z
2k ⊕ D
z
2k)
/
(Sz2k)
⊥
S
z
2k
⊥ (Sz2k)
⊥
S
z
2k
.
Since (Sz2k)
⊥
D
z
2k
⊆ (Sz2k)
⊥
S
z
2k
, we have
dimC
(
(Ez2k ⊕ D
z
2k)
/
(Sz2k)
⊥
S
z
2k
)
≤ dimC
(
E
z
2k ⊕ D
z
2k
/
(Sz2k)
⊥
D
z
2k
)
.
To show that Sz2k/(S
z
2k)
⊥
S
z
2k
is finite-dimensional, it therefore suffices to show that
E
z
2k ⊕ D
z
2k/(S
z
2k)
⊥
D
z
2k
is finite-dimensional. Since
E
z
2k =
−1⊕
n=1−2k
CΨz2k,n,
we see directly that Ez2k is finite-dimensional and we only need to show that
D
z
2k/(S
z
2k)
⊥
D
z
2k
is finite-dimensional. By Corollary 5.3 (1), we have
(Sz2k)
⊥
D
z
2k
=
{
f ∈ D2k−1
(
S
z
2−2k
)
: f = D2k−1(F ), F ∈ S̺2−2k, pF2−2k(F ),z(z) = 0
}
=: Jz2k,z.
By taking the intermediary quotient with (Dz2k)
⊥
D
z
2k
, we have
dimC
(
D
z
2k
/
J
z
2k,z
)
= dimC
(
D
z
2k
/
(Dz2k)
⊥
D
z
2k
)
+ dimC
(
(Dz2k)
⊥
D
z
2k
/
J
z
2k,z
)
.
Since (D2k)
⊥
D2k
∩ Dz2k ⊆ (D
z
2k)
⊥
D
z
2k
, we have
dimC
(
D
z
2k
/
(Dz2k)
⊥
D
z
2k
)
≤ dimC
(
D2k
/
(D2k)
⊥
D2k
)
= dimC (S2k)
is finite (and indeed, the proof of Corollary 5.3 (1) implies that the dimensions agree).
Finally, as shown in Corollary 5.3 (1), (Dz2k)
⊥
D
z
2k
= D2k−1(Sz2−2k) and we see that
dimC
(
(Dz2k)
⊥
D
z
2k
/
J
z
2k,z
)
= dimC
(
D2k−1
(
S
z
2−2k
)/
J
z
2k,z
)
≤ 2k − 1
because the polynomial part is a polynomial of degree at most 2k−2 and hence there
are at most 2k − 1 linearly-independent possible polynomial parts. We therefore
conclude that Sz2k/(S
z
2k)
⊥
S
z
2k
is finite-dimensional.
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The argument that D2k/ (S
z
2k)
⊥
D2k
is finite-dimensional is similar. By Corollary 5.3 (2)
(Sz2k)
⊥
D2k
=
{
f ∈ D2k−1 (S2−2k) : f = D
2k−1(F ), F ∈ S2−2k, pF2−2k(F ),z(z) = 0
}
=: J2k,z.
Thus we want to show that D2k/J2k,z is finite-dimensional. By taking the intermediary
quotient with (D2k)
⊥
D2k
= D2k−1(S2−2k) (using Corollary 5.1), we have
dimC
(
D2k
/
J2k,z
)
= dimC
(
D2k/ (D2k)
⊥
D2k
)
+ dimC
(
D2k−1 (S2−2k)
/
J2k,z
)
.
By Corollary 5.2, we have
dimC
(
D2k
/
(D2k)
⊥
D2k
)
= dimC (S2k) <∞, dimC
(
D2k−1 (S2−2k)
/
J2k,z
)
≤ 2k − 1
because the polynomial part has at most 2k − 1 linearly-independent choices. 
We next investigate to what extent the restriction ξ2−2k(F ), ξ2−2k(G) ∈ D2k ⊥ S2k
is necessary in Theorem 1.1. We begin by reducing the first statement of Proposition
1.5 to the second statement in Proposition 1.5.
Lemma 5.5. If Theorem 1.1 were to hold for arbitrary F,G ∈ H2−2k with ξ2−2k(F ) ∈
E2k and ξ2−2k(G) ∈ S2k, then D2k would be orthogonal to E2k.
Proof. By Lemma 2.5 (3), for every F ∈ H E2−2k we have ξ2−2k(F ) ∈ E2k, and by
Lemma 2.5 (1) for every G ∈ H cusp2−2k we have ξ2−2k(G) ∈ S2k. Since the spaces E2k
and S2k are orthogonal by definition, the extension of Theorem 1.1 implies that
0 = 〈ξ2−2k(F ), ξ2−2k(G)〉 = −
(4π)4k−2
(2k − 2)!2
〈
D2k−1(G), D2k−1(F )
〉
. (5.3)
Let f ∈ E2k and g ∈ D2k be given. By the surjectivity in Lemma 2.5 (3), there exists
F ∈ H E2−2k such that D
2k−1(F ) = f , while the surjectivity in Lemma 2.5 (2) implies
that there exists G ∈ H cusp2−2k with D
2k−1(G) = g. Plugging this into (5.3), we have
〈f, g〉 =
〈
D2k−1(G), D2k−1(F )
〉
=
(2k − 2)!2
(4π)4k−2
〈ξ2−2k(F ), ξ2−2k(G)〉 = 0. 
We finally compute the space orthogonal to all of E2k, yielding the second claim in
Proposition 1.5.
Proposition 5.6. We have
(E2k)
⊥
S2k
= S2k.
In particular,
(E2k)
⊥
D2k
= (E2k)
⊥
E2k
= S⊥2k = {0},
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and the spaces E2k, E2k ⊕ D2k, and S2k are hence non-degenerate.
Proof. Suppose for contradiction that f ∈ E2k ⊕ D2k is orthogonal to E2k and let F
be given such that ξ2−2k(F ) = f . By Lemma 3.1 with ℓ = −1, we have
c+F,z(0) = 0
for every z ∈ H. Let z be any point at which F does not have a singularity. Then
taking z → z in the elliptic expansion (2.2) and using [5, Lemma 5.4], we have
F (z) = (z− z)2k−2c+F,z(0) = 0.
We conclude that F (z) = 0 at z ∈ H where F does not have a singularity. Then
f = ξ2−2k(F ) satisfies f(z) = 0 for all z where F does not have a pole. Since f is
meromorphic, we conclude that f = 0. Therefore (E2k)
⊥
S2k
= S2k. Finally, if f ∈ S⊥2k,
then in particular f ∈ (E2k)⊥S2k = S2k. Since S2k is positive-definite, S
⊥
2k = {0}. 
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