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Resumen
Este trabajo presenta la comparacio´n de los resultados de las
te´cnicas heur´ısticas de ABC colonias de abejas artificiales (Artifi-
cial Bee Colony) y PSO enjambres de part´ıculas (Particle Swarm
Optimization) que son utilizadas para la estimacio´n de para´metros
de modelos de regresio´n no lineal. Los algoritmos fueron probados
sobre 27 bases de datos de la coleccio´n NIST(2001), de las cuales 8
son consideradas con un alto grado de dificultad, 11 con un grado de
dificultad medio y 8 con un grado de dificultad bajo. Se presentan
los resultados experimentales.
Palabras clave: colonias de abejas artificiales, enjambres de part´ıculas,
regresio´n no lineal.
Abstract
This paper shows the comparison results of ABC (Artificial Bee
Colony) and PSO (Particle Swarm Optimization) heuristic tech-
niques that were used to estimate parameters for nonlinear regression
models. The algorithms were tested on 27 data bases from the NIST
collection (2001), 8 of these are considered to have high difficulty,
11 medium difficulty and 8 low difficulty. Experimental results are
presented.
Keywords: artificial bee colony, particle swarm optimization, nonlinear
regression.
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1 Introduccio´n
Tanto el me´todo heur´ıstico denominado Colonia de Abejas Artificiales
(ABC) como el me´todo de Optimizacio´n por Enjambre de Part´ıculas,
se consideran dentro de los me´todos de inteligencia de enjambre. Los
me´todos basados en inteligencia de enjambres han sido utilizados exitosa-
mente para resolver diferentes problemas de optimizacio´n general. El ob-
jetivo de este trabajo es presentar las heur´ısticas ABC y PSO para resolver
el problema de encontrar los valores de los para´metros en el problema de
regresio´n no lineal utilizando el criterio de mı´nimos cuadrados.
En [3] se describe la regresio´n no lineal, de la misma forma que la
abordamos en el presente trabajo. Denotamos x = (x1, x2, . . . , xm) a las
variables explicativas e y a la variable a explicar, todas observadas sobre
n objetos, y = f(x, θ) + " es la relacio´n funcional entre x e y, donde f
es en general una funcio´n no lineal y θ = (θ1, θ2, . . . , θp) es el vector de
para´metros. Se quiere minimizar
S(θ) = ‖y − f(x, θ)‖2 =
∑
i
[yi − f(xi, θ)]
2 (1)
donde ‖ · ‖ es la norma euclideana usual. Se denota D el espacio de
bu´squeda definido como D =
∏
i[θminj , θmaxj ], θminj < θmaxj ,
i = 1, 2 . . . , p, y θ∗ = argminθ∈DS(θ) el o´ptimo buscado. Es sabido que
existen algoritmos iterativos deterministas para encontrar soluciones en
el problema de regresio´n no linea, (Por ejemplo, Levenberg-Maquardt o
Gauss-Newton) que pueden utilizarse en paquetes estad´ısticos, pero fallan
para encontrar las soluciones o´ptimas del problema [4].
Por lo anterior, hemos abordado el problema usando metaheur´ısticas
de optimizacio´n combinatoria. En [3] se presento´ el me´todo ABC para
regresio´n no lineal. Detalles de la heur´ıstica se encuentran tambie´n en
[5]. En el presente art´ıculo abordamos el problema con la optimizacio´n
por enjambres de part´ıculas. En la Seccio´n 2, se describe PSO y su imple-
mentacio´n; en la Seccio´n 3 se presentan los resultados obtenidos de aplicar
las heur´ısticas propuestas a las bases de datos muy conocidas NIST(2001)
[9]; finalmente, en la Seccio´n 4 se proporcionan las conclusiones.
2 Optimizacio´n por enjambre de part´ıculas
La Optimizacio´n por Enjambre de Part´ıculas (PSO) es un me´todo que
tambie´n corresponde al tipo de inteligencia de enjambre, tiene sus ra´ıces en
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la vida artificial, psicolog´ıa social, ingenier´ıa y ciencia de la computacio´n.
PSO difiere de la computacio´n evolutiva (c.f. [6], [7]) en que los miembros
de la poblacio´n llamados part´ıculas o agentes, esta´n “volando” a trave´s
del hiperespacio del problema.
PSO es un me´todo adaptativo que utiliza agentes o part´ıculas que
se mueven a trave´s del espacio de bu´squeda utilizando los principios de:
Evaluacio´n, Comparacio´n e Imitacio´n (c.f. [6], [7]):
1. Evaluacio´n: La tendencia al est´ımulo de evaluar, es la principal car-
acter´ıstica de los organismos vivos. El aprendizaje no ocurre a menos
que el organismo pueda evaluar, pueda distinguir caracter´ısticas del
medio ambiente que atraen o caracter´ısticas que repelen. Desde este
punto de vista, el aprendizaje puede definirse como un cambio que
posibilita al organismo mejorar la evaluacio´n promedio de su medio
ambiente.
2. Comparacio´n: Los esta´ndares del comportamiento social se realizan
mediante la comparacio´n con otros.
3. Imitacio´n: Lorenz asegura que so´lo los seres humanos y algunas aves
son capaces de imitar. La imitacio´n es central para la adquisicio´n y
mantenimiento de las habilidades mentales.
PSO se basa en el uso de un conjunto de part´ıculas o agentes que corres-
ponden a estados de un problema de optimizacio´n, donde cada part´ıcula
se movera´ en el espacio de soluciones en busca de una posicio´n o´ptima
o una buena solucio´n. En PSO los agentes se comunican entre s´ı, y en-
tonces el agente con una mejor posicio´n (medida de acuerdo a una funcio´n
objetivo) influye en los dema´s atraye´ndolos hacia e´l.
La poblacio´n se inicializa asignando a las variables una posico´n y una
velocidad de manera aleatoria. En cada iteracio´n, la velocidad de cada
part´ıcula es aleatoriamente acelerada hacia su mejor posicio´n (donde el
valor de la funcio´n de aptitud u objetivo es mejor) y a trave´s de las mejores
posiciones de sus vecinos.
Para resolver los problemas, se propone utilizar PSO con un manejo
dina´mico de las part´ıculas, lo que permite romper ciclos y diversificar la
bu´squeda. Para resolver este problema, se considerara´ que un enjambre
de r part´ıculas-solucio´n al tiempo t esta´ dado de la forma:
θj,t = (θj1,t, θj2,t, . . . , θjp,t),
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con θj,t ∈ D, j = 1, 2, . . . , r, entonces definimos un movimiento del enjam-
bre de la forma:
θj,t+1 = θj,t + Vj,t+1 para j = 1, 2, . . . , r (2)
donde la velocidad Vj,t+1 esta´ dada por:
Vj,t+1 = αVj,t + rand(0,ϕ1)[θ
′
j,t − θj,t] + rand(0,ϕ2)[θ
′
g,t − θj,t] (3)
donde:
D: Espacio factible de soluciones.
Vj,t: Velocidad en el tiempo t de la j-e´sima part´ıcula.
θj,t: Part´ıcula j-e´sima en el tiempo t.
θ′g,t: Part´ıcula con el mejor valor de todas en el tiempo t.
θ′j,t: Part´ıcula j-e´sima con el mejor valor hasta el tiempo t.
rand(0,ϕ): Valor aleatorio de distribucio´n uniforme en el intervalo [0,ϕ].
α: Para´metro de escala.
En la Figura 1 se proporciona el pseudoco´digo de PSO.
1. Crear una poblacio´n de part´ıculas distribuidas en el espacio factible.
2. Evalu´e cada posicio´n de las part´ıculas de acuerdo a una funcio´n
objetivo (funcio´n de aptitud).
3. Si la posicio´n actual de una part´ıcula es mejor que las previas,
actual´ıcela.
4. Determine la mejor part´ıcula (de acuerdo a las mejores posiciones
previas).
5. Actualice las velocidades de las part´ıculas j = 1, 2, . . . , r, de acuerdo
con la ecuacio´n (3).
6. Mueva las part´ıculas a sus nuevas posiciones de acuerdo con la
ecuacio´n (2).
7. Vaya al paso 2 hasta que el criterio de finalizacio´n se satisfaga.
Figura 1: Pseudoco´digo de PSO.
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3 Resultados
La bondad de los resultados de los algoritmos propuestos, se estimo´ me-
diante la cantidad del nu´mero de d´ıgitos duplicados cuando se compararon
con los resultados certificados proporcionados en NIST(2001) [9], los cuales
se encontraron utilizando algoritmos deterministas iterativos (Levenberg-
Maquardt o Gauss-Newton). El nu´mero de d´ıgitos duplicados denotados
por λ puede ser calculado v´ıa el logaritmo del error relativo (McCullough
and Wilson, 2005) calculado como:
λ =


0 si |w−c||c| ≥ 1,
1 si |w−c||c| < 1× 10
−11,
− log10(
|w−c|
|c| ) de otra forma.
donde c denota el valor certificado y w denota el valor estimado por el
algoritmo propuesto. De acuerdo con NIST (2001) [9] y [12], a excepcio´n
del caso donde el valor certificado sea esencialmente cero, un buen pro-
cedimiento por mı´nimos cuadrados no lineal es el que permite duplicar 4
o´ 5 d´ıgitos de los valores certificados. En este trabajo se presentan los
resultados considerando el valor de λ obtenido mediante:
λ = − log10(
|w− c|
|c|
).
La descripcio´n de las Tablas 1-4 es la siguiente: En la primera y cuarta
columnas se proporciona el nombre de la base de datos, debajo se propor-
ciona el valor certificado de la suma de cuadrados del residual, debajo
de e´ste, se proporciona el valor certificado de la desviacio´n de la suma
de cuadrados del residual, posteriormente se indica el grado de dificultad
y finalmente se indica el nu´mero de para´metros (p) y el nu´mero (n) de
datos de la base de datos. En la columna 2 y 5, se proporciona el mı´nimo,
ma´ximo, promedio y desviacio´n esta´ndar de la suma de cuadrados del re-
sidual obtenidos por PSO. En la tercera y sexta columnas se proporcionan
los valores de λ ma´ximo, mı´nimo, promedio y desviacio´n esta´ndar respecto
del valor certificado de la suma de cuadrados del residual obtenidos por
ABC.
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Base
PSO ABC
Suma de cuadrados λ Suma de cuadrados λ
Misra1a 1.245513889444×10−1 10.45 1.246193236423×10−1 3.26
1.2455138894×10−1 3.305963310000×104 -5.42 1.666846200455×10−1 0.47
1.0187876330×10−1 6.613339187658×103 3.47 1.337654178727×10−1 1.51
Lower 1.335739590000×104 6.92 1.040070510000×10−2 0.72
p = 2, n = 14
Lanczos3 1.611773957958×10−8 4.47 1.612738445035×10−8 3.2
1.6117193594×10−8 9.212757949190×10−8 -0.67 2.921284365791×10−8 0.09
2.9923229172×10−5 3.272258321105×10−8 0.82 1.991691942054×10−8 0.78
Lower 2.392335601412×10−8 1.35 2.727544738188×10−9 0.48
p = 6, n = 24
Chwirut2 5.130480294069×102 11.21 5.130499139667×102 5.43
5.1304802941×102 5.130480294069×102 11.21 5.135593488886×102 3
3.1717133040 5.130480294069×102 11.21 5.130997548199×102 4.28
Lower 3.445231452198×10−13 0 7.873300718672×10−2 0.5
p = 3, n = 54
Chwirut1 2.384477139309×103 11.41 2.384482682801×103 5.63
2.3844771393×103 2.384477139309×103 11.41 2.385633014588×103 3.31
3.3616721320 2.384477139309×103 11.41 2.384620386707×103 4.53
Lower 9.187283872527×10−13 0 2.124043232830×10−1 0.54
p = 3, n = 214
Gauss1 1.315822243216×103 10.92 1.315822308956×103 7.3
1.3158222432×103 1.413783793264×103 1.13 1.315836860934×103 4.95
2.3317980180 1.321298037271×103 3.77 1.315825157306×103 5.9
Lower 1.623244194298×10 1.87 3.124346909022×10−3 0.51
p = 8, n = 250
Gauss2 1.247528209231×103 10.6 1.247559115682×103 4.61
1.2475282092×103 1.304325716466×103 1.34 1.248227994806×103 3.25
2.2704790782 1.253523922728×103 5.25 1.247811929764×103 3.71
Lower 1.389996850182×10 2.86 1.471730619843×10−1 0.27
p = 8, n = 250
DanWood 4.317308408291×10−3 11.68 4.317365213766×10−3 -3.21
4.3173084083×10−3 4.317308408291×10−3 11.68 4.386038355564×10−3 -4.96
3.2853114039×10−2 4.317308408291×10−3 11.68 4.324373012067×10−3 -4.28
Lower 7.357721990853×10−18 0 1.343630209328×10−5 0.45
p = 2, n = 6
Tabla 1: Base de datos de dificultad baja, valor certificado del residual de la
suma de cuadrados, residual de la suma de cuadrados obtenidos por
PSO y por ABC.
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Base
PSO ABC
Suma de cuadrados λ Suma de cuadrados λ
Misra1b 7.546468153331×10−2 11.39 7.559350183265×10−2 2.77
7.5464681533×10−2 1.073098623340×10−1 0.37 8.462175539905×10−2 0.92
7.9301471998×10−2 9.648302090675×10−2 3.95 7.799216086595×10−2 1.69
Lower 1.523776458159×10−2 5.16 2.330902998895×10−3 0.48
p = 2, n = 14
Kirby2 3.905073962391 11.63 3.946104765227 1.98
3.9050739624 6.079999212644 0.25 5.094707020359 0.52
1.6354535131×10−1 4.056078894742 3.09 4.350732767542 1.05
Average 3.610734610357×10−1 3.06 2.737538808890×10−1 0.34
p=5, n=151
Hahn1 1.532526370732 4.24 1.541489040249 2.23
1.5324382854 5.901252234224 -0.45 1.734970608737 0.88
8.1803852243×10−2 2.027820284781 0.65 1.601320859281 1.44
Average 5.959214822835×10−1 0.57 4.514250275332×10−2 0.29
p=7, n=236
Nelson
3.7976833176 3.797683317645 10.92 3.797683318961 9.45
1.7430280130×10−1 3.797792674675 4.54 3.797684527011 6.5
Average 3.797788300394 4.8 3.797683556328 7.57
p = 3, n = 128 2.164707787993×10−5 1.26 2.850666608633×10−7 0.68
MGH17 5.464896513136×10−5 6.48 5.510126685313×10−5 2.08
5.4648946975×10−5 2.102562617070×10−4 -0.45 6.545627276916×10−5 0.7
1.3970497866×10−3 5.778282865737×10−5 3.69 5.772841370945×10−5 1.37
Average 2.200307021684×10−5 0.98 2.371895725404×10−6 0.33
p = 5, n = 33
Lanczos1 1.295054936828×10−21 -3.96 1.382856701572×10−6 -18.99
1.4307867721E-25 1.295046442839×10−21 -3.96 3.957682176644×10−5 -20.44
8.9156129349E-14 1.295051259718×10−21 -3.96 1.006299516928×10−5 -19.73
Average 1.496783873707×10−27 0 7.458526538808×10−6 0.33
p = 6, n = 24
Lanczos1* 1.295054936828×10−21 0.17 1.382856701572×10−6 0.07
3.9833194653×10−21 1.295046442839×10−21 0.17 3.957682176644×10−5 -4.17
1.295051259718×10−21 0.17 1.006299516928×10−5 -3.7
Average 1.496783873707×10−27 0 7.458526538808×10−6 0.9
p = 6, n = 2
Tabla 2: Base de datos de dificultad baja y media, valor certificado del residual
de la suma de cuadrados, residual de la suma de cuadrados obtenidos
por PSO y por ABC.
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Base
PSO ABC
Suma de cuadrados λ Suma de cuadrados λ
Misra1c 4.096683697064×10−2 11.08 4.096694245072×10−2 5.59
4.0966836971×10−2 4.096683697066×10−2 11.06 4.213637584388×10−2 1.54
5.8428615257×10−2 4.096683697065×10−2 11.07 4.103987118660×10−2 3.23
Average 3.236850685403×10−15 0 1.690854310003×10−4 0.72
p = 2, n = 14
Misra1d 5.641929528264×10−2 11.19 5.642158275559×10−2 4.39
5.6419295283×10−2 5.641929528264×10−2 11.19 5.876621833359×10−2 1.38
6.8568272111×10−2 5.641929528264×10−2 11.19 5.678202866268×10−2 2.49
Average 6.792564659459×10−16 0 4.378418547269×10−4 0.59
p = 2, n = 14
Rozman1 4.948484739688×10−4 8.88 4.948485731697×10−4 6.7
4.9484847331×10−4 5.508979029679×10−4 0.95 4.948633782808×10−4 4.52
4.8542984060×10−3 4.959798941069×10−4 5.85 4.948528623624×10−4 5.22
Average 7.925160697281×10−6 1.31 3.357659169081×10−9 0.44
p = 4, n = 25
Gauss3 1.244484649469×103 7.97 1.244523375708×103 4.51
1.2444846360×103 1.646188312266×103 0.49 1.246948560451×103 2.7
2.2677077625 1.270849637283×103 2.85 1.245603605513×103 3.14
Average 7.525504880000×10 1.44 6.196283900000×10−1 0.33
p = 8, n = 250
ENZO 7.885398504963×102 7.09 7.885398513025×102 7.09
7.8853978668×102 7.946959485027×102 2.11 7.885666828890×102 4.47
2.2269642403 7.897752983122×102 3.24 7.885473874251×102 5.17
Average 1.521143160000 0.92 5.961890590000×10−3 0.44
p = 9, n = 168
Bennett5 5.240477684400×10−4 6.2 5.503170754280×10−4 1.3
5.2404744073×10−4 5.628949120770×10−4 1.13 5.959532957649×10−3 -1.02
1.8629312528×10−3 5.543647602380×10−4 1.45 1.438058438700×10−3 0.08
Higher 1.452934420000×10−5 0.82 1.213937290000×10−3 0.55
p = 3, n = 154
5.240474407260×10−4 11.11 5.251584731240×10−4 2.67
NP=500, Iter=750 5.309083342040×10−4 1.88 6.017143944460×10−4 0.83
5.256699998900×10−4 3.66 5.414732827060×10−4 1.66
1.803804900000×10−6 2.26 1.836577370000×10−5 0.4
Tabla 3: Base de datos de dificultad media y alta, valor certificado del residual
de la suma de cuadrados, residual de la suma de cuadrados obtenidos
por PSO y por ABC.
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Base
PSO ABC
Suma de cuadrados λ Suma de cuadrados λ
BoxBod 1.168008876556×103 10.42 1.168008876556×103 10.42
1.1680088766×103 1.168008876556×103 10.42 1.168008876556×103 10.42
1.7088072423×10 1.168008876556×103 10.42 1.168008876556×103 10.42
Higher 9.187283870000×10−13 0 9.187283870000×10−13 0
p = 2, n = 6
Thurber 5.647605715464×103 3.06 6.051893227345×103 1.14
5.6427082397×103 3.690012164221×104 -0.74 7.150110727061×103 0.57
1.3714600784×10 8.863654651089×103 1.58 6.523986073918×103 0.83
Higher 5.749022780000×103 1.35 2.934594360000×102 0.15
p = 7, n = 37
Rat42 8.056522933811 11.86 8.056663541871 4.76
8.0565229338 8.056522933811 11.86 8.100043985016 2.27
1.1587725499 8.056522933811 11.86 8.064312308303 3.29
Higher 1.334139340000×10−14 0 8.825566860000×10−3 0.56
p = 3, n = 9
MGH09 3.075056038490×10−4 11.6 3.075166957500×10−4 4.44
3.0750560000×10−4 3.449098388960×10−4 0.91 3.086604947380×10−4 2.43
6.6279236551×10−3 3.123262566720×10−4 9.76 3.079383257800×10−4 2.99
Higher 1.229192690000×10−5 4 2.968207010000×10−7 0.41
p = 4, n = 11
Rat43 8.786404907963×103 11.38 8.787393792495×103 3.95
8.7864049080×103 8.857368521410×103 2.09 8.809649791088×103 2.58
2.8262414662×10 8.820840093154×103 5.66 8.793611076676×103 3.2
Higher 3.487044280000×10 4.36 5.184666650000 0.33
p = 4, n = 15
Eckerle4 1.463588748727×10−3 10.73 1.463588748727×10−3 10.73
1.4635887500×10−3 3.568629688994×10−2 -1.37 1.463588748728×10−3 10.73
6.7629245447×10−3 2.832497074376×10−3 10.24 1.463588748727×10−3 10.73
Higher 6.774339350000×10−3 2.39 9.508135030000×10−18 0
p = 3, n = 35
MGH10 8.794585517014×10 11.11 1.015920991194×102 0.81
8.7945855171×10 5.157096311917×102 -0.69 3.918718617223×104 -2.65
2.6009740065 1.825245656858×102 3.43 7.234996202446×103 -1.63
Higher 1.404364290000×102 4.91 7.841302900000×103 0.59
Tabla 4: Base de datos de dificultad alta, valor certificado del residual de la
suma de cuadrados, residual de la suma de cuadrados obtenidos por
PSO y por ABC.
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La descripcio´n de las Tablas 5-10 es la siguiente: En la primera columna
se proporciona el nombre de la base de datos, la dimensio´n (D), el nu´mero
de datos (n), en la segunda columna se proporciona el valor certificado de
cada uno de los para´metros, en la tercera columna se proporciona a cada
lado del valor certificado el correspondiente valor del para´metro que se
obtuvo con respecto al mejor valor del de la suma de cuadrados del re-
sidual utilizando PSO, al final de e´stos se proporciona el mejor valor de
la suma de cuadrados del residual. En la cuarta columna se proporciona
el valor de λ de cada para´metro. En la quinta columna se proporciona a
cada lado del valor certificado el correspondiente valor del para´metro que
se obtuvo con respecto al mejor valor del de la suma de cuadrados del
residual utilizando ABC, al final de e´stos se proporciona el mejor valor de
la suma de cuadrados del residual. En la sexta columna se proporciona el
valor de λ obtenido para cada para´metro.
Base
Valor PSO ABC
Certificado λ λ
Lanczos3 0.086816415 0.086531397 2.48 0.086519926 2.47
D = 6, n = 24 0.954981015 0.953313789 2.76 0.953302055 2.75
0.844007775 0.843503074 3.22 0.843596947 3.31
2.951595183 2.95 3.27 2.95 3.27
1.58256859 1.583358371 3.3 1.58327642 3.35
4.986356508 4.985922425 4.06 4.986030716 4.18
1.61177×10−8 4.47 1.61274×10−8 3.2
Chwirut2 0.166576665 0.166576666 8.5 0.166523485 3.5
D = 3, n = 54 0.005165329 0.005165329 10.04 0.005159999 2.99
0.012150007 0.012150007 8.8 0.012157163 3.23
513.0480294 11.21 513.049914 5.43
Chwirut1 0.190278184 0.190278184 9.46 0.19030792 3.81
D = 3, n = 214 0.0061314 0.0061314 9.56 0.006127739 3.22
0.010530908 0.010530908 9.97 0.010535109 3.4
2384.477139 11.41 2384.482683 5.63
Tabla 5: Valores de los para´metros: certificados y para el mejor resultado en-
contrado por PSO y ABC.
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Base
Valor PSO ABC
Certificado λ λ
Gauss1 98.77821087 98.77820003 6.96 98.77836795 5.8
D = 8, n = 250 0.010497277 0.010497277 9.66 0.010497217 5.25
100.4899063 100.4899207 6.84 100.4893332 5.24
67.48111128 67.48111044 7.91 67.48121455 5.82
23.12977336 23.12977392 7.61 23.12981151 5.78
71.994503 71.99449037 6.76 71.99374842 4.98
178.9980502 178.9980468 7.72 178.9980779 6.81
18.38938903 18.3893937 6.59 18.38901217 4.69
1315.822243 10.92 1315.822309 7.3
Gauss2 99.01832841 99.01832836 9.33 98.99328621 3.6
D = 8, n = 250 0.010994945 0.010994945 9.31 0.010985529 3.07
101.8802253 101.8802257 8.37 101.8597044 3.7
107.0309552 107.0309551 8.95 107.035375 4.38
23.57858403 23.5785838 8.01 23.57901082 4.74
72.04558947 72.04558937 8.86 72.02488829 3.54
153.2701019 153.2701018 9 153.2737172 4.63
19.52597264 19.52597287 7.92 19.51685868 3.33
1247.528209 10.6 1247.559116 4.61
DanWood 0.768862262 0.768862262 10.58 0.769769345 -0.6
D = 2, n = 6 3.860405587 3.860405587 10.46 3.857887128 0
0.004317308 11.68 0.004319995 -3.21
Misra1b 337.9974616 337.9974643 8.1 338.4279637 2.89
D = 2, n = 14 0.000390391 0.000390391 8.04 0.000389823 2.84
0.075464682 11.39 0.075593502 2.77
Kirby2 1.674506306 1.674506309 8.81 1.720270153 1.56
D = 5, n = 151 -0.139273979 -0.139273978 8.64 -0.142978764 1.58
0.002596118 0.002596118 9.37 0.002635191 1.82
-0.001724181 -0.001724181 8.68 -0.001680215 1.59
2.16648×10−5 2.16648×10−5 9.28 2.18656×10−5 2.03
3.905073962 11.63 3.946104765 1.98
Tabla 6: Valores de los para´metros: certificados y para el mejor resultado en-
contrado por PSO y ABC.
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Base
Valor PSO ABC
Certificado λ λ
Hahn1 1.077635173 1.097216052 1.74 1.088580551 1.99
D = 7, n = 236 -0.122692969 -0.12406827 1.95 -0.123984089 1.98
0.004086375 0.004111244 2.22 0.004126634 2.01
-1.42627×10−6 -1.45164×10−6 1.75 -1.44807×10−6 1.82
-0.005760994 -0.005764115 3.27 -0.005628725 1.64
0.000240537 0.000241698 2.32 0.000242009 2.21
-1.23145×10−7 -1.24413×10−7 1.99 -1.23821×10−7 2.26
1.532526371 4.24 1.54148904 2.23
Nelson 2.590683602 2.590683602 9.82 2.590679636 -8.66
D=3, n=128 5.6178×10−9 5.6178×10−9 7.6 5.6173×10−9 0
-0.057701013 -0.057701013 8.8 -0.057701324 5.27
3.797683318 10.92 3.797683319 9.45
MGH17 0.375410052 0.375415839 4.81 0.375238258 3.34
D = 5, n = 33 1.935846913 1.936528487 3.45 1.903585397 1.78
-1.464687137 -1.465373058 3.33 -1.432629598 1.66
0.012867535 0.012868914 3.97 0.012803233 2.3
0.0221227 0.022119939 3.9 0.022256428 2.22
5.4649×10−5 6.48 5.51013×10−5 2.08
Lanczos1 0.0951 0.0951 8.61 0.081197079 0.84
D = 6, n = 24 1 1.000000002 8.72 0.924148954 1.12
0.8607 0.860700002 8.72 0.509123319 0.39
3 3.000000002 9.22 2.550695628 0.82
1.5576 1.557599998 8.94 1.923877293 0.63
5 5.000000002 9.42 4.706937548 1.23
0 -3.96 2.6342×10−5 -18.99
Lanczos2 0.09625103 0.096968788 2.13 0.096919613 2.16
D = 6, n = 24 1.005733285 1.01 2.37 1.01 2.37
0.864246891 0.863873272 3.36 0.862519564 2.7
3.007828392 3.01 3.14 3.008610147 3.59
1.552901688 1.552555998 3.65 1.553954167 3.17
5.00287981 5.00272084 4.5 5.001535823 3.57
6.6×10−11 -0.29 6.453×10−10 -1.45
Tabla 7: Valores de los para´metros: certificados y para el mejor resultado en-
contrado por PSO y ABC.
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Base
Valor PSO ABC
Certificado λ λ
Gauss3 98.94036897 98.94077526 5.39 98.93826025 4.67
D = 8, n = 250 0.010945879 0.010945993 4.98 0.010942683 3.53
100.6955308 100.6954305 6 100.6666992 3.54
111.6361946 111.6362759 6.14 111.610295 3.63
23.30050003 23.30062831 5.26 23.27269532 2.92
73.70503142 73.70516528 5.74 73.7968307 2.9
147.7616425 147.7617541 6.12 147.7245149 3.6
19.66822123 19.66833128 5.25 19.68145326 3.17
1244.484649 7.97 1244.553311 4.26
Misra1c 636.4272581 636.4272579 9.46 636.4437159 4.59
D = 2, n = 14 0.000208136 0.000208136 9.21 0.00020813 4.5
0.040966837 11.07 0.040966942 5.59
Misra1d 437.3697075 437.3697075 10.22 437.3195488 3.94
D = 2, n = 14 0.000302273 0.000302273 10.16 0.000302316 3.85
0.056419295 11.19 0.056421583 4.39
Rozman1 0.201968664 0.201971734 4.82 0.201944023 3.91
D = 4, n = 25 -6.19535×10−6 -6.19587×10−6 4.07 -6.19188×10−6 3.25
1204.455671 1204.44598 5.09 1204.536503 4.17
-181.3426954 -181.334342 4.34 -181.4098498 3.43
0.000494848 8.88 0.000494849 6.7
Bennett5 -523.5058043 -2526.39777 2.94 -1876.307545 0.59
D = 3, n = 154 46.73656464 46.74867212 3.59 43.58993038 1.17
NP = 250 0.932184832 0.931987694 3.67 0.986491249 1.23
Iter = 400 0.000524048 6.2 0.000550317 1.3
Bennett5 -523.5058043 -2523.505008 6.5 -2554.214574 1.91
D = 3, n = 15 46.73656464 46.73656134 7.15 46.86795044 2.55
NP = 500 0.932184832 0.932184886 7.23 0.930121997 2.66
Iter = 750 0.000524047 11.1 0.000525158 2.67
Misra1a 238.9421292 238.9421283 8.45 238.8110895 3.26
D = 2, n = 14 0.000550156 0.000550156 8.37 0.000550485 3.22
0.124551389 10.45 0.124619324 3.26
Tabla 8: Valores de los para´metros: certificados y para el mejor resultado en-
contrado por PSO y ABC.
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Base
Valor PSO ABC
Certificado λ λ
ENZO 10.51074919 10.5106102 4.88 10.51066809 5.11
D = 9, n = 168 3.076212809 3.075840183 3.92 3.076220033 5.63
0.532801382 0.532461252 3.19 0.532809943 4.79
44.3110887 44.3116633 4.89 44.31033411 4.77
-1.623142859 -1.622957749 3.94 -1.623201567 4.44
0.525544938 0.525912887 3.15 0.525539769 5.01
26.88761444 26.88823766 4.63 26.88824378 4.63
0.212322885 0.213331196 2.32 0.212621165 2.85
1.496687042 1.496088609 3.4 1.496550104 4.04
788.5398505 7.09 788.5398513 7.09
BoxBod 213.8094089 213.8094089 11.38 213.8094089 10.66
D = 2, n = 6 0.547237485 0.547237485 9.6 0.547237485 8.78
1168.008877 10.42 1168.008877 10.42
Thurber 1288.13968 1288.084808 4.37 1290.61586 2.72
D = 7, n = 37 1491.079254 1495.513925 2.53 1457.434288 1.65
583.2383688 586.6264085 2.24 558.6255239 1.37
75.41664429 76.06167392 2.07 70.43208475 1.18
0.966295029 0.970396068 2.37 0.944114594 1.64
0.397972858 0.4 2.29 0.388655715 1.63
0.049727297 0.05 2.26 0.042156746 0.82
5647.605715 3.06 6051.893227 1.14
Rat42 72.46223758 72.4622376 9.5 72.46585726 4.3
D = 3, n = 9 2.61807684 2.61807684 9.95 2.618764127 3.58
0.0673592 0.0673592 10.31 0.067371647 3.73
8.056522934 11.86 8.056663542 4.76
MGH09 0.192806935 0.192806935 10.23 0.19292362 3.22
D = 4, n = 11 0.191282329 0.19128233 8.32 0.19111961 3.07
0.123056507 0.123056508 8.22 0.12404401 2.1
0.136062331 0.136062331 8.68 0.135840243 2.79
0.000307506 11.6 0.000307517 4.44
Tabla 9: Valores de los para´metros: certificados y para el mejor resultado en-
contrado por PSO y ABC.
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Base
Valor PSO ABC
Certificado λ λ
Rat43 699.6415127 699.6415127 10.33 699.940423 3.37
D = 4, n = 15 5.277125303 5.277125273 8.26 5.251649851 2.32
0.759629383 0.75962938 8.42 0.756347439 2.36
1.279248386 1.279248378 8.2 1.274506418 2.43
8786.404908 11.38 8787.393792 3.95
Eckerle4 1.554382718 1.554382718 10.05 1.554382716 8.88
D = 3, n = 35 4.088832175 4.088832176 9.81 4.088832175 10.58
451.5412184 451.5412184 11.26 451.5412184 11.56
0.001463589 10.73 0.001463589 10.73
MGH10 0.005609636 0.005609637 7.18 0.005834986 1.4
D = 3, n = 16 6181.346346 6181.346292 8.06 6148.635513 2.28
345.2236346 345.2236328 8.29 344.1237721 2.5
87.94585517 11.11 101.5920991 0.81
Tabla 10: Valores de los para´metros: certificados y para el mejor resultado en-
contrado por PSO y ABC.
Se realizaron 50 corridas considerando una poblacio´n de 250 part´ıculas
y 400 iteraciones por corrida para ABC y PSO utilizando los intervalos
de bu´squeda, que se presentan en la Tabla 11, los cuales por lo general
conten´ıan los valores de inicio (starting values) reportados en la literatura
e incluyeron al mejor valor reportado.
En la Tabla 12 se presentan los valores de λ promedio y de la desviacio´n
esta´ndar de λ calculados sobre las λ promedio dados en las Tablas 1–4,
no se consideraron los valores obtenidos para Lanczos1.
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Base Cota inferior Cota superior
Chwirut1 [0, 0, 0] [0.2, 0.015, 0.025]
MGH09 [0,0,0,0] [0.25,0.39,0.415, 0 .39]
Gauss3 [94, 0, 80, 110, 20, 72, 140,
15]
[100, 0.1, 105, 113, 25, 75,
150, 25]
RAT43 [500,5,0.75,1] [800,10,1,1.5]
ENZO [10,3, 0 .5,40,-2,-1.3,25,-
.1,1.4]
[11,4, 0 .6,45,-0.7,1,30,.5,1.5]
Eckerle [1,0 400] [2,10,500]
MGH17 [0.3, 1.9, -1.5, 0.01, 0.02] [0.4, 2, −1.4, 0.02, 0.03]
MGH10 [0,6000,300] [0.05,6300,400]
Thurber [1200,1000,500,40,0.7, 0.3,
0.03]
[1300,1500,600,80, 1, 0.4,
0.05]
BoxBOD [100,0] [300,1]
Roszman1 [0.015, −7 × 10−6, 1200,
−182]
[0.22, −5×10−6, 1210, -181]
Nelson [2.5, 5×10−9, −.06] [2.7, 6×10−9, -.05]
Lanczos3 [-1, -1, 0, 1, 0, 3] [1.5, 1.5, 5.6, 5.5, 6.5, 7.6]
Rat42 [70,1,0.04] [100,3,0.1]
Chwirut2 [0, 0, 0] [0.2, 0.015, 0.015]
DanWood [0.7, 3] [1, 5]
Gauss1 [94, 0, 98, 62, 20, 70, 178,
16.5]
[99, 0.02, 101, 70, 25, 72,
180, 20]
Misra1b [300, .0001] [500, .0004]
Gauss2 [90, 0, 100, 104, 17, 70, 148,
18]
[100, 0.015, 104, 108, 25, 74,
155, 21]
Misra1c [500, 0.0001] [650, .00025]
Kirby2 [1.5, -0.15, 0.0025, -0.002,
0.00001]
[2, -0.1, 0.003, -0.001,
0.00003]
Misra1d [400, 0.0001] [500, 0.00035]
Lanczos2 [0.09, 0.9, 0.8, 3, 1.5, 5] [0.1,1.01,0.9,3.01,1.6,5.01]
Misra1a [200,0] [500,0.5]
Hahn1 [1, -0.2, 0.0035, -0.000001,
-0.006, 0.0002, -0.0000002]
[1.1, -0.1, 0.005, -0.000002,
-0.005, 0.0003, -0.0000001]
Bennett5 [-3000,45,0.8] [-2000,50,1]
Lanczos1 [0.09, 1, 0.8, 3, 1.5, 5] [0.1,1.000000002,0.9,
3.000000002,1.6,5.000000002]
Tabla 11: Intervalos de bu´squeda para los para´metros.
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PSO ABC
Promedio 6.18 3.21
Desv. Estrd. 3.89 3.27
Tabla 12: Desempen˜o de PSO y ABC.
4 Conclusiones
Se utilizaron las heur´ısticas de enjambres para optimizacio´n conocidas
como Optimizacio´n por Enjambres de Part´ıculas y Colonia de Abejas Ar-
tificiales para encontrar los valores de los para´metros en problemas de
regresio´n no lineal bien conocidos.
En general, para encontrar los valores de los para´metros en problemas
de regresio´n no lineal, la utilizacio´n de ABC no proporciona tan buenos
resultados como PSO debido a que PSO tiene la ventaja de poder salir con
mayor facilidad de regiones suboptimales, sin embargo, ABC proporciona
intervalos ma´s compactos.
De acuerdo con NIST(2001) [9] y [12], a excepcio´n del caso donde
el valor certificado sea esencialmente cero, un buen procedimiento por
mı´nimos cuadrados no lineal es el que permite duplicar 4 o´ 5 d´ıgitos de los
valores certificados; lo cual es conseguido por las aproximaciones obtenidas
mediante ABC en alrededor del 30% de los casos, sin importar su grado
de dificultad (8 de las 27 bases de datos), como se puede apreciar en las
Tablas 3-6. Por otro lado, los resultados utilizando PSO son mejores.
En la Tabla 15 se presentan los valores promedio y desviacio´n esta´ndar
de las λ obtenidas por PSO y ABC en todos los casos, excepto para Lanc-
zos1. Se observa que PSO casi duplica el valor promedio obtenido por
ABC, lo cual implica que fue capaz de encontrar soluciones de mejor cal-
idad. Mientras que la desviacio´n esta´ndar de ambos algoritmos es seme-
jante, lo cual indica una robustez similar.
Cabe mencionar que la gran ventaja tanto de ABC como de PSO,
es su fa´cil implementacio´n y sus cortos tiempos de ejecucio´n, un trabajo
posterior sera´ la implementacio´n en paralelo, lo cual ayudara´ a mejorar los
tiempos y a la vez poder modificar la cantidad de abejas o de part´ıculas
para mejorar la calidad de las soluciones generadas.
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