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Chapter 1 
Introduction
1.1 A rtificial neural networks
The last decade, Artificial Neural Networks (ANN) have found widespread popularity among 
chemometricians and analytical chemists, for solving chemical problems. The term  ” Artificial 
neural networks (ANN)” can be considered as a collective noun for a variety of methods as a 
lot of different networks based on different concepts and purposes, are known [1, 2, 3]. In this 
work, attention has been focused to the most popular type, the multi-layered feed-forward 
(MLF) network, which is most frequently used in chemistry for modeling complex nonlinear 
data. The popularity of neural network methodology can be assigned to the fact tha t neural 
networks allow the construction of a model without requiring any knowledge about the 
relations obtained within the data, in a most convenient way. Even very complex nonlinear 
data are easily modeled by the network when sufficient param eters are provided. These 
properties, together with the ease-of-use of network methodology, has led to a worldwide 
popularity and neural networks are applied in many different fields of science and commercial 
applications.
Although it is agreed in this thesis tha t neural networks are very beneficial for solving 
chemical problems, some critical aspects of neural network methodology are addressed. Par­
ticularly the powerful nonlinear modeling ability requires special attention for the design 
of the neural network, as neural networks show poor generalizing ability as an abundant 
number of param eters (weights) are used. Especially when small datasets with noisy sam­
ples are used, neural networks tend to loose their generalizing ability for recognizing future 
data. In this thesis, various validation methods for selecting neural network models with 
optimal predictive ability are addressed. Additionally, it is described how the good modeling 
behavior of neural networks can be used for the reduction of noise in chemical data.
1.1.1 H istory
The first theory on artificial neural networks goes back to the year 1943 when McCulloch 
and P itts [4] developed the first artificial biological neuron. This artificial neuron already 
contained most of the functionalities which are commonly used in modern neural networks 
today. Although no learning rules were known at tha t time, the artificial neuron was used 
as a theoretical tool for linear pattern  recognition problems.
11
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Inspired by the ideas of McCulloch and P itts, Rosenblatt developed a class of neural 
networks called perceptrons in 1950 [5]. Rosenblatt was also the first scientist who introduced 
the concept of network learning by developing a learning rule for training multiple perceptron 
networks.
In 1960, Widrow and Hoff introduced the “adaline” [6] (adaptive linear combiner) which 
can be considered as a linear perceptron. The weights of the adaline were trained by the 
least mean squares (LMS) algorithm, the iterative version of least squares, commonly known 
in mathematics.
The continuing research on neural networks almost stopped when Minsky and Papert 
published the book “Perceptrons” [7] in 1969. In this book it was shown that the perceptron 
networks suffered from serious lim itations in a way tha t many simple elementary functions 
could not be learned.
Fortunately, these problems were solved by the introduction of the multi-layer networks 
and the error back-propagation learning rule by Werbos [8] in the seventies. W ith the 
publication of R um elhart’s textbook “Parallel D istributed Processing” [9] in 1986, research 
in neural networks became very popular and many successful applications were published in 
various fields of science [10].
1.1.2 A rtificial N eural networks in C hem om etrics
About a decade ago, the Chemometric research in neural networks and genetic algorithms 
was initiated in Analytical Chemistry. Neural networks were generally considered as poten­
tial powerful methods for solving problems in Analytical Chemistry. Therefore, in the succes­
sive years, a lot of explorative research on neural networks has been performed [11, 12, 13]. 
Neural networks have proven to perform very well in various problem domains [14] (e.g. 
optimization, nonlinear modeling, pattern  recognition, signal processing and nonlinear m ap­
ping).
The in practice favorable concept of parameter-free modeling (already known for a long 
tim e in Chemometrics) and the powerful modeling ability of neural networks, have con­
tributed to the popularity of the neural networks.
Especially, in cases where complex nonlinear behavior is to be expected, Chemometrical 
methods like Neural Networks or nonlinear versions of reduced rank regression methods like 
Spline Partial Least Squares (SPLS), A lternating Conditional Expectation (ACE), MARS 
and Projection Pursuit (PP) are frequently consulted.
Although it has quite often been proven in numerous chemical applications tha t neural 
networks are able to model very complex nonlinear relations, preserving a high degree of 
predictability, in practice, hesitation and criticism towards neural networks remains. This is 
mainly due to the fact tha t the construction of a neural model requires some experience and 
moreover considerable computational effort. Furthermore, in chemistry, neural networks are 
often applied, sometimes for unjustified reasons, without a proper theoretical foundation.
However the biggest bottleneck of acceptance is the m ajor lack of interpretability of the 
final model obtained. Little is known about the predictability of neural networks in terms of 
confidence limits [15] or the robustness of networks to interpolation or extrapolations [16, 17]. 
These aspects have lead to a reduced credibility of neural networks as a chemometrical 
modeling method.
12
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However, progressing fundam ental research in neural network theory and statistics has 
provided considerable improvements to neural networks with respect to computational ef­
ficiency [14, 18] and interpretability [2, 19]. Moreover, the research in network validation 
is still progressing and in some situations, even error propagation can be applied to neural 
networks.
1.2 Scope o f th esis
In this thesis, two distinct goals are pursuited. First, the effect of experimental noise to 
the construction and properties of MLF networks is addressed. The second goal can be 
considered as a reverse objective, i.e. exploring the possibilities of MLF networks as signal 
processing methods in order to increase the signal-to-noise ratio in chemical analysis. The 
two-fold objectives are schematically shown in Figure 1.1
Figure 1.1: Scope of this manuscript. Aspect A addresses the generalizing ability of neural 
networks to experimental noise. Aspect B focuses to the use of neural networks as noise 
reduction methods
First, a general introduction to MLF-networks and training methods is outlined in Chap­
ter 2. It is empirically dem onstrated in this chapter, tha t the training tim e can be reduced 
to an order of m agnitude using Quasi-Newton based learning rules instead of the commonly 
used generalized delta learning rule.
The following Chapters focus to aspect A. ”Optimizing generalizing ability” and aspect 
B. ”Signal processing using neural networks” , respectively.
A. O ptim izing  generalizing ability  Although neural networks are believed to be able 
to generalize for experimental noise, some critical aspects for the construction of the model 
need to be addressed. The powerful modeling capability and the lack of control during 
the construction of the model allows the network to build various models with different 
predictive ability. Especially in situations when sparse noisy data are used, (which is not 
uncommon in chemical practice) MLF-networks tend to lose all generalizing ability. Hence, 
biased models with poor predictive ability are obtained. In the literature various methods 
(e.g. weight decay [20, 18], noise injection [21, 22, 23] and design modifications [19]) have 
been explored to get around this problem. In this thesis, the generalizing ability of MLF 
models are investigated by means of noise simulations and cross-validation tools.
In Chapter 3, bootstrap resampling methods [15] and the delta m ethod [24] for expressing 
the prediction error of network estimates, are applied on simulated and practice data [25, 26].
In Chapter 4, cross-validation is addressed. Cross-validation can be applied to neural 
networks for selecting the optimal number of hidden units. The term  ’’optim al” refers to the
13
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number of hidden units corresponding to the best fit and the highest generalizing ability. 
Since cross-validation on neural networks is generally time-expensive, a parallel concept has 
been elaborated for the distribution and control of long-running (cross-validation) computing 
processes to multiple computers in a local area network.
Chapter 5 focuses to the sensitivity of multi-layered feed-forward networks (MLF) and 
radial base function (RBF) neural networks to input noise. A Monte Carlo simulation has 
been used to express a param eter for the network sensitivity to random deviations at the 
input units of the network.
B. Signal processing using neural networks The concept of MLF networks shows 
great resemblance to the concept of adaptive filters, known for a long tim e in electrical 
engineering theory [27, 28]. Both algorithms commonly use an iterative least mean squares 
criterium  in order to estim ate the network weights. It therefore comes not by surprise 
tha t one of the pioneers in neural network methodology is in fact a professor in electrical 
engineering [6]. The most common digital filters (like the Kalman filter [29] and the Adaptive 
Linear Combiner [6]) can be compared to a two-layered linear network. Both types of filters 
can be extended for nonlinear digital signal processing [28]. The extended Kalman filter casts 
nonlinear data using truncated Taylor series expansion [29]. The adaptive linear combiner 
can be extended to the well known MLF network, capable of modeling nonlinear data to any 
degree of accuracy [30].
In this thesis, it has been explored how a MLF-network can be applied in chemical 
analysis as a nonlinear digital filter for the optimization of the signal-to-noise ratio.
In Chapter 6, neural networks are applied as smoothing methods for the reduction of 
broadband noise. The objective is to find an optimal compromise between a minimum 
deterioration of the deterministic signal and a maximum reduction of noise. The results 
of neural networks are compared with conventional smoothing methods, using well defined 
simulated data.
In Chapter 7, MLF-networks are applied as adaptive noise cancellers (ANC) for the 
elimination of colored noise in Inductively Coupled Plasm a Spectroscopy. In contrast to 
smoothing methods which can generally be considered as low-pass filters for the reduction of 
high-frequent noise, ANC focuses to elimination colored noise, using a correlated reference 
noise signal.
14
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Chapter 2 
A spects of network training
Sum m ary
M ulti-layered feed-forward (MLF) neural networks are commonly trained by the generalized delta 
learning rule. The training m ethod has shown to be robust and easy to  implement for various 
chemical problems in analytical chemistry. However, the slow and unpredictable learning behavior 
puts considerable lim itations to  the interpretation and validation of neural network models. In this 
tw o-part paper, both training and validation aspects are addressed.
The first part of this paper focuses to  the generalized delta learning rule and some im portant 
aspects of network training. It is shown th a t the use of quasi-Newton training on unfolded MLF 
networks, accelerates the training tim e to  an order of m agnitude. The learning behavior of MLF- 
networks trained by the generalised delta rule and the quasi-Newton learning rule are compared by 
means of simulated and real d a ta  from analytical chemistry. Some conclusions about the general 
applicability of the discussed m ethods are drawn.
°This chapter has been subm itted for publication.
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2.1 Introduction
The last decade, artificial neural networks have found widespread popularity amongst chemo- 
metricians and analytical chemists, for solving chemical problems. A lot of different networks 
based on different concepts and purposes, are currently known. The term  ” Artificial neural 
networks (ANN)” can be considered as a collective noun for a variety of methods. For some 
of these methods, a twin in statistics exists and are therefore criticized. Typical examples of 
“statistical overlap” are summarized in [1, 2] and it is generally concluded tha t a lot of joint 
theory exists between statistics and neural network methodology and tha t both societies 
would benefit of conducting m utual research.
A rather unique concept of biological neural networks, is the Multi-Layered Feed-forward 
(MLF) network. The MLF network has become very popular for solving chemical problems, 
due to its simplicity and powerful nonlinear modeling ability. MLF-networks are frequently 
consulted when other nonlinear methods fail to describe the relationships within data.
In this paper, some conventional statistical optimization methods are explored for train­
ing MLF networks. Most networks are trained by the so-called error backpropagation rule, 
also known as the generalized delta learning rule which can be considered as a gradient de­
scent procedure which is generalized for multiple layers. In optimization theory it is known 
that the convergence of gradient descent algorithms can be accelerated using second order 
information about the shape of the optimization surface (based on a truncated Taylor se­
ries [3, 4]). Considering the same conditions for the classical optimization methods, the 
principle of second order training can readily be applied on MLF neural networks.
In the following sections, the topology and notations of MLF-networks are described, 
followed by an investigation of gradient descent and quasi-Newton learning methods. In 
order to generalize for single and multiple layers, the theory starts of with single linear 
perceptrons and continues to MLF-networks. In the experimental section the Levenberg­
M arquardt m ethod has been applied on chemical data and the training results are compared 
to the results obtained by the conventional generalized delta learning rule.
2.2 T heory
2.2.1 M LF-network topology  and notations
The most common multi-layer feedforward neural network (MLF) containing one hidden 
layer with nonlinear activation units is briefly described. For details on MLF networks, the 
reader is referred to comprehensive textbooks [5, 6, 7] and some review papers [8, 9] covering 
most aspects of network design and training which have to be considered in practice. MLF- 
networks, also called multi-layered perceptron networks (MLP), are referred to as m ulti­
purpose universal approximators [10]. This means tha t, given a sufficient number of hidden 
units, any function can be approximated to any degree of accuracy.
The feed-forward topology of the MLF network used in this paper is depicted in Fig­
ure 2.1.
The input of the network consists of K  input variables 1. The L hidden unit input are
^ o r  reasons of notational simplicity the bias neuron has been omitted.
18
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y
Figure 2.1: A three layer feedforward network. The weight m atrix connecting the input 
variables to the hidden layer is denoted by W . The m atrix containing the output weights 
is denoted by V .
calculated by multiplying the input vector x with the A X  L weight m atrix W . The hidden 
units are activated by the nonlinear squashing function given by equation 2.2 and multiplied 
with the L X  M  weight m atrix V" in order to obtain the network output as presented by 
Equation 2.1
// - ll  i - l  (2.1)
The squashing operator $ () represents a nonlinear squashing function, generally the 
tangents hyperbolicus, the sigmoid function or any monotonically increasing function. The 
commonly used sigmoid function is given by
*<*•■ • =  ! +  <2-2)
Given, n training patterns [(;ri, y i), (.î’2 , ï/2)■>--- i ix m yn)]i the network is trained by min­
imizing the squared errors (y¿ — y¿)2 for each training sample (,r¿, y¡) for i =  [1,. . . , ??,].
2.2.2 Training
Linear perceptron training
The perceptron [11], is one the oldest building blocks of artificial neural networks. Origi­
nally the perceptron consisted of weighted inputs, processed by a binary squashing function ( 
ÿi = £  [—1,1]) and was later modified to linear and sigmoidal shaped functions. The weights 
associated to the linear perceptron can be trained iteratively by means of gradient descent 
methods. The iterative gradient descent m ethod becomes more clear when the linear per­
ceptron is addressed. Problems formulated for the linear perceptron can be considered as 
standard linear regression problems [12, 1], so the weights can conveniently be trained by
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iterative (LMS) Least Mean Square methods [12]. Naturally, the iterative m ethod is only 
applied when no trivial or an unstable solution exists.
Iterative LMS-methods are commonly used as neural networks training methods and 
work by finding a minimum for an error function or a cost function as given by
F (w ) = -  x tw)2 (2.3)
i
by means of adapting the weights. The negative gradient (negative first derivative of 
Equation 2.3, denoted as —'VF(w)) is used as a new search direction at position w in the 
weight space, as given by
wt + 1 =  wt -  2 • rj ■ V F (w ) t (2.4)
A factor 2 should be included in Equation 2.4 but is generally om itted for reasons of nota- 
tional convenience, as the first derivative is already scaled by the constant factor rj.
The gradient is defined by the first derivative of the cost function to the network weights. 
Hence, the weight adaption is performed by
w t + 1 =  wt + rj Y i V i  -  x *w )t ' (2-5)
i
The step size rj of the new direction 'VF(w) is referred to as the learning rate and 
determines the speed of convergence. For these simple linear perceptrons, F (w ) generally 
consists one single convex minimum and rj can be estim ated in order to find the minimum 
within a single step.
The minimization of the cost function by means of successive weight adaptions can be 
considered as a gradient descent procedure, using a first order Taylor expansion
F (w t+1) =  F (w t +  A wt)
=  F (w t) +  gt A w t
where the gradient g =  'VF(wt) is evaluated at the previous guess wt . In case of a convex 
error surface, the Newton m ethod can be applied in order to decrease the number of learning 
steps.
F ( w t+1) = F ( w t + A wt)
= F ( w t) + V F ( w t)Awt + ^ V 2F ( w t)Aw
It can be shown [6] tha t the Newton’s weight update can be computed by
i v »,)A «,,2 (2' 7)
w t + 1 =  wt -  A t gt (2 .8)
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where A t represents the inverse so-called Hessian ÇV2F (w t)) 1. The Hessian represents 
the m atrix of second derivatives, as given in Equation 2.9.
V 2F (w t) =
<52
8wi Sw-■F{wt)& F ÌW ,)
82 F (w t)
SW2SWJ ^ )
8w  i  <5tun
52
8 w n 8w- F (wt)
s2
8 w n 8w- ■F(wt)
(2.9)
Starting from a favorable position, the global minimum can be found in one single step, 
which is a m ajor improvement to the iterative approximations of the steepest descent method. 
Unfortunately, the Newton m ethod requires an inverse and storage of the Hessian which can 
be quite computational and memory consuming for large applications. Furthermore, the 
additional problem will arise tha t multi-layered neural networks consists of more complex 
error surfaces. This problem will be addressed later.
The computation of the (inverse) Hessian m atrix can be avoided by approximation of its 
properties, known as Gauss-Newton training. The weights are updated as follows
w t + 1 =  wt -r ¡
1
2
’8 J _ 8 ¿
Sw Sw
- i
9t (2 ,10)
Since the Hessian is approximated, the Gauss-Newton update is only accurate near the 
minimum and moreover is sensitive for divergence when training is started far from the 
minimum. The inverse of the approximated Hessian can be stabilized by using the Levenberg­
M arquardt [13] update
U ^ S g  r 1
wt+1 = wt - T ] - - \  + r • /
2 V ow ow j 9t
(2 ,11)
which is a combination of the known steepest descent and Gauss-Newton method. The 
param eters rj and r  control the behavior of the weight updates. For a large value of rj and r , 
steepest descent training will be performed, in contrast to Gauss-Newton behavior for small 
values for rj and r . Levenberg-Marquardt training has been applied successfully in many 
applications because the algorithm is stable and efficient.
Finally, the conjugated gradient descent m ethod [14, 15] is briefly discussed. In contrast 
to the previous methods, conjugated gradient descent does not compute or approximate 
the inverse Hessian but explores the error surface in a similar way (i.e using higher order 
information about the shape of the error hypersurface).
The weights update is similar to gradient descent
w t + 1 =  wt -  rj ■ j t (2 ,12)
The conjugated gradient j t reveals more information about the error surface since current 
and previous gradients are simultaneously evaluated
jt  — —gt +
(gt -  gt- i )g t 
\gt-il2
Jt- 1 (2.13)
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Nonlinear perceptron training
The nonlinear perceptron consists of a linear combination of input signals, followed by a 
bounded differentiable nonlinear activation function ($())• Often monotonie increasing func­
tions as the tangents hyperbolicus or the sigmoid function as given in equation 2.2 are used. 
The nonlinear perceptron is the fundam ental unit for multi-layer feed-forward networks and 
is responsible for its powerful nonlinear modeling capabilities.
Like the linear perceptron, the nonlinear perceptron is trained by nonlinear gradient 
descent which merely requires a simple extension to the methods discussed in the previous 
section. The sum of squared errors F (w ) is again minimized by the adaption of the weights 
in the direction of the negative gradient
F (w ) = ~  ' w ) f  (2-14)
i
and
wt+1 = wt -  r] ■ V F (w )t (2.15)
w t + 1 = wt + rj ~  ' ^ 0 )  ' ® \x i ' wt) ■ Xi ■ wt (2.16)
i
In contrast to the linear perceptron, the error function F(w) does not generally contain 
a convex minimum. Therefore, gradient descent weight adaptions on nonlinear perceptrons 
are prone to get stuck in local minima.
M ultilayered nonlinear perceptron training
Looking back at Figure 2.1 it can be observed tha t a three layered MLF network is used 
whereas the hidden layers contain the nonlinear activation functions. Although linear output 
units are commonly used for function approximation, in classification analysis it is common 
to use a nonlinear activation function. To provide a uniform notation, the generalized delta 
learning rule for MLF networks is explained for nonlinear hidden units and linear output 
units.
Prior to network training, a random initialization of the network weights is performed, 
yielding start positions in weight space for the gradient descent search for the global min­
imum. The error corresponding to the random choices Wki}v¡m for k =  [1, - - - , K] and 
I =  [1, - - - , L\ is expressed by the sum of squared error of residuals
F (w ,v )  = -  Vi? (2-17)
i
where denotes the output of the ¿-th training pattern  and represents the target 
output. The output is estim ated by a weighted sum of nonlinear hidden units as is given by
L
yt = J 2 h t l ' Vl (2.18)
;=i
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which are on their part estim ated by the weighted sum of input units.
hu = • wi) (2.19)
The residual errors given in Equation 2.17 provide information about the new descent 
step in weight space. Since these errors (delta terms) are propagated back to the preceding 
layers in the network, the delta learning rule is also referred to as the error back propagation 
learning rule [5]. The actual computation of the output weight m atrix V  and input weight 
m atrix W  is presented in Equation 2.20 and 2.21 respectively.
vh+1 = vh - r j -  {y% -  ÿi) ■ hUt (2.20)
wH+1 =  wit +  vH+1 • ®'{hut) • xa (2.21)
The output weights v¡, connecting the hidden units to the linear output units, are trained 
using the negative gradient of the output units and the weighted sum of input units shown in 
Equation 2.19. Given L hidden and M  output units, a L X M  weight m atrix V  is obtained.
The input weights w¡, connecting the K  linear input units to the L hidden units, are 
trained using the back-propagated errors from the output layer (Equation 2.20) and the 
product of the input units with the first derivative of the hidden units. Consequently a 
weight m atrix W ( K  X L ))} is obtained.
During training, the weight matrices V  and W  are continuously adapted until the sum of 
squared errors given in Equation 2.17 is minimized. The step size of the estim ated gradient 
is controlled by the learning param eter rj.
M odifications to  th e  generalized delta  learning rule
The generalized delta rule can be accelerated if information about the convergence process 
is used during training. In the previous sections, the learning rate rj has already been 
introduced. The learning rate rj sizes the gradient descent steps to the minimum. In many 
cases it is desirable to use a variable learning rate. However, in practice it is very difficult 
to define an adequate trajectory for rj as commonly little knowledge is available about the 
shape of the error hypersurface.
An alternative and often used modification is the use of a momentum factor [5]. In 
equation 2.22 a general weight updating formula is given. The momentum factor a  controls 
the effect of the previous weight adjustm ent. In some cases, a  provides a means to escape 
from local minima or accelerates the convergence process. However, the effect of a  strongly 
depends on the complexity of the data used.
íjJt+1 =  ujf — rj • V F(w ¡) +  a(iot — cot-i) (2.22)
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Q uasi-N ew ton  training on m ulti-layered networks
Quasi-Newton estim ation methods, have been around for a long tim e [16], but only recently, 
these methods are also applied in multi-layered neural networks [17, 4, 18, 19, 20]. In 
addition to regular gradient descent training, quasi-Newton training incorporates second 
order information about the error-hyperplane spanned by the networks weights.
Most supervised training methods are based on using gradient information during the 
iterative search to the desired minimum. The generalized delta learning rule is an example 
of gradient descent optimization generalized for multiple layers using the chain rule. It needs 
to be noted here tha t gradient estimates are propagated back from the output layer to the 
preceding layers. Logically, the generalized delta rule is referred to as error backpropagation 
learning. Since the gradient information for the input-weights (connecting input variables 
to the hidden units) is estim ated by means of the estim ated gradient information of the 
output-weights (connecting the hidden units to the output units), the ’lower’ estimates will 
be less accurate. In most practical situations, this phenomenon slows the learning speed but 
rarely leads to convergence problems.
Next to the error backpropagation method, the network weights can also be trained in 
a simultaneous fashion by means of unfolding the network into a single param eter vector, 
allowing the use of conventional optimization methods.
Using the three layered feed-forward network consisting of K  linear input units, L nonlin­
ear (sigmoidal) hidden units, and M  linear output units, the network param eters are stored 
into a single defolded weight vector 0
0  =  [wk¡j,vi¡m\ (2.23)
Network training involves the minimization of the mean squared residual error, defined 
by Equation 2.24 by means of adapting the weights in 0 .
1 P
U S E  = — -  £ ( ¡ , p -  *(a.v , 0 ) ) 2 (2.24)
p=  1
Starting from a random position 0 t, an estim ate of 0f+i can be calculated by using first 
or second order information of the error-hyperplane, spanned by the network weights.
First order gradient descent training involves the use of the first derivative, by following 
a sized step in the negative direction of the gradient at 0 t .
The first order update of 0  follows immediately from a Taylor expansion truncated after 
the first term , as explained in the previous section.
Second order gradient descent training for MLF-networks additionally uses information 
of the second derivatives, stored in the symmetric Hessian m atrix (A  =  V 2F ( 0 t)) next to 
the gradient information (stored in the Jacobian m atrix gt =  V F ( 0 t)).
0 i+1 =  0* -  A ^ lgt (2.25)
Training the network according to Equation 2.25 can be considered as Newton-training. 
In practice, Newton training is unfavorable as the Hessian m atrix needs to be calculated
24
25 C H A P T E R  2. T R A IN IN G  A S P E C T S
and inverted for each weights update (epoch), which can be a tedious task when a large 
number of training samples is used. Moreover numerical problems are likely to arise when 
the Hessian m atrix becomes near singular.
As is previously explained for the linear perceptron, quasi-Newton methods are designed 
to facilitate the inverse of the (approximated) Hessian. Various methods are known in the 
literature [21]. In this paper, Levenberg-Marquardt (LM) error backpropagation has been 
used [4], In order to use LM, the weights of the network need to be rearranged in order to 
create the 0  weight vector.
The neural network Equation 2.1 is referred to as y = ^ (V , 0 )  for reasons of notational 
convenience. The Jacobian m atrix is calculated by taking the first derivatives of the sum of 
squared errors cost function to the network weights, for both layers. The Hessian m atrix is 
approximated by using the Jacobian m atrix, yielding the following expression for LM weight 
updates
0Í+1 =  0Í -  (gfgt + T l)~ lg J (y -  y ) (2.26)
As can be seen from Equation 2.26, the weight adaptions (©t+i — 0*) continue untili the 
residual errors (y — y) are minimized.
2.2.3 M odel validation
In order to obtain a neural network model with good predictive abilities, the “optim al” 
number of hidden units need be addressed. The term  ”optim al” may be misleading, since it 
suggests, tha t for a given number of hidden units, a unique model exist, which is definitely 
not the case. The predictive ability is affected by the choice of the number of the hidden 
units as well as on the values of the weights obtained.
W hen insufficient hidden units are selected to model nonlinear relationships within the 
data, the prediction errors will generally be large as a result of a lack of fit. However, an 
abundant number of hidden units will result in an overfit, and the prediction errors will 
increase proportionally. This problem is common for all modeling methods and is often 
referred to as the bias-variance trade-off[22]. Selecting a neural network model is a tedious 
task, since neural networks are powerful nonlinear approximators and are therefore sensitive 
to overfitting. Overfitted networks show a lack of generalizing ability (i.e. the ability of 
interpolation and extrapolation) and high prediction errors.
The “optim al” number of hidden units needs to be chosen in order to obtain a model with 
good predictability. In practice, the number of hidden units is estim ated by validating the 
predictive ability by using an external test set during training. External validation requires 
a substantial amount of data since both training and test samples must be available. This 
can be a problem in practice.
Alternatively, internal validation can be performed, using training and test samples from 
a single dataset. Internal validation is generally performed by means of cross-validation [23, 
24, 25, 26, 27] but also the bootstrap [18, 28] can be applied.
In the literature, the generalizing ability of neural networks is frequently presented as one 
of the good properties of neural network models. Generalizing ability means tha t smooth 
predictions are obtained for noisy test patterns. The smoothness of predictions depends
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on the number of hidden units, the values of the weights and the representativity of the 
training-data used. An increasing number of weights facilitate the modeling of complex 
relations. W hen an abundant number of hidden units is used, overfitting occurs, resulting 
in poor predictive ability. The generalizing ability is therefore completely lost. On the other 
hand, when insufficient weights are used, the predictions will be smooth but also biased.
The generalizing ability of a network model is also affected by the data used. Especially, 
when few and noisy data are used, networks are prone for overfitting. It must be stressed 
tha t this problem applies for all nonlinear methods, and needs to be prevented in practice.
In order to dem onstrate the problems addressed above, a simple example is given. In 
Figure 2.2a, a sine function y =  sin(x) consisting of only 21 training samples within the 
range of ( — tt, . . .  , tt) is shown. The low number of training samples has deliberately been 
chosen to visualize an overfit example. It can be observed from Figure 2.2a to Figure 2.2c 
tha t increasing the number of hidden units yields a perfect m atch for network predictions 
with the target sine samples. This overfit-example clearly shows tha t the true sine-function 
is not accurately described anymore by the neural network.
(a) Under-fitting of the sine 
function by a 1 — 2 — 1 net­
work (1 input unit, 2 hidden 
units and 1 output unit)
(b) Adequate fitting of the sine 
function using a 1 — 10 — 1 net­
work (1 input unit, 10 hidden 
units and 1 output unit).
(c) Over-fitting the sine func­
tion using a 1 — 20 — 1 network 
(1 input unit, 20 hidden units 
and 1 output unit).
Figure 2 .2 : An example of under- and over-fitting using a variable number of hidden units. 
The ’o’-marks represent the samples from the true sine function, the ’*’-marks represent 
the neural network predictions and the dotted line represents the network predictions from 
interpolated input.
Next, noisy nonlinear functions are assumed. Given a sufficient number of hidden units to 
provide a good fit, the generalizing ability can be considered as the ability of the network to 
generalize for noisy test data within the margins of the experimental noise. The generalizing 
ability of neural networks strongly depends on the representativity of the training data with 
respect to the true but unknown underlying relations. The trainingset must contain sufficient 
and well-distributed training samples in order to establish a good model and to generalize 
for experimental noise. Neural networks are very sensitive to overtraining when little ill 
dimensioned data are used. In order to visualize these properties, an example is provided in 
Figure 2 .3 . A noisy function =  sm (x¿/4)+e¿ is simulated within the range £ [—tt . . . 3t t ] , 
and a network containing 10 hidden units is applied in order to identify this relation. The
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sine function is contam inated with additive normal noise (e¿ £ Af(0, 0.125)). In Figure 2.3a 
the noisy training samples are visualized together with the noiseless sine function.
Figure 2.3a shows tha t within the range [—tt . . . 7t ] the relation is well described by 32 
training samples. Additionally, the range \tt . . . 3 t t ] , is sparsely described by 8 samples. It can 
be observed in Figure 2.3b tha t a network containing 2 hidden units is well capable to predict 
the sine function and moreover shows good generalizing ability to the noise. In Figure 2.3c,
4 hidden units are used, which directly results in a severe overfit and poor predictive ability 
of the network. It needs to be noted tha t the network is able to generalize the noise in 
the dense area from — tt to tt and all predictive ability is lost in the sparse area from tt to 
37r. By this example it is graphically shown that overfit is both the result of sparse data 
and abundant network weights. From these simple experiments, which can be generalized to 
larger dimensions, it can be concluded tha t modeling sparse noisy data by means of neural 
networks is a tedious task since neural networks tend to loose their generalizing ability.
(a) Samples from a noisy sine 
function (’o’). The true (noise­
less) sine function is denoted 
by the solid line
(b) Predicted function using 2 
hidden units. The networks 
shows good generalizing abil­
ity.
(c) Predicted function using 4 
hidden units. The generaliz­
ing ability is lost in the sparse 
data area (-7T to 37r)
Figure 2.3: The effect of sample density and the number of hidden units on the generalizing 
ability. The ’o’-marks represent the samples from the true sine function, the ’*’-marks rep­
resent the neural network predictions and the dotted line represents the network predictions 
from interpolated input.
The examples outlined above are based on simulated data and are rather exceptional for 
Analytical Chemistry practice. However, these illustrative examples clearly indicate tha t the 
powerful modeling capability of neural networks causes poor models when the design of the 
data and the number of hidden units is uncarefully chosen. In the next section, experimental 
data from Analytical Chemistry are addressed.
2.3 E xperim ental
In this section, the Delta rule and the Levenberg-Marquardt m ethod are compared on ex­
perim ental data from Analytical Chemistry. First, two problems from Inductively Coupled
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Plasm a Atomic Emission Spectroscopy (ICP-AES) are addressed, followed by a structure- 
property identification problem from chemical industry. The data are merely used to explore 
and compare the training properties of the Delta rule and the LM training m ethod and are 
therefore not further elaborated in this paper.
2.3.1 E xperim ental data
The following problems have been addressed:
1. IC P -A E S data
It has already been outlined in a.o. [29] tha t the spectral line intensity signals from 
inductively coupled plasma atomic emission spectroscopy (ICP-AES) strongly depend 
on the experimental setup. Especially the power applied to the plasma and the vertical 
position of the torch have a considerable influence on the intensity of the signal ob­
tained. In [30] an experimental design has been performed in order to show the effects 
for a Manganese analyte. Here the experimental design data are extended with addi­
tional experiments and a neural network is applied in order to identify the nonlinear 
correlation between the experimental conditions and
(a) the spectral line intensity (expressed by the number of photon counts).
Input : 4 experimental factors
(central flow, power, vertical position, interm ediate flow).
O utput : mean of the spectral line intensity signal
Training set : 66 samples 
Test set : 33 samples
(b) the amount of Shot noise (expressed by the standard deviation of the signal).
Input : 4 experimental factors
(central flow, power, vertical position, interm ediate flow).
O utput : standard deviation of the spectral line intensity signal
Training set : 66 samples 
Test set : 33 samples
2. Yarn-data
In [31] it is outlined how neural networks are used in order to investigate the relation 
between physical structure and the mechanical properties of industrial poly(ethylene 
terephthalate) (PET) yarns. In [32] these data have already been used for exploring 
the robustness of MLF and radial base function (RBF) networks. Here, the attention 
is focussed to the comparison of the two training methods. For extensive details about 
the PET-yarn data, the reader is referred to [31].
Input : 5 physical structure parameters
O utput : 11 mechanical property parameters
Training set : 244 samples
Test set : 50 samples
28
29 C H A P T E R  2. T R A IN IN G  A S P E C T S
2.3.2 D ata  selection
First, a representative training and test set has to be selected. The trainingset must contain 
a sufficient number and well designed training samples in order to be able to model the non­
linear relations within the data. Naturally, this is a trivial problem for all nonlinear modeling 
methods. In practice, it is difficult to decide whether representative data are obtained. If 
insufficient data are used, neural networks tend to overfit and fail to generalize for the ex­
istence of experimental noise. The generalizing ability can be tested using a representative 
test set. In this case, the term  ”representative” means tha t the test set must reflect the 
training data within the margins of the experimental noise. For the data used in this paper, 
attention has been paid to the design of the training and test data in order to make sure 
tha t the problem space is adequately described.
2.3.3 D ata  pretreatm ent
The training and test set need to be scaled in order to accommodate to the operating range of 
the nonlinear functions of the hidden units. Unsealed data can cause numerical instabilities 
and poor network models, as high valued variables are likely to dominate the convergence 
process.
All data in the experimental section are scaled by means of autoscaling, which is a 
correction for the mean and variance of the input and output variables of the neural network.
2.3.4 M odeling
The models for the experimental data have been constructed by means of cross-validation. In
[23], it is described how cross-validation is applied on neural networks. The prediction error is 
estim ated for an increasing number of hidden units. Since neural networks show variability in 
their final models as a result of different weight initializations, the cross-validation procedure 
has been repeated three times. Finally the mean and standard deviation of the prediction 
errors are computed for the replicated cross-validations.
2.4 M aterial and m ethods
All programs (i.e. the error backpropagation (Delta rule) training m ethod and the LM train­
ing method) have been developed in M atlab 4.2c (tm) which is a computing environment for 
high-performance numeric computation and visualization. The programs have been executed 
on a personal computer equipped with a 100 MHz Pentium  processor.
All networks have been configured with linear input and linear output units. The tangent 
hyperbolicus function has been used as the nonlinear activation function for the hidden units.
The learning param eters of the delta rule and the LM-method have been fixed to low 
values (stepsize rj =  0.001, m omentum factor a  =  0.001).
The trajectories of the training methods have been tim ed using M atlab’s clock facilities. 
In order to avoid timing errors, the M atlab process was given a 100 percent priority.
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2.5 R esu lts
The Levenberg-Marquardt m ethod and the Delta learning rule have been applied on the ICP 
and the Yarn data and for both training methods an identical procedure has been followed 
in order to get comparable results, as presented in the Tables 2.1, 2.2 and 2.3.
At each number of hidden units a cross-validation has been performed in order to compute 
the root mean squared error (RMSE) of prediction. The procedure has been repeated for 
three times in order to capture the variability as a result of reinitialization and retraining. 
The mean and the standard deviation of the prediction errors are computed for the first six 
hidden units. Additionally a separate test set has been used in order to test the predictive 
ability on data, which have not been used during the construction of the model. Similar to the 
training data, the mean and standard deviation of the prediction errors have been computed 
for six hidden units successively. Additionally, the average elapsed tim e for constructing and 
testing one single network model has been displayed.
First the results of the IC P-data describing the relation between experimental settings 
and the spectral line intensity, shown in Table 2.1 are discussed. The first thing to notice 
is the impressive difference in training times. The LM-method is clearly capable to find a 
minimum much faster than the Delta learning rule. The LM-method yields a lower and a 
more precise estim ation of the prediction error. Theoretically, the networks trained by the 
Delta rule must be just as capable to converge to the same solution. The higher prediction 
errors must be assigned to slow and uncomplete convergence. A further optimization of the 
learning param eters might yield some improvements but still the differences of the training 
times are impressive. It can also be concluded tha t for the Delta rule training method, the 
computation times increases proportionally with the number of hidden units.
In Table 2.2 the results of the data describing the relation of the experimental settings 
and the Shot noise (expressed by the standard deviation of the ICP-signal) are summarized. 
Similar results as in Table 2.1 are obtained. Again, a substantial reduction in training times 
can be observed and the LM-method does not tend to slow down for a larger number of 
hidden units, in contrast to the Delta rule training method.
H id d en
u n its
L e v e n b e rg -M a rq u a rd t D e lta  ru le
R M S E  t r a in R M S E  te s t t(s) R M S E  t r a in R M S E  te s t t(s )
m ean s td m e a n s td m e a n s td m e a n s td
1 0.5563 0.0060 0.5545 0.0070 1.5 0.595 0.000 0.591 0.000 127
2 0 .3247 0.0563 0.3258 0.0542 2.1 0.245 0 .017 0.248 0.016 129
4 0.0840 0.0660 0.0935 0.0660 2.9 0.301 0.042 0.301 0.040 139
5 0.0278 0.0126 0.0368 0.0096 2.6 0.182 0.053 0.176 0.052 158
6 0.0339 0.0309 0.0436 0.0268 2.1 0.169 0.121 0.166 0.123 184
Table 2.1: Training results of the LM m ethod and the Delta rule, applied on ICP-AES data 
(spectral line intensity as a function of experimental settings)
In Table 2.3, the training results of the data describing the relation between physical 
structure and mechanical properties of PET-yarns are summarized. Both the LM and the 
Delta training m ethod successfully converge to a minimum prediction error. Remarkably, 
the LM requires less hidden units for a network model with good predictive ability (4 to 5 
hidden units, in contrast to 7 hidden units for the Delta rule).
In Figure 2.4, the training times for IC P-data and the Yarn-data are jointly displayed.
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H id d en
u n its
L e v e n b e rg -M a rq u a rd t D e lta  ru le
R M S E  tr a in R M S E  te s t t(s ) R M S E  tr a in R M S E  te s t t(s)
m e a n s td m e a n s td m e a n s td m ean s td
1 0.779 0.195 0.780 0.190 0.8 0.602 0.000 0.622 0.000 82
2 0.561 0.183 0.550 0.186 0.4 0.442 0.040 0.482 0.062 113
3 0.346 0.096 0.364 0.125 0.4 0.333 0.093 0.382 0.100 127
4 0.271 0.042 0.306 0.046 0.2 0.310 0.050 0.354 0.061 140
5 0.246 0.002 0.276 0.001 0.9 0.263 0.004 0 .307 0.004 162
6 0.246 0.000 0.275 0.000 0.9 0.260 0.012 0.295 0 .027 179
Table 2.2: 
(standard
Table 2.3:
Training results of the LM m ethod and the delta rule, applied on ICP-AES data 
deviation of Shot noise as a function of experimental settings).
H id d en
u n its
L e v e n b e rg -M a rq u a rd t D e lta  ru le
R M S E  tr a in R M S E  te s t t(s ) R M S E  tr a in R M S E  te s t t(s)
m e a n s td m e a n s td m e a n s td m ean s td
1 0.191 0.000 0.184 0.000 18 0.379 0.000 0.374 0.000 91
2 0.163 0.003 0.168 0.008 49 0.321 0.134 0 .297 0.114 122
3 0.153 0.004 0.166 0.003 51 0.213 0.006 0.200 0 .007 160
4 0.142 0.002 0.165 0.003 72 0.192 0.002 0.178 0.001 180
5 0.133 0.002 0 .167 0.010 87 0.205 0.031 0.191 0.026 230
6 0.130 0.001 0.170 0.009 126 0.176 0.004 0.169 0.003 237
7 - - - - - 0.176 0.001 0.165 0.004 272
8 - - - - - 0.174 0.002 0.185 0.005 301
Training results of the LM m ethod and the delta rule, applied on the Yarn data
N um ber o f hidden units N um ber o f hidden units N um ber o f hidden units
(a) ICP-dataset 1. (b) ICP-dataset 2. (c) Yarn-dataset
Figure 2.4: The logarithm of the average elapsed training times as a function of the number 
of hidden units (LM training: solid line, Delta rule training: dotted line).
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2.6 D iscussion
The training results of the ICP-data, shown in Tables 2.1 and 2.2, reveal the impressive 
reduction of the average elapsed training tim e for the LM-method. Moreover, models with 
improved predictive ability are obtained. These promising results can be explained by the 
fact tha t a rather small dimensioned dataset (4 input and 1 output unit) containing a 
lim ited number of training samples (66 samples) has been used, which is favorable for the 
LM-method. The search for the global minimum is clearly facilitated by the use of second 
order information. The relatively poor predictive ability of the model obtained by the Delta 
training rule can be explained by a lack of convergence. Obviously, more attention has to 
be paid to the configuration of the learning parameters.
A clearly different situation can be observed when a larger number of training samples is 
used. Considering the training results of the Yarn data, shown in Table 2.3, the difference 
between the elapsed training times of the LM and the Delta training m ethod becomes less 
impressive. It can be observed tha t for both training methods the computation tim e increases 
proportionally with the number of hidden units. However, the LM-method appears to suffer 
a higher computational burden for larger networks. These results can be explained by 
the fact tha t the Yarn data consisting of 5 inputs variables, 11 output variables, and 250 
training samples require the inversion and storage of a relatively large Hessian m atrix, which 
increased the computation effort considerably. The size of the Hessian (and consequently the 
associated computation time) increases even further for larger network dimensions. However, 
the LM-method is still capable to outperform the Delta training method.
2.7 C onclusions
A comparison of training aspects of MLF networks has been made between the conventional 
generalized Delta rule training m ethod and the Levenberg-Marquardt optimization method 
applied on simulated data and data from chemical practice. In the theoretical section, the 
similarity of gradient descent methods with the Delta learning rule training m ethod is out­
lined. For linear single layer networks, both methods are identical. For multiple layers, 
the Delta rule is extended by means of the chain rule, resulting in the commonly known 
generalized delta learning rule. It is outlined tha t first and second order gradient descent 
methods (such as LM) can also be applied on multilayered feedforward neural networks. 
In Part 1 of this paper the LM optimization m ethod has been applied as a quasi-Newton 
training m ethod and its properties are explored. In Part 2, it is explained how LM-training 
also facilitates the validation of the predictive ability by means of resampling methods. It 
is dem onstrated in the experimental section tha t for a lim ited number of samples and small 
dimensioned networks, the LM-method clearly outperferforms the conventional generalized 
Delta rule. The results of the conducted experiments indicate the benefits of using second 
order information for exploring the shape of the error hypersurface as the required training 
times are reduced to an order of magnitude. A further advantage is tha t the well founded 
theory for Quasi-Newton optimization methods, can directly be incorporated in neural net­
work methodology. In the second part of this paper, the variance of network estimates, using 
the LM-training m ethod is addressed.
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Chapter 3 
A spects of network validation
Sum m ary
This paper focuses to  the validation of multi-layered feed-forward (MLF) neural network models 
with respect to  the predictive ability. Two distinct approaches for the com putation of predic­
tion intervals on neural network ou tputs have been applied and compared using simulated and 
experimental data.
F irst, boo tstrap  resampling methodology has been applied and the results are discussed. The 
use of resampling techniques for variance estim ation of network ou tputs is conveniently facilitated 
by means of the efficient Levenberg-M arquardt training m ethod, as discussed in P art I of this paper. 
Next, the delta m ethod, based on the linearization of nonlinear functions, has been applied and 
discussed. The boo tstrap  and the delta m ethod are used to  construct prediction intervals on neural 
network estim ates.
Finally, some practical aspects are outlined for both m ethods and some m ajor conclusions are 
drawn.
°This chapter has been subm itted for publication.
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3.1 Introduction
In chemometrics, MLF neural networks are frequently used for modeling complex nonlinear 
chemical data [1, 2, 3]. As discussed in the first part of this paper, neural networks are 
powerful nonlinear approximators [4] capable of modeling any nonlinear continuous function 
to any degree of accuracy Especially when a small number of noisy training samples is used, 
the predictive ability of the network obtained becomes highly questionable. Consequently, 
adequate methods for neural network design and network validation are desired. Although 
it is common use in chemometrics to provide estimations for prediction errors, most theory 
originates from linear regression theory and theory for the estim ation of prediction errors for 
nonparam etric nonlinear modeling methods is rarely observed. In [5], bootstrap resampling 
methods are proposed as nonparam etric validation methods for assessing the predictive abil­
ity of arbitrary modeling methods. In [6], the bootstrap as well as the delta m ethod (based 
on truncated Taylor expansion of nonlinear functions) have been discussed by means of well 
defined simulated data
In neural network methodology, the bootstrap m ethod has not yet become a standard 
validation method. The main reason for this is tha t bootstrap resampling requires excessive 
training time, making the m ethod impractical for real world applications. Especially the 
commonly used generalized delta learning rule for training MLF-networks, is very tim e­
consuming and can be considered as a bottleneck for network validation. However, as already 
outlined in the first part of this paper, the training tim e can be reduced substantially, 
using Quasi-Newton methods (a.o. Levenberg-Marquardt), facilitating the use of bootstrap 
resampling techniques.
In this paper, bootstrap resampling methods are described for assessing the predictive 
ability of MLF-networks using prediction intervals. Using fixed values for the learning param ­
eters, the prediction intervals comprise the worst-case-scenario since all sources of dispersion 
(including the additional variability caused by re-initialization en re-training) are considered. 
Additionally, the delta-m ethod [7, 6] for approximating standard errors of network predic­
tions is described and compared to the resampling methods. Both methods are applied and 
discussed on simulated and experimental data, containing noise in output observations.
3.2 T heory
In the literature, various methods (a.o. cross-validation, jackknife, bootstrap, delta method, 
etc.) are known for estim ating the accuracy and precision of network predictions. The mean 
squared prediction error comprises both accuracy and precision, generally denoted by the 
terms ’bias’ (deviation of the unknown true value to the mean) and ’variance’ (dispersion 
around the mean). Assuming the bias in the network estimates to be approximately zero 1, 
the variance estim ate can directly be used for constructing prediction intervals. Given the 
assumption of a normal distribution for and a specified confidence level ( 99% confidence 
levels are commonly used in quantitative chemical analysis), the following prediction interval
1 Nonparametric (soft) models are intrinsically biased in favor to the variance of its estimates. This 
property also applies for MLF-networks. However, the variance term frequently supersedes the bias term 
and the latter is frequently om itted for convenience
40
41 C H A P T E R  3. V A LID A TIO N  A S P E C T S
can be obtained
ÿi ±  t(p ,d f  ) ■ \Jvar(ÿi) (3.1)
where the constant t can be obtained from a student normal distribution function for a given 
probability (p) and the degrees of freedom (df) at hand.
In [5], it is described how methods like the jackknife, cross-validation, the bootstrap, 
analytical measures for the residual squared error and the delta m ethod can be used for this 
purpose. In this paper, the attention has been focussed to the bootstrap resampling methods 
and the delta method.
3.2.1 R esam pling m ethods
Resampling methods like the bootstrap can be used for assigning measures of accuracy and 
precision to statistical estimates. In [8, 9, 10, 11, 12, 13] various successful applications have 
been reported. The price to pay for bootstrap prediction errors is an increased computa­
tional effort. Remarkably, bootstrap methodology has rarely been applied on neural network 
models. The main reason for this phenomenon is tha t the commonly used generalized delta 
learning rule for training MLF networks does not converge sufficiently fast to make bootstrap 
resampling applicable in practice. As explained in the first part of this paper, Quasi-Newton 
training decreases the training tim e with an order of m agnitude facilitating the use of boot­
strap resampling techniques for expressing confidence intervals on network estimates.
In the following, three different approaches of bootstrap resampling [6] are outlined, 
followed by an analytical m ethod of expressing prediction errors by means of Taylor lineari­
sation of the hidden units, published in [6] as the delta m ethod2. All the methods discussed 
in this section assume the presence of noise only in the output variables of the neural net­
work. In the experimental section the methods are applied on well defined simulated and 
experimental data. For the experimental data, it is also assumed that the noise residing in 
the input variables is negligible.
P aram etric  B ootstrap  Param etric bootstrap is based on sampling with replacement from 
a predefined distribution function. In practice, the assumption of a normal distribution 
together with an estim ate of the standard deviation (using replicates), allows the use of 
Monte Carlo resampling methods for assessing standard prediction errors. The B  bootstrap 
samples of size n are generated by drawing with replacement from the training samples 
[(zi, yi), (x2, y2), • • • , (xn} yn)], followed by the addition of noise, sampled from the predefined 
distribution N(0,<r) (e.g. a normal distribution with zero mean and standard deviation ay). 
Hence the B  bootstrap samples [(xj, yj), (xb2, y\), • • • , (xbn, ybn)] are obtained.
Successively, B  neural network are trained, by minimizing ]C”=1(y¿ — </>(®¿, ©))25 yielding 
the bootstrap models 0 6 which are used to compute the standard errors of the network 
predictions by
1 B A --------—
= ^ T T  0&) “  0 )6)2 (3-2)
a  1 6=1
2The similar terms ’’delta m ethod” and the ’’delta learning rule” may be confusing to the reader. The
delta method in its basic form, refers to a technique for variance estimation by means of linearization
(expanding a nonlinear function into a one-term Taylor series) as specified in [5].
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Note tha t for each training sample, a standard error is computed. Commonly, the bootstrap 
population equals the size of the training set.
As outlined in Equation 23 of Part I, the vector 0  consists the weights of the neural 
network model. Prior to network training, 0  is randomly initialized.
In Figure 3.1a, and Figure 3.1b the concept of the param etric bootstrap or Monte Carlo 
procedure is graphically displayed. First, the bootstrap data is generated by adding noise 
from a predefined distribution to the output data. Next the network is trained and the test 
samples are used to predict the network output. This procedure is repeated for B  times. The 
variance of the network prediction can be calculated by computing the standard deviation of 
the output for the B  predictions (for each test sample, indexed by i). It needs to be stressed 
here tha t the standard deviation is not always a good metric as a measure of dispersion. 
When non-normal distributions are at hand, the inter quartile distance (IQD) is generally 
preferred.
B ootstrapp in g  residuals Bootstrapping from residuals is based on resampling from the 
residuals of predicted network outputs and the target outputs. The residual errors describe 
an empirical distribution function of the true but unknown distribution of the residuals. 
Since the empirical error distribution function is obtained from a single training session, it 
is required tha t the network estimates are stable, which implies tha t neural networks must 
be reproducible. The residual bootstrap approximates the Monte Carlo methods described 
above for an infinite number of training samples, an infinite number of bootstrap samples 
and normally distributed errors.
Given a neural network model 0 , obtained from the training with the training set 
[(xi, yi), (x2, y2), • • • , (xn, yn)\i the residuals rt consist of yt -  0 ).
The n residuals are used to generate the bootstrap samples, by drawing with replacement 
from [ r i , r 2, . . .  , r n]. Denoting the 6th bootstrap sample by \r \ ,rb2, . . .  , r^], the bootstrap 
outputs are obtained by yb =  </>(x¿, 0 )  +  rb. In total, B  neural network are trained, by 
minimizing ]C”=1(y¿ — </>(®¿, ©))2, yielding the bootstrap models 0 6 which are used to compute 
the standard errors of the network predictions as given in Equation 3.2
In Figure 3.1a and Figure 3.1c, the concept of bootstrapping residuals is graphically 
displayed. It can be observed in Figure 3.1c tha t the residuals of a the network predictions 
(obtained from a trained network) with the target outputs are used to generate the bootstrap 
data. The residuals describe an empirical error distribution function which approximates the 
normal distribution when an infinite number of training samples and bootstrap samples are 
used and reproducible training behavior can be obtained.
B ootstrapp in g  pairs The pairs bootstrap is the most simple and straightforward re­
sampling method. In contrast to residual bootstrap, pair bootstrap is less sensitive to the 
Unreproducible training behavior of neural networks. The B  bootstrap samples are gener­
ated by drawing pairs with replacement from the trainingset [(xi, yi), (x2, y2), ■ ■ ■ , (%n, yn)\- 
The 6th bootstrap sample is denoted by [(xj, yj), (xb2, y2) , . . . , (xbn, ybn)]. Again, for each boot­
strap sample 6, a neural network is trained by minimizing ]C”=1(y¿ — </>(®¿, ©))2 in order to 
obtain the network models 0 6 for all bootstrap samples. Consequently, the standard errors 
of the network predictions can be calculated by means of Equation 3.2.
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In Figure 3.1a and Figure 3.Id, it is graphically shown how pairs are drawn with replace­
ment from the training data in order to generate the bootstrap data.
It can be summarized tha t the bootstrap methods capture not only the uncertainty in the 
experimental data, but also the variability in predictive power as a result of multiple training 
sessions. In practice, this ”worst-case” approach is very appealing as it clearly reveals the 
extent of reproducibility of the neural network.
3.2.2 D elta-m ethod
A fast and elegant way for assessing predictive ability from a trained network is known as the 
delta m ethod [14, 6, 7]. The delta m ethod provides a means for variance estimation, based 
on the linearization of nonlinear functions. In [6] it has been outlined how the delta method 
can be used in MLF neural networks. It is shown in [7] tha t, considering the network 
as a nonlinear function ^ ( x ,0 ) ,  the variance estim ate u a r ( í r(x ,0 ) )  can be calculated by 
expanding the function into a truncated Taylor series. Given a trained network 0  , the 
standard errors or network estimates can be predicted using the inverse Hessian A-1 [15] 
and gradient vector g [15]
<^(*¿,0) ~  ■ Gy (3.3)
where oy is approximated by the root mean squared prediction error, corrected for the degrees 
of freedom. The degrees of freedom are denoted by the number of samples minus the number 
of network weights W ,  which is merely a rule-of-thumb approximation of the true degrees of 
freedom3 .
\ (P -  W) (3.4)
The use of the delta m ethod is only allowed when a good fit can be obtained. Since the 
X-  variables are free of errors, the prediction intervals are directly related to the uncertainty 
of the model param eters as a result of noise in y.
a  y  —
3.3 E xperim ental
In Part 1, attention has been focussed to training aspects on a category of simulated data 
and experimental data from chemical practice. Here, the same data are used to investigate 
the predictive ability of neural network models, using bootstrap and the delta method. It is 
assumed that the required number of hidden units is already known.
For a description of the type and the dimensions of the data used, the reader is referred 
to Part one. For all data, it has been assumed that experimental noise predominantly resides 
in the output variables. For the ICP-AES-data and the Yarn data, a considerable part of the 
data has been obtained by means of designed input levels (representing levels of experimental
3Equation 3.3 can be considered as the worst case as the degrees of freedom increase when correlated 
weights are obtained, which is not uncommon in practice.
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Sample data
Train network
Predict test data
Repeat 
B times
Statistics o f interest 
std(yi)
(a) Bootstrap resampling 
flowchart. First, bootstrap 
training samples are drawn, 
according to (b),(c) and (d). 
Next the bootstrap samples 
are used to establish the 
network model and finally the 
model is used to predict the 
test data. The procedure is 
repeated B  times yielding the 
required information for the 
statistic of interest.
(b) Parametric bootstrap. 
The bootstrap samples 
are generated by sam­
pling from a predefined 
(e.g. normal) distribution 
function
(c) Residual bootstrap. 
The bootstrap samples 
are obtained by random 
sampling with replacement 
from a residual population. 
The residuals are obtained 
from an already trained 
network.
(d) Pairs bootstrap. The 
bootstrap samples are ob­
tained by random sampling 
with replacement from the 
trainingset.
Figure 3.1: Bootstrap sampling from param etric and empirical error distribution functions.
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conditions and physical properties, respectively). It is therefor unlikely to think tha t these 
measurements are free of experimental errors. Since the experimental uncertainty (defined 
by the relative experimental errors) of the output variables are larger than the experimental 
uncertainty in the input variables, the la tter is om itted for convenience.
3.4 M aterial and m ethods
All validation programs have been develloped in M atlab(tm) and have been executed on a 
100 MHz Pentium  personal computer. The Levenberg-Marquardt m ethod has been used to 
train  and validate the networks.
For all bootstrap methods used in this paper, a fixed number of 300 bootstrap samples 
has been used.
The mean and the standard deviation together with the median and the inter quartile 
distance (IQD) of the network predictions have been calculated in order to express the 
prediction error.
3.5 R esu lts
The validation methods discussed in the previous section, have been applied on simulated 
and practice data, in order to calculate and compare the prediction intervals for simulated 
and experimental data.
Sim ulated data The simulated data, described in the theoretical section of Part 1, have 
been used to compare the estim ated prediction errors of the bootstrap methods and the delta 
method.
As described in Part 1, a noisy function =  sm (x¿/4) +  has been simulated within 
the range £ [—tt . . . 37t], The range [—7r . . . 7r] is described by 32 samples. The ”sparse” 
range [tt . . . 37t] is only described by 8  samples, yielding a training set of 40 samples in total.
In Figure 3.2 the results of the bootstrap methods and the delta m ethod applied on the 
simulated data are graphically displayed. The neural network applied on the simulated data 
contains one input unit, two hidden units and one output unit. The ’’true” noiseless sine 
function within the range [—7r . . . 37t] is represented by a solid line, the noisy training data 
are presented by the ’o’-marks and the network predictions are given by the ’+ ’-marks. The 
prediction intervals denoted by the bars, are obtained by means of the standard prediction 
errors. For all experiments, a 99% prediction interval has been used (using the t = 3 in 
Equation 3.1).
Figure 3.2 immediately shows the large prediction errors in the sparse data range. More­
over, in this range the neural network exhibits poor generalizing ability (even using only 
two hidden units). Furthermore, it can be observed in Figure 3.2a and Figure 3.2c tha t the 
residual and param etric bootstrap yield similar predictions errors. This is in agreement to 
our expectation since the simulated noise has been obtained by sampling from a normal dis­
tribution. For a large number of bootstrap samples and stable network training, the residual 
bootstrap m ethod approximates the param etric bootstrap.
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In Figure 3.2b, it can be observed tha t bootstrapping pairs yields large prediction inter­
vals, which can be assigned to the small dataset of 40 training samples. Sampling pairs with 
replacement from a small dataset can produce non-representative bootstrap data, leading to 
poor training behavior and finally to poor network models.
Finally, the delta method is addressed in Figure 3.2d. The delta m ethod severely penalizes 
the range \tt . . . 37t] containing little training samples with large prediction errors. However, 
the prediction intervals are globally smaller than the prediction intervals obtained by the 
bootstrap methods.
The prediction intervals are given per training sample. Consequently, the prediction 
errors of future test samples can be obtained, using the same methodology. In Table 3.1, 
the prediction errors are generalized over the training samples to some general statistical 
param eters in order to get an overall impression of the predictive errors.
m e th o d M ean S td M e d ian IQ D
R es. B o o ts t ra p  
P rs . B o o ts t ra p  
P a r . B o o ts t ra p  
D e lta
0 .046
0.052
0.041
0 .048
0 .009
0 .013
0.011
0 .026
0.043
0.050
0.036
0.036
0.008
0.014
0.006
0.007
Table 3.1: The root mean squared prediction errors of the simulated data, obtained by 
means of Bootstrap resampling and the Delta method.
Experim enta l data The validation results of the Yarn data [1] (consisting of 5 input 
and 11 output units, representing the physical and the mechanical properties, respectively) 
are summarized in Table 3.2a and 3.2b. Again the mean, median, standard deviation and 
the IQD have been computed in order to express the prediction errors, generalized for all 
training samples. In Table 3.2a, the prediction errors of the residual and pair bootstrap 
are summarized for each output unit. In Table 3.2b the prediction errors obtained by the 
param etric bootstrap and the delta m ethod are presented. The results of the param etric 
bootstrap have been obtained by sampling from a normal distribution N (0 ,a yrn) with zero 
mean and an estim ated standard deviation aVm for each ra-th output variable. The standard 
deviation has been approximated by means of replicated output measurements.
In Table 3.3 and Table 3.4 the IC P-data [16] (dataset a and dataset b respectively) are 
addressed. The prediction errors have been calculated according to the previous experiments. 
The standard deviation of the output variable cry (required for the param etric bootstrap) 
has been approximated using three replicated experiments of the output variable.
3.6 D iscussion
The simulated data already indicate the risks of pair bootstrap on small datasets. As samples 
are drawn with replacement, the situation arises tha t nonrepresentative bootstrap samples 
(containing multiple copies of identical samples) are generated, yielding poor network models. 
The large prediction errors (containing considerable bias as well as variance contributions) 
observed in the results are a consequence of this phenomenon.
The residual bootstrap is only applicable when the network converges in a reproducible 
m anner to a global or an adequate local minimum. Since a MLF network can poorly be
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(a) Residual Bootstrap (b) Pairs Bootstrap
(c) Parametric Bootstrap (d) Delta method
Figure 3.2: The 99% prediction intervals of the network models applied on the simulated 
data containing a single input (x) and a single output (y). The prediction intervals are 
obtained by means of the Residual, Pairs and Param etric Bootstrap and the Delta method 
(solid line: true function, ’o’-marks:noisy data, ’+ ’-marks:network predictions).
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R e sid u a l B o o ts t ra p P a irs  B o o ts t ra p
O u tp u t M ean S td . M e d ian IQ D M ean S td . M e d ian IQ D
1 0.039 0.014 0 .037 0.016 0.053 0.030 0.048 0.021
2 0.140 0.036 0.131 0.040 0.245 0.879 0.161 0.054
3 0.064 0.023 0.059 0.028 0.076 0.076 0.055 0.028
4 0.049 0.010 0 .047 0.011 0.136 0.360 0.068 0.018
5 0.063 0.016 0.059 0.018 0.119 0.179 0 .077 0.033
6 0.088 0.026 0.082 0.032 0.108 0.098 0.072 0.081
7 0.054 0.018 0.050 0.021 0.050 0.029 0.043 0.019
8 0.063 0.018 0.061 0.022 0.076 0 .067 0.060 0.022
9 0.156 0.026 0.155 0.035 0.210 0 .167 0.174 0.052
10 0.058 0.012 0.055 0.015 0.086 0.061 0.073 0.026
11 0.104 0.026 0.100 0.025 0.160 0 .137 0 .117 0 .067
(a) P re d ic t io n  e rro rs , o b ta in e d  by  th e  re s id u a l a n d  p a ir  b o o ts t r a p  m e th o d .
P a ra m e tr ic  B o o ts t ra p D e lta  m e th o d
O u tp u t M ean S td . M e d ian IQ D M ean S td . M e d ian IQ D
1 0.032 0.008 0.031 0.011 0.020 0 .007 0.019 0 .007
2 0.098 0.019 0.098 0.028 0.074 0.025 0.070 0.029
3 0 .037 0.009 0.035 0.012 0.038 0 .017 0.033 0.018
4 0.040 0.008 0.039 0.009 0.029 0.009 0.026 0.006
5 0.048 0 .017 0.046 0.013 0.043 0 .017 0.038 0.014
6 0.056 0.026 0 .047 0.028 0.051 0.014 0.049 0.019
7 0.030 0.009 0.028 0.011 0.023 0.008 0.022 0.010
8 0.038 0.009 0.036 0.011 0.035 0.012 0.033 0.014
9 0.112 0.022 0.112 0.030 0.061 0.012 0.060 0.015
10 0 .047 0.011 0.046 0.014 0 .037 0.012 0.035 0.013
11 0.076 0.023 0.070 0.022 0.068 0.033 0.056 0.036
(b) P re d ic t io n  e rro rs , o b ta in e d  by  th e  p a ra m e tr ic  b o o ts t r a p  a n d  th e  d e l ta  m e th o d .
Table 3.2: The root mean squared prediction errors of the Yarn network models, obtained 
by means of (a) the param etric bootstrap and (b) the delta method.
m e th o d M ean S td M e d ian IQ D
R es. B o o ts t ra p  
P rs . B o o ts t ra p  
P a r . B o o ts t ra p  
D e lta
0 .086
0 .194
0 .049
0 .086
0 .034
0 .098
0 .030
0 .034
0.079
0.200
0.046
0.078
0.038
0.137
0.042
0.038
Table 3.3: The root mean squared prediction errors of ICP dataset I, obtained by means of 
Bootstrap resampling and the Delta method.
m e th o d M ean S td M e d ian IQ D
R es. B o o ts t ra p  
P rs . B o o ts t ra p  
P a r . B o o ts t ra p  
D e lta
0 .097
0.227
0.104
0.151
0.017
0.094
0.018
0.021
0.101
0.206
0.107
0.158
0.008
0.071
0.014
0.000
Table 3.4: The root mean squared prediction errors of ICP dataset II, obtained by means 
of Bootstrap resampling and the Delta method.
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controlled to meet these constraints, the results severely depend on the training session 
used. In [17] it is described tha t the training behavior of a MLF neural network becomes 
more complex with increasing complexity of the data, requiring an increasing number of 
hidden units. As a rule of thum b it can be stated tha t the residual bootstrap performs 
optimally when large datasets with lim ited complexity (requiring up to 4 hidden units) are 
used.
W hen the standard deviation of the experimental errors in the data can be approximated 
(using replicated measurements), the param etric bootstrap can successfully be applied.
3.7 C onclusion
In this paper, some validation methods from the literature for assessing prediction intervals 
on neural networks outputs have been compared and discussed on simulated and exper­
imental data. Network validation methods can be distinguished in two categories. The 
first category comprises the bootstrap methods, cross-validation, jackknife and Monte Carlo 
methods. Some implementations of the bootstrap m ethod have been applied and discussed 
in this paper. The second category comprises error propagation methods through lineariza­
tion of the network model. In this paper, the delta method, based on Taylor linearization of 
the network has been studied.
Multiple network training yields different network models with different predictive abili­
ties. In order to avoid too optimistic expressions for prediction intervals, all possible network 
models need to be considered. From this point of view, bootstrap methods are appealing for 
the computation of prediction intervals since all sources of variability ( e.g. due to experi­
mental noise, model errors and reinitialization and retraining effects) are contained, yielding 
a worst case scenario. Although it seems to be inelegant from a statistical point of view to 
join various sources of prediction variability into a single prediction interval, the bootstrap 
approach is very appealing in chemical practice as a good indication about the prediction 
error can be obtained.
Since the bootstrap m ethod requires training of a substantial number of networks the 
computation tim e can exceed beyond acceptable levels. In Part I it has already been dis­
cussed tha t for a moderate amount of data, the Levenberg-Marquardt m ethod reduces the 
learning tim e to an order of magnitude, facilitating the use of resampling validation methods.
From the results outlined in the experimental section, it can be concluded tha t bootstrap 
resampling methods in combination with LM-training provide convenient means for the 
computation of prediction intervals. It can generally be concluded from the conducted 
experiments tha t the prediction intervals obtained by the bootstrap m ethod are larger then 
the intervals obtained by the delta m ethod since all sources of variability are included. The 
delta m ethod focuses to a single trained network and yields low-cost prediction intervals.
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Chapter 4 
A parallel cross-validation procedure 
for artificial neural networks
Sum m ary
This paper describes a parallel cross-validation (PCV) procedure, for testing the predictive ability 
of multi-layer feed-forward (MLF) neural networks models, trained by the generalized delta learn­
ing rule. The PCV program  has been parallelized to  operate in a local area com puter network. 
Development and execution of the parallel application was aided by the HYDRA programming 
environment. A brief theoretical introduction on MLF networks is given and the problems, associ­
ated with the validation of predictive abilities, will be discussed. Furtherm ore, this paper comprises 
a general outline of the PCV program . Finally, the parallel PCV application is used to  validate 
the predictive ability of an MLF network modeling a chemical non-linear function approxim ation 
problem which extensively is described in the literature.
°This chapter contains the second of a three-part paper: E.P.P.A. Derks, M.L.M. Beckers, W .J. Meissen 
and L.M.C. Buydens, Parallel processing in a local area network of computers. Part II. A parallel cross­
validation procedure for artificial neural networks, Computers & Chemistry, 20(4) 439-448, 1995.
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4.1 Introduction
Multi-layer feed-forward (MLF) neural networks are often applied in chemistry as non-linear 
function approximators or as classifier systems. Their flexibility and powerful modeling abili­
ties have proven to be appealing features for solving problems in various fields of academic as 
well as industrial research environments. Neural networks are generally easy to implement in 
software and little a priori knowledge concerning the modeling process is required. However, 
the “black-box” concept of neural networks does not allow any analytical model validation, 
as opposed to, e.g., standard least-square based regression methods. This makes the neural 
network approach less attractive for situations in which the reliability of the model needs to 
be quantified in a statistically sound way.
In chemometrics, cross-validation has become a commonly used technique for estimating 
the number of latent variables (pseudo-rank) of a calibration model, especially in situations 
where only a lim ited number of measurements is available. Since no separate test set is used, 
cross-validation can be considered as an internal validation m ethod for creating a model 
with optimal predictive abilities. A model is considered optimal when the best compromise 
is found between the accuracy of fit (bias) and generalization ability (variance).
The estim ation of the pseudo-rank for a calibration model can be compared to the esti­
mation of the optimal number of hidden units 1 for a neural network model.
Since neural networks have proven to be very powerful non-linear function approximators, 
the risk of overfitting, yielding a poor generalization ability, becomes even more critical. Non­
random components in observational noise and fluctuations due to experimental conditions 
are easily modeled by neural networks when a superfluous number of hidden units is used, 
leading to poor predictive abilities.
Applying conventional cross-validation on a neural network based model, obtained from 
sparse data, will inevitably yield unreliable results since neural networks suffer from the fact 
tha t the models obtained are, in general, unreproducable. This is a result of the fact that 
training involves a gradient descent search in an error hyperplane containing, apart from 
the global minimum, many local minima. Hence, considering the huge number of possible 
network configurations and ways to initialize the weight values of a network, it is highly 
unlikely tha t a set of weights (which determine together with the network architecture the 
actual model) obtained from a single training session will correspond to the best fitting 
model (i.e. the model associated with the global minimum in the error hyperplane).
In this paper, an approach is presented to allow cross-validation on neural networks 
in order to estim ate the optimal number of hidden units. Our approach is based on the 
assumption tha t the probability of finding the global minimum, corresponding to a unique 
set of weights, increases when multiple starting positions on the error hyperplane are used for 
the gradient descent search. Although no guarantee can be given tha t the global minimum 
will be found, at least the probability of getting stuck in local minima will be reduced 
considerably.
Since the m ethod described above, requires a lot of computing tim e and adm inistration 
(for example, scheduling and monitoring the progress of the training sessions), a parallel 
extension of the conventional cross-validation procedure has been developed.
^ h e  modeling ability of a neural network depends as well on the choice of the activation functions as 
on the number of hidden units. However, in this work only sigmoidal activation functions are assumed.
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Since this work focuses on the implementation of the PCV procedure for MLF networks, 
a brief introduction about MLF neural networks and cross-validation is given. For technical 
details of the parallel program environment HYDRA, the reader is referred to [11], Addition­
ally, an application of the parallel cross-validation procedure on a real-world dataset, taken 
from reference [15], describing the relation between the physical structure and the properties 
of PET-yarns, will be discussed.
4.2 T heory
4.2.1 MLF networks
Artificial neural networks (ANN) are based on concepts of the behavior of the human brain. 
Although artificial neural networks are prim itive compared to their biological counterparts, 
they exhibit some interesting properties which make them  useful as m ultivariate tools in 
various fields of research. The last decade, ANN have been successfully applied in non-linear 
modeling, classification, signal processing and process control [16].
Various types of neural networks are known, based on different functionalities. The 
multi-layered structured networks are popular and widely applied in the field of chemistry. 
In Figure 4.1 the architecture of such feed-forward network is shown, 
generally consist of three layers. The number of neurons in the input 
determined by the dimension (i.e. the number of variables) of the input 
respectively.
Output layer 
L
Hidden layer 
W
Input layer
Figure 4.1: The feed-forward weight connections of MLF networks.
Given a dataset [X; Y], where the m atrix X ( N  X K )  contains N  vectors consisting of K  
input variables and where the m atrix Y ( N  X M )  contains N  vectors comprising M  output 
variables, a general Equation for output unit m  of a three layered feed-forward network is 
given by
The MLF networks 
and output layer is 
and output objects,
L£
j=i
Vim =  V ]  A j ^ ( x ¿  • W 3 +  W 0 j ) (4.1)
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where L represents the number of hidden units, is the input vector, Wj is the vector of 
the j th hidden unit, w0j is the corresponding bias and Aj is the associated weight vector 
connecting the j th hidden unit to the output unit. For notational convenience the bias term  
is om itted in the following Equations by adding it as an extra column vector to the weight 
m atrix W .
The sum of the weighted input is transformed by an activation-function 'í ,  usually the 
sigmoid function:
W x • w) = ---------- 7 7 ------ — (4.2)
1 +  exp( — (x ■ w))
W hen all data are used simultaneously, Equation 4.1 can be w ritten in m atrix form
Ym = q ( X TW)  • A (4.3)
Here, W  represents the input weight m atrix ( K  X I ) ,  A represents the (L X M)  output 
weight m atrix and is the m atrix containing the activation operators.
The neural network can be trained by minimizing the differences between the predicted 
and actual outputs as specified by the Root Mean Squared Error (RMSE)
Cm. — \
The convergence process can be followed by monitoring the overall RMSE (e0), giving an 
average indication about the variances of residual errors on the output units, by normalizing 
the errors on the M  output-units
ín — \
M 2
y  T7  (4-5)i M  K J
771 =  1
The global minimum can be searched by means of gradient descent methods like the 
generalized delta learning rule [10] [16] or optimization techniques like genetic algorithms [13] 
or simulated annealing [4] [3]. For the MLF networks, gradient descent techniques have 
become m andatory since these are theoretically well understood and easy to implement 
in software. However, a severe drawback is tha t local minima are encountered. In the 
conventional backpropagation algorithm, training is performed by random selection and 
propagation of patterns from a finite-sized training set yielding a finite number of pathways 
to escape from a local minimum. Hence, in practice, networks trained by gradient descent 
methods often fail to converge to the global minimum.
One solution to solve this problem is to incorporate a stochastic element in the search 
process. This approach introduces an additional random factor to the training process, in 
order to provide a means to escape from local minima. Commonly, noise to the inputs or 
weights is added. These techniques are referred to as noise injection [1] [8]. An additional 
side effect of noise injection is the improved generalization capability [1 ],
Another way to avoid local minima is simply by choosing various random start positions 
(i.e. weights) for the gradient descent search.
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4.2.2 C ross-validation
In spite of the  fact, th a t a neural network or any other non-linear modeling technique requires 
a large num ber of tra in ing  samples, in practice, only a lim ited num ber of samples can be 
obtained. Consequently, the  problem  arises th a t insufficient samples are available to  create 
a tra in ing  and test set. The additional test set is required to  estim ate the  optim al num ber of 
units in the  hidden layer of the  neural network. Cross-validation uses a num ber of subsets of 
the  d a ta  for creating train ing  and test sets. The principles of cross-validation have extensively 
been described [2, 7, 14, 17], so only the  general concept will be described.
The cross-validation d a ta  is obtained by dividing the  d a ta  (size N )  into Q tra in ing  and 
test sets (train ing set (size N  — A),  test set (size A), whereas (A N / Q )  ).
Then, the  network is being tra ined  and the  ou tpu ts of the  A  test samples are used to 
calculate the  predicted  residual sum  of squares (PRESS) represented by E quation 4.6.
.4
PRESS = J2(y¿- y ; ) 2 (4 .6 )
¡=1
The subdivision of the  d a ta  into tra in ing  and test sets is graphically shown in Figure 4.2.
O riginal
D ataset
V ariable Subset 1 Subset 2 Subset 3 Subset 4 Subset 5
est t
T
es
ts
et
X Y X Y X Y
X Y X Y X Y
tse !
Test
Figure 4.2: Subdivision of the  d a ta  into a tra in ing  and test sets for cross-validation
This procedure is repeated  Q tim es. The prediction errors are accum ulated for every 
test set yielding the  to ta l PRESS. Given the  num ber of hidden units , the  predicted  residual 
sum  of squares yields a sta tistic  to  test the  predictive ability  of the  neural network. Cross­
validation on an increasing num ber of hidden units generally shows th a t the  PRESS of the 
train ing  set continuously decreases whereas the  PRESS of the  test set increases w ith the 
num ber of hidden units, as is graphically presented in Figure 4.3
For conventional soft m odeling m ethods {e.g. PLS, PC R ) the  num ber of la ten t variables 
or the  pseudo-rank can be estim ated  by the  ratio  between two successive PRESS values, as 
a m easure to  test the  significance of the  successive dim ension [12]2
Since PRESS-values are not norm alized for the  num ber of objects, no direct comparisons 
between different sized problem s are allowed. O ther m easures which do not depend on the 
dim ension of the  d a ta  have been reported  in the  lite ra tu re  [5] e.g. the  predictive variance 
(PV) (Equation 4.7) and the  Q 2 (Equation 4.8)
2 It needs to  be em phasized th a t using F-test based criteria for estim ating the num ber of hidden units in 
a neural network makes little  sense, since the neural models are not reproducible, due to  local m inim a.
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Figure 4.3: Selecting the  num ber of h idden units by finding a com prom ise between accuracy 
of fit and predictive ability
P V  = P R E S S / N  (4.7)
Q 2 = 1 -  P R E S S / S S Y  (4.8)
where SSY relates to  the  in itia l sum  of squared prediction errors. In [9] the  Root M ean 
Squared E rror (RM SE) of prediction has been proposed as a m easure for the  to ta l prediction 
error since it includes bias as well as variance.
In this paper, the  RM SE (Equation 4.4) has been used as a m easure for cross-validation 
to  test the  predictive ability  of neural network models. Since the  generalized delta  rule does 
not produce reproducible weights, it can be im agined th a t faulty  neural network models 
are obtained which are not fully tra ined , due to  the  presence of local m inim a in the  error 
hyperspace, so special a tten tion  has to  be paid during cross-validation th a t local m inim a are 
avoided.
Ending up in local m inim a can be avoided by re-initializing the  gradient descent pathw ay 
from  different locations in the  error hyperplane, during the  cross-validation. As can be 
expected, the  com putational effort becomes quite substantial. For exam ple, when cross­
validation is applied w ith Q subdivisions, on 1 up to  L  hidden units and R  re-initializations, 
the  neural network has to  be tra ined  Q ■ L ■ R  tim es. In general, th is leads to  long execution 
tim es accom panied by long lasting com puter overloads. For exam ple, the  cross-validation of 
a neural network for 1 up to  10 hidden units, on d a ta  subdivided into 10 cross-validation 
sets, applying 5 re-initializations (L =  10, Q =  10, R  =  5), requires 500 independent train ing 
sessions.
4.3 H Y D R A  driven parallel cross-validation
The com putation  tim e can be reduced, approxim ately by a factor Q by parallelizing the 
cross-validation procedure. This m eans th a t Q networks are tra ined  sim ultaneously on the 
Q subdivisions of the  data. One single parallel run  yields identical results as a standard
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cross-validation procedure. As already m entioned in the  previous section, it is highly rec- 
om m endable to  re tra in  the  neural network R  tim es, starting  from  different positions on the 
error hyperplane.
From the  prediction errors (Equation 4.4) obtained from  the  R  neural network models, the 
m inim um , the  m ean and the  standard  deviation are calculated. The m inim um  prediction 
error is used for estim ating  the  num ber of hidden units whereas the  m ean and standard  
deviation are used as statistics to  give insight in the  ruggedness of the  error-hyperplane and 
the  reproducibility  of the  various train ing  processes.
Since the  retra in ing  cycles are com pletely independent for every subdivision of the  data, 
parallel cross-validation can be perform ed by using the  HYDRA parallel program m ing envi­
ronm ent [11],
HYDRA driven cross-validation consists of the  next steps
1. Assign the  Q d a ta  subdivisions (train ing and test set) to  Q com puters and set the 
num ber of hidden units to  1.
2. Train and test the  networks and for I h idden units and record the  prediction errors. 
Then, repeat the  tra in ing  and test procedures on each com puter R  tim es (for the 
calculation of the  statistics (m inim um , m ean, standard  deviation) of the  R  prediction 
errors).
3. Increase the  num ber of hidden units by one and repeat step 2. W hen all networks 
for L  h idden units are tra ined  and tested , the  procedure will finish, yielding a cross­
validation tab le  containing all prediction errors.
The cross-validation tab le  can be used to  plot the  sta tistics (m inim um , m ean or standard  
deviation) of the  prediction errors, as a function of the  num ber of hidden units and the  da ta  
subdivisions. This way, the  inform ation considering the  effect of data-selection (dividing the 
d a ta  in tra in ing  and test sets) and the  effect of the  num ber of hidden units is preserved.
By m eans of averaging the  statistics of the  prediction errors for all the  cross-validation 
subsets, a general m easure for the  predictive ability, based on the  d a ta  used, is obtained. 
In the  experim ental section the  procedure will be described by an exam ple from  chemical 
practice.
HYDRA exploits the  com putational power of the  fastest available w orkstations in a local 
area com puter network and takes care of the  control of all the  parallel tasks. In this paper, 
technical details about HYDRA are om itted , since they  are extensively described in the  first 
part of this paper [11],
4.3.1 Configuration
In this section, the  configuration of tra in ing  param eters and the  (parallel) cross-validation 
param eters are described.
Training param eters
The configuration of the  neural network involves initializing the  train ing  param eters [10] e.g. 
the  learning speed (?y), the  m om entum  factor (a ), injection noise, seed values for the  in itial
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weights and term ination  criteria. Most of these param eters have been described extensively 
in [10]. Hence, in this section, only the  param eters affecting the  probability  of getting  stuck 
in local m inim a will be briefly described.
Especially the  m om entum  factor and the  injection of noise during learning, help to  avoid 
ending up in local m inim a. Due to  the  m om entum  factor, the  tra in ing  process has a more 
conservative character, (i.e. the  actual weight adaptations consist of weighted sums of current 
and previous weight adaptations (wt =  A w t-i-\-r]- A w t) which is required to  “clim b”
out of local m inim a.
Injection noise [8, 1] is in troduced by adding random  selections from  a norm al d istri­
bution  to  the  inpu t variables, m ultip lied  by a m agnitude factor specifying the  percentage 
injection noise. For exam ple, in case of autoscaled d a ta  (corrected for m ean and variance), 
the  variances of the  inpu t variables are scaled to  a  =  1. Consequently 99.7% of all input 
values are w ithin 3<r lim its. The addition of p% norm al d istribu ted  noise on variable can 
be established by m eans of the  following E quation
Xi = x t +  p
6 • ru
100 J
(4 .9)
where p/100 represents the  fraction of the  noise-range, divided by the  data-range and is 
random ly selected from  a norm al distribution.
The addition of p% norm al d istribu ted  noise to  range-scaled d a ta  can be perform ed in a 
sim ilar way using
Xi =  Xi  +  p
(U B  -  L B )  ■ n t 
ÏÖÖ
( 4 ,10)
where the  symbols L B  and U B  denote the  lower and upper bound, respectively. A pplying 
injection noise during train ing  is of v ita l im portance for the  cross-validation results, since it 
helps the  network to  escape from  local m inim a.
Cross-validation param eters
The configuration of the  cross-validation (CV) procedure, involves specification of the  num ­
ber of hidden units (L), the  num ber of subdivisions (Q) of the  d a ta  set into train ing  and 
test sets and the  num ber of retrain ing  procedures (R).
The choice of the  num ber of d a ta  subsets depends on the  num ber of exam ples contained 
in the  data. Note th a t Q subsets (train ing and test sets) are directed to  the  Q selected 
processing com puters. For exam ple, when five com puters are available, a dataset containing 
100 samples can be split in 5 separate tra in ing  and test sets, as is shown in Figure 4.2. 
The gray boxes represent the  selected test sets, whereas the  rem aining samples are used for 
tra in ing  the  network.
Since subset selection is a very im portan t aspect which influences the  results of cross­
validation to  a high extent, ex tra  a tten tion  has to  be paid to  the  selection of tra in ing  and 
test samples. Erroneous cross-validation results will occur when the  test or tra in ing  sets 
are not representative for the  relationship to  be m odeled. Especially, for test sets, which 
contain a lim ited num ber a exam ples, the  chance of selecting non-representative samples is
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considerable. In order to  lim it the  effect of selecting non-representative samples in the  test 
set, a simple range check is perform ed on every d a ta  segm entation. The range check controls 
the  d a ta  selection in such way th a t only test samples are selected which are in the  same 
dom ain as the  train ing  samples.
4.3.2 Im plem entation
The global concept of the  PC V  program  is depicted in Figure 4.4. The Figure schem atically 
shows th a t Q d a ta  subsets are d istribu ted  on Q w orkstations . As the  program s operate 
independently  (asynchronous operation m ode), a tten tion  will be focussed on the  processes 
on single hosts.
Since the  train ing  session on a single w orkstation m ight be too tim e consuming, the 
tra in ing  process is segm ented into com putational blocks. W ith in  one block the  network 
tries to  adap t the  weight for a lim ited  num ber of trials (epochs). Between the  block, the 
load-levels and sta tus of the  w orkstation are m onitored in order to  reschedule the  process to 
another host, if necessary.
W hen the  train ing  procedure is started , the  network weights are initialized by selecting 
random  values from  a given distribution , as specified in a network configuration file. Note 
th a t tra in ingparam eters (e.g. rj, a,  epochs) are identical for every single tra in ing  session. As 
soon as the  m axim um  num ber of epochs has exceeded, a message will be tran sm itted  to 
the  M aster Control P rogram  (M C P), indicating th a t the  first block of train ing  has finished. 
A fter sending this message, the  weights are w ritten  to  a file. N ext, the  weights from  the 
previous block are read from  disk and a successive block will s ta rt tra in ing  the  network. This 
process will repeat until the  m axim um  num ber of blocks is encountered. The RM SE values 
for the  tra in ing  and test sets, specified by E quation 4.4, are calculated and w ritten  to  the 
cross-validation table.
Finally, the  control will be given back to  the  MCP. At this tim e, the  neural network has 
been tra ined  and tested  for its predictive ability, based on a single subdivision of the  original 
dataset. As soon as the  rest of the  w orkstations have finished the ir calculations, the  parallel 
cross-validation has com pleted for a single initialization. In the  next run, the  weights will 
be re-initialized by random  sam pling from  a known d istribu tion  w ith a new seed-value. The 
procedure described above will be repeated  as is depicted in Figure 4.4.
As soon as all retra in ing  sessions have finished, the  control is given back to  the  MCP. 
The num ber of hidden units is increased and the  procedure described above will be repeated  
until the  specified m axim um  num ber of hidden units is m et.
4.4 E xperim ental
4.4.1 M odeling the physical structure and m echanical properties 
o f yarns
The parallel cross-validation procedure has been applied on d a ta  provided by AKZO-Nobel, 
the  N etherlands. The d a ta  are used for modeling the  relationships between the  physical
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Sparc Pentium  M ac 486
MCP
Comp. 2._
Comp. 1
□
Train during one block 
I_____________
D
Train the neural network (1 time)
I___________________
D
Reinitialize and train the neural network (R times)
END
Figure 4.4: A conceptual graph of Parallel Cross-Validation. F irst the  cross-validation 
d a ta  are generated and directed to  the  fastest com puters (containing a rb itra ry  operating 
system s) available in the  network. Then the  M CP com m ands the  various com puters to 
read the  configuration data , initialize the  weights and s ta rt the  tra in ing  processes, for a 
given num ber of hidden units. Between the  successive com puting blocks, the  com puters are 
m onitored for the ir perform ance and replaced if necessary. As soon as one train ing  session 
has com pleted {D),  the  prediction errors of the  tra in ing  and test set are w ritten  to  a cross­
validation table. The reinitializations and retrain ing  processes will be repeated  R  ■ L  tim es 
(1 up to  R  reinitializations and 1 up to  L  h idden units).
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struc tu re  and the  m echanical properties of industria l poly(ethylene te reph tala te) yarns. For 
a detailed description of the  d a ta  set, the  reader is referred to  [15]
The m ost im portan t characteristics of the  physical s truc tu re  of yarns are the  crystallinity, 
size and orientation of the  molecules. In to ta l, 11 struc tu re  quantities have been m easured. 
The m echanical yarn properties are described by param eters containing inform ation about 
tensile strength , energy, absorbance, elongation and m odulus.
4.4.2 M aterial and M ethods
The cross-validation program  has been developed in the  C program m ing language and has 
been executed in a network consisting of a num ber of (Sun Sparc(tm )) workstations. A 
windows based user-interface has been developed in M atlab 4.2(tm ) which establishes an 
environm ent for high perform ance num eric com putation  and visualization.
The M LF network contained one hidden layer w ith tangents hyperbolicus activation 
functions on every hidden unit whereas the  inpu t and output-layer contained linear activation 
functions. B oth inpu t and ou tpu t d a ta  were range-scaled between -1 and 1 in order to 
accom m odate to  the  tangents hyperbolicus activation function of the  M LF network. The 
dataset consisting of approxim ately 300 samples has been re-arranged in random  order to 
elim inate the  time-effect in the  data. The cross-validation sets were created by dividing 
the  d a ta  in 5 test and train ing  sets (Figure 4.2). A simple outlier-detection procedure has 
been carried out in order to  remove non-representative testob jects outside the  range of the 
tra in ing  objects.
D uring the  cross-validations, the  network param eters ( rj =  0.005, a  =  0.01 , noise  =
0.01, epochs =  4000) rem ained constant for every trainingproces. The num ber of hidden 
units ranged from  1 up to  18. These values have been chosen based on inform ation obtained 
from  prior experim ents [15] [6]. A relatively large num ber of hidden units has been chosen 
to  visualize the  effect of overfitting.
4.4.3 R esults
D uring the  cross-validation, the  neural networks were retra ined  five tim es w ith different seed 
values selected from  the  in ternal clock of the  m ain host (R  = 5). The RM SE values of the 
test set were continuously recorded for every neural m odel in the  cross-validation procedure. 
The execution tim e for the  parallel cross-validation (5 CV-runs, 1 up to  18 hidden units, 
5 re-initializations, yielding 1.8 • 106 epochs in to ta l) took approxim ately 2 hours on the 
network, containing 10 w orkstations.
In Table 4.1 the  m inim um  prediction errors, obtained from  R  reinitialized and retra ined  
networks, are sum m arized for 5 subdivisions (Q =  5) and 2 up to  18 hidden units (L  =  18). 
In the  left hand-side of Figure 4.5, the  prediction errors are graphically displayed. It can 
easily be seen th a t the  m inim um  prediction error, expressed as M IN(RM SE) m ainly depends 
on the  num ber of hidden units, whereas no significant dependency of the  d a ta  subdivisions 
can be seen.
In Table 4.2 the  standard  deviations of the  prediction errors are sum m arized. A ddition­
ally, the  content of the  tab le  is graphically displayed at the  right hand-side of Figure 4.5. 
Again, the  standard  deviation of the  prediction errors, expressed as STD (RM SE), m ainly
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depends on the  num ber of hidden units. The small variation between the  CV-subdivisions 
dem onstrates th a t the  samples in the  five train ing  and test test are representative for the 
relations to  be modeled.
N eural networks w ith a small num ber of hidden units appear to  yield m ore reproducible 
prediction errors th an  the  “overtrained” networks. An explanation for this phenom enon is 
th a t small networks correspond to  error hyperplanes which are sm oother and easier to  explore 
then  the  rugged error hyperplanes for large networks. Given a large num ber of hidden units, 
the  situation  m ight arise th a t the  gradient descent search in the  rigid search space ends 
in a rb itra ry  local m inim a. Incidentally, also the  global m inim um  can be encountered. It 
is evident th a t the  optim al num ber of hidden units w ith respect to  the  predictive ability 
can be selected by tracing the  m inim um  RM SE. The standard  deviation of the  prediction 
errors from  re-initialized and retra ined  networks provides additional inform ation about the 
reproducibility  of the  neural network models.
A veraging the  predictions errors for the  CV-subdivisions, Figure 4.6 can be obtained. 
The M EAN(RM SE) as a function of the  num ber of hidden units shows a clear m inim um . 
The Figure also reveals th a t the  reproducibility  decreases for large networks, as discussed 
above.
It can be concluded th a t 10 hidden units will suffice to  create an optim al neural network 
model. Taking a larger num ber of hidden units results in a drastic deterioration of the 
predictive perform ance. In th a t case, the  neural models becom e overtrained and loose their 
generalization ability  for recognizing the  test samples.
C V  se t /  h .u . 2 4 6 8 10 12 14 16 18
1 0.251 0.185 0.170 0.166 0.162 0.166 0.171 0.164 0.191
2 0.245 0.201 0.191 0.184 0.184 0.186 0.185 0.189 0.196
3 0.263 0.186 0 .167 0.160 0.155 0.162 0.161 0.190 0.185
4 0.248 0.181 0.165 0 .157 0.155 0.153 0.173 0.173 0 .177
5 0 .267 0.198 0.182 0.179 0.171 0.172 0.185 0.200 0.212
m e a n 0.255 0.189 0.175 0.169 0.165 0 .167 0.175 0.183 0.192
Table 4.1: The PC V  tab le  containing the  m inim um  RM SE values. The last row presents 
the  standard  cross-validation results obtained by averaging the  m inim um  RM SE values of 
the  CV subsets. The num ber of hidden units is denoted by h.u..
C V  se t /  h .u . 2 4 6 8 10 12 14 16 18
1 0.0009 0.0022 0.0018 0.0038 0.0043 0.0002 0.0093 0.0224 0.0356
2 0.0001 0.0022 0.0028 0.0042 0.0013 0.0013 0.0072 0.0168 0.0141
3 0.0008 0.0036 0.0025 0.0010 0.0011 0.0005 0.0092 0.0094 0.0249
4 0.0008 0.0031 0.0033 0.0035 0.0037 0.0041 0.0069 0.0266 0.0375
5 0.0005 0.0070 0.0031 0.0026 0.0013 0.0002 0.0119 0.0364 0.0301
m e a n 0.0006 0.0036 0.0027 0.0030 0.0023 0.0013 0.0089 0.0223 0.0285
Table 4.2: The PC V  tab le  containing the  RM SE standard  deviations obtained by re­
in itia lization and retrain ing  the  networks per host. In the  last row the  values are averaged 
to  give an indication of the  reproducibility  of the  RM SE as a function of the  num ber of 
hidden units. The num ber of hidden units is denoted by h.u..
Since the  overall RM SE (Equation 4.5) obscures the  predictive ability  per ou tpu t unit, 
the  RM SE of each of the  eleven ou tpu t units (Equation 4.4), are visualized in Figure 4.7. It 
can be concluded th a t the  ou tpu t units (2,9 and 11) show poor predictive ability  whereas
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the  units (1,7 and 8) perform  best, which is in agreem ent w ith our expectations based on 
prior inform ation of experim ental errors [6]. Note th a t these fairly good results could not be 
as well obtained by conventional cross-validation of the  neural network models.
(a) The m inim um  RM SE values obtained from 
the CV-subset i (x-axis) and hidden unit j  (y- 
axis), based on R  re-initializations.
(b) The standard  deviation of the RM SE values 
obtained from  CV-subset i (x-axis) and hidden 
unit j  (y-axis), for R  re-initializations.
Figure 4.5: The m inim um  and standard  deviation of prediction errors as a function of the 
C V -data selection and the  num ber of hidden units.
Figure 4.6: The average RM SE as a function of the  num ber of hidden units. The repro­
ducibility of RM SE is expressed by the  2a  confidence intervals.
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Figure 4.7: The average RM SE per ou tpu t unit, as a function of the  num ber of hidden 
units.
4.5 C onclusion
Conventional cross-validation involves the  subdivision of d a ta  in Q train ing  and test sets 
and calculating the  predictive ability  w ith the  test sets w ith the  models obtained from  the 
train ing  sets, for an increasing num ber of 1 up to  I  hidden units. The RM SE-value of the 
models is a general m easure of the  predictive ability  of the  modeling m ethod used.
Problem s arise when conventional cross-validation is applied on neural network models 
tra ined  by the  generalized delta  learning rule, due to  the  fact th a t weight initializations 
yield unreproducible neural network models. Every new in itia lization can be regarded as 
a new s ta rt position for the  gradient descent search for the  global m inim um . A lthough 
special learning param eters (e.g. noise injection, m om entum  factor) can help to  avoid local 
m inim a, no guarantee of finding the  global m inim um  can be given. The probability  of finding 
the  global m inim um  m ight be enhanced by selecting various random  s ta rt positions for the 
gradient descent search. Consequently, there  exists a bigger chance of “walking around” 
the  local m inim a. Obviously, the  chance of finding the  global m inim um  directly  depends on 
the  sm oothness of the  error-hyperplane and the  num ber of local m inim a. Cross-validation 
by m eans of re-initializations and re-train ing the  networks yields inform ation about the 
sm oothness of the  error-hyperplane and probably a b e tte r ’neu ra l’ m odel can be established.
The HYDRA driven cross-validation of the  neural network applied on the  yarn-data, 
yields good results which are in agreem ent w ith prior knowledge about the  yarn properties. 
Additionally, inform ation about the  gradient descent pathways is contained, allowing some 
insight on the  effect of network in itia lization and the  ruggedness of the  error-hyperplane.
Finally, we conclude th a t the  ra th e r easy im plem entation of the  cross-validation program  
in HYDRA, yields a considerable gain in execution tim e (2 hours, versus 10 hours for a con­
ventional cross-validation on a single com puter). Moreover, a robust and reliable execution 
in a com puter network can be guaranteed.
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Chapter 5
R obustness analysis of Radial Base 
Function (RBF) and M ultilayered  
Feedforward (MLF) neural network 
m odels.
Sum m ary
In this paper, two popular types of neural network models, (Radial Base Function (RBF) and 
Multi-Layered Feed-forward (MLF) networks) trained by the generalized delta rule, are tested on 
their robustness to  random  errors in input space. A m ethod is proposed to  estim ate the sensitivity 
of netw ork-outputs to  the am plitude of random  errors in the input space, sampled from known 
normal distributions.
The modeling performances of MLF and RBF neural networks have been tested on a variety of 
simulated function approxim ation problems.
Since the results of the proposed validation m ethod strongly depend on the configuration of 
the networks and the d a ta  used, little can be said about robustness as an intrinsic quality of 
the neural network model. However, given a dataset where ’pure’ errors from input and output 
space are specified, the m ethod can be applied to  select a neural network model which optimally 
approxim ates the nonlinear relations between objects in input and ou tpu t space. The proposed 
m ethod has been applied on a nonlinear modeling problem from industrial chemical practice. Since 
MLF and RBF networks are based on different concepts from biological neural processes, a brief 
theoretical introduction is given.
°This chapter is an adaption of the papers: E.P.P.A . Derks, M.S. Sánchez Pastor and L.M .C. Buydens, 
A robustness analysis for MLF and RBF neural network models, Chem om etrics and Intelligent Laboratory 
Systems, 28:49-60, 1995 and E.P.P.A . Derks, M.S. Sánchez Pastor and L.M .C. Buydens, Response to  ’’Com ­
m ent on a recent sensitivity analysis of radial base function and m ulti-layer feed-forward neural network 
m odels” Chem om etrics and Intelligent Laboratory  Systems, 34:299-301, 1996.
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5.1 Introduction
In the  last five years there has been a trem endous ’hype’ about neural networks. Most 
publications appeared in fields of m ultivariate  calibration, classification, tem poral p a tte rn  
recognition, signal processing, control, im age processing, d a ta  com pression and knowledge 
processing [17, 11]. N eural networks are m ainly used as nonlinear function approxim ators and 
classifiers. They are non param etric  and generally little  knowledge has to  be incorporated 
in the  modeling process.
A lthough neural network theory is based on the  concept of biological neural processes, 
criticism  has arisen claiming th a t trad itional m ethods for statistics and p a tte rn  recognition 
can replace neural networks or should at least be as effective. Next to  th a t neural networks 
are often criticized for the ir lack of predictability. L ittle theory  has been developed for the 
estim ation  of confidence intervals on network predictions, which often makes the  m ethod 
unacceptable for industria l applications. The m ain reason for this criticism  is probably 
based on the  fact th a t neural networks are frequently  applied on problem s which could also 
be solved by trad itional sta tistica l m ethods. Since these trad itional techniques are easy to 
apply and theoretically  b e tte r  founded, they  should be preferred.
However, neural networks still offer solutions, which cannot be as well obtained by con­
ventional m ethods. Especially when adaptive algorithm s are required and a lot of train ing 
or calibration samples are available (e.g. process control), neural networks can offer good 
solutions.
Since the  in troduction  of neural networks in Chem istry, a considerable num ber of papers 
em erged in various chem ical m agazines, showing powerful m odeling perform ances in situa­
tions where no analytical m odel could be derived. N eural networks are able to  m odel any 
relation to  the  desired degree of accuracy w ithout any knowledge about the  in ternal relations 
w ithin the  data.
Special a tten tion  has to  be payed to  the  bias-variance trade-off. The Root M ean Squared 
Error (RM SE) consists of a bias and variance te rm  which work in opposite directions. Over­
train ing  the  neural networks will cause a decrease in bias (accuracy) bu t there is no real 
gain since the  precision of fu tu re network predictions will be very poor. This phenom enon 
is in ’’the  neural network society” also known as the  m em ory effect. An optim al com pro­
mise between bias and variance can be obtained by com putational expensive crossvalidation 
procedures.
Still, after applying crossvalidation or leave-one-out m ethods (LOOM ), little  can be said 
about the  predic tab ility  of the  neural models in term s of confidence intervals. In m ost chem i­
cal applications, signals are d isturbed  by pink noise or interference noise from  environm ental 
sources [18]. Hence, the  obtained neural network m odel tra ined  w ith the  noisy d a ta  p a t­
terns will also contain some uncertainty, proportional to  the  observational noise. So the 
variance of ou tpu t errors depends on the  observational noise em anating from  the  apparatus 
or environm ent and the  ’noise’ in the  model.
Prior em pirical studies about the  effect of the  num bers of layers in a neural network 
indicated th a t the  predictive ability  decreases proportionally  w ith the  num ber of layers, 
since errors are accum ulated through the  network layers. It has originally been proven by 
the  m athem atic ian  Kolmogorov [8] th a t any continuous function can be im plem ented exactly 
by a th ree layered feed-forward neural network having k inpu t units, (2k +  1) hidden units
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in the  m iddle layer, and m  units in the  top layer. Hence, the  enhancem ent of the  capacity 
of a neural network should be carried out in one single layer by increasing the  num ber of 
hidden units. Consequently, in this paper, three-layered network structures have been used.
As previously m entioned in this tex t, little  theory  has been derived for the  estim ation  of 
confidence intervals on network predictions. If no analytical solution can be derived, the  pre­
dictive ability  can be estim ated  by M onte Carlo (MC) sim ulations. During these sim ulations, 
the  deviation of the  to ta l error in the  com puted ou tpu t as a result of deviations in input 
space is investigated. Input errors are sam pled from  known d istributions and propagated to 
the  ou tpu t of the  network. The weights of the  network can also contain some uncertainty. 
Consequently, these weight errors need also to  be known in order to  estim ate the  prediction 
errors of the  neural model. However, statistically , little  can be said about weight errors since 
the  generalized delta  learning rule does not yield reproducible weights as a result of m ultiple 
local m inim a in the  error hyperplane and different tra in ing  conditions. In this work, the  as­
sum ption has been m ade th a t the  weight errors do not contribu te to  the  neural model. This 
firm  assum ption does not allow us to  use the  validation m ethod for quan tita tive  purposes. 
However, if the  weight errors (m odel noise) are small, good qualitative judgem ents about 
the  neural network m odel can be obtained.
In section 5.2.4, a m ethod based on M onte Carlo sim ulations is presented, for es tim at­
ing error P robability  D ensity Functions (PD F) of ou tpu t units of R B F and M LF neural 
network models. Trained neural networks (w ith ’infin ite’ precision) have been used. The 
M C-sim ulations have been repeated  for a num ber of decreasing noise am plitudes, cover­
ing the  range of in terest. The in itia l inpu t errors are chosen by sam pling from  predefined 
and speaking chemically, representative inpu t error distributions. The inpu t distributions 
are generated using prior inform ation about pure errors obtained from  replicated m easure­
m ents. The M C-sim ulations are used in order to  quantify the  sensitivity  of ou tpu t units to 
the  am plitude of random  inpu t errors. Note th a t only the  am plitude of the  random  input 
errors is addressed (denoted by the  symbol 0 )  and th a t all inpu t errors are controlled by 
this one factor.
The relevance of these experim ents becomes apparent when inverse sim ulations are car­
ried out. This m eans th a t P D F ’s of inpu t variables are estim ated  for a given PD F  of the 
ou tpu t units. Inverse sim ulations can be used in order to  optim ize experim ents w ith re­
spect to  precision criteria. Hence, variables can be identified which are responsible for poor 
predictions.
5.2 T heory
5.2.1 Feedforward networks
B oth M LF and R B F networks are known to  be able to  approxim ate any continuous function 
to  some degree of accuracy [9, 12, 4, 13].
The choice of a specific type of neural network for function approxim ation problem s 
depends on a variety of factors and is usually rela ted  to  the  available prior inform ation, 
desired accuracy and trac tab ility  of the  network. In this paper, the  robustness to  the  input 
errors for bo th  types of networks is investigated as an additional quality  factor for a neural 
network model.
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For bo th  networks, the  network topology (i.e. num ber of layers) has been configured 
identically. This way, at least the  num ber of network param eters and the  size of the  network 
rem ains com parable. The basic differences between the  two m ethods are to  be found in the 
activation or base functions. The feedforward struc tu re  of bo th  types of neural networks is 
depicted in Figure 5.1, where x  =  [xi, x 2, ..., x^Y and h =  \h i} h 2 } h¡Y represent an input 
vector and the  hidden units respectively. The ou tpu t of the  network can be com puted by a 
linear com bination of base functions or hidden units, specified by h. The base functions or 
hidden units are discussed in the  following two sections.
Output layer 
L
Hidden layer 
W
Input layer
Figure 5.1: The feedforward struc tu re  of M LF and R B F neural network models. The weight 
m atrix  W  is used to  calculate the  inpu t of the  neurons in the  hidden layer denoted by /i, by 
m eans of the  product x* ■ W¡ and the  Euclidean distance \\x — W¡\\ respectively. In the  la tte r  
case, the  m atrix  W  contains the  centers for the  radial base functions. The network ou tpu t 
is obtained by a linear com bination of the  ou tpu t of the  hidden units or base functions 
weighted by the  m atrix  A.
B oth R B F and M LF can be tra ined  by m eans of gradient descent m ethods [21, 1], For 
the  M LF network, gradient descent m ethods like the  generalized delta  learning rule have 
becom e m andatory, based on the  fact th a t the  M LF param eters appear in a nonlinear fash­
ion. However good results have been obtained by train ing  based on optim ization m ethods 
like Sim ulated Annealing [10, 3] and G enetic A lgorithm s [15]. Also modifications of the 
generalized delta  learning rule and train ing  m ethods based on extended K alm an filters [22] 
have shown good convergence properties.
In contrast to  M LF, the  param eters of the  R B F network can be adjusted  by linear learning 
m ethods like Kohonen or H ebbian learning. Linear param eter adaption  yields faster learning 
and higher probability  to  converge to  the  global m inim um . The Kohonen learning rule has 
the  additional advantage th a t the  param eters of the  R B F network can be adjusted  locally. 
This m eans th a t only the  param eters of the  best m atching base function are adap ted  w ithout 
d istorting the  o ther param eters. These properties m ake it possible to  learn new objects 
w ithout forgetting the  old ones. Since no d istortion of neighboring param eters is allowed, 
the  tra in ing  tim e will be shortened significantly.
In order to  establish a uniform  no ta tion  for the  whole tex t, let x  =  (xik) represent the  in­
pu t p a tte rn  m atrix  form ed by vectors in the  (/-dimensional inpu t space, the  corresponding
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desired ou tpu t (target ou tpu t) and the  response com puted for the  network. This way, the 
function ƒ to  be approxim ated can be considered as a set of N  d a ta  points in inpu t space 
such th a t f ( x i )  =  for i =  1 ,2 ,...,iV . During train ing, the  networks tries to  approxim ate 
yi as close as possible.
5.2.2 The MLF network
The backpropagation train ing  rule for M LF neural networks as described in the  classical 
paper by R um elhart et al. [11], has a ttrac ted  a great deal of in terest in recent years and has 
been successfully used in a large variety of applications [19, 1]. As far as the  network topology 
is concerned, it is possible to  have several hidden layers, connections th a t skip over layers 
and la teral or even recurrent connections. A lthough these advanced topics are im portan t, 
they  tend  to  obfuscate the  sim plicity of the  algorithm . Hence, the  p rim ary  description of 
the  M LF network assumes a th ree layered feedforward topology w ith only one hidden layer 
containing sigmoidal shaped activation functions, as is shown in Figure 1. The inpu t and 
ou tpu t neurons only act as flow-through units. The equation for each ou tpu t un it of the 
M LF network is given by
L
yim = Y  ^ ( x i • ws + w0j) (5.1)
3 =  1
where Wj represents the  connection weights between the  inpu t and hidden layer, x\ the 
transpose of inpu t vector and Xj the  coefficients assigned to  the  linear com bination of the 
hidden units.
The activation function 'I'(x) can be any continuous function for which a derivative can 
be obtained, like the  hyperbolic tangent or the  sigmoid function which is defined by
= ----------- -— --------— (5.2)
1 +  exp( — (x ■ w))
Faster convergence properties have been claim ed by optim izing the  shape of the  activation 
function. For instance, the  adaption  of the  tem pera tu re  factor of the  sigmoid activation 
function sim ultaneously w ith the  weights by m eans of the  generalized delta  learning rule can 
reduce the  required train ing  tim e significantly. However, prior knowledge about the  active 
area of the  activation function is required in order to  be able to  scale the  inpu t variables into 
this range. Also the  im portance of reducing the  train ing  tim e is som etim es overstated  since 
the  com putational power of the  current generation of com puters is satisfactory to  obtain  
neural network models w ithin acceptable tim e.
5.2.3 The R B F network
In this section only a brief explanation about R B F network topology and m athem atics is 
given. For the  theoretical backgrounds the  reader is referred to  e.g. [12, 13, 1, 2, 14]. RBF 
networks consist generally of a three-layered feedforward structu re . The inpu t layer has, like 
any other network, no calculation power and m erely distributes the  inpu t inform ation to  the
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kernel functions. In this case, the  param eters to  be adjusted  are the  centroids of the  kernel 
functions (represented by Cj) and the  scaling factors ar  The ou tpu t units are calculated by 
a linear com bination or a weighted sum  of the  kernel functions, according to
L
Vi = X3^ j ( \ \x  ^ -  9  II) (5-3)
3 =  1
The m ost com m on kernel is the  Gaussian radial base function, given by
llæ» -  cjII) =  exP )  (5-4)
Figure 5.1 can be used as a graphical representation  of the  R B F neural network when 
Wj is substitu ted  by cr  The w idth  factor o3 represents a distance scaling param eter th a t 
determ ines the  proportion of the  inpu t space where the  j - th  R B F will have significant non­
zero response. The location of the  centroids of the  kernel j  is obtained by vector cr  If o3 
is fixed, network train ing  yields the  optim al weights Xj and a vector cr  It is also possible 
to  tra in  the  scaling param eters sim ultaneously or in a successive phase by m eans of the 
generalized delta  learning rule [1] . If o3 is fixed, prior inform ation about the  d a ta  is required 
since the  response in inpu t space is determ ined by the  scaling param eters. Small values for 
(Tj exhibit local responses. However, if o3 is increased, in terpolation  sta rts  to  occur w ithin 
the  range of the  train ing  data. If o3 is fu rther increased, ex trapolation  outside of the  train ing 
d a ta  is possible.
The Euclidean distance is generally used as a distance m easure for the  inpu t objects to 
the  centroid. However, o ther m etrics have also been successfully applied.
5.2.4 R obustness analysis
The goal of the  robustness analysis is to  find a m easure for the  effect of random  noise in input 
space on the  random  deviations em erging on the  ou tpu t units. In this section, a procedure 
for the  quantification of robustness of M LF and R B F models is discussed. The Probability  
D ensity Functions of the  errors em erging on the  ou tpu t units can be estim ated  by M onte 
Carlo error sampling. For instance, when a two-layered network is considered, the  errors 
A Xik and A W m are sam pled from  the  norm al distributions
Axifc G iV(0, crk), A Wki <E AT(0, a M) (5.5)
w ith zero m ean and variance a 2 . Note th a t the  errors sam pled from  these distributions 
can have bo th  positive or negative sign. The index for the  d a ta  p a tte rn s or objects is denoted 
by i , k  for the  inpu t variables and I for the  hidden units, in correspondence w ith Figure 5.1.
D istribu tional inform ation about inpu t and ou tpu t (pure) errors (experim ental condi­
tions, m easurem ent noise) can be estim ated  by replicated  experim ents. It is m ore difficult
°The com m ent in [7] and the respons paper [6] addressing the in terpreta tion  of the robustness param eters 
have been incorporated in this section.
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to  get d istributional inform ation about weight errors since the  network does not always 
converge to  the  same m inim um  as a result of different in itia tions and local m inim a.
The variance of the  predicted  ou tpu t errors can be obtained by propagating the  errors 
th rough the  network:
Ay* =  y% -  '¡'[(x* +  A x ) ( W  +  AW)]  (5.6)
A y¿ =  y¿ — 'i f XiW +  A x l^  + x¿A W  +  A sA l^] (5-7)
In Section 5.1 the  problem s of estim ating  the  weight errors have already been addressed. 
A sim plification has been used by setting  the  weight errors to  zero (om itting the  last two 
te rm  in equation 5.7 ) so only the  errors in inpu t space are considered. A lthough the  results 
of the  robustness procedure are affected by om itting  the  m odel noise, the  results can still be 
used for a qualitative judgem ent about the  neural models.
The M onte Carlo sam pling scheme can be carried out for a num ber of (decreasing) noise 
am plitudes as is shown in Figure 5.2. The followed procedure is explained in m ore detail in 
Figure 5.1.
Figure 5.2: Variance of an ou tpu t-un it as a function of the  noise am plitude factor 0 . In 
this exam ple the  first ou tpu t-un it for the  Y arn-data (Table 3, Section 4.2) has been used. 
The d istribu tion  of the  objects specified by the  dots is alm ost identical for every am plitude 
level, revealing th a t the  position in inpu t space does not severely affect the  sensitivity  ßi  
to  inpu t noise. Note th a t the  offset factor ß 0 is on the  right side of the  figure at 0  =  1 
(original d istribution).
The noise am plitude factor has been used to  increase the  am ount of noise from  zero 
(infinite narrow  distributions) to  the  d istributions originally used (0  =  1). Since the  required 
num ber of M C-sim ulations is proportional w ith the  dim ension of the  sim ulation space, 0  was 
kept sm aller th an  one, in order to  avoid a trem endous increase of com putation  tim e. For this 
reason the  noise-am plitude factor m ight also be considered as a ”noise-attenuation” factor. 
The sensitivity  of the  ou tpu t units to  the  noise-am plitude factor can be obtained by m eans
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Step I. I n i t i at ion
A.
B.
D efine th e  in p u t  e r ro r  d is t r ib u t io n  iV(0, d j )  
fo r each  j - th  v a ria b le . U se p r io r  in fo rm a tio n  
fro m  re p lic a te d  e x p e r im e n ts .
F ill in  a n  a r ra y  w ith  a t te n u a t io n  fa c to rs  Í2 
in  in c re a s in g  o rd e r  (e.g . [0.. 1]) in  o rd e r  to  
r e g u la te  th e  d is tr ib u tio n s .
Step II.  S imu l at ions
F o r  t  =  1 t o  t  =  N
F o r  r = 1 t o  r =  M
1. G e n e ra te  ’n o isy ’ in p u t  p a t te r n s  
u s in g  in fo rm a tio n  fro m  A a n d  B 
ex am p le :
X = [ x i , x 2 , . . , x K ]t +  iî[A æ i, A x 2 , A x ]*  
w h ereas A x j  G
2. P ro p a g a te  th e  s im u la te d  p a t te r n s  
to  th e  o u tp u t  o f th e  n e tw o rk
E n d
C a lc u la te  th e  v a ria n c e  fo r each  o u tp u t  
u n it  a t  no ise  fa c to r  Í2
E n d
Step I I I .  Regress ion
M odel th e  v a ria n c e  as a  fu n c tio n  
o f th e  no ise  a m p litu d e  fa c to r .
Table 5.1: The th ree steps to  quantify the  sensitivity  of the  output-variables to  the  am plitude 
of noise on inpu t patterns.
of O rdinary Least Squares regression (OLS) of the  logarithm  of the  predicted  error against 
the  logarithm  of the  noise-am plitude factor 0  given by
log (var (Ay t)) =  ß 0 +  ßilog(t t)  (5.8)
It was originally believed [5] th a t the  offset param eter ß 0 gives an indication of the  pure 
ou tpu t errors, averaged over all the  objects, whereas the  slope, represented by param eter /?i, 
contains inform ation about the  sensitivity  to  the  am ount of noise in inpu t space. However, 
as noticed by [7], the  sensitivity  inform ation is stored in ß 0 as can be derived by applying 
theoretical error propagation theory. The equations and contrain ts [6] for applying error 
propagation on two-layered feedforward neural networks are included in the  appendix.
5.3 M aterials and M ethods
The program s required for creating R B F and M LF neural network models and the  robustness 
analysis have been developed in M atlab-4.2 (tm ), which is a com puting environm ent for 
high perform ance num eric com putation  and visualization. The M atlab program s have been 
executed on various Sparc-lO (tm ) w orkstations. On these com puters, a tra in ing  procedure 
for a M LF network (Yarn data , Section 4.2.1) containing 9 hidden units, took about 50 
seconds execution tim e, whereas the  robustness analysis took approxim ately 30 m inutes on 
a Solaris Sparc 10(tm ) w orkstation. Since the  RBF-m odels contained m ore base functions, 
the  execution tim e increased up to  a factor 3.
E rror backpropagation using the  gradient descent m ethod [11] was used in all cases to 
tra in  the  network weights. B atch-train ing  was applied (i.e. propagating all d a ta  sim ulta-
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neously through the  network) to  speed up the  train ing  and to  avoid the  dependency of the 
delta  learning rule on the  sequence of the  inpu t p a tte rn  vectors.
5.4 E xperim ental
B oth M LF and R B F neural networks have been tra ined  for resolving a series of sim ulated 
function approxim ation problem s from  Sekulic et al. [16]. The data , generated by the  addi­
tive, in teractive, com plex and transform ed d a ta  models, have originally been used for testing 
the  m odeling capabilities of MARS (M ultivariate A daptive Regression Splines). A dditional 
to  the  original sm ooth sim ulated datasets, a noisy dataset has been included for each type 
of d a ta  in order to  test the  generalization ability  of the  network models. Once tra ined  the 
networks, the  robustness analysis was applied.
N ext to  th a t, a dataset from  chem ical practice has been used for m odeling the  relation 
between physical s truc tu re  and m echanical properties of yarns [20]. Since sta tistica l infor­
m ation  about the  inpu t and ou tpu t errors were available, the  predictive ability  could be 
verified.
Among all the  possibilities, bo th  networks have been configured identically w ith respect 
to  the  learning rates, network topology and the  train ing  m ethod in order to  m ake a reasonable 
com parison.
N ext to  th a t, the  Kohonen learning rule has been used to  initialize the  R B F network,
i.e. adapting  the  centroids. In our case, b e tte r models were obtained and a m ore founded 
com parison w ith the  M LF network was possible. The required num ber of network param eters 
has been estim ated  by m eans of crossvalidation procedures. Parsim onious models were 
obtained in this way and overtraining effects have been avoided.
The neural models have been validated by m eans of the  root m ean squared error of 
prediction (RM SEP) com puted only in the  test d a ta  sets. W hen the  network consists of 
m ultip le ou tpu t, the  overall RM SE (or RM SEP for predictions) which represents the  norm  
of the  various ou tpu t units, has been used. The form ulas for the  prediction errors are
Eh =
E 0verall  =
(Vpk Upk)2
P=  1 N
\
M  rp 2 
_ b. h m
(5 .9 )
( 5 , 10)
where M  represents the  num ber of ou tpu t variables.
In this paper, the  network param eters of bo th  types of networks have been adap ted  by 
m eans of a gradient descent m ethod like the  generalized delta  learning rule. In contrast to 
M LF, R B F param eters are adap ted  in a linear fashion. As a result of the  linear param eter 
ad justm ent and the  concept of narrow  receptive fields of the  basis functions, R B F is suited 
for faster learning. Since train ing  affects only a small neighborhood of the  in terpolating 
function, previously learning paths of the  function are not corrupted.
However, the  required num ber of radial basis functions is proportional to  the  d istribu tion  
of the  data-objects in inpu t space and moreover the  com plexity of the  d a ta  used. Especially
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when high dim ensional d a ta  are used, m any radial base functions are required, resulting in 
extensive slow learning networks. Sim ulation studies for function approxim ation problem s 
have shown the  superiority  of R B F to  M LF when low-dim ensional inpu t spaces are used [21].
5.4.1 Sim ulated data
D a ta  d escr ip t io n
The train ing  sets were generated by feeding a grid of 112 knots or a 112 factorial design 
over the  range [0,1] to  the  additive, in teractive, com plex and transform ed d a ta  models as 
described by Sekulic et. al [16]. A general form ula for these models is
y = A - F ( x  i , x 2) +  e (5-H )
where X\ and x 2 represent the  two factors of the  factorial design. In accordance w ith [16], 
additional scaling param eters and an am plitude factor A  has been included.
Sim ilar to  the  procedure outlined above, noisy datasets have been generated. Here, a 
small am ount of noise sam pled from  a norm al d istribu tion  has been added to  the  sm ooth 
datasets, yielding an error ratio  of approxim ately 1%.
B oth the  sm ooth and noisy datasets, representing the  additive, in teractive, complex and 
transform ed d a ta  models, have been used to  com pare the  robustness of R B F and MLF 
networks.
The test sets, each containing 500 objects, were com posed by uniform  random  sam pling 
from  inpu t space and feeding these objects to  the  various d a ta  models as is illu stra ted  for 
the  complex d a ta  m odel in Figure 5.3.
Figure 5.3: The complex datam odel. The inpu t p a tte rn s for the  test set (random ly selected 
in the  inpu t space) are denoted by the  dots.
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R e su lts
The results of the  M LF and R B F models are sum m arized in 5.2. For all the  d a ta  models, the 
num ber of hidden units or base functions and the  Root M ean Squared Errors of C alibration 
(RM SE) and P rediction (RM SEP) are included.
S im u la te d  d a ta
M L F R B F
D a ta  m o d e l HU R M S E R M S E P HU R M S E R M S E P
A ddit ive
S m o o th 7 0.0328 0.0233 8 0.0352 0.0304
N oise 7 0.0337 0.0244. 10 0.0297 0.0250
In terac t ive
S m o o th 6 0.0886 0.0774 10 0.0287 0.0235
N oise 6 0.0428 0.0371 9 0.0346 0.0294
Com plex
S m o o th 7 0.2014 0.1882 10 0.0536 0.0384
N oise 7 0.1994 0.1815 10 0.0588 0.0431
Transf.  
S m o o th 7 0.0241 0.0190 10 0.0455 0.0368
N oise 7 0.0206 0.0213 10 0.0372 0.0310
Exp. Transf.  
S m o o th 5 0.0368 0.0321 9 0.0385 0.0319
N oise 4 0.0458 0.0408 10 0.0372 0.0310
Table 5.2: The Root M ean Squared Errors of C alibration (RM SE) and P rediction (RM ­
SEP) for the  (additive, in teractive, complex, transform ed and exponentially transform ed) 
sim ulated data. The optim al num ber of hidden units (HU), estim ated  by crossvalidation, is 
also specified.
The prediction errors denoted by the  Root M ean Squared Error of P rediction (RM SEP), 
as shown in Table 5.2, indicate th a t especially the  highly nonlinear d a ta  are generally b e tte r 
m odeled by the  R B F network. In addition to  th a t, the  R B F models perform  equally for 
every sim ulated datam odel. In this case, the  disadvantage of the  R B F models is th a t they 
need m ore hidden units or base functions to  establish the  neural model. In addition to  th a t, 
it needs to  be em phasized th a t our experience indicates th a t R B F networks, tra ined  by the 
generalized delta  learning rule, generally suffer m ore from  convergence problem s th an  MLF 
networks and m ore effort has to  be invested to  tra in  the  network.
5.4.2 Practice data
D a ta  d escr ip t io n
A dataset from  chem ical practice by de W eijer et al. [20], has been used for m odeling the 
relationship between physical s truc tu re  and m echanical properties of industria l poly(ethylene 
te reph thala te) yarns. In his paper, de W eijer describes how M LF networks have been applied 
to  m odel the  dependency of the  therm al and m echanical properties to  industria l process 
conditions.
The m ost im portan t characteristics of the  physical s truc tu re  are the  crystallinity, size 
and orientation of the  molecules. In to ta l, eleven struc tu re  quantities were m easured. The 
m echanical yarn properties were described by five param eters containing inform ation about 
tensile strength , energy, absorbance, elongation and m odulus. For theoretical backgrounds
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and inform ation about the  m easurem ents and experim ental conditions, the  reader is referred 
to  [20].
The d a ta  consisted of 294 yarns. From this data , 50 test yarns were selected for evaluating 
the  predictive ability  of the  neural models during training. From a crossvalidation procedure 
for estim ating  the  required num ber of hidden units, it appeared th a t eight hidden units for 
the  M LF network and 26 base functions for the  R B F network yielded the  best models w ith 
respect to  the  bias-variance trade-off.
The experim ental conditions, for m aking the  neural models, were kept identical to  the 
original paper, i.e. the  inpu t values were scaled between —1 and 1, and the  ou tpu t values 
were scaled between 0 and 1.
R e su lts
B oth M LF and R B F networks have been applied in order to  m odel the  physical s truc tu re  and 
m echanical properties of industria l yarns, from  the  paper of de W eijer et al. [20]. In Table 5.3 
the  percentage of explained variance (PEV ) and the  RM SEP values for the  eleven m echanical 
properties are presented. From crossvalidation appeared th a t the  M LF models required 8 
hidden units, whereas the  R B F-m odel needed up to  26 hidden units (base functions) to  reach 
a com parable degree of accuracy. In agreem ent w ith the  previous results, the  M LF network 
is b e tte r  capable to  create parsim onious models w ith respect to  the  RM SE and the  size of 
the  network.
However, Table 5.4 reveals some interesting properties of the  R B F network. The ou tpu t 
units of the  R B F-m odel are generally m ore robust to  inpu t noise for m ost of the  m echanical 
properties, which is in accordance w ith [1], Also a b e tte r  estim ation  of the  ’p u re ’ ou tpu t 
errors can be observed.
P ra c tic e  d a ta
P ro p e r ty M L F  m o d el R B F  m o d el
P E V  % R M S E P P E V  % R M S E P
1 95.85 0.0828 94.88 0.0920
2 65.35 0.2234 66.82 0.2186
3 96.39 0.1192 96.10 0.1239
4 92.76 0.1226 93.59 0.1153
5 92.77 0.1415 93.13 0.1380
6 92.33 0.1569 92.89 0.1511
7 97.37 0.0701 96.32 0.0829
8 93.04 0.1057 92.66 0.1085
9 78.83 0.2422 79.73 0.2370
10 93.39 0.1241 93.52 0.1229
11 59.38 0.2179 59.08 0.2187
Table 5.3: The Percentage Explained Variance (PEV ) and the  Root M ean Squared Error 
of P rediction (RM SEP) for all the  output-variables of the  M LF and R B F network models 
(Yarn data).
5.5 D iscussion  & C onclusion
In this paper, we have proposed a m ethod to  test the  robustness properties of two differ­
ent types of neural networks (Radial Base Function (RBF) and M ulti-layered Feed-forward
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P ra c tic e  d a ta
P ro p e r ty P u re  e r ro r M L F  m o d el R B F  m o d el
ßo ß l ßo ß l
1 0.0472 0.0524 1.0011 0.0579 1.0007
2 0.1596 0.0810 1.0011 0.1032 0.9999
3 0 .0927 0.0476 1.0043 0.0830 1.0011
4 0.0918 0.0512 1.0003 0.0550 0.9996
5 0.1064 0.0539 1.0000 0.0537 1.0010
6 0.1370 0.0444 1.0049 0.0897 1.0018
7 0.0798 0.0439 1.0032 0.0626 1.0007
8 0.0808 0.0644 1.0010 0.0677 1.0003
9 0.1100 0.0918 1.0009 0.1054 0.9993
10 - 0.0533 1.0002 0.0548 1.0007
11 0.3276 0 .0467 1.0023 0.0539 1.0019
Table 5.4: The results of the  robustness analysis (Yarn data). The original pure errors for 
the  11 ou tpu t variables are included in order to  com pare them  w ith the  offset-coefficients (ß0 
) of the  M LF and R B F neural models. The sensitivity  of the  ou tpu t units to  the  am plitude 
of inpu t noise is denoted by ß 1.
(M LF) networks) applied on a dataset obtained from  industria l chem ical practice. The 
m ethod can be used as a qualitative validation tool to  investigate the  sensitivity  of network 
ou tpu ts to  the  am plitude of random  errors in inpu t space. Since the  results of the  robustness 
analysis depend on the  d a ta  and the  network configuration used, no general inform ation can 
be ex tracted  about intrinsic robustness properties. Next to  th a t, prior knowledge about pure 
errors in inpu t and ou tpu t space is required. In the  experim ental section of this paper, the 
robustness procedure has been applied on Yarn d a ta  [20] m odeled by R B F and M LF neural 
networks.
An appealing feature of R B F networks is th a t the  network param eters have physical 
m eanings in contrast to  M LF networks. The weights connected between the  base function 
and the  variable represent the  coordinates of the  center of a group of objects. The ou tpu t 
weights are used to  realize a weighted sum  of center-positions. This way, a specific subdom ain 
in the  d a ta  space can be selected. The scaling param eter cr is used to  adap t the  narrowness 
of the  Gaussian shaped functions.
The R B F network falls between a nearest neighbor m atcher and a regression technique. 
The scaling param eter cr can be used to  regulate the  behavior of the  network. Narrow 
G aussian d istributions m ake it possible to  approxim ate linear or nonlinear correlations in a 
A^-dimensional space. It is obvious th a t the  R B F network needs m uch m ore base functions 
for function approxim ation th an  for classifications problem s. W hen the  network is applied 
for classification, higher values for cr are m ore common. The radial base functions are then  
used as centroids for a group of objects in a hyperspace. Note th a t one cluster can be 
d istribu ted  over various base functions. A linear com bination of base functions pointing to 
the  same class enables a b e tte r  discrim ination between different classes.
For sim ulated function approxim ation problem s used in this paper, M LF outperform s 
RB F, i.e. parsim onious models are obtained w ith lower prediction errors (Table 5.2). How­
ever, bo th  types of networks still rem ain com parable.
On the  yarn data , a robustness analysis has been carried out. Table 5.4 shows th a t 
the  R B F m odel is generally m ore robust for inpu t noise. Also, the  in tercept gives a b e tte r  
approxim ation of the  pure errors. This allows us to  conclude th a t the  R B F-m odel has b e tte r
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robustness properties th an  M LF models.
The study includes a restric ted  com parison of the  speed and convergence properties for 
bo th  types of networks. W ith  the  sim ulated d a ta  used for function approxim ation in vari­
ous models, linear and nonlinear, using crossvalidation procedures to  avoid the  overtraining 
effect, there  are no big differences between M LF and R B F networks. B oth converge approx­
im ately  in the  same range, bu t M LF models were com putational less expensive th an  RBF, 
which however is not a big problem  taking into account the  power of m odern com puters.
On the  o ther hand, the  R B F models for yarn d a ta  appeared to  be m ore robust th an  the 
M LF networks obtained. Sum m arizing, the  choice of a particu lar type of ne work depends on 
the  problem  one tries to  resolve, the  available com putational power and the  goal pursuited.
5.6 A p p end ix
For a feed-forward neural network containing th ree layers w ith K  linear inpu t units (flow­
through units), L  hidden units containing a tangent hyperbolicus activation function and M  
linear ou tpu t units, the  general network E quation can be used
L
ym = Y  (5.12)
;=i
where the  tangent hyperbolicus activation function is denoted by and the  inpu t of the 
Z-th hidden un it is given by
K
neti = J 2 W k i  ■ x k (5.13)
k= 1
Linearizing E quation 5.12 by m eans of a first order Taylor expansion around (x0,y 0) 
yields
A ym = ym -  y.
= (V tf  (nei,) ¿ ( W * ,  • A x ,) ]  (5.14)
;=i V k= i /
where yk is the  estim ate of the  linearized network and V vI'(net/) represents the  first 
derivative of hidden unit I for inpu t object x 0. Consequently, the  variance of network ou tpu t 
ym can be derived by squaring E quation 5.14, yielding
= ¿  ((V«(nei,))I„ E((M„ ' M'«)2 '
;=i V k= i /
( 5 . 15)
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Note th a t E quation 5.15 is only valid when no correlations in inpu t space and no or weak 
correlations in the  activated  hidden units exist.
Given the  sim ulated experim ental uncertainty, A x k =  Ocr and the  weight contribution 
per hidden unit A¡m =  J2k Vim • Wki, one finds 1
L
<  = £ ( ( V > K nef,))i .4L )  ' f i V
;=i
= ¿ ( ( l - t a n h 2(„e(, ) 4 . , 4 L ) - f ! V  (5'16)
;=i
In [5] the  robustness of M LF and R B F models to  random  input pertu rba tions has been 
studied by M onte Carlo sim ulations. The experim ental d a ta  were pertu rbed  w ith artificial 
noise, controlled by the  param eter 0 ,  (cr, =  fier*.). The sensitivity  of the  ou tpu t units w ith 
respect to  0  was determ ined by m eans of ordinary least squares regression of the  logarithm  
of the  ou tpu t variance against the  logarithm  of 0 .
lo g K )  =  ßo + ßi ■ log (fi) (5.17)
Using the  square root and the  logarithm  of bo th  sides of E quation 5.16
l°g (vym) = log ( Y i 1 ~  ta n h 2(net,)) • Q |A |/mc^j (5.18)
Com paring this to  E quation 5.17, it follows th a t
ßo = log | ^ ( 1  “  ta n h 2(net,)) • \A\imo^j (5.19)
 ^ Xo
ßi = 1 (5.20)
As is discussed above, this derivation is to ta lly  based on the  unrealistic assum ptions of 
independency and norm ality  of (sufficiently small) errors. Since neural networks tra ined  by 
the  generalized delta  learning rule do not take these properties into account, the  validity of 
Equation 5.19 rem ains questionable.
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Chapter 6 
D igital filtering using Artificial 
Neural Networks
Sum m ary
M ulti-layer feed-forward (MLF) neural networks are used as digital signal processing methods. 
Various concepts of neural filters are outlined and the filtering properties are explored by means of 
well defined simulated data , using param etric peak and noise models. The effect of signal processing 
to  the signal-to-noise ratio and the extent of peak deform ation is studied by estim ating the peak 
and noise param eters of the smoothed signal using Levenberg-M arquardt nonlinear regression. 
The results of conventional smoothing algorithm s and neural filtering are compared and discussed. 
Finally some general conclusions about the possible use in chemical practice using real-world da ta  
are drawn.
°This chapter has been presented at the poster sessions of the 6-th conference on Chem om etrics in 
A nalytical C hem istry CAC96.
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6.1 Introduction
Most detectors and sensors used for chem ical analysis are analogue devices, yielding an 
electrical ou tpu t signal which represents some physical param eter, e.g. light intensity, as a 
function of tim e. In practice, electric signals are accom panied by noise, affecting the  precision 
and the  detection lim it of the  analysis perform ed.
Focusing to  spectrom etry, roughly two types of noise can be distinguished. The first 
type of noise is random  from  natu re  w ith a m ore or less uniform  distribu tion  in frequency 
dom ain. Shot noise and therm al (or Johnson noise) can be assigned to  this category. Shot 
noise adds an error signal to  the  determ inistic  signal which can only statistically  be described 
and resides along a broad frequency bandw idth. Shots noise is of fundam ental na tu re  [38, 3] 
and is therefore com m only m easured in spectrom etry  practice. The am ount of Shot noise 
can be reduced by averaging repeated  m easurem ents , yielding a noise reduction proportional 
w ith the  square root of the  num ber of repetitions. T herm al noise is the  consequence random  
therm al m otion of electrical charge carriers in electronic devices. T herm al noise can also be 
reduced by m eans of sta tistica l averaging.
The second type of noise, low-frequency noise, is correlated in tim e and has a noise power 
which is roughly inversely proportional to  frequency. Low-frequency noise is also referred 
to  as flicker or 1 /f  noise. The presence of low-frequency noise in analytical signals can be 
assigned to  various causes (f.e. experim ental conditions, drift, electronic im perfections, etc.). 
It goes beyond the  scope of this paper to  trea t low-frequency noise sources in detail and the 
reader is referred to  [9, 2, 24, 7, 36] for extensive background readings on fundam ental aspects 
of noise in detection system s. In contrast to  Shot noise, low-frequency noise is correlated 
in tim e. Hence this category of noise cannot be processed by m eans of sta tistica l averaging 
techniques and alternative m ethods need to  be used. In [31, 32] and [25], drift correction 
m ethods based on the  K alm an filter or proposed. Additionally, in [8] a m ethod is proposed 
to  correct for colored noise contributions using the  concept of adaptive noise cancellation. 
In [29], a com plete sum m ary of the  noise categories discussed above and the  corresponding 
signal processing m ethods are outlined.
In chem ical practice, signals are frequently  processed by m eans of digital filters in order 
to  optim ize the  signal-to-noise ratio. Various m ethods like the  Moving Average, Savitzky 
Golay filters, and Fourier analysis have becom e standard  m ethods [17] to  im prove the  quality 
of the  signal obtained. In m ost situations, these m ethods are applied as low-pass filters for 
sm oothing high frequent noise contributions to  the  determ inistic  signal. Since the  determ in­
istic signal cannot generally be separated  from  the  noise in frequency dom ain, the  low-pass 
filtering m ethods tend  to  deteriorate the  determ inistic  signal. In practice a com prom ise for 
optim al noise reduction and m inim al signal d istortion has to  be determ ined.
In digital signal processing theory  [20], a lot of tools exists for designing optim al filters 
for this purpose. However, only little  of these m ethods have reached chem ical practice as 
m ost of these m ethods are less appealing due to  the  required profound theoretical insight 
and the  fact th a t digital signal processing theory  has its roots in different (non-chem ical) 
backgrounds.
In this paper, some new m ethods are explored. N eural networks are used as digital 
filters in order to  sm ooth out noisy data. The effect of network design (i.e. the  choice of 
the  num ber of inpu t units, the  num ber of hidden units and the  learning param eters) on the
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am ount of peak deform ation as well as noise reduction is studied. The results are com pared to 
conventional filters, com m only used in chem istry. Moreover, a principal com ponent analysis 
is perform ed persuiting  the  same criteria  (i.e. m inim al peak deform ation and m axim al noise 
reduction).
The applicability  of the  neural filters and the  PC A -m ethod is discussed by m eans of 
sim ulated data. The d a ta  are generated using two different peak and noise models. The 
peak models are expressed by Gaussian and Lorentz functions whereas the  noise models are 
represented by w hite and colored noise, uncorrelated  and correlated in tim e, respectively. 
The effect of signal processing w ith respect to  the  am ount of noise reduction and peak 
deform ation is studied by estim ating  the  peak and noise m odel param eters using Levenberg­
M arquard t nonlinear regression. The signal-to-noise ratio  before and after signal processing 
is used as a m easure to  com pare the  results of the  m ethods discussed.
The rem aining part of this paper is s tructu red  as follows. F irst, some brief theoretical 
backgrounds about digital filtering in Chem om etrics are sum m arized. In the  M aterials and 
M ethods Section, the  sim ulated d a ta  and the  m ethodology used for estim ating  the  effects of 
signal processing, are outlined. In the  E xperim ental Section, the  signal processing results 
are shown. F inally the  results are discussed and conclusions about the  po ten tial of neural 
networks on real chem ical d a ta  are drawn.
6.1.1 Sum m ary o f conventional filters
The m ost com mon filters used in Chem om etrics can roughly be divided into two classes. 
The first class exploits the  signal properties in the  frequency dom ain [20, 17, 4, 26] (e.g. 
Fourier m ethods) in order to  ex tract the  determ inistic  signal form  the  noise. The second 
class of filters operates in the  tim e dom ain (sm oothing m ethods). A lthough m ost sm oothing 
m ethods can m athem atically  be redefined into the  first class, the  signal properties in the 
frequency dom ain rem ain unaddressed during the  sm oothing process.
One of the  sim plest concepts of ” sm oothing” is the  Moving Average filter [17]. The 
Moving Average filter operates by averaging the  first 2K  +  1 values of a window providing 
the  ’’sm ooth” value for the  m iddle point ( K  +  1) of the  window. The window is moved across 
the  signal following the  same procedure and consequently a sm oothed signal is obtained. The 
Moving Average can m athem atically  be expressed as
i = K  i = K
x(t)  =  2^ x {t +  i) • w ( i ) /  2^ w(i)  (6-1)
i = —K  i=  — K
also referred to  as convolution (x i t ) =  w ® x ( t ) ) .  The convolution (or weighting values are 
denoted by w(i).  The filtering function is controlled by the  size of the  window (2K  +  1) and 
the  num ber of tim es the  filter is applied to  the  signal xit ) .  It is obvious th a t the  Moving 
Average filter fails when correlated determ inistic  signals are used as peak deform ation is likely 
to  be obtained for large values of K . Consequently, the  convolution theory  has been extended 
using polynom ial filters like the  Savitzky Golay (SG) filter. In the  classic paper [27] and 
in [1] it is outlined how a polynom ial sm oothing can be obtained by adapting  the  convolution 
coefficients by m eans of ordinary least squares. In order to  avoid unnecessary com putation 
tim e, the  convolution num bers have been published for variable filters sizes and filter orders.
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x(t-2) x(t-1) x(t)
Figure 6.1: T im e delay operators z 1 applied on signal xi t)
z z
Later, some corrections on the  originally published tables have been published and the  theory 
has been extended for m atrix  algebra and variance calculations of sm oothed signals [23].
The SG-filters have found w idespread use in spectroscopy due to  its efficiency and th e­
oretical simplicity. For small window sizes the  cubic (second order) SG-filter has proven to 
be able to  reduce noise w ith m inim al signal deterioration.
A nother concept of polynom ial filtering can be obtained by m eans of Spline in terpola­
tion [1, 23]. The SG-filter operates globally on the  entire signal using a specified set of 
convolution num bers. In contrast to  the  SG-filter, Spline in terpolation  operates locally by 
categorizing different intervals in the  signal, bounded by the  so-called knots. Each interval 
is fitted  by a N -th order polynom ial. Consequently, the  m ethod is referred to  as a ”piecewise 
polynom ial” . Especially for higher order polynom ials the  Spline m ethod outperform s the 
SG -m ethod. However, the  construction of the  Spline requires the  knowledge of the  num ber 
and location of the  knots and the  degree of the  polynom ials.
6.1.2 Principal com ponent filters
Principal com ponent analysis (PCA ) is com m only used for a linear decom position of m ulti­
variate d a ta  into a few principal com ponents. The principal com ponents can be considered 
as new orthogonal axes in a low dim ensional space. Since only the  linear correlations in the 
d a ta  are addressed, the  experim ental noise is filtered by the  projection in the  low dim ensional 
space. In this section it is dem onstrated  how PC A can be used for filtering noisy signals 
using a tim e-delay m atrix  also referred as a transversal m atrix  [14, 15]. Each colum n of a 
transversal m atrix  consist of tim es series, shifted by a tim e step z ~ l . In Figure 6.1, a simple 
exam ple of two delay operators applied on a tim e-series x i t )  of length N  is shown. The 
delayed signals x i t  — 2), x i t  — 1) and x i t )  are stored column-wise in a transversal m atrix , as 
shown in E quation 6.2.
x( t  — 2) 
x( t  — 3) 
x( t  — 4)
x ( t  — 1) 
x ( t  — 2) 
x ( t  — 3)
x(t)  
x ( t  — 1) 
x ( t  — 2)
x( t  — N )  x ( t  — N  +  1) x( t  — N  +  2)
(6.2 )
Hence, the  th ird  colum n represents the  original signal, whereas colum n two and colum n one 
are shifted by one and two tim e delays respectively. The rows of the  m atrix  represent the 
successive tim e windows (boxcars) shifted backwards in tim e. As each row of the  m atrix  
represents a tim e window of size K  of the  signal x i t ), the  transversal m atrix  can be considered 
as a m atrix  representation  of moving boxcars. As a consequence of the  size of the  tim e 
window, only N  — K  samples of the  tim e-series can be covered. In order to  get around this
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problem , the  concept of cyclic transversal m atrices is used, as is represented by E quation 6.3.
x(t) x ( t  — N ) x( t  — N  +  1)
x( t  — 1) x(t) x ( t  — N )
X  = x( t  — 2) x ( t  — 1) x(t)
x ( t  — N ) x( t  — N  +  1) x( t  — N  +  2)
W hen a continuous transition  of the  edges x i t  — N )  and x i t )  is obtained, the  concept of the 
cyclic m atrix  can be applied and consequently a b e tte r  signal coverage can be obtained.
It is assum ed th a t the  signal x i t )  contains a determ inistic  part which is correlated in tim e 
(f.e. G aussian shaped peaks as in chrom atography) and a stochastic part which is generally 
the  consequence of Shot noise and high frequent signal interferences. W hen the  cyclic m atrix  
is decom posed into principal com ponents, the  stochastic contributions are om itted  as high 
frequent (noisy) signals show little  correlation in tim e. Consequently, PC A on a cyclic m atrix  
can be considered as a low-pass filter. The cut-off frequency is controlled by the  num ber 
principal com ponents. Obviously, a critical num ber of principal com ponents needs to  be 
chosen to  ex tract the  determ inistic  signal from  the  noise. The optim al num ber of principal 
com ponents depends on the  characteristics of the  determ inistic  and the  stochastic parts  of 
the  signals. W hen the  signal consists of a highly correlated determ inistic  signal (e.g. a broad 
G aussian shaped peak) em bedded in w hite noise, PC A suffices to  describe the  determ inistic 
part w ith a single com ponent. As the  peak becomes m ore narrow, the  first-order correlation 
decreases and additional principal com ponents are required to  describe the  rem aining part 
of the  determ inistic  signal. The PCA -filter is appealing as it sim ultaneously reveals the 
correlation in tim e (autocorrelation) and sm oothes out the  noise by projecting the  principal 
com ponent score vectors back to  the  original space. Since PC A tries to  explain m axim al 
variance in the  cyclic m atrix , special a tten tion  needs to  be paid when low signal-to-noise 
ratios are at hand, as will be indicated in the  experim ental and discussion sections.
6.1.3 N eural network filters
In Chem om etrics, Artificial neural networks are m ostly applied for m odeling sta tic  data , i.e. 
d a ta  which are non-varying in tim e. N eural networks have recently also successfully been 
applied for modeling dynam ic chem ical data. In [18, 34, 6] and [28] it is dem onstrated  how 
neural networks can be used for the  identification of nonlinear dynam ic chem ical system s. In 
addition, successfully applications have been reported  in tim es series forecasting [13, 30] and 
noise filtering [12, 37]. In [35] the  concept of adaptive noise cancellation has been introduced 
which has been applied in chem istry on Inductively Coupled P lasm a Spectroscopy [8] as 
outlined in C hapter seven of this thesis.
In this C hapter, a tten tion  is focused to  the  use of m ulti-layered feed-forward (MLF) 
neural networks as nonlinear sm oothing filters for the  reduction of experim ental noise. In 
Section 6.1.1 it has briefly been outlined how polynom ial filters like the  Savitzky Golay filter 
can be applied as low-pass filters in order to  ex tract the  determ inistic  signal from  the  noise. 
The filtering function is only controlled by the  size of the  window and the  order of the 
polynom ial. From this point of view the  SG-filter can be considered as a param etric  filter.
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It has been outlined earlier, th a t neural networks are non-param etric m ethods, i.e. the 
m odel is constructed  by learning from  exam ples. Since no assum ptions about the  signal 
characteristics are m ade (as is the  case for SG-filtering), an appropria te filter can conve­
niently  be found. The neural network filters can be divided in two classes. The first class 
comprises the  F in ite  Im pulse Response (FIR ) or convolutions m ethods whereas the  second 
class comprises the  recurrent network topologies.
In Figure 6.2, bo th  classes are schem atically shown. The neural FIR- filters [20] or 
tim e-delay filters [33] are presented at the  left-hand side of the  figure. The autoregressive 
NNAR-filter can be realized by m eans of tra in ing  a M LF-netw ork on a single tim e-series. The 
tim e-series is reconstructed  into a transversal s truc tu re  as explained in the  previous Section 
using delayed signals as inputs for the  network. The filter is tra ined  on-line by m inim izing 
the  difference of predicted network ou tpu t x i t )  w ith  the  current observation of the  signal 
x it ) .  Hence, the  network tries to  find a filter function for m axim izing the  correlation between 
neighboring observations of the  tim e-series and can therefore be considered as (nonlinear) 
low-pass filter.
The moving average NNM A-filter follows the  same m inim ization criterion as the  NNAR- 
filter and can also be considered as a low-pass filter. Since the  NNM A-filter is sym m etric 
around x i t ), the  filter is com m only applied as an off-line filter. In contrast to  the  on-line 
filter, the  sym m etric NNM A-filter caused less signal deterioration.
Figure 6.2: N eural network filters. Top-left: NNA R (autoregressive artificial neural n e t­
work). Bottom -left: NNMA (moving average artificial neural network). Top-right: NNCL 
(closed loop artificial neural network). B ottom -right: NNRC (recurrent artificial neural 
network).
The required num ber of param eters (e.g. the  num ber of hidden units) of the  NNM A en 
N NA R filters increases proportionally  w ith the  com plexity of the  relations in the  data. In 
system  identification theory  [16, 6], it is a known concept to  reduce the  num ber of m odel
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param eters by m eans of introducing recurrency in the  model. In the  NNCL (closed loop) 
filter, the  recurrency is im plem ented by connecting previous network ou tpu ts back to  the 
input. Generally a reduction in the  required num ber of hidden units is obtained. The NNCL- 
network can be constructed  by m eans of a conventional M LF-netw ork using transversal 
m atrix  structures for the  hidden units and inpu t units. It goes beyond the  scope of this 
paper to  discuss this train ing  m ethodology for recurrent neural networks. Here, it suffices 
to  refer to  the  concept of E lm an networks, described in [10].
A lthough rarely applied, the  concept of filtering by m eans of recurrency is also known in 
Chem om etrics as exponential filtering [5, 17]. The exponential filter can be expressed by a 
weighted sum  of a current and previously estim ated  observation of the  tim eserie as given by
x( t  +  1) =  x( t) (  1 — cr) +  x(t)cr (6-4)
W hen E quation 6.4 is e laborated for a sequence of tim e instances, the  following expression 
can be derived.
O O
x( t  +  1) =  (1 — cr) ^ 2  v kx ( t  — k) if (cr <  1) (6-5)
k=o
From equation 6.5 it becomes clear th a t the  recurrent connection yields an exponen­
tia l moving average filter w ith infinite m em ory of past signals, i.e. all previous inputs are 
exponentially weighted.
It needs to  be em phasized th a t neural networks are referred to  as recurrent networks when 
the  recurrency is im plem ented at the  units in the  hidden layer. In Figure 6.2 a recurrent 
M LF network (NNRC) is presented. Since the  weights of the  recurrent connections represent 
a m em ory effect (i.e. the  current ou tpu t includes exponentially weighted past ou tpu ts), 
the  N NRC-networks are generally very difficult to  train . In the  lite ra tu re  various learning 
rules for train ing  recurrent networks have been proposed [21, 11, 22, 19]. In this thesis, 
two different approaches for train ing  the  recurrent network have been considered. The 
first approach allows the  recurrent weight to  be adjusted  sim ultaneously w ith the  feed­
forward weights. E lm an [10] proposed a convenient m ethod for adapting  recurrent weights 
by copying delayed ou tpu t signals of the  hidden units to  the  inpu t of the  network. This way 
the  conventional learning rules of M LF-networks can conveniently be applied. However, in 
practice, the  E lm an concept appears to  suffer from  poor convergence. To get around this 
problem , the  recurrent weights can be given a constant value, yielding m ore stable train ing 
behavior and b e tte r convergence.
In the  E xperim ental Section, the  NNAR, NNMA and NNRC m ethods have been applied 
for reducing noise from  sim ulated data. In the  M aterials and M ethods Section, the  peak and 
noise models for generating the  d a ta  and the  approach followed for estim ating  the  effect of 
signal processing have been specified.
6.2 M aterial and m ethods
M a ter ia ls  All program s have been developed in M atlab (tm ) using the  M atlab Signal P ro­
cessing Toolbox. The experim ents have been conducted on a personal com puter containing
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a 100 MHz P en tium (tm ) processor.
M e th o d s  The NNAR and NNMA neural networks have been tra ined  by m eans of the 
generalized delta  learning rule. The optim al num ber of hidden units and the  num ber of tim e 
delays for the  cyclic m atrix  have been determ ined by m eans of cross-validation. The recurrent 
connections of the  NNRC network have been im plem ented according to  E lm an [10] allowing 
again the  use of the  generalized delta  learning rule. The m ethods used for the  sim ulations 
of the  d a ta  and noise and the  com putation  of the  signal-to-noise ratio  are explained below.
S im u la ted  d a ta  The sim ulated d a ta  used for the  noise reduction m ethods are generated 
by m eans of peak and noise models. The peaks are specified by m eans of Gauss and Lorentz 
functions, as given by E quation 6.6 and E quation 6.7 respectively.
G(x) = H ■ e x p ( ~ iln(2)^  -  P ) 2 )  (6.6)
L (x) = H ' \ l n  e* -? - I (6' 7>
The G aussian (G'(x)) and Lorentz (L(x))  peak models require the  knowledge of the  peak- 
height H , peak-position P  and the  peak-w idth W . In this paper the  values are assigned to 
H  = 3.00, P  = 1000 and W  = 1.00.
The sim ulated noise consists of a w hite (W ) and colored (C) noise. The w hite noise is 
generated by sam pling from  a norm al d istribu tion  w ith zero m ean and standard  deviation 
(tw =  0.20
W  N ( 0 , a w), aw =  0.20 (6-8)
The colored noise consists of a m ix tu re of interference, quantization  and flicker noise, denoted 
by I ,Q  and F,  respectively. The various colored noise contributions are norm alized in order 
to  obtain  a com parable m easure of dispersion.
C \J(crj +  (Tq +  (t 2f ) — 0.20 (6.9)
P a r a m e te r  e s t im a t io n  The param eters of the  peak models for peak height (H) ,  peak­
position (P ) and peak-w idth ( W)  are estim ated  by m eans of Levenberg-M arquardt nonlinear 
regression. The peak area is com puted by m eans of the  estim ated  peak-height and peak- 
w idth
Â G =  Í ^-=  - H - W  (6.10)
2yjln(2)
for the  Gauss peak and
Â L = y H - W  (6.11)
for the  Lorentz peak.
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S ig n a l- to -n o ise  ratio  The sta tis tic  of in terest is the  ratio  of the  estim ated  peak area, and 
the  standard  deviation of the  sim ulated noise, com m only known as the  signal-to-noise ratio  
(A / N ). The sm oothing perform ance of the  noise reduction m ethods used is described by 
m eans of the  relative gain in the  S /N -ratio ,
fiG=(f). ! (!) . (6-i2)\ 1 v /  f i l t e r  \  1 /  s i m u l a t i o n
which represents the  relative im provem ent w ith respect to  the  unprocessed signal.
6.3 E xperim ental
D ata have been sim ulated using param etric  peak and noise models. Four different cases are 
considered,
G W -d a ta  consisting of a G aussian peak in w hite noise,
G C -d a ta  consisting of a G aussian peak in colored noise,
L W -d ata  consisting of a Lorentz peak in w hite noise ,
L C -d a ta  consisting of a Lorentz peak in colored noise.
The choice of peak and noise param eters (height, w idth, position, standard  deviation) has 
been set to  3 ,1 ,1000 and 0.20 respectively, as described in the  M aterials and M ethods Sec­
tion. The sim ulated d a ta  have been sm oothed by the  m ethods outlined in the  E xperim ental 
Section and the  Relative Gain (RG) in the  signal-to-noise ratio  has been com puted according 
to  E quation 6.12 for all perform ed experim ents.
The following noise reduction m ethods have been applied:
1. Cubic Savitzky-Golay filtering, using the  windows sizes of 5,15, 25 and 35. respectively
2. P rincipal Com ponent Analysis (PC A ), on a cyclic m atrix  consisting of 5 tim e delays. 
Only the  first two principal com ponents, explaining the  m ost variance are used.
3. N eural network filters NNAR, NNMA and NNRC. The NNA R and NNMA m ethods 
have been applied on a cyclic m atrix  consisting of 4 tim e delays, using 2 hidden units. 
The N N R C -m ethod has been applied using a network w ith a single inpu t un it and 3 
hidden units w ith recurrent weights.
6.4 R esu lts
Cubic SG-filters, w ith window sizes of 5,15, 25 and 35, respectively, have been applied to 
the  four sim ulated datasets. In Figure 6.3 a,b and c, the  effect of the  SG-filter is displayed 
for the  first sim ulation (G W -data). It can be observed th a t enlarging the  window size of 
the  filter causes a substan tial reduction of the  w hite noise at the  cost of the  deterioration
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of the  G aussian determ inistic  signal (decreasing height and increasing w idth). This effect 
can be explained by studying the  frequency response function of the  SG-filters, displayed 
in Figure 6.3 d,e and f. The SG-filter consisting of 5 convolution coefficients operates on a 
broad frequency band-w ith  yielding ra th e r m ild low-pass behavior. The determ inistic  signal 
is not affected by the  small filter, bu t sim ultaneously little  noise reduction is obtained. 
However, increasing the  window size results in a shift of the  cut-off frequency of the  low-pass 
filter. This effect has been observed for all sim ulations as presented in Table 6.1. Since 
the  SG-filter perform s low-pass filtering, the  best filtering results are obtained for the  w hite 
noise sim ulations. This observation is in agreem ent to  our expectation, as in contrast to  the 
colored noise, the  w hite noise is uniform ly d istribu ted  in the  frequency dom ain. Furtherm ore, 
Table 6.1 reveals little  differences are for the  Lorentz and Gauss peak models.
t(s) t(s) t(s)
a) (b)  (c)
(d)  (e) (f)
Figure 6.3: A cubic SG-filter applied on a sim ulated Gauss signal residing in w hite noise. 
In (a),(b) and (c) windows sizes 5, 15 and 35 have been used respectively. In (d),(e) and (f) 
the  corresponding frequency response functions of the  SG-filters are shown.
W hen the  d a ta  are reconstructed  into a cyclic m atrix , as explained earlier, PC  A can be 
applied in order to  describe the  correlations in the  cyclic m atrix . It is assum ed th a t the 
correlations in the  m atrix  can be assigned to  the  determ inistic signal.
In Figure 6.4, the  effects of PCA -filtering on a cyclic m atrix  are shown for the  GW- 
data. Com paring the  first principal com ponent signal (score vector) to  the  original signal 
in Figure 6.4b and a respectively, it can be observed th a t a considerable reduction of the 
w hite noise has been obtained w ithout any substan tial deterioration of the  determ inistic
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p a r . s w5 w l5 w25 w35
H 3.05 3.05 3.03 3,00 2.80
W 1.00 1.00 1.00 1.00 1.01
N 0.20 0.13 0.07 0.05 0.04
R G - 1.58 2.97 4.14 5.02
(a) G aussian peak in w hite noise
p a r . s w5 w l5 w25 w35
H 3.02 3.02 2.99 2.87 2.60
W 1.00 1.00 1.00 1.00 1.10
N 0.20 0.19 0.11 0.09 0.08
R G - 1.07 1.81 2.21 2.55
(b) G aussian peak in colored noise.
p a r . s w5 w l5 w25 w35
H 2.97 2.97 2.96 2.92 2.84
W 1.00 1.00 1.00 1.00 1.00
N 0.20 0.12 0.06 0.05 0.04
R G - 1.62 3.15 3.90 4.34
p a r . s w5 w l5 w25 w35
H 2.92 2.92 2.91 2.87 2.80
W 1.00 1.00 1.00 1.00 1.00
N 0.22 0.20 0.12 0.09 0.07
R G - 1.07 1.84 2.37 2.87
(c) Lorentz peak in w hite noise. (d) Lorentz peak in colored noise.
Table 6.1: Results of Cubic Savitzky Golay filters for G aussian and Lorentz peak models in 
w hite and colored noise. The param eters for peak height (H), w idth  (W ), standard  deviation 
of the  noise (N) and the  relative gain in the  signal-to-noise ratio  (RG) are estim ated  using 
Levenberg-M arquardt nonlinear regression. The symbol ’s’ denotes the  estim ated  param eter 
values prior to  signal processing. The labels ’w 4,w l5,w 25’ and ’w35’ represent the  sizes of 
the  SG-filters.
signal. The first principal com ponent ex tracts the  determ inistic  signal, by describing 69 
percent variance in the  cyclic m atrix . Since the  determ inistic  signal has not been affected, 
the  rem aining variance can be assigned, in this practical case, to  the  noise in the  signal. 
This assum ption is strengthened by the  fact the  second principal com ponent, displayed in 
Figure 6.4c, is already over-fitting the  relations in the  data. Consequently, the  rem aining 8 
percent variance described by the  second principal com ponent can be assigned to  the  noise 
in the  signal.
t  (sec) t  (sec) t  (sec)
(a) G aussian peak in white (b) F irst Principal Compo- (c) F irst and second Principal
noise. nent, explaining 69% variance. C om ponent, explaining 77%
variance.
Figure 6.4: PCA  applied to  G W -data.
In Table 6.2, the  results of the  GW -,GC-,LW - and LC -data are sum m arized. It can 
generally be observed th a t the  for all cases, the  first principal com ponent, yields the  largest
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relative gain in the  signal-to-noise ratio  (RG). Using an additional (second) principal com­
ponent a decrease in the  RG is generally observed for all datasets used. Rem arkably, the 
second principal com ponent signal of the  GC- and LC -data is even of less quality  w ith re­
spect to  the  unprocessed signal (R G gc  <  1 and R G l c  <  1)- In the  Discussion Section, this 
phenom enon is explained.
p a r . s p c i p c l+ p c 2 p a r . s p c i p c l+ p c 2
H 3.01 2.93 3.02 H 3.04 2.83 2.87
W 1.00 1.00 1.00 W 1.00 1.00 1.00
N 0.19 0.09 0.16 N 0.20 0.13 0.20
R G - 2.20 1.25 R G - 1.47 0.95
G aussian peak in w hite noise. (b) G aussian peak in colored
p a r . s p c i p c l+ p c 2 p a r . s p c i p c l+ p c 2
H 3.08 3.05 3.07 H 3.04 2.83 2.87
W 1.00 1.00 1.00 W 1.00 1.00 1.00
N 0.20 0.09 0.16 N 0.20 0.13 0.20
R G - 2.11 1.28 R G - 1.48 0.95
(c) Lorentz peak in w hite noise. (d) Lorentz peak in colored noise.
Table 6.2: Results PCA -filters for G aussian and Lorentz peak models in w hite and col­
ored noise. The symbol ’s’ denotes the  original estim ated  values for the  peak and noise 
param eters. The labels ’p e l ’ and ’pc2’ represent the  first and second principal com ponent.
F inally the  results of the  neural network filters are addressed. F irst, the  recurrent network 
NNRC has been applied to  the  sim ulated data. The NNRC-netw ork has been configured as 
a single inpu t single ou tpu t network w ith a variable num ber of recurrent hidden units. The 
generalized delta  learning rule generally showed poor convergence behavior. The iterative 
weights represent a m em ory effect which is altered  by changing the  values of the  weights, 
yielding poor convergence behavior. To get around this problem , the  recurrent weights have 
originally been set to  low values. For a num ber of increasing recurrent weight values, the 
NNRC-netw ork has been optim ized and applied. For all networks, th ree hidden units have 
been used. Increasing the  num ber of hidden units showed no im provem ents to  the  network 
models.
A lthough the  control of the  m em ory-effect, using constant recurrent weights, improves 
the  convergence properties of the  network, in all cases, poor network models are obtained. 
In Figure 6.5 the  effects of NNRC for increasing recurrent weight values are displayed. It is 
observed th a t increasing the  m em ory effect by increasing the  values of the  recurrent weights 
results in a serious peak deterioration. If the  recurrent weights are nearby zero (w =  0.02), 
no m em ory effect is obtained and the  peak and the  noise are copied to  the  ou tpu t of the 
network. For larger values, the  noise appears to  be removed bu t sim ultaneously serious 
tailing effects are observed. Consequently, the  NNRC has been rejected for fu rther analysis.
F inally the  F IR  or tim e-delay networks are addressed. The networks have been optim ized 
w ith respect to  the  predictive ability  by choosing the  num ber of tim e delays and the  num ber 
of hidden units. The best network models were obtained using four delayed inpu t signals 
and two hidden units. The results of the  NNA R and NNMA networks are sum m arized in
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Figure 6.5: E lm an network w ith recurrent weights varied on constant levels.
Table 6.3. It can be observed th a t only m inor differences exist between the  results of the 
Lorentz and Gauss data. The largest differences are found when the  w hite and colored 
noise sim ulation are com pared. In agreem ent to  the  results of the  SG-m ethods, the  largest 
RG -ratios are found for the  w hite noise sim ulations. Additionally, the  N NM A-m ethods 
outperform  the  N NA R-m ethods. B oth networks perform  poorly when applied on colored 
noise data.
p a r . s M A (4) M A (4 )’ A R (4) A R (4 ) ’ p a r . s M A (4) M A (4 )’ A R (4) A R (4 ) ’
H 2.98 2.91 2.90 2.98 2.97 H 2.99 2.95 2.95 2.99 2.97
W 1.00 1.01 1.01 1.00 1.00 W 1.00 1.01 1.01 1.00 1.00
N 0.20 0.04 0.04 0.06 0.07 N 0.20 0.19 0.19 0.17 0.14
R G 4.63 4.42 2.89 2.80 R G 1.04 1.04 1.17 1.13
(a) G aussian peak in w hite noise. (b) G aussian peak in colored noise.
p a r . s M A (4) M A (4 )’ A R (4) A R (4 ) ’
H 2.98 2.91 2.90 2.98 2.97
W 1.00 1.01 1.01 1.00 1.00
N 0.20 0.04 0.04 0.06 0.07
R G 4.63 4.42 2.89 2.80
p a r . s M A (4) M A (4 )’ A R (4) A R (4 ) ’
H 2.99 2.95 2.95 2.99 2.97
W 1.00 1.01 1.01 1.00 1.00
N 0.20 0.19 0.19 0.17 0.14
R G 1.04 1.04 1.17 1.13
(c) Lorentz peak in w hite noise. (d) Lorentz peak in colored noise.
Table 6.3: Results of neural network filters for G aussian and Lorentz peak models in w hite 
and colored noise. The symbol ’s’ represents the  original estim ated  peak and noise param ­
eters. All experim ents have been perform ed using 4 tim e-delays for the  NNMA and the 
NNAR networks.
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6.5 D iscussion
Before the  perform ances of the  filters are discussed, a tten tion  needs to  be paid to  the  con­
struction  of the  d a ta  and the  nonlinear regression procedures. In the  M aterials and M ethods 
Section it is outlined how the  d a ta  are generated using param etric  peak and noise models. In 
the  Tables of the  E xperim ental Section, generally, different realizations are observed for the 
sim ulated data. These differences can be assigned to  the  fact th a t for every m ethod a new 
dataset has been realized using a finite num ber of samples. These differences m ay com pli­
cate the  in terp re ta tion  of the  Tables in E xperim ental Section. By conducting a M onte Carlo 
sim ulation it has been shown th a t the  variability  of the  RG -ratios due to  the  construction of 
the  d a ta  and the  consequent peak-fit procedures is m uch sm aller (<  1%) th an  the  variability 
of the  RG -ratios between the  successive signal processing m ethods. However it needs to  be 
em phasized th a t the  results of these signal processing m ethods depend on the  design of the 
sim ulated data. In practice, deviations from  the  peak and noise models are very likely to 
exist and therefore special a tten tion  needs to  be paid.
The SG-m ethods perform  very well for all sim ulated data. However, for large windows 
sizes, the  best RG -ratios are observed at the  cost of a substan tial deterioration of the  de­
term in istic  signal. W hen the  frequency response of a SG-filter is studied together w ith 
the  signal characteristics in the  frequency dom ain, an adequate filter can be designed. In 
chem ical practice, this ” design”-approach is rarely followed.
The PCA -filters show good perform ance for all data. Generally an increased R G -ratio  is 
observed for the  first principal com ponent w ithout any serious peak deterioration. In order 
to  visualize some im portan t practice aspects of PCA -filters, the  first order autocorrelation 
of the  G W -data is displayed in Figure 6.6. At the  origin, the  w hite noise can easily be 
recognized. The determ inistic  part of the  signal, which is correlated in tim e is d istribu ted  
along the  diagonal. The first principal com ponent is calculated in the  direction of the 
m ost variance, in this case, the  direction of the  determ inistic  signal. It can be im agined 
th a t for small signal-to-noise ratios, the  first principal com ponent will be angled to  other 
directions, yielding com pletely erroneous results. Therefore, it needs to  be em phasized th a t 
a visual inspection of the  PCA -m odel is required in order to  verify th a t the  determ inistic 
signal is described in stead of the  noise. A nother problem  arises when colored noise is 
addressed. Colored noise exhibits correlation in tim e and is therefore sm eared across the 
diagonal together w ith the  determ inistic  signal. In this case, PC A fails to  distinguish the 
determ inistic  signal from  the  noise, as can be observed from  the  results in Table 6.2.
The recurrent network fails as a signal processing m ethod. For all d a ta  used, poor 
convergence and consequently poor models were obtained. Adding control over the  m em ory 
effect of the  hidden units by fixing the  recurrent weights to  constant values does not im prove 
the  predictive ability  of the  network. N either is known how the  NNRC-netw ork affects the 
signal characteristics.
F inally the  tim e-delay networks are discussed. From the  results, sum m arized in Table 6.3, 
it becomes clear th a t the  networks m anage to  reduce the  w hite noise w ithout any significant 
peak deterioration using a m oderate num ber of param eters (4 tim e delays and 2 hidden 
units). The networks perform  poorly on colored noise. W hen these results are com pared to 
the  SG-filter it can roughly be concluded th a t networks can do a com parable job using less 
filter coefficients. It has not been investigated w hether the  use of higher polynom ial orders
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Figure 6.6: F irst order autocorrelation of the  G W -data.
will yield sm aller windows sizes or less peak deterioration. The superior results obtained 
by the  neural networks im ply th a t the  Cubic SG-filter lacks sufficient sm oothing ability  to 
get com parable results. U nfortunately, relative to  the  SG-filter, a considerable effort for the 
design and construction of the  neural filter has to  be spent.
6.6 C onclusion
In the  E xperim ental Section, the  results of Cubic SG-filters, PCA  filters and neural network 
filters have been com pared by m eans of the  sim ulated GW -,GC-,LW - and LC data. The 
use of param etric  peak and noise models allows a m eans for the  quantification of peak 
deterioration and changes in the  signal-to-noise ratios after signal processing. Hence the 
signal processing m ethods can conveniently be com pared and discussed.
The Cubic Savitzky-Golay filter is a convenient filtering m ethod, i.e. little  theoretical 
background knowledge and little  effort is required to  establish sm ooth signal estim ates. In 
this paper, only the  Cubic SG-filter has been used. W hen the  results are com pared to  results 
obtained by the  neural networks, it can be concluded th a t the  N N M A -m ethod shows b e tte r 
perform ance using less filter coefficients com pared to  the  Cubic SG -m ethod on the  GW- 
and LW- data. The colored d a ta  (GC and LC) shows difficulties for bo th  m ethods as poor 
RG -ratios are obtained.
Providing a sufficient signal-to-noise ratio , PCA  can be used. PCA  is less sensitive to 
the  shape of the  determ inistic  signal th an  the  conventional sm oothing m ethods (like SG). 
A lthough only m oderate RG -ratios are observed, little  peak deterioration-s are encountered. 
For small signal-to-noise ratios, a tten tion  has to  be paid th a t the  eigenvector is angled in 
the  direction of the  determ inistic  signal, as the  variance of the  noise is likely to  predom inate 
the  variance of the  determ inistic  signal. Together w ith the  ease-of use of PCA , the  m ethod 
allows a convenient way to  enhance the  quality  of the  signal.
It can generally be concluded th a t the  flexible nonlinear modeling capability  of neural 
networks can add up the  m odern tools for signal processing in analytical chem istry. A lthough
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this paper has focused to  sim ulated data , the  same approach can be applied for ”real-world” 
data. However, high dem ands have to  considered for the  quality  of the  experim ental data,
i.e the  d a ta  need to  be representative, as neural networks are able to  learn any continuous 
relation in the  data , regardless of its physical or chem ical m eaning.
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Chapter 7 
A daptive Noise Cancellation on 
Inductively Coupled Plasm a  
Spectroscopy
Sum m ary
Signals from Inductively Coupled Plasma spectroscopy (ICP) are commonly subjected to uncon­
trollable fluctuations, as a direct result of Shot noise and plasma fluctuations. Since the first is 
random from nature, the signal-to-noise ratio can be improved by enlarging the number of photon 
counts. Plasma fluctuations exhibit correlation in time and can therefore be approached by adap­
tive signal processing methods. The concept of adaptive noise cancellation (ANC) has been applied 
on ICP spectroscopy in order to improve the signal-to-noise ratio and to eliminate the influence 
of plasma fluctuations. ANC is based on the assumption tha t the colored noise residing in the 
measured signal can be estimated using a correlated reference signal, processed by an adaptive 
filter. Since noise is canceled out rather than filtered out, ANC generally outperforms conventional 
filtering methods.
It is demonstrated by this feasibility study tha t artificial neural networks (ANN) can successfully 
be applied as noise cancelers. In this study, colored noise has artificially been imposed by computer 
controlled temporary power interruptions and pulsed sample injections. The results of neural 
networks (an Adaline network and a multi-layer feed-forward network (MLF)) are compared to 
the more conventional Kalman filter. Additionally, the sensitivity to deviations due to changing 
experimental conditions is investigated by means of an experimental design.
°This chapter has been accepted for publication as: Derks, E .P.P.A ., Pauly, B.A., Jonkers, J ., T im m er­
m ans, E.A.H. and Buydens, L.M .C., A daptive Noise Cancellation on Inductively Coupled P lasm a Spec­
troscopy, Chem om etrics and Intelligent L aboratory Systems.
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7.1 Introduction
The concept of adaptive noise cancellation (ANC) is based on the  estim ation  and subtraction  
of additive colored noise 1, by m eans of an adaptive filter. ANC can be considered as 
heuristic filtering, since knowledge of a reference noise signal is incorporated in order to 
reduce the  noise on the  m easured signal. A correlated reference noise signal needs to  be 
available, and moreover, the  noise signal m ust be uncorrelated  w ith the  determ inistic  signal. 
If a good estim ate of the  noise signal can be obtained, the  additive noise can be canceled 
from  the  m easured signal, yielding the  “noiseless” determ inistic  signal. W hen the  constraints 
m entioned above are m et, ANC generally outperform s the  classical signal processing m ethods 
known in analytical chem istry [1] (e.g. moving average, Savitzky Golay, Fourier), since 
signal deteriorations are sub tracted  out ra th e r th an  filtered out, leaving the  determ inistic 
signal in tact. For theoretical backgrounds and some illustrative applications, the  reader is 
referred to  the  paper of W idrow et. al. [2]. A very clear exam ple in this paper, is the  noise 
cancellation on fetal electrocardiograph (ECG) signals. As is described in [2] fetal ECG 
h eartbea t signals are strongly interfered by the  m others heartbea t. A reference-signal of the 
m others h eartbea t and the  fetal ECG-signal can be obtained by adequate placem ent of the 
ECG-sensors. Hence, ANC can be applied in order to  cancel the  interferences originating 
from  the  m others heartbeat.
In electrical engineering litera tu re , m any successful applications of ANC have been re­
ported  [3]. However, in chem istry, little  applications are known. Here, we present a feasibility 
study for applying ANC on inductively coupled plasm a atom ic emission spectroscopy (ICP- 
AES). Signals in atom ic emission spectroscopy com m only carry an am ount of additive noise 
affecting the  precision and hence the  detection lim it of q uan tita tive  analysis. Generally, noise 
can be considered as the  part of the  m easured signal we do not w ant, regardless of the  type 
of inform ation it contains. In practice, it is desirable to  ex tract the  desired (determ inistic) 
signal from  the  noise.
The undesired part of the  m easured signal can be subdivided in two classes, random  or 
w hite noise and noise which is correlated in tim e (colored noise).
The m ost com m on random  noise types are Shot noise and T herm al noise [4, 5, 6, 7]. 
T herm al noise is the  consequence of random  tem pera tu re  driven electron fluctuations in 
electronic devices (e.g. photo-detector, am plifier). Shot noise is the  consequence of non­
constant electrical current in photo-detectors, due to  random  emission and random  arrivals 
of electrons from  the  photo-em issive surface to  the  photo-cathode of the  detector. The 
“con tribu tion” of w hite noise is com m only expressed by m eans of the  standard  deviation 
around the  m ean.
In ICP-AES colored noise shows a decrease of power spectral density as a function of 
frequency and is therefore correlated in tim e [8, 9]. Colored noise is observed in all electrical 
system s containing current capacity (sem iconductors) and frequency band lim ited  d istu r­
bances (im pulse noise, interference noise). Colored noise can originate from  all kind of 
sources [10, 11]. The “con tribu tion” of colored noise is com m only studied by m eans of 
autocorrelation or Fourier analysis.
Amplified photo-m ultip lier signals in IC P spectroscopy are predom inantly  affected by 
Shot (white) noise and correlated (colored) signal disturbances. Shot noise can be reduced
1 Colored noise is correlated in tim e
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by sta tistica l averaging a large num ber of photon-counts. Colored noise in IC P signals is 
m ainly a consequence of p lasm a fluctuations, e.g. drift and variations in the  electrom agnetic 
field, interferences due to  pneum atic sam ple in troduction  into the  plasm a. Since colored 
noise can not be assessed in a sta tistica l m anner, special a tten tion  has to  be paid to. In 
chem ical litera tu re , drift correction m ethods based on using in ternal references [12, 13, 14] 
or adaptive filtering [15, 16, 17, 18] have been reported.
In the  experim ental section, the  ANC feasibility study on inductively coupled plasm a 
analytical emission spectroscopy (ICP-A ES), is outlined. ANC can be applied by choosing 
a reference spectral line in tensity  signal, next to  the  to  analyte signal. The reference signal 
can be found by selecting a reference elem ent w ith com parable excitation and ionization 
energy. The coarse assum ption is th a t sim ilar elem ents show sim ilar behavior on plasm a 
interferences or should at least be correlated.
The following th ree hypothetical situations are considered. F irst, the  analyte and refer­
ence signal are strongly correlated, showing approxim ately identical behavior. In this case, 
colored noise can be substracted  by m eans of in ternal standard ization  m ethods [13]. In 
practice, strong correlation is rarely observed and it appears to  be difficult to  find a good 
in ternal standard  [14, 19].
Secondly, the  analyte and reference signals are assum ed as highly correlated. In this case, 
the  principle of noise cancellation, as described in the  theoretical section, can be applied. 
Noise cancellation can be applied on-line by m eans of adaptive filters like a K alm an filter or an 
A daptive linear com biner (Adaline). Finally, it is considered th a t the  analyte and reference 
signal are correlated in an unknown nonlinear way. It is explained in the  theoretical section 
th a t the  use of M LF networks com pensates for nonlinearities.
This work u ltim ately  focuses to  an experim ental study of Adaline and M LF neural n e t­
works as filters for the  elim ination of colored noise residing in the  analyte signal. C om puter 
controlled colored noise contam inations are im posed by tem porary  power in terruptions and 
pulsed injections of Helium  gas samples. The purpose of the  approach undertaken  is to 
control the  plasm a disturbances in order to  be able to  m onitor its delayed and moreover 
unknown response. The controlled, reproducible d isturbances allow the  elim ination of Shot 
noise (via in tegration) and to  study the  sensitivity  of the  used m ethods to  different experi­
m ental conditions.
Given a representative train ing  and test set containing sufficient samples describing the 
relation between the  reference signal and the  colored noise in the  analyte signal, an ANC 
filter can be realized. If stable experim ental conditions for the  IC P-m easurem ents (e.g. 
non-varying flows, power and torch position) can be guaranteed, the  ANC-filter allows the 
cancellation of fu tu re d isturbances (caused by the  m entioned sources) to  the  analyte signal.
Since the  applicability  of ANC strongly depends on the  sensitivity  to  changing experi­
m ental conditions, a central com posite experim ental design has been perform ed, for varying 
power, vertical torch position, central and in term ediate  flow. At every design-point in the 
experim ental space, a reference and an analyte signal are m onitored, d isturbed  by m eans of 
a com puter controlled power in terrup tion  disturbance (P IN T ), and additionally, by m eans 
of a com puter controlled sam ple injection disturbance (PULSE).
The experim ental design d a ta  has been used for the  ANC-feasibility study. Finally, from 
the  experim ents perform ed, the  applicability  of ANC for ICP-AES is discussed and some 
im portan t conclusions are drawn.
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7.2 T heory
7.2.1 A daptive noise cancellation
The principle of ANC is schem atically outlined in Figure 7.1. Using the  reference noise signal 
n 2 as inpu t of the  adaptive filter and the  m easured signal s (containing the  determ inistic 
signal d and the  additive noise signal n\)  as ta rge t ou tpu t, a cost function for adapting  the 
filter can be defined.
s=d+n1
Figure 7.1: A daptive noise cancellation concept
e2 =  (s — n 3)2
=  s 2 — 2 s n 3 +  n 2 
=  (d -\- ì l i ) — 2 (d rii)n3
(7.1)
(7.2)
(7.3)
Assuming, the  noise signals to  be s tationary  and approxim ately uncorrelated w ith the 
determ inistic  signal (i.e. d ■ n\  ss 0 , d ■ n 2 ~  0 and d ■ n 3 ss 0), it is easy to  derive th a t the 
squared residual e2 of E quation 7.1 can be expressed as
e2 =  d2 +  (ni -  n 3)2 
Taking the  expected value of bo th  sides of E quation 7.4 yields
(7.4)
E( e 2) = E ( d 2) +  E d m  -  n 3)2) (7.5)
A dapting the  filter (i.e. changing n 3) will not affect the  te rm  E ( d 2) } as is clear from 
Figure 7.1 and E quation 7.5. W hen the  filter is adjusted  in order to  minim ize E( e2) } E((rii — 
n 3)2) is also m inim ized. Hence, adapting  the  filter causes e to  be the  best least squares 
estim ate of the  determ inistic  signal d [2],
7.2.2 On-line versus off-line filtering
The te rm  “adaptive filtering” already indicates the  filter-coefficients to  be estim ated  on­
line. In chem om etrics, adaptive filtering has been applied by m eans of K alm an filtering [20].
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A daptive filters are capable to  adap t to  changing environm ents. In [15, 21], a K alm an filter 
has been described for calibration in drifting system s. In [22] it is described how adaptive 
linear neurons (Adalines) can be im plem ented as adaptive filters for system s w ith tim e- 
varying properties (f.e. com m unications, biom edical electronics).
The extension of the  Adalines to  the  nowadays com m only known m ultip le feed-forward 
neural networks (M LF) has shown great applicability  in tim e series analysis [23, 24], system  
identification [25, 26] and signal processing [22, 27].
In this section, the  theory of Adalines for adaptive signal processing [22] together w ith 
the  theory  for m ulti-layered neural networks [28, 29] is briefly outlined.
The adaptive filter can be im plem ented w ith an adaptive linear neuron and unit delay 
elem ents, represented as z -1 , as shown in Figure 7.2. The struc tu re  in Figure 7.2 is referred 
to  as an adaptive transversal filter.
Figure 7.2: The adaptive transversal filter, containing two tim e delays.
The discrete tim e inpu t signal n 2(t) containing the  reference noise is stored in a tapped  
delay transversal m atrix  N 2. The discrete tim e ou tpu t signal s(t)  containing the  constant 
determ inistic  signal dit)  and the  colored noise riiit) is stored in vector S.
No =
n 2(t) 
n 2(t -  1) 
n 2(t -  2)
n 2(t -  1) 
n 2(t -  2) 
n 2(t -  3)
n 2(t -  2) 
n 2(t -  3) 
n 2(t -  4)
n 2(t — P) n 2(t — I — P) n 2(t — 2 — P)
n 2(t -  K )  
n 2(t — K  — 1) 
n 2(t — K  — 2)
n 2( t - K - P )
■S(*) 1
s(t - 1)
s  =
s(t - 2)
s(t
s(t - p ) .
The ordinary least squares solution w =  (A^A^)-1 N ^ S  yields unstable estim ates, as the 
transversal m atrix  N 2 is highly collinear.
This problem  is avoided by m inim izing the  residual errors e =  S  — N 3 adaptively by 
m eans of gradient descent optim ization. G radient descent is based on a stepwise search for 
the  m inim um  of the  sum  of squared errors, following the  direction of the  negative gradient 
V , so each weight update  is given by w(p  +  1) =  w(p) — fi'V(p).
G radient descent m ethods can be applied batch-wise (using the  A^ 2-m atrix) or on-line 
(using the  objects of the  A^ 2-m atrix  (n2(t) =  [n2( t )}n 2(t — 1),. . . , n 2(t — K)]).  The batch 
approach yields average estim ates for the  gradient vector 'V(p). Since for on-line training, 
the  gradient is evaluated at every ñ 2(t),  batch-train ing  yields sm oother convergence. As
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described in [21], the  optim al weights can also be estim ated  in an efficient way by m eans of 
a K alm an filter.
The capability  to  identify the  relations between the  signals n 2 and s is lim ited  since n 2 is 
processed in a linear way. This is not particu larly  a problem  when these signals are highly 
correlated, bu t in practice, deviations are often encountered. In this situation, a nonlinear 
filter, like a M LF network, polynom ial filters [30, 31] or an extended K alm an filter [20] can 
be applied. A lthough the  polynom ial filters and (extended) K alm an filters are adaptive and 
capable of modeling nonlinearities, this work focuses to  the  application of a M LF-network 
as an A N C-m ethod.
In the  single inpu t, single ou tpu t case, the  M LF-filter [32] consists of a tapped  delay 
inpu t and a single ou tpu t, as is described already for the  Adaline filter. In contrast to  the 
Adaline, the  M LF-filter contains one hidden layer containing units w ith sigmoidal activation 
functions, responsible for the  nonlinear modeling capability  of the  network.
The M LF-filter can be realized by train ing  the  network on a transversal inpu t m atrix  N 2 
containing the  reference signal and a ta rge t vector S,  containing the  m easured signal. Note 
th a t the  num ber of inpu t units equals the  num ber of tim e delays (plus one) and the  ou tpu t 
unit represents the  m easured signal.
In order to  find a network w ith good predictive ability, the  d a ta  needs to  be subdivided 
into a tra in ing  and a test set for tra in ing  and testing  the  network on an increasing num ber 
of hidden units. The num ber of hidden units corresponding w ith the  lowest prediction error 
is com m only selected to  establish the  final neural network. It needs to  be stressed, th a t an 
optim al num ber of hidden units does not exist, since the  prediction error is affected by the 
num ber of hidden units as well as on the  weights obtained. R estricting the  weights to  small 
values during train ing  avoids ex tra  variability  of the  prediction errors of retra ined  networks. 
The final m odel established m ust be validated by a validation set which has not been used 
during the  construction of the  model.
In the  experim ental section, the  M LF neural network is applied on IC P -data . A central 
com posite design has been used in order to  study the  dependence of correlated noise to 
changing experim ental conditions. The th ree experim ents conducted at the  center of the 
experim ental design are used to  tra in , test and validate the  neural networks.
7.2.3 Correlation analysis
Since the  principles of noise cancellation require the  reference signal n 2 to  be uncorrelated 
w ith the  determ inistic  signal d and correlated w ith the  contam inating noise rei, it becomes 
m andatory  to  study the  relations in the  data.
In [33], concepts of m ultivariate  tim es series analysis, are lucidly explained, in term s 
of m atrix  algebra. The theory  of tim es series analysis is basically rooted in statistics and 
generally a scarce am ount of lite ra tu re  using m ultivariate  analysis techniques has emerged.
In the  appendix, m atrix  expressions for autocorrelation, cross-correlation, and in the 
m ulti-variable case, cross-autocorrelation are sum m arized. The autocorrelation gives infor­
m ation  about the  color of the  noise residing in the  signal. The cross-correlation between the 
analyte signals m easured at the  center of the  experim ental design gives inform ation about 
the  reproducibility  of the  experim ent. The cross-correlation between reference and analyte 
signals reveals inform ation about the  sim ilarity  of the  d isturbances m easured.
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7.3 E xperim ental
The experim ental section is s tructu red  as follows. F irst the  different approach of ANC, 
com pared to  Fourier filtering, is explained using simple sim ulated data , m eeting all the 
required conditions, discussed in Section 7.2.1.
N ext, ANC is applied to  ICP-AES. An experim ental design [34] has been perform ed to 
study the  sensitivity  of spectral line in tensity  signals to  varying experim ental conditions. 
Additionally, the  extrem e experim ental levels, m onitored by m eans of a star design  ^ are 
used to  visualize the  effect of changing experim ental conditions to  the  cross-correlation of 
the  reference and the  analyte signal (Iron and M anganese, respectively).
At the  center of the  experim ental design, two different plasm a disturbances are studied. 
F irst, 50 fis power in terruptions (referred to  as ’P IN T ’) are used, as a controlled source of 
plasm a disturbance. ANC has been applied, using Iron as a reference signal, in order to 
cancel the  colored noise in the  M anganese analyte signal. B oth train ing  and test data , as 
well as validation d a ta  are m easured at the  center of the  design.
Moreover, a m ore difficult problem  is addressed, using Zinc as the  analyte and an Argon 
line for the  reference signal. The Zinc and Argon signals exhibit different behavior for PIN T- 
disturbances, challenging the  nonlinear modeling perform ance of M LF neural networks.
Additionally, a pulsed sam ple injection (referred to  as ’PU L SE ’), by m eans of a com­
pu te r controlled injection valve has been used as controlled source of plasm a disturbance. 
Again, ANC has been applied to  cancel the  colored noise in the  analyte signal. The PU LSE­
experim ent has been applied, using the  elem ents Iron and M anganese as reference and ana­
lyte, respectively.
7.3.1 Sim ulated data
In order to  em phasize the  benefits of ANC over conventional digital filtering m ethods, a 
study on well defined sim ulated data , m eeting all the  constraints described in Section 7.2.1 
is briefly discussed.
As previously discussed, a reference signal is required which is highly correlated to  the 
noise residing in the  m easured signal. M oreover, the  determ inistic  signal m ust not be corre­
la ted  to  the  noise signals in order to  m eet the  noise cancellation constraints.
The following data , asym ptotically  m eeting these constraints, are generated. F irst the 
determ inistic  signal dit)  is obtained, by sam pling from  a norm al d istribu tion  (dit)  <— 
Af(100, 0.2)t ) w ith a m ean value of 100 and a standard  deviation of 0.2. The signal d can be 
in terp reted  as a sim ulated constant determ inistic  signal, accom panied by sim ulated w hite 
Shot noise.
Additionally, an interference noise riiit) is sim ulated by adding the  sine function riiit) =
I  • sin(^f^) to  the  signal, (T  = 2 seconds and t = [0 . . .40] seconds). Hence, the  sim ulated 
signal s(t)  is a sum  of the  constant (determ inistic) level, the  sim ulated Shot noise and the 
colored noise riiit).
The reference interference noise-signal n 2(t) is sim ulated by using a phase shift of tt/2  
and m ultiplying the  am plitude by a factor 2, resulting in n 2(t) = s in (^ ^  +  f  )• In Figure 7.3, 
the  sim ulated signals are visualized. The signal dit)  is approxim ately uncorrelated  w ith riiit) 
and n 2( t )} and the  la tte r  signals are m utually  correlated.
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(a) A sim ulated sta tionary  sig­
nal, consisting of white noise 
at a constant signal level.
(b) The sim ulated signal 
contam inated by interference 
noise (frequency 0.5 Hz).
(c) The contam inated  signal 
together w ith the reference in­
terference noise signal. The 
reference signal is clearly cor­
related (frequency 0.5 Hz, 0.57T 
phase shift and a double am ­
plitude).
Figure 7.3: The sim ulated d a ta  for ANC
B-cS
Frequency (Hz) Frequency (Hz)
(a) Power spectrum  of the m easured signal. (b) Frequency response function of a 30
points bandstop Yule-W alker filter around 
0.5 ± 0 .2 5  Hertz.
Figure 7.4: The power spectrum  and the  frequency response function of the  sim ulated da ta  
and the  Yule-W alker filter, respectively.
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Since the  interference frequency is exactly  known, (in practice, interference noise can be 
identified by m eans of the  power spectrum ) the  m ost straightforw ard m ethod to  reduce the 
0.5 H ertz interference noise is Fourier filtering. A 30 points Yule-W alker digital filter has 
been used to  design an adequate bandstop filter of 0.5 ±  0.25 H ertz in Fourier dom ain. In 
Figure 7.4, the  power spectrum  of the  sim ulated signal and the  frequency response function 
of the  Yule-W alker filter are shown. The frequency response of the  Yule-W alker filter shows 
a good m atch  to  the  designed filter ( bandstop of 0.5 ±  0.25 H ertz).
The differences of direct filtering and noise cancellation becomes clear when the  processed 
signals are com pared bo th  in tim e and frequency dom ain, as is shown in Figure 7.5. A lthough 
the  colored noise riiit) is com pletely removed from  the  signal s(t),  the  rem aining noise is 
not w hite. Evidently, the  Yule-W alker filter cuts also in the  determ inistic  signal. Com paring 
the  standard  deviation of the  rem aining noise to  the  true  noise (oyw =  0.2086 versus crtrue =  
0.1962) it can be concluded th a t some source of dispersion rem ains in the  signal.
On first sight, the  noise canceler perform s sim ilarly to  the  Yule-W alker filter. However, 
the  determ inistic  signal is com pletely unaffected as shows in Figure 7.5. The rem aining noise 
after noise cancellation appears to  be significantly w hite and the  true  standard  deviation 
of the  w hite noise is approxim ated w ith a high degree of accuracy (cranc =  0.1975 versus 
(7true =  0.1962). Furtherm ore, the  noise canceler has the  additional advantage th a t no 
knowledge of design-aspects of the  digital filter is required, only a correlated reference signal 
needs to  be available. A lthough these results seem to  be quite prom ising, in chem ical practice, 
it appears to  be difficult to  apply noise cancellation since adequate reference signals are hard  
to  obtain. In the  next section, the  real world applicability  of noise cancellation is studied by 
m eans of ICP-AES.
7.3.2 E xperim ental data
Two distinct artificial sources of plasm a disturbances have been im plem ented.
1. P IN T  disturbances.
C om puter controlled power in terrup tion  experim ents (PIN T ) have been perform ed 
(see Section 7.4). The electron tem pera tu re  and density in the  plasm a and hence 
the  rad ia tion  m echanism s are severely affected this way, causing varying spectral line 
in tensity  signals [35]. The ’power off’ period m ust be sufficiently small in order to 
guarantee re-ignition of the  plasm a. Typically, power in terruptions of 50 ¡is are used. 
A lthough P IN T  analysis is specifically of in terest for fundam ental plasm a studies [36] 
and seemingly artificial for analytical chem ists, it clearly reflects well controlled and 
moreover reproducible d isturbances of p lasm a radia tion  m echanism s and is therefore 
well suitable for the  ANC feasibility study.
2. PULSE disturbances.
The second source of plasm a disturbance is the  pulsed in troduction  of the  aqueous 
analyte (PULSE) by m eans of a com puter controlled injection valve. In chemical 
practice, samples are often in troduced by m eans of a pneum atic pum p or, if possible, 
by the  sam ple nebulizer. The non-continuous in troduction  of the  analyte into the 
p lasm a seriously affects rad ia tion  m echanism s, yielding undesirable variability  of the
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Std2=0.2086, Std1=0.1962 Std2=0.1975, Std1=0.1962
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Figure 7.5: Top-left: Signal s filtered by 30 points bandstop Yule-W alker filter. Top- 
right: Signal s after noise cancellation. Bottom -left: Power spectrum  of the  filtered signal. 
B ottom -right: Power spectrum  of the  noise canceled signal.
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photon-counts. Since adequate pneum atic pum ps, producing a continuous sam ple flow, 
are hard  to  m anufacture, the  inevitable resulting (colored) noise is addressed by ANC.
(a) Schematic experim ental 
setup. The com puter controls 
the p lasm a disturbances as 
well as the data-acquisition 
on the m ulti-channel scaler. 
P lasm a disturbances are 
im posed by pulsed Helium 
injections (PULSE) or by power 
in terruptions (P IN T ).
(b) The quartz ICP-Torch. The 
p lasm a generated by the RF- 
coil, is shaped and positioned 
above the torch by m eans of 
the in term ediate and outer Ar­
gon flow, in order to  avoid haz­
ardous contact. The active zone 
contains a high electron density. 
The central flow introduces sam ­
ples into the plasm a.
Figure 7.6: A schem atic representation  of (a) the  experim ental setup, (b) the  quartz ICP 
torch
The P IN T  and PULSE experim ents have been perform ed at optim al experim ental con­
ditions (i.e. the  experim ental settings are optim ized in order to  obtain  m axim um  emissive 
response). The sensitivity  to  varying experim ental conditions around the  optim al settings 
is investigated by m eans of central com posite experim ental designs, as will be explained in 
the  next section.
E x p e r im e n ta l  des igns .
According to  [10], the  m ost im portan t experim ental factors (i.e. central flow, power, vertical 
torch position and in term ediate  flow, denoted in Table 7.1 and Table 7.2 as factor f l ,  f2, f3 
and f4 respectively) are addressed using a central com posite design.
The central com posite design consists of a jux taposition  of a factorial and star design. 
The th ree center points are used for the  ANC experim ents (discussed in the  next section) 
and the  com putation  of the  significance of the  factors.
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F a c to r ia l D esign S ta r  D esign C e n te r
n r. f l f2 f3 f4 n r. f l f2 f3 f4 n r . f l  f2 f3 f4
FD 1 L L L L S D Ì 2L C c C C l  c  c C c
F D 2 L L L H SD2 2H C c c C2 C C C c
F D 3 L L H L SD 3 C 2L c c C3 C C c c
F D 4 L L H H SD 4 C 2H c c
F D 5 L H L L SD5 c C 2L c
F D 6 L H L H SD 6 c C 2H c
F D 7 L H H L SD 7 c c C 2L
F D 8 L H H H SD 8 c c c 2H
F D 9 H L L L
F D 1 0 H L L H
F D 11 H L H L
F D 12 H L H H
F D 1 3 H H L L
F D 1 4 H H L H
F D 15 H H H L
F D 1 6 H H H H
Table 7.1: The 4-factor central com posite design, consisting of a jux taposition  of a factorial 
and star-design w ith center design-points. The nam es and the  experim ental values of the 
factors are sum m arized in Table 7.2.
n r. f a c to rs /le v e ls 2L L C H 2H
f l c e n tra l  flow (slm ) 0.56 0.62 0.68 0.74 0.80
f2 p ow er (kW ) 0.60 0.81 1.02 1.25 1.40
f3 v e r tic a l p o s itio n  (m m ) -2 .0 -1 .0 0.0 1.0 2.0
f4 in te rm e d ia te  flow (slm ) 0.48 0.54 0.60 0.66 0.72
Table 7.2: E xperim ental factors and design levels for the  central com posite design. The low 
and high levels for the  factorial design are denoted by the  symbols L  and H . The center 
and star levels are denoted by the  symbols (7, 2L  and 2H . The flows are given in standard  
liters per m inute (slm).
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The prim ary  in terest here, is to  get insight in the  dependence of the  spectral line in tensity  
signals to  varying experim ental conditions. Since the  im posed disturbances are tem poral, 
also s tationary  tra jec ts  of the  signal are selected, allowing the  com putation  of the  standard  
deviation (a sta tistica l m easure for the  Shot noise) and the  m ean (average num ber of photon 
counts) of the  IC P signals. By m eans of correlation analysis, at the  designed experim ental 
levels, it is also possible to  get insight into the  dependence of the  colored noise to  the  varying 
experim ental settings, as will be explained later.
In the  ANOVA-tables 7.3 and 7.4 it is revealed th a t the  m ain effects, the  in teraction  of 
the  power w ith the  central flow and the  in teraction  of the  power w ith the  vertical position of 
the  torch are highly significant for the  m ean num ber of photon-counts of bo th  elem ents. Ta­
ble 7.4) shows sim ilar results to  Table 7.4, which is to  be expected since Iron and M anganese 
are neighbors in the  periodic system , showing com parable excitation energy and therefore 
correlated behavior as a function of the  experim ental settings.
Thus far, only the  dependence of the  m ean and the  standard  deviation of the  photon 
counts signals as a function of the  experim ental conditions have been considered. A pplying 
ANC, it is of m ore im portance to  study the  dependence of the  cross-correlation between the 
analyte and reference signal as a function of experim ental conditions. Consequently, cross­
correlation analysis has been perform ed for the  star-design levels, containing the  extrem e 
cases, as shown in Table 7.1 and 7.2. The cross-correlation analysis revealed th a t the  power 
and the  vertical torch position are predom inantly  responsible for varying cross-correlation 
values. Evidently, in practice, it is im portan t to  keep these experim ental factors at constant 
levels. The cross-correlation for th ree replicated  experim ents at the  center-point of the 
design revealed com parable values, which indicates th a t the  im posed disturbances act in a 
reproducible way on the  reference and analyte signal. N aturally, this is of v ita l im portance 
for applying noise cancellation.
M e an  signa l
F a c to rs D f S u m  of Sq M e an  Sq F  V alue P r (F )
f l 1 3591178 3591178 601.4879 0.0000
f2 1 4766766 4766766 798.3876 0.0000
f3 1 2214934 2214934 370.9802 0.0000
f4 1 1544535 1544535 258.6948 0.0000
fl:f2 1 2199980 2199980 368 .4757 0.0000
f l:f3 1 31524 31524 5.2799 0.0319
f l:f4 1 4639 4639 0.7770 0.3880
f2:f3 1 1172223 1172223 196.3361 0.0000
f2:f4 1 9080 9080 1.5208 0.2311
f3:f4 1 2357 2357 0.3948 0.5365
R e sid  21 125380 5970
S ta n d . d ev . signa l
F a c to rs D f S u m  of Sq M e an  Sq F  V alue P r (F )
f l 1 932.9024 932.9024 24.76735 0.0000
f2 1 603.6985 603.6985 16.02741 0.0006
f3 1 123.7189 123.7189 3.28458 0.0842
f4 1 113.5280 113.5280 3.01402 0.0971
fl:f2 1 846.5023 846.5023 22.47353 0.0001
f l:f3 1 60.5193 60.5193 1.60671 0.2188
f l:f4 1 8.9550 8.9550 0.23774 0.6308
f2:f3 1 25.1741 25.1741 0.66834 0.4228
f2:f4 1 27.9969 27.9969 0.74328 0.3983
f3:f4 1 9.8504 9.8504 0.26151 0.6144
R e sid  21 790.9992 37.6666
Table 7.3: M anganese ANOVA-table for a first order factorial design w ith replicates
7.4 M a te r ia l  a n d  m e th o d s
All experim ents have been conducted on a 100 MHz Argon ICP, connected to  peripheral 
equipm ent, as shown in Figure 7.6a.
Photon  emission of analyte and Argon lines is accurately focused into a m onochrom ator, 
by m eans of m irrors and lenses. Since the  vertical and horizontal position of the  IC P torch,
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M e an  signa l S td . dev . signa l
F a c to rs D f S u m  of Sq M e an  Sq F  V alue P r (F ) F a c to rs D f S u m  of Sq M e an  Sq F  V alue P r (F )
f l 1 3243626 3243626 659.5194 0.0000 f l 1 463.2043 463.2043 11.70159 0.0025
f2 1 3730569 3730569 758.5285 0.0000 f2 1 302.0250 302.0250 7.62984 0.0116
f3 1 2603211 2603211 529.3052 0.0000 f3 1 213.4796 213.4796 5.39298 0.0303
Í4 1 1574588 1574588 320.1575 0.0000 f4 1 345.6252 345.6252 8.73127 0.0075
fl:f2 1 3690207 3690207 750.3218 0.0000 fl:f2 1 658.8654 658.8654 16.64443 0.0005
f l:f3 1 33846 33846 6.8817 0.0158 f l:f3 1 0.8468 0.8468 0.02139 0.8851
f l:f4 1 29450 29450 5.9879 0.0232 f l:f4 1 135.4661 135.4661 3.42218 0.0784
f2:f3 1 1686596 1686596 342.9318 0.0000 f2:f3 1 236.6770 236.6770 5.97900 0.0233
f2:f4 1 44305 44305 9.0085 0 .0067 f2:f4 1 20.6808 20.6808 0.52244 0 .4777
f3:f4 1 5566 5566 1.1317 0.2994 f3:f4 1 9.6334 9.6334 0.24336 0.6269
R esid 21 103281 4918 R esid 21 831.2794 39.5847
Table 7.4: Iron ANOVA-table for the  first order factorial design w ith replicates
depicted in Figure 7.6b, can be accurately adjusted, a specific position in the  plasm a can be 
selected for analysis.
The quartz torch consists of th ree concentric tubes, positioned in a coil of two windings. 
The coil is fed by the  100 MHz R F-generator, yielding a plasm a by m eans of inductive 
coupling of energy into the  Argon gas flow. The th ree gas flows in the  torch can be controlled 
separately. The outer and in term ediate  flow are used to  shape and position the  plasm a in 
order to  avoid contact between plasm a and the  quartz torch. The central flow is used to 
in troduce the  nebulized aqueous sam ple solution into the  plasm a.
The m onochrom ator selects the  emission line of in terest and the  signal obtained is am pli­
fied by a photo-m ultip lier and directed to  a m ultichannel scaler (MCS). The MCS allows to 
m easure repeated  small tim e-series of photon-counts, suitable for studies of plasm a rad iation  
m echanism s [35]. Furtherm ore, by choosing a small num ber of channels, the  Shot noise can 
be reduced, at the  cost of tem poral inform ation. In addition to  the  d a ta  acquisition, the 
com puter controls the  im posed disturbances to  the  plasm a, im plem ented for fundam ental 
plasm a studies, and in this particu lar case, adaptive noise cancellation.
The experim ental factors having the  m ost influence, i.e. central flow, power, vertical 
position of the  torch, in term ediate  flow (see Figure 7.6b) have been varied according to  a four- 
factor central com posite design. The experim ental levels of the  factors are shown in Table 7.2. 
The outer Argon flow in torch rem ained constant at 13.5 slm 2. B oth m onochrom ator slit 
w idths were set to  100 /im . The horizontal position of the  torch was fixed for all experim ents.
D isturbances have been in troduced into the  plasm a by power in terrup tion  (P IN T ) and 
pulsed gas injections (PULSE). P IN T  experim ents were perform ed by com puter controlled 
in terruptions of 50 /¿s, followed by 25 ms w aiting tim es, repeated  for 500 tim es. The PULSE 
experim ents were perform ed by injecting 5 ms Helium  pulses (0.45 bar) into the  central 
channel of the  torch, repeated  1000 tim es.
The IC P signals provided by the  m ulti-channel scaler (MCS) consist of a m ix tu re of 
a constant determ inistic  (M anganese) signal, Shot noise and colored noise from  P IN T  or 
PULSE origin. Since the  only in terest is to  elim inate the  colored noise, the  d a ta  are processed 
as followed. F irst, the  num ber of d a ta  points are reduced to  norm al proportion (e.g. from 
4096 to  512) by m eans of the  ’decim ate’ function of the  M atlab (tm ) signal processing 
toolbox. ’D ecim ation’ by m eans of averaging, has the  same effect as reducing the  num ber of 
channels in the  MCS, yielding longer in tegration tim es, resulting in sm aller hand-able tim e
2slm :standard  liter per m inute
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series together w ith a reduction of Shot noise. A dditionally, the  d a ta  are scaled w ith respect 
to  the  lim ited  operating range of the  activation function of the  hidden units.
The th ree experim ents conducted at the  center of the  central com posite design are used 
as train ing, test and validation data. The inpu t d a ta  are created by reconstructing the 
reference spectral line in tensity  signal into a transversal m atrix  as is shown in E quation 7.6. 
The ou tpu t signal is given by the  spectral line in tensity  signal of the  analyte. P redicted  
signals are rescaled, using m ean and standard  deviation values of the  tra in ing  data.
The applied neural networks (program m ed in M atlab (tm ), are Adaline networks and 
m ulti-layered feed-forward networks, tra ined  by gradient descent m ethods like the  generalized 
delta  learning rule and the  Levenberg M arquard t m ethod [37]. A lthough the  experim ental 
setup facilitates on-line learning, the  networks are tra ined  batch-wise, i.e. all d a ta  are 
sim ultaneously used for training. Commonly, the  construction and validation of a network 
m odel takes less then  a m inute on a 100MHz P en tium (tm ) PC.
Power supply, Himmel ME-002 (0 — 5.5 kW)
Q uartz torch, home made
RF-coil, 2 windings, diam eter 35 mm, height 15 mm 
Flow controllers, Tylan General 
RF-generator, Philips, 100MHz 
H am am atsu photo-multiplier(185-650 nm, 1250V)
M onochrom ator, B&M spectronic, BM100 
VEECO PV-10 injection valve 
TTL pulse generator, M etrabyte type CTM05 
M ultichannel scaler, EG&G Ortec, ACE-MCS 
IBM PC486-com puter, control & acquisition 
PC586-com puter, 100MHz
Table 7.5: M aterials
7.5 R e su lts  a n d  d iscussion
R e su lt s  A N C - P I N T  In Figure 7.7a, the  delayed response of the  pow er-interruption is 
displayed for the  M anganese signal at standard  experim ental conditions (at the  center of 
the  central com posite design). The signal obtained from  the  MCS, shows a clear colored 
variability  around approxim ately 2200 photon-counts.
An M LF-netw ork has been optim ized as described in Section 7.2.2. The neural network 
has been optim ized by selecting the  num ber of tim e delays (input units) and hidden units , 
yielding optim al predictive ability. An indication of the  required num ber of inpu t units can 
be obtained by m eans of autocorrelation of the  inpu t signal and cross-correlation between 
the  inpu t and ou tpu t signal (see the  appendix).
The com plexity of the  relation between the  signals determ ines the  required num ber of 
hidden units. From a validation procedure using a separate tra in ing  and test-set, it is 
concluded th a t 9 delays and 2 hidden units suffice to  m odel the  data , since a m inim um  
prediction error is obtained. This already indicates th a t we are dealing w ith a weak nonlinear 
problem .
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Applying the  optim ized M LF network (containing 9 delayed inpu t linear variables, 2 
hidden nonlinear units and 1 linear ou tpu t), Figure 7.7b is obtained. From Figure 7.7b it 
can be concluded th a t m ost colored variability  is reduced (ctmu =  25.54 before ANC versus 
(jjlin =  16.88 after ANC). It can roughly be concluded th a t the  configured M LF-filter is able 
to  approxim ate the  relations between the  reference and ta rge t signal. However, the  predictive 
ability  needs to  be expressed by m eans of test d a ta  which are not used for constructing the 
model. In Figure 7.7c, the  predicted  delayed response of the  M anganese elem ent is shown. 
Most colored variability  has disappeared, allowing a m ore precise estim ation  of the  true  
M anganese concentration (i.e. own  =  24.54 before ANC and own  =  17.37 after ANC).
A dditionally a K alm an filter and an Adaline filter (tra ined  by the  W idrow-Hoff delta  
learning rule) have been applied, using the  same num ber of tim e delays. Sim ilar results to 
the  M LF network were obtained, underlining the  presum ption of linearity. In Figure 7.7d 
and 7.7e the  predicted M anganese signals are visualized, using a K alm an filter as noise 
canceler. It can be observed th a t the  results of the  neural network is com parable to  the 
K alm an filter (ctmu =  24.54 before ANC and own  =  19.18 after ANC) . Rem arkably, for all 
cases, the  Adaline filter perform ed equal to  the  K alm an filter. It is dem onstrated  in [22], 
th a t the  theory  of the  K alm an filter and the  Adaline is strongly related. Finally, for this 
A N C -PIN T study can be concluded th a t there exists little  advantage using a M LF neural 
network for noise cancellation, since over-training on the  weak nonlinear d a ta  is likely to 
occur (see the  discussion section).
As already was explained before, the  M anganese and Iron signals show sim ilar response 
due to  the ir sim ilarity  in ionization and excitation energy, allowing the  use of simple linear 
filters.
In order to  dem onstrate  the  applicability  of M LF-networks on m ore difficult problem s, 
the  elem ents Zinc and Argon have been used as analyte and reference signal, respectively. 
A lthough bo th  elem ents exhibit different behavior in the  plasm a, the  correlation between 
the  two signals is used in order to  cancel the  colored noise in the  analyte signal.
As is shown in Figure 7.8a, the  P IN T -disturbance has a considerable effect on the  in tensity  
of the  Zinc-signal. Figure 7.8b dem onstrates th a t the  optim ized M LF network (consisting 
of 9 inpu t units and 6 hidden units) is capable to  identify the  correlation between the  input 
and ou tpu t data. Applying the  optim ized network on test d a ta  which were not included in 
the  optim ization process, yields Figure 7.8c. Clearly, a substan tial part of the  colored noise 
has been sub tracted  from  the  original signal, displayed in Figure 7.8a ( ozn  =  1816 before 
ANC versus o z n =  784.8 after ANC).
A dditionally, linear filters (K alm an filter, Adaline network) have been applied on the 
same problem . Since the  Adaline filter exhibits identical behavior to  the  K alm an filter, 
again only the  results of the  K alm an filter are shown in Figure 7.8d and 7.8e. Com paring 
the  results of the  linear filters ( ozn  =  1816 before ANC versus ozn  =  912.5 after ANC) to 
the  results of the  M LF-network ( u z n =  1816 before ANC versus u z n =  784.8 after ANC) 
it can be concluded th a t the  linear filters are less capable to  reduce the  colored noise in 
the  signal. For this particu lar nonlinear IC P -P IN T  problem , the  optim ized M LF-network 
clearly outperform s the  best obtained linear filter.
R e s u lt s  A N C -P U L S E  The M LF-netw ork has been optim ized for a PU L SE-disturbance 
using M anganese and Iron as analyte and reference signal, respectively (yielding 9 input
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(d) The K alm an filter predic­
tion of the M anganese signal 
( f f M n  =  17.43).
(e) The K alm an filter predic­
tion of the M anganese signal 
for an un-used test set ( f f M n  =
19.18).
Figure 7.7: The P IN T  experim ent, using M anganese and Iron as analyte and reference 
signal, respectively.
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(d) The K alm an filter predic­
tion of the Zinc signal (ffzn =  
707.9).
(e) The K alm an filter predic­
tion of the Zinc signal for 
an un-used test set (ffMn =  
912.5).
Figure 7.8: P IN T  experim ent, using Zinc and Argon as analyte and reference signal, respec­
tively.
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units and 2 hidden units). Figure 7.9a clearly shows a tem porary  disturbance of the  plasm a 
, caused by the  pulsed gas injection. It is observed in Figure 7.9b th a t the  M LF network is 
capable to  identify the  relations between the  reference and analyte signal, as good predictions 
for the  test set are obtained. The colored variability  is reduced up to  a order of m agnitude 
( ffMn =  1409 before ANC versus own  =  128.0 after ANC). It needs to  be stressed here th a t 
the  standard  deviation is not a good sta tistica l m etric for describing the  colored variability  in 
Figure 7.9a, bu t it has been used for a convenient com parison to  the  noise-canceled signals. 
F inally the  M LF-filter is validated by a separate test-set displayed in Figure 7.9c. It can 
be observed th a t although some colored noise rem ains present in the  signal, a substan tial 
part of the  disturbance has been removed. The rem aining colored noise m ight be the  result 
of an over-fit of the  network (see the  discussion section), or a lack of reproducibility  of the 
pulses. In the  previous experim ent, the  disturbance is im posed by a tem porary  50 ¡is power 
in terrup tion , whereas the  Helium  gas pulse disturbance takes 5 ms. Since the  Helium  gas 
still needs to  be transpo rted  from  the  injection valve into the  plasm a through the  central 
channel, a practical lim itation  of the  injection system  has to  be considered. Consequently a 
m ore severe disturbance of the  plasm a is the  result pu tting  higher dem ands on the  M LF-filter.
Again, the  noise-canceler has been realized by m eans of a K alm an filter and an Adaline 
network. Like the  previous experim ents, only the  results of the  K alm an filter are shown. The 
predicted  M anganese signals of the  test set and validation set, shown in Figure 7.9d and 7.9e 
respectively, are very sim ilar to  the  predicted  signals of the  M LF-filter. Evidently, the  pulse 
disturbance affects the  reference and analyte signal in a sim ilar way, as weak nonlinear da ta  
are obtained.
& M L F  
test set
O M L F  
val. set
@Kalman
test set
@Kalman
val. set
PINT-M n,Fe
PINT-Zn,A r
PULSE-M n,Fe
24.54
1816
1409
16.88
575.5
128.0
17.37
784.8
312.7
17.43
707.9
128.4
19.18
912.5
313.1
Table 7.6: The standard  deviations of the  analyte signals before and after noise cancellation, 
using a M LF network and a K alm an filter.
D iscu ss io n  In Table 7.6, the  standard  deviations of the  signals, before and after ANC, 
using a M LF-network, are sum m arized. It can be observed, th a t generally, the  M LF network 
yields good results as a significant reduction of the  standard  deviations of the  signals is 
obtained.
A com parison of M LF-networks to  the  K alm an or to  the  Adaline filter yields com parable 
results for the  M anganese-Iron experim ents. The elem ents considered here show very sim ilar 
ionization and excitation behavior in the  plasm a, allowing the  use of linear signal processing 
m ethods. However, the  linear m ethods fail to  process the  Zinc-Argon d a ta  in an adequate 
way, as the  underlying relations becom e nonlinear (Zinc and Argon exhibit different behavior 
in the  plasm a). In these situations, the  M LF-netw ork is still capable of modeling nonlinear 
relations in d a ta  and shows good results.
Since M LF-networks are universal approxim ators (i.e. neural networks can m odel any 
relation to  any degree of accuracy [38]), special a tten tion  has to  be paid to  the  representa-
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(d) The K alm an filter predic­
tion of the M anganese signal 
( f f M n  =  128.4).
(e) The K alm an filter predic­
tion of the M anganese signal 
for an un-used test set ( f f M n  =
313.1).
Figure 7.9: PULSE experim ent, using M anganese and Iron as analyte and reference signal, 
respectively.
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tiv ity  of the  d a ta  and the  design of the  neural network. If non-representative d a ta  are used, 
the  neural network will yield biased estim ates of the  analyte signal. If an abundant num ber 
of inpu t units or moreover an abundant num ber of hidden units is used, the  neural network 
tends to  overfit the  relations in the  train ing  data , yielding poor generalizing ability  for new 
data.
Furtherm ore, it needs to  be stressed th a t the  obtained network models only apply for 
the  considered problem s at hand. D rifting apparatus or new determ inations using different 
analytes, require a new construction of an apropiate neural network model.
7.6 C onclusions
A daptive noise cancellation generally outperform s direct filtering m ethods like Fourier or 
Savitzky-Golay filtering when the  conditions for noise cancellation are m et. The determ inis­
tic signal needs to  be uncorrelated w ith the  noise signals and the  noise signal and reference 
noise signal need to  be highly correlated. A lthough in electrical engineering and biom edical 
research, these situations are not uncom m on, in analytical chem istry, only a few applications 
are at hand. Only for well-known disturbances accom panied w ith an accessible reference sig­
nal showing sim ilar behavior, the  concept of noise cancellation can be applied. This work 
has focused to  a feasibility study of using M LF-networks for noise cancellation on IC P spec­
trom etry . W ell-defined disturbances have been im posed to  the  p lasm a by m eans of power 
in terruptions (P IN T ) and pulsed sam ple injections (PULSE).
As follows from  the  conducted experim ents, noise cancellation is only applicable on stable 
system s, where d isturbances act on the  analyte signal in a reproducible way. This repro­
ducibility natu ra lly  depends on the  experim ental conditions. Therefore, a central com posite 
experim ental design has been applied for bo th  P IN T  and PULSE disturbances. At the  top 
of the  response surface, the  sensitivity  to  variations in experim ental settings is m inim al, 
allowing the  use of noise cancellation. However, the  conducted experim ents show th a t noise 
cancellation can only be applied when the  experim ental conditions are set constant, as is the 
case in routine analysis. As is obvious, the  power of IC P and the  vertical position of the  torch 
strongly affect the  ex ten t of the  applied disturbances and the  to ta l am ount of radiation. In 
practice, these factors are kept constant, in order to  avoid num erous calibrations.
The results of the  IC P-experim ents using M anganese and Iron as analyte and reference 
signal respectively, already indicate th a t linear adaptive filtering m ethods like the  Adaline or 
the  K alm an filter suffice to  cancel the  colored P IN T  and PULSE disturbances. M anganese 
and Iron are neighbors in the  periodic system  of elem ents and behave consequently in a sim­
ilar way on im posed plasm a disturbances. The nonlinear extension to  the  M LF-filter does 
not show any significant im provem ent to  the  linear m ethods. Moreover, the  M LF network 
perform ed optim ally  when it was configured w ith only two hidden units and narrow  scaling 
of data , which again strengthens the  preference to  linear filtering m ethods. However, when 
nonlinearities are at hand, (as is the  case in the  Zinc-Argon P IN T  experim ent), the  neural 
network clearly outperform s the  linear m ethods and a considerable reduction of the  colored 
noise can be obtained. The ANC-feasibility studies discussed, reveal the  prom ising possibil­
ities of M LF-networks for noise reduction in ICP-AES. In order to  m ake general conclusions 
about the  use of a neural network as a noise canceler on a rb itra ry  elem ents, fu rther exper-
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im ental work has to  be perform ed. Additionally, it needs to  be em phasized th a t random  
disturbances such as Shot or T herm al noise are not addressed, and still need to  be processed 
w ith conventional filtering m ethods. From the  experim ents conducted in this feasibility 
study, it can be concluded th a t neural networks have a prom ising po ten tial for canceling 
colored noise in analytical signals in chem istry, as little  dem ands for the  identification of the 
correlation between the  reference and the  determ inistic  signal are required.
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A p p e n d ix
In [33], it is shown th a t transla ting  tim es series into m atrices is facilitated  by the  back­
shift m atrix  B .  The _B-matrix (Equation 7.7, is functionally equivalent to  the  back-shift 
operator, known from  classical tim e series tex t books [39].
B  =
'0 0 0 . . 0 0'
1 0 0 . . 0 0
0 1 0 . . 0 0
• 
o
• 
o 1 •
• 
o
• 
o
1 o 
• • • • o
0 . . 1 1
• • o
(7.7)
The concept of the  _B-matrix, has some convenient advantages. F irst, higher order back­
shift m atrices can be obtained by m ultiplying the  m atrix  by itself. For exam ple, a one, two 
or th ree lag backshift operation is perform ed by m ultiplying the  tim e series by _£?, B  ■ B  
and B  ■ B  ■ B  respectively. Higher order back shifts are conveniently denoted by subscript r  
using B t =  n L i  Bk- Also a forward shift can be obtained using the  transpose I^ -m a trix . A 
successive back-shift and forward shift operation, together w ith a correction for single tim e 
lag, yields the  iden tity  m atrix  I.
For large tim e series (typically N  >  100), the  straightforw ard use of the  _B-matrix seems 
ra th e r inefficient since B  is a sym m etric predom inantly  void m atrix . However, various high- 
level com puting languages like M atlab (T m ), provide sparse com putation. Sparse com puting 
reduces the  am ount of m em ory taken by the  _B-matrix (only non-zeros are processed) and 
brings the  com puting tim e down to  acceptable proportions.
Using the  back-shift m atrix , the  auto-covariance is expressed by
cT =  x B tx
where r  is the  index for the  tim e lag and x  is a single tim e series, represented in a column 
vector. The back-shift m atrix  is represented by the  sym m etric m atrix  B .  The autocorrelation 
of the  signal x  is expressed by
rT =  (x' B tx )(x 'x )
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Extending to  m ultivariate  tim e-series, the  m atrix  X  is introduced, consisting of m ultiple 
tim e-series stored in column-wise. Hence the  cross-covariance of the  tim e-series can be 
expressed as
C0 =  X ' X
Using D  =  d i a g ( X ' X ) ,  the  cross-correlation becomes
R 0 = X ' X / D
The cross-autocovariance is obtained by the  product X 1 to  the  back-shifted X  as is given by
CV =  X 'B TX
Sim ilar to  the  univariate case, the  cross-autocorrelation m atrix  is defined by
R t = x 'b tx / d
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Sum m ary
A bout a decade ago, artificial neural networks (ANN) have been in troduced to  chem om etrics 
for solving problem s in analytical chem istry. ANN are based on the  functioning of the  brain 
and can be used for modeling complex relationships w ithin chem ical data. An ANN-model 
can be obtained by learning or tra in ing  w ith exam ples. The m odel can be realized w ithout 
any a priory theoretical assum ptions about the  associations in the  data , as is the  case for 
param etric  physical or chem ical models. The universal applicability, the  simple concept and 
the  im pressive m odeling capability  have contributed  to  the  enorm ous num ber of successful 
applications in analytical chem istry, published in the  last ten  years.
In the  litera tu re , various paradigm s of neural networks, based on different biological and 
psychological concepts, have been elaborated. The m ost fam iliar and the  m ost frequently 
used concept is given by the  m ulti-layer feed-forward neural network also referred as the 
error back-propagation network. The M LF-network, which is the  central objective in this 
thesis, can be used as a non-param etric m ethod for m odeling nonlinear relations in chemical 
data. M LF-networks are com m only tra ined  by m eans of the  generalized delta  learning rule 
which can be considered as an iterative least m ean squares m ethod. The generalized delta 
learning rule has proven to  be robust and moreover generally applicable for different network- 
configurations. However, slow learning behavior is frequently  observed, yielding unacceptable 
long train ing  tim es. Especially for chem ical problem s where extensive num bers of variables 
(f.e. spectra) or objects (f.e. images) are used, the  slow learning behavior becomes a serious 
drawback. The last five years, a lot of fundam ental research has been conducted on faster 
and m ore efficient algorithm s for tra in ing  M LF networks. In this thesis, some im proved 
train ing  m ethods have been described and applied on a num ber of chem ical problem s.
MLF networks exhibit excellent modeling capability  which can be controlled by the  design 
of the  network param eters. Especially the  choice of the  num ber of hidden units determ ines 
the  quality  of the  final m odel obtained.
In this thesis, two different aspects of artificial neural networks and experim ental noise 
are addressed. The first five C hapters focus to  ”aspect A” , i.e. the  generalizing and predic­
tive ability  of neural network models on noisy experim ental data. In the  successive Chapters, 
”aspect B ” is addressed, i.e. neural networks are explored as signal processing m ethods for 
the  m inim ization of experim ental noise in chem ical analysis.
A sp e c t  A .
In C hapter two, it is shown how the  generalizing ability  depends on the  num ber and 
the  design of the  tra in ing  samples and the  num ber of hidden units. As a result of the  good
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modeling capability  and the  fact th a t neural models are realized using samples w ithout any 
knowledge about the  causal relations in the  data , it is m andatory  th a t the  tra in ing  samples 
are representative for the  problem  addressed. The la tte r  can be considered as a practical 
problem . However, the  predictive ability  needs to  be validated for all realized network 
models.
In C hapter th ree and four, some m ethods are described for selecting neural network m od­
els w ith optim al predictive ability. A dditionally it is described how the  variances of neural 
network predictions can be calculated for selected network configurations. The variances are 
estim ated  by m eans of the  delta  m ethod and B ootstrap  re-sam pling m ethods. The delta 
m ethod is based on a Taylor linearisation of the  network model. The advantage of this 
m ethod is th a t no additional com putations for the  estim ation  of the  variances are required. 
However, as a drawback it needs to  be considered th a t the  delta  m ethod yields too optim istic 
estim ations for the  variances as the  ex tra  variability  caused by re-in itialization and re tra in ­
ing is not included. B ootstrap  re-sam pling m ethods can offer a solution for this problem . 
Since re-sam pling m ethods are generally com putationally  intensive, it becomes necessary to 
use fast network train ing  m ethods. In C hapter two and th ree it is described how the  combi­
nation  of Quasi-Newton optim ization m ethods in neural network train ing  can contribute to 
im proved validation possibilities of the  predictive ability  of the  neural network.
In C hapter five, a m ethod is presented to  determ ine the  sensitivity  of M LF and radial 
base function (R B F) neural networks to  experim ental noise. The m ethod has been applied 
to  a dataset from  chem ical industry  for m odeling the  relationships between therm al and 
m echanical properties and process conditions of industria l yarns. B oth the  M LF and the 
RB F network are capable to  describe the  nonlinear relationships in the  d a ta  in an adequate 
way. The R B F network is b e tte r  capable of m odeling local relationships bu t requires more 
param eters to  establish a m odel for the  entire dataset. Moreover the  RBF-netw ork appears 
to  be m ore sensitive for experim ental noise at the  inpu t of the  network model.
A sp e c t  B
N ext to  the  network validation m ethods, it is investigated how neural networks can be 
used for the  optim ization of the  signal-to-noise ratio  in chem ical analysis. In C hapter six 
and seven, a distinction is m ade between two categories of experim ental noise. F irst, the 
broadband random  noise is addressed which exhibits across the  entire frequency domain. 
Especially in spectrom etry, the  fundam ental ’’Shot” noise and therm al noise are com monly 
observed, affecting the  precision and the  detection lim it of the  analysis in a negative way. 
In C hapter six, M LF networks have been used as digital filters for reducing broadband 
random  noise residing in analytical signals. Based on param etric  peak and noise models it 
is investigated how M LF filters relate w ith conventional filtering m ethods in order to  find 
an optim al com prom ise between m inim um  peak deform ation and m axim um  reduction of the 
broadband noise.
The broadband noise is random  from  natu re  and can only statistically  be described. In 
chem ical analysis, various ex ternal effects can cause non-random  (tim e-depending) d istu r­
bances to  the  analytical signal. These signal disturbances can be described as correlated 
or ’’colored” noise. In practice, slow varying noise (f.e. drift) is com m only corrected using 
num erical m ethods (like the  use of a first derivative of a signal) or the  use of an in ternal
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standard . W hen the  in ternal standard  shows identical noise characteristics w ith respect to 
the  analyte, it is allowed to  sub tract the  colored noise from  the  analytical signal. However, 
in practice it appears to  be difficult to  select a reference signal which m eets this constraint. 
In C hapter seven, a solution for this problem  is addressed. M LF-networks have been applied 
as adaptive digital filters for correcting deviating noise characteristics of the  reference signal 
in order to  be able to  sub tract the  colored noise from  the  analytical signal. The approach 
undertaken  is referred to  as A daptive Noise C ancellation (ANC). Since the  colored noise 
is canceled out ra th e r th an  filtered out, the  determ inistic  signal (i.e. the  analyte) rem ains 
unaffected. M LF-networks have been applied as noise cancellers to  sim ulated d a ta  and In­
ductively Coupled P lasm a (IC P) case studies. The results of these experim ents show th a t 
noise cancellation offers great po ten tial for the  elim ination of colored noise.
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Sam envatting
Ongeveer tien  ja a r  geleden, zijn de artificiële neurale netwerken (ANN) voor het eerst binnen 
de chem om etrie geintroduceerd voor het oplossen van analytisch chemische problem en. ANN 
zijn gebaseerd op de werking van de hersenen en kunnen gebruikt worden voor het m odelleren 
van complexe verbanden in chemische data. Een ANN-model kan worden verkregen door 
het leren ofwel tra inen  m et voorbeelden. Het m odel wordt gerealiseerd zonder dat er a priori 
aannam en over de verbanden in de d a ta  benodigd zijn, zoals het geval is voor param etrische 
fysische of chemische m odellen. De universele inzetbaarheid , het eenvoudige concept en 
het indrukw ekkende m odellerende vermogen hebben ertoe geleid dat de afgelopen tien  jaa r 
een zeer groot aan tal succesvolle toepassingen van ANN binnen de analytische chemie zijn 
gepubliceerd.
In de lite ra tu u r zijn diverse parad igm a’s over neurale uitgew erkt, gebaseerd op ver­
schillende biologische en psychologsiche concepten. Het m eest bekende en veelvuldig ge­
bru ik te  concept is het ’’m ulti-layered feed-forward” (M LF) netw erk welke ook bekend is als 
het ’’error-backpropagation” netwerk. Het M LF-netwerk, welke in dit proefschrift centraal 
s taa t, kan worden gebruikt als een n iet-param etrische m ethode voor het beschrijven van 
niet-lineaire verbanden in chemische data.
M LF-netw erken worden gewoonlijk getraind m et de gegeneraliseerde delta  leerregel. Deze 
leerregel is in hoofdzaak gebaseerd op een iterative kleinste kw adratenm ethoden. De gegen­
eraliseerde delta  leerregel is robuust en algemeen inzetbaar voor verschillende netwerkcon- 
figuraties. Het nadeel is echter dat de netwerken traag  convergeren w aardoor de rekentijden 
onacceptabel hoog oplopen. Vooral voor chemische d a ta  waarbij vaak veel variabelen (b.v. 
spectra) en /o f veel objecten  (b.v. beelden) gebruikt worden kan het traag  leergedrag een 
probleem  opleveren. De laa ts te  vijf ja ren  is er wereldwijd veel fundam enteel onderzoek 
gedaan naar snellere en efficiente algorithm en voor het tra inen  van neurale netwerken. In dit 
proefschrift zijn een aan tal verbeterde leerm ethoden beschreven en toegepast op een aantal 
chemische problem en.
M LF-netw erken hebben een u itstekend m odellerend vermogen. Het m odellerend verm o­
gen kan worden geregeld door het configureren van de netw erk param eters. Vooral de keuze 
van het aan tal hidden units is bepalend voor de kw aliteit van het uiteindelijke model.
In dit proefschrift worden twee belangrijke aspecten aan de orde gesteld van artificiële 
neurale netwerken en experim entele ruis in de chemische analyse. In hoofdstuk twee to t en 
m et hoofdstuk vijf wordt ingegaan op ’’aspect A ” , n.l. het generaliserende en het voorspel­
lende vermogen van netw erkm odellen. D aarnaast wordt in hoofdstuk zes en zeven ingegaan 
op ’’aspect B ” , n.l het inzetten  van neurale netwerken als digitale filters voor het m inim alis­
eren van experim entele ruis in de chemische analyse.
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Aspect A.
In hoofdstuk twee is beschreven hoe het generaliserende vermogen voor ruizige da ta  
m ede afhangt van het aan tal en het design van train ingsobjecten  en het aan tal hidden units. 
Vanwege het hoog m odellerend vermogen en het feit dat neurale m odellen worden gerealiseerd 
op basis van voorbeelden zonder a priori kennis over de causale verbanden in de d a ta  is het 
van belang dat de voorbeelden representatief zijn voor het beoogde probleem . Het laa tste  
heeft m en bij een een chemische analyse enigzins in de hand. Het voorspellende vermogen 
dient echter steeds te  worden gevalideerd voor elk gerealiseerd netw erk model.
In hoofdstuk drie en vier zijn een aan tal m ethoden beschreven voor het selecteren van 
netw erk m odellen m et een optim aal voorspellend vermogen. Tevens is beschreven hoe de 
varianties van de voorspellingen van het netw erk kunnen worden berekend voor een gese­
lecteerde netwerkconfiguratie. De varianties worden afgeschat op basis van de delta  m eth ­
ode en B ootstrap  resam pling m ethoden. De delta-m ethode is gebaseerd op een eerste orde 
Taylor linearisatie van het netwerk model. Het voordeel van deze m ethode is dat er geen 
ex tra  rekeninspanning geleverd hoeft te  worden voor de het schatten  van de varianties. Het 
nadeel is dat de deltam ethode een te  optim istische schatting  geeft van de varianties om dat 
de variabiliteit door hertra in ing  bu iten  beschouwing wordt gelaten. B ootstrap  resam pling 
m ethoden kunnen hier een oplossing bieden. D oordat resam pling m ethoden rekenintensief 
zijn, is het noodzakelijk om snelle train ingsm ethoden  in te  zetten . In hoofdstuk twee en 
drie is beschreven hoe de com binatie van Quasi-Newton leerregels kunnen bijdragen to t een 
betere validatie van het voorspellend vermogen van het neurale netwerk.
In hoofdstuk vijf is een m ethode uitgew erkt voor het kwantificeren van de gevoeligheid 
van MLF- en radial base function (R B F) neurale netwerken voor experim entele ruis. De 
m ethode is toegepast op een dataset u it de chemische industrie voor het m odelleren van de 
relaties tussen therm ische en m echanische eigenschappen en de procescondities van indus­
triële vezels. Zowel het MLF- als het R B F-netw erk zijn in s taa t om op een adequate wijze 
de niet-lineaire verbanden in de d a ta  te  beschrijven. Het R B F-netw erk is beter dan het 
M LF-netwerk in s taa t om lokaal relaties te  m odelleren m aar heeft daartoe aanzienlijk meer 
param eters nodig. Bovendien blijkt het R B F-netw erk gevoeliger te  zijn voor experim entele 
ruis aan de invoerzijde van het model.
A s p e c t  B
N aast de netw erk-validatiem ethoden is in dit proefschrift onderzocht hoe neurale netwerken 
kunnen worden ingezet voor het optim aliseren van de signaal-ruis-verhouding in de chemische 
analyse.
In hoofdstuk zes en hoofdstuk zeven wordt onderscheid gem aakt tussen twee soorten 
ruis. Ten eerste wordt uitgegaan van random  breedbandige ruis welke zich m anifesteert over 
het gehele frequentiedom ein. Vooral in de spectrom etrie worden de fundam entele ruisvor- 
m en ” Shot”-ruis en therm ische ruis regelm atig waargenom en en kunnen een nadelig effect 
hebben op de precisie van de bepaling en daarm ee ook op de detectiegrens. In hoofdstuk zes 
zijn M LF-netw erken ingezet als digitale filters voor het reduceren van breedbandige ruis op 
gesim uleerde signalen. Op basis van param etrische piek- en ruism odellen is onderzocht hoe
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M LF-filters zich verhouden m et conventionele filterm ethoden om een optim aal com prom is 
te  vinden tussen m inim ale piekdeform atie en m axim ale reductie van de breedbandige ruis.
De breedbandige random  ruis laat zich vooral statistisch  beschrijven. N aast de random  
ruis kunnen externe effecten n iet-random  (tijdsafhankelijke) verstoringen teweegbrengen op 
het analytische signaal. Deze signaalverstoringen worden gecategoriseerd als gecorreleerde 
(of gekleurde) ruis. Traag varierende ruisvorm en (b.v. drift) worden in de p rak tijk  verw ijderd 
door gebruik te  m aken van num erieke m ethoden zoals het berekenen van de afgeleide van een 
signaal (bij traag  varierende signalen) of door het gebruik m aken van een in terne standaard . 
Indien de in terne standaard  identiek ruisgedrag vertoont m et de analiet, is het toegestaan 
om direct voor de ruis te  corrigeren. In de p rak tijk  blijkt het echter niet eenvoudig om 
zulke standaarden  te  vinden. In hoofdstuk zeven wordt een oplossing voor dit probleem  
wordt aangedragen. M LF-netw erken zijn ingezet als adaptieve filters voor het corrigeren 
van afwijkende ruiskarakteristieken van een referentiem onster. Op basis van sim ulaties en 
een Inductively Coupled P lasm a (IC P) studie is aangetoond dat het concept van adaptief 
ruisfilteren goede m ogelijkheden biedt voor het corrigeren van tijdsafhankelijke ruis. Door 
gebruik te  m aken van een referentiem onster welke gecorreleerd ruisgedrag vertoont m et het 
ruisgedrag van het te  bepalen m onster, is het mogelijk om gekleurde ruis te  verw ijderen 
zonder enig inform atieverlies van het determ inistisch signaal.
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C urricu lum  Vitae
De schrijver van dit proefschrift is geboren op 29 januari 1966 te  W eert. Na het behalen 
van het HAVO-diploma in 1984 aan het St. U rsula Lyceum te  Horn, vervolgde hij zijn 
studie aan het Hoger Laboratorium  Onderwijs (HLO) m et als afstudeerrichting Laboratorium  
Inform atica en A utom atisering bij het Dr. Struycken in s titu u t te  E tten-Leur. Tijdens zijn 
HLO studie heeft hij in het kader van een inform atica college gedurende een periode van twee 
ja a r  database-program m atuur ontwikkeld voor autom obielbedrijf Peugeot Talbot Jongerius 
in Breda. In 1989 heeft hij zijn H BO -studie afgerond m et een afstudeeropdracht bij DSM 
Research in Geleen.
In 1993 behaalde hij het doctoraal diplom a Scheikunde aan de Katholieke U niversiteit 
van Nijm egen m et als hoofdrichting A nalytische Chemie. H ierna trad  hij in dienst van SON 
(Stichting Scheikundig Onderzoek N ederland) om op de afdeling A nalytische Chem ie pro­
m otieonderzoek te  verrichten naar toepassingsm ogelijkheden van Artificiële N eurale Netwerken 
in de A nalytische Chemie.
Sinds novem ber 1996 is hij in dienst bij het C entraal B ureau voor de S tatistiek.
145
