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Abstrat
The Malliavin derivative for a Lévy proess (Xt) an be dened on
the spae D1,2 using a haos expansion or in the ase of a pure jump
proess also via an inrement quotient operator [11℄. In this paper we
dene the Malliavin derivative operator D on the lass S of smooth
random variables f(Xt1 , . . . ,Xtn), where f is a smooth funtion with
ompat support. We show that the losure of L2(Ω) ⊇ S
D
→ L2(m⊗P)
yields to the spae D1,2. As an appliation we onlude that Lipshitz
funtions map from D1,2 into D1,2.
1 Introdution
In the reent years Malliavin alulus for Lévy proesses has been developed
using various types of haos expansions. For example, Lee and Shih [6℄
applied a white noise approah, León et al. [4℄ worked with ertain strongly
orthogonal martingales, Løkka [5℄ and Di Nunno et al. [1℄ onsidered multiple
integrals with respet to the ompensated Poisson random measure and Solé
et al. [10℄ used the haos expansions proved by It [3℄.
This haos representation from It applies to any square integrable fun-
tional of a general Lévy proess. It uses multiple integrals like in the well
1
known Brownian motion ase but with respet to an independent random
measure assoiated with a Lévy proess. Solé et al. propose in [11℄ a anon-
ial spae for a general Lévy proess. They dene for random variables on
the anonial spae the inrement quotient operator
Ψt,xF (ω) =
F (ωt,x)− F (ω)
x
, x 6= 0,
in a pathwise sense, where, roughly speaking, ωt,x an be interpreted as the
outome of adding at time t a jump of the size x to the path ω. They show
that on the anonial Lévy spae the Malliavin derivative Dt,xF dened via
the haos expansion due to It and Ψt,xF oinide a.e. on R+ × R0 × Ω
(where R0 := R \ 0) whenever F ∈ L2 and E
∫
R+×R0
|Ψt,xF |
2dm(t, x) < ∞
(see Setion 2).
On the other hand, on the Wiener spae, the Malliavin derivative is in-
trodued as an operator D mapping smooth random variables of the form
F = f(W (h1), . . . ,W (hn)) into L2(Ω;H), i.e.
DF =
n∑
i=1
∂
∂xi
f(W (h1), . . . ,W (hn))hi,
(see, for example, [7℄). Here f is a smooth funtion mapping from Rn into R
suh that all its derivatives have at most polynomial growth, and {W (h), h ∈
H} is an isonormal Gaussian family assoiated with a Hilbert spae H. The
losure of the domain of the operator D is the spae D1,2.
In the present paper we proeed in a similar way for a Lévy proess
(Xt)t≥0. We will dene a Malliavin derivative operator on a lass of smooth
random variables and determine its losure. The lass of smooth random
variables we onsider onsists of elements of the form F = f(Xt1 , . . . , Xtn)
where f : Rn → R is a smooth funtion with ompat support.
Thanks to the results of Solé et al. [11℄ about the anonial Lévy spae one
an express the Malliavin derivative DF ∈ L2(m⊗ P), dened via haos ex-
pansion, on ertain smooth random variables of the form F = f(Xt1 , . . . , Xtn)
expliitly as a two-parameter operator Dt,x
Dt,xf(Xt1 , . . . , Xtn) =
n∑
i=1
∂f
∂xi
(Xt1 , . . . , Xtn)1I[0,ti]×{0}(t, x)
+Ψt,xf(Xt1 , . . . , Xtn)1I{x 6=0}(x),
for m⊗ P-a.e. (t, x, ω). Here Ψt,x, for x 6= 0, is given by
Ψt,xf(Xt1 , . . . , Xtn)
2
:=
f(Xt1 + x1I[0,t1](t), . . . , Xtn + x1I[0,tn](t))− f(Xt1 , . . . , Xtn)
x
.
Our main result is that the smooth random variables f(Xt1 , . . . , Xtn) are
dense in the spae D1,2 dened via the haos expansion. This implies that
dening D as an operator on the smooth random variables as in Denition
3.2 below and taking the losure leads to the same result as dening D using
It's haos expansion (see Denition 2.1).
The paper is organized as follows. In Setion 2 we shortly reall It's haos
expansion, the denition of the Malliavin derivative and some related fats.
In Setion 3 we introdue the Malliavin derivative operator on smooth ran-
dom variables. In Setion 4 we determine its losure. Applying the denseness
result from the previous setion we show in Setion 5 that Lipshitz funtions
map from D1,2 into D1,2.
2 The Malliavin derivative via It's haos ex-
pansion
We assume a ádlág Lévy proess X = (Xt)t≥0 on a omplete probability
spae (Ω,F ,P) with Lévy triplet (γ, σ2, ν) where γ ∈ R, σ ≥ 0 and ν is
the Lévy measure. Let N be the Poisson random measure assoiated with
the proess X and N˜ the ompensated Poisson random measure, dN˜(t, x) =
dN(t, x)− dtdν(x).
Consider the measures µ on B(R),
dµ(x) := σ2dδ0(x) + x
2dν(x),
and m on B(R+ × R), where R+ := [0,∞),
dm(t, x) := dtdµ(x).
For B ∈ B(R+ × R) suh that m(B) <∞ let
M(B) = σ
∫
{t∈R+:(t,0)∈B}
dWt + lim
n→∞
∫
{(t,x)∈B:1/n<|x|<n}
xdN˜(t, x),
where the onvergene is taken in L2(Ω,F ,P). Now EM(B1)M(B2) =
m(B1∩B2) for all B1, B2 withm(B1) <∞ andm(B2) <∞. For n = 1, 2, . . .
write
Ln2 := L2
(
(R+ × R)
n,B(R+ × R)
⊗n,m⊗n
)
.
3
For f ∈ Ln2 It [3℄ denes a multiple integral In(f) with respet to the random
measure M . It holds In(f) = In(f˜), a.s., where f˜ is the symmetrization of
f ,
f˜(z1, . . . , zn) =
1
n!
∑
pin
f(zpi(1), . . . , zpi(n)) for all zi = (ti, xi) ∈ R+ × R.
The sum is taken over all permutations pin : {1, . . . , n} → {1, . . . , n}.
Let (FXt )t≥0 be the augmented natural ltration of X . Then (F
X
t )t≥0 is
right ontinuous ([8, Theorem I 4.31℄). Set FX :=
∨
t≥0F
X
t . By Theorem 2
of It [3℄ it holds the haos deomposition
L2 := L2(Ω,F
X ,P) =
∞⊕
n=0
In(L
n
2 ),
where I0(L
0
2) := R and In(L
n
2 ) := {In(fn) : fn ∈ L
n
2} for n = 1, 2, . . . . For
F ∈ L2 the representation
F =
∞∑
n=0
In(fn),
with I0(f0) = EF, a.s., is unique if the funtions fn are symmetri. Further-
more,
‖F‖2L2 =
∞∑
n=0
n!‖f˜n‖
2
Ln
2
.
Denition 2.1 Let D1,2 be the spae of all F =
∑∞
n=0 In(fn) ∈ L2 suh that
‖F‖2
D1,2
:=
∞∑
n=0
(n+ 1)!‖f˜n‖
2
Ln
2
<∞.
Set L2(m⊗ P) := L2(R+ ×R×Ω,B(R+ ×R)⊗F
X ,m⊗P). The Malliavin
derivative operator D : D1,2 → L2(m⊗P) is dened by
Dt,xF :=
∞∑
n=1
nIn−1(f˜n((t, x), ·)), (t, x, ω) ∈ R+ × R× Ω.
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We onsider (as Solé et al. [11℄) the operators D·,0 and D·,x, x 6= 0 and their
domains D
0
1,2 and D
J
1,2. For σ > 0 let D
0
1,2 be onsisting of random variables
F =
∑∞
n=0 In(fn) ∈ L2 suh that
‖F‖2
D0
1,2
:= ‖F‖2L2 +
∞∑
n=1
n · n!‖f˜n1I(R+×{0})×(R+×R)n−1‖
2
Ln
2
<∞.
For ν 6= 0, let DJ1,2 be the set of F ∈ L2 suh that
‖F‖2
D
J
1,2
:= ‖F‖2L2 +
∞∑
n=1
n · n!‖f˜n1I(R+×R0)×(R+×R)n−1‖
2
Ln
2
<∞,
where R0 := R \ {0}. If both σ > 0 and ν 6= 0, then it holds
D1,2 = D
0
1,2 ∩ D
J
1,2. (1)
In ase ν = 0, D·,0 oinides with the lassial Malliavin derivative D
W
(see, for example, [7℄) exept for a multipliative onstant, DWt F = σDt,0F .
In the next lemma we formulate a denseness result whih will be used to
determine the losure of the Malliavin operator from Denition 3.1 below.
Lemma 2.2 Let L ⊆ L2 be the linear span of random variables of the form
M(T1 × A1) · · ·M(TN × AN), N = 1, 2, . . .
where the A′is are nite intervals of the form (ai, bi] and the T
′
is are nite
disjoint intervals of the form Ti = (si, ti]. Then L is dense in L2, D1,2, D
0
1,2
and D
J
1,2.
Proof. 1◦ First we onsider the lass of all linear ombinations of
M(B1) · · ·M(BN ) = IN(1IB1×···×Bn),
N = 1, 2, . . . , where the sets Bi ∈ B(R+×R) are disjoint and fulllm(Bi) <
∞. It follows from the ompleteness of the multiple integrals in L2 (see [3,
Theorem 2℄) that this lass is dense in L2. Espeially, the lass of all linear
ombinations of 1IB1×···×Bn with disjoint sets Bi of nite measure m is dense
in Ln2 = L2 ((R+ × R)
n,B(R+ × R)
⊗n,m⊗n) . Let Ln be the linear span of
1IT1×A1 ⊗ · · · ⊗ 1ITn×An with disjoint intervals Ti. One an easily see that Ln
is dense in Ln2 as well:
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Beause m is a Radon measure, there are ompat sets Ci ⊆ Bi suh that
m(Bi \ Ci) is suiently small to get
‖1IB1×···×Bn − 1IC1×···×Cn‖Ln2 < ε
for some given ε > 0. Sine the ompat sets (Ci) are disjoint one an nd
disjoint bounded open sets Ui ⊇ Ci suh that ‖1IC1×···×Cn−1IU1×···×Un‖Ln2 < ε.
For any bounded open set Ui ⊆ (0,∞)× R one an nd a sequene of 'half-
open retangles' Qi,k = (s
i
k, t
i
k]× (a
i
k, b
i
k] = T
i
k×A
i
k, suh that Ui =
⋃∞
k=1Qi,k
(taking half-open retangles Qx ⊆ Ui with rational 'end points' ontaining
the point x ∈ Ui gives Ui =
⋃∞
Qx⊆Ui
Qx).
Hene for suiently large K ′is one has
‖1IU1×···×Un − 1ISK1
k=1
Q1,k×···×
SKN
k=1
Qn,k
‖Ln
2
< ε,
where the Qi,k an now be hosen suh that they are disjoint. This implies
that the linear span of 1IQ1×···×Qn, where the Q
′
is are of the form Ti × Ai is
dense in Ln2 .
2◦ For the onveniene of the reader we reall the idea of the proof of
Lemma 2 [3℄ to show that the intervals Ti an be hosen disjoint. Consider
M(T1 × A1) · · ·M(Tn × An), (2)
with µ(A1) > 0, . . . , µ(An) > 0, where (Ti × Ai) ∩ (Tj × Aj) = ∅ for i 6= j.
Assume, for example (all other ases an be treated similarly), that T1 =
· · · = Tm =: T while Tm, . . . , Tn are pairwise disjoint. Given the expression
M(T ×A1) · · ·M(T ×Am)M(Tm+1 × Am+1) · · ·M(Tn ×An)
hoose an equidistant partition (Ej)
N
j=1 of T so that |Ej | =
|T |
N
and set
c := (n+ 1)µ(A1) · · ·µ(An)|Tm+1| · · · |Tn|.
Now
M(T × A1) · · ·M(T × Am)M(Tm+1 × Am+1) · · ·M(Tn × An)
=
N∑
j1,...,jm=1
all ji distint
M(Ej1 ×A1) · · ·M(Ejm ×Am)
×M(Tm+1 × Am+1) · · ·M(Tn × An)
+
N∑
j1,...,jm=1
ji not distint
M(Ej1 × A1) · · ·M(Ejm × Am)
6
×M(Tm+1 × Am+1) · · ·M(Tn × An)
= S1 + S2,
where S1 is a sum of produts with disjoint time intervals. We omplete the
proof by observing that
‖S2‖
2
D1,2
= (n + 1)
N∑
j1,...,jm=1
ji not distint
m(Ej1 × A1) · · ·m(Ejm × Am)
×m(Tm+1 ×Am+1) · · ·m(Tn ×An)
= c
N∑
j1,...,jm=1
ji not distint
|Ej1| · · · |Ejm|
= c (Nm −N(N − 1) · · · (N − (m− 1)))
(
|T |
N
)m
= c|T |m(1− (1−
1
N
) · · · (1−
m− 1
N
))→ 0
for N →∞.
3◦ The denseness of Ln in L
n
2 implies that L is dense in L2 and D1,2. The
remaining ases follow from the fat that
‖fn1I(R+×{0})×(R+×R)n−1‖Ln2 ≤ ‖fn‖Ln2
and
‖fn1I(R+×R0)×(R+×R)n−1,m⊗n)‖Ln2 ≤ ‖fn‖Ln2 .

3 The Malliavin derivative as operator on S
Let C∞c (R
n) denote the spae of smooth funtions f : Rn → R with ompat
support.
Denition 3.1 A random variable of the form F = f(Xt1 , . . . , Xtn), where
f ∈ C∞c (R
n), n ∈ N, and t1, . . . , tn ≥ 0 is said to be a smooth random
variable. The set of all smooth random variables is denoted by S.
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Denition 3.2 For F = f(Xt1 , . . . , Xtn) ∈ S we dene the Malliavin deriva-
tive operator D as a map from S into L2(m⊗P) by
Dt,xf(Xt1, . . . , Xtn)
:=
n∑
i=1
∂f
∂xi
(Xt1 , . . . , Xtn)1I[0,ti]×{0}(t, x)
+
f(Xt1+ x1I[0,t1](t), . . . , Xtn+ x1I[0,tn](t))− f(Xt1 , . . . , Xtn)
x
1IR0(x)
for (t, x) ∈ R+ × R.
Sine for f(Xt1 , . . . , Xtn) ∈ S it holds
E
∫
R+
|Dt,0f(Xt1 , . . . , Xtn)|
2dt <∞,
one an apply the methods used in the proof of Proposition 3.5 in [11℄ for
the anonial Lévy spae to show that
Dt,0f(Xt1, . . . , Xtn) = Dt,0f(Xt1 , . . . , Xtn), dt⊗ P− a.e. (3)
We onlude S ⊆ D01,2. Beause we have also
E
∫
R+×R0
|Dt,xf(Xt1 , . . . , Xtn)|
2dm(t, x) <∞
for all f(Xt1 , . . . , Xtn) ∈ S one an show by the same methods as for (3) that
Dt,xf(Xt1, . . . , Xtn) = Dt,xf(Xt1 , . . . , Xtn)
for m ⊗ P a.e. (t, x, ω) ∈ R+ × R0 × Ω and therefore S ⊆ D
J
1,2. See [11,
Proposition 5.5℄ for an aording relation on the anonial Lévy spae. Con-
sequently:
Lemma 3.3 It holds DF = DF in L2(m⊗ P) for all F ∈ S.
Espeially, we onlude from the fat that any F ∈ L2 ⊇ S has a unique
haos expansion that also DF does not depend from the representation
F = f(Xt1 , . . . , Xtn) ∈ S.
Using the equality of D and D on S and the fat that S is losed with
respet to multipliation we are now able to reformulate Proposition 5.1 of
[11℄ for our situation:
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Corollary 3.4 For F and G in S it holds
Dt,x(FG) = GDt,xF + FDt,xG+ xDt,xFDt,xG
for m⊗ P−a.e. (t, x, ω) ∈ R+ × R× Ω.
4 The losure of the Malliavin derivative oper-
ator
The operator D : S → L2(m⊗ P) is losable, if for any sequene (Fn) ⊆ S
whih onverges to 0 in L2 suh thatD(Fn) onverges in L2(m⊗P), it follows
that (DFn) onverges to 0 in L2(m⊗P).As we know from the previous setion
that D and D oinide on S ⊆ D1,2, it is lear that D is losable and the
losure of the domain of denition of D with respet to the norm
‖F‖D :=
[
E|F |2 + E‖DF‖2L2(m)
] 1
2 ,
is ontained in D1,2. What remains to show is that the losure is equal to
D1,2.
Theorem 4.1 The losure of S with respet to the norm ‖ · ‖D is the spae
D1,2.
Theorem 4.1 implies that the Malliavin derivative D dened via It's haos
expansion and the losure of the operator L2 ⊇ S
D
→ L2(m⊗ P) oinide.
Before we start with the proof we formulate a Lemma for later use.
Lemma 4.2 For ϕ ∈ C∞c (R) and partitions pin := {s = t
n
0 < t
n
1 < · · · <
tnn = u} of the interval [s, u] it holds for ψ(x) := xϕ(x) that
D1,2 − lim
|pin|→0
( n∑
j=1
ψ(Xtnj −Xtnj−1)− E
n∑
j=1
ψ(Xtnj −Xtnj−1)
)
=
∫
(s,u]×R
ϕ(x) dM(t, x),
where |pin| := max1≤i≤n |t
n
i − t
n
i−1|.
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Proof. To keep the notation simple, we will drop the n of the partition points
tnj . Notie that
∫
(s,u]×R
ϕ(x) dM(t, x) = I1(1I(s,u] ⊗ ϕ). We set
Gn :=
n∑
j=1
ψ(Xtj −Xtj−1)− E
n∑
j=1
ψ(Xtj −Xtj−1)
and
G :=
∫
(s,u]×R
ϕ(x) dM(t, x).
We write Dt,xG
n
expliitly as
Dt,x
(
n∑
j=1
ψ(Xtj −Xtj−1)
)
=
n∑
j=1
ψ′(Xtj −Xtj−1)1I(tj−1,tj ]×{0}(t, x)
+
n∑
j=1
ψ(Xtj −Xtj−1 + x)− ψ(Xtj −Xtj−1)
x
1I(tj−1,tj ]×R0(t, x).
Moreover, we have Dt,xI1(1I(s,u] ⊗ ϕ) = 1I(s,u](t)ϕ(x) m−a.e. Using the gen-
eral fat that for any F ∈ L2 with expetation zero it holds ‖F‖
2
D1,2
≤
2‖DF‖2L2(m⊗P) we obtain
‖G−Gn‖2
D1,2
≤ 2‖DG−DGn‖2L2(m⊗P)
= 2E
∫
R+
n∑
j=1
1I(tj−1,tj ](t)
[
ϕ(0)− ψ′(Xtj −Xtj−1)
]2
dt
+2E
∫
R+×R0
n∑
j=1
1I(tj−1,tj ](t)
[
ϕ(x)−Dt,xψ(Xtj −Xtj−1)
]2
dm(t, x)
= 2E
∫
R+
n∑
j=1
1I(tj−1,tj ](t)
[
ϕ(0)− ψ′(Xtj −Xtj−1)
]2
dt
+2E
∫
R+×R0
n∑
j=1
1I(tj−1,tj ](t)[ψ(Xtj −Xtj−1 + x)
−ψ(Xtj −Xtj−1)− ψ(x)]
2dtdν(x)
→ 0
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as n → ∞ beause of dominated onvergene and the a.s. àdlàg property
of the paths of (Xt). Indeed, one an use the estimates
|ϕ(0)− ψ′(y)| ≤ ‖ϕ‖∞ + ‖ψ
′‖∞,
|ψ(y + x)− ψ(y)− ψ(x)| ≤ (‖ψ′‖∞ + ‖ϕ‖∞ + 3‖ψ‖∞)(|x| ∧ 1),
and that
∫
R
(x2 ∧ 1)dν(x) < ∞. Moreover, for |pin| → 0 we have from the
àdlàg property of the paths the pointwise onvergene in t ∈ (s, u] of
n∑
j=1
1I(tnj−1,tnj ](t)
[
ϕ(0)− ψ′(Xtnj −Xtnj−1)
]2
→ [ϕ(0)− ψ′(Xt −Xt−)
]2
(note that ϕ(0)− ψ′(0) = 0), and of
n∑
j=1
1I(tnj−1,tnj ](t)[ψ(Xtnj −Xtnj−1 + x)− ψ(Xt −Xt−)− ψ(x)]
2
→ [ψ(Xt −Xt− + x)− ψ(Xt −Xt−)− ψ(x)]
2.
Beause the set {t > 0; Xt−Xt− 6= 0} is at most ountable for àdlàg paths
the assertion follows. 
Proof of Theorem 4.1. Aording to Lemma 2.2 it is suient to show that
an expression like M(T1 × A1) · · ·M(TN × AN), where the A
′
is are bounded
Borel sets and the T ′is nite disjoint intervals, an be approximated in D1,2
by a sequene (Fn)n ⊆ S.
1◦ In this step we want to show that it is enough to approximate
I1(1IT1 ⊗ ϕ1) · · · I1(1ITN ⊗ ϕN ), (4)
by (Fn)n ⊆ S where ϕi ∈ C
∞
c (R). Sine the intervals Ti are disjoint the
denition of the multiple integral implies that
M(T1 ×A1) · · ·M(TN ×AN ) = IN(1IT1×A1 ⊗ · · · ⊗ 1ITN×AN ) a.s.
By the same reason,
I1(1IT1 ⊗ ϕ1) · · · I1(1ITN ⊗ ϕN) = IN((1IT1 ⊗ ϕ1)⊗ · · · ⊗ (1ITN ⊗ ϕN)) a.s.
We have
‖IN(1I(T1×A1)×···×(TN×AN ))− IN((1IT1 ⊗ ϕ1)⊗ · · · ⊗ (1ITN ⊗ ϕN))‖
2
D1,2
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≤ (N + 1)!‖1I(T1×A1)×···×(TN×AN ) − (1IT1 ⊗ ϕ1)⊗ · · · ⊗ (1ITN ⊗ ϕN)‖
2
LN
2
≤ (N + 1)!|T1| · · · |TN |‖1IA1×···×AN − ϕ1 ⊗ · · · ⊗ ϕN‖
2
LN
2
(µ⊗N ).
The last expression an be made arbitrarily small by hoosing ϕi suh that
‖1IAi − ϕi‖L12(µ) is small. For example, for eah i there are ompat sets
C i1 ⊆ C
i
2 ⊆ · · · ⊆ Ai and open sets U
i
1 ⊇ U
i
2 ⊇ · · · ⊇ Ai suh that
µ(U in \ C
i
n)→ 0
as n → ∞. By the C∞ Urysohn Lemma ([2℄, p. 237) there is for eah
n a funtion ϕin ∈ C
∞
c (R) suh that 0 ≤ ϕ
i
n ≤ 1, ϕ
i
n = 1 on C
i
n and
supp(ϕin) ⊂ U
i
n. Then
‖1IAi − ϕ
n
i ‖
2
L1
2
(µ) ≤ µ(U
i
n \ C
i
n)→ 0
as n→∞.
2◦ Now we use Lemma 4.2 to approximate the expression (4) by a sequene
(Fn)n ⊆ S. For i = 1, . . . , N set ψi(x) := xϕi(x) and
Gni :=
n∑
j=1
1I{tj ,tj−1∈T¯i}ψi(Xtj −Xtj−1)− E
n∑
j=1
1I{tj ,tj−1∈T¯i}ψi(Xtj −Xtj−1).
The partition pin an be hosen suh that all end points of the intervals T¯i
belong to pin. Let
Gi := I1(1ITi ⊗ ϕi).
Beause the intervals (Ti) are disjoint it follows from Corollary 3.4 that the
produt rule holds in our ase:
DΠNi=1G
n
i =
N∑
i=1
Gn1 · · ·G
n
i−1(DG
n
i )G
n
i+1 · · ·G
n
N m⊗ P− a.e. (5)
Indeed, beause of Dt,xG
n
i = (Dt,xG
n
i )1ITi(t) it follows
x(Dt,xG
n
i1
)1ITi1 (t)(Dt,xG
n
i2
)1ITi2 (t) = 0 m⊗ P− a.e.
for any i1 6= i2. Equation (5) follows then by indution.
We observe that Gn1 , . . . , G
n
N as well as G
n
1 , . . . , G
n
i−1, DG
n
i , G
n
i+1, . . . , G
n
N
are mutually independent by onstrution. Hene to show L2−onvergene
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of these produts it is enough to have L2−onvergene for eah fator. From
Lemma 4.2 we obtain that Gni → Gi in D1,2 for all i = 1, . . . , N, so that
L2(m⊗ P)− lim
|pin|→0
Gn1 · · ·G
n
i−1(DG
n
i )G
n
i+1 · · ·G
n
N
= G1 · · ·Gi−1(DGi)Gi+1 · · ·GN .
Hene we have found a sequene fn(Xt0 , . . . , Xtn) = Π
N
i=1G
n
i onverging to
expression (4) in D1,2 where fn ∈ C
∞(Rn+1).
To nd a sequene (Fn) ⊆ S we proeed as follows. Choose funtions
βN ∈ C
∞
c (R) suh that 0 ≤ βN ≤ 1 and βN(x) = 1 for |x| ≤ N, the support
of βN is ontained in {x; |x| ≤ N + 2} and ‖β
′
N‖∞ ≤ 1. Set x−1 := 0 and
αN (x0, . . . , xn) := Π
n
i=0βN(xi−xi−1). Then we have αN(x)fn(x) ∈ C
∞
c (R
n+1),
and with similar estimates like above one an show that for 0 ≤ t0 ≤ . . . ≤ tn
we have
αN(Xt0 , . . . , Xtn)fn(Xt0 , . . . , Xtn)→ fn(Xt0 , . . . , Xtn)
in D1,2 as N →∞.

Corollary 4.3 The set S of smooth random variables is dense in D01,2 and
D
J
1,2.
Proof. Assume F ∈ D01,2 has the representation F =
∑∞
m=1 Im(fm). For a
given ε > 0 x N suh that ‖
∑∞
m=N Im(fm)‖D01,2 < ε. From F ∈ L2 we on-
lude FN :=
∑N
m=1 Im(fm) ∈ D1,2. By Theorem 4.1 we an nd a sequene
(Fn) ⊆ S onverging to F
N
in D1,2 and therefore also in D
0
1,2. In the same
way one an see that S is dense in DJ1,2. 
5 Lipshitz funtions operate on D1,2
Lemma 5.1 Let g : R → R be Lipshitz ontinuous with Lipshitz onstant
Lg.
(a) If σ > 0, then g(F ) ∈ D01,2 for all F ∈ D
0
1,2 and
Dt,0g(F ) = GDt,0F dt⊗ P− a.e., (6)
where G is a random variable whih is a.s. bounded by Lg.
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(b) If ν 6= 0, then g(F ) ∈ DJ1,2 for all F ∈ D
J
1,2, where
Dt,xg(F ) =
g(F + xDt,xF )− g(F )
x
(7)
for m⊗P-a.e. (t, x, ω) ∈ R+ × R0 × Ω.
Proof. We will adapt the proof of Proposition 1.2.4 of [7℄ to our situation.
Corollary 4.3 implies that there exists a sequene (Fn) ⊆ S of the form
Fn = fn(Xt1 , . . . , Xtn) whih onverges to F in D
0
1,2. Like in [7℄ we hoose
a non-negative ψ ∈ C∞c (R) suh that supp(ψ) ⊆ [−1, 1] and
∫
R
ψ(x)dx = 1
and set ψN (x) := Nψ(Nx).
Then gN := g ∗ ψN is smooth and onverges to g uniformly. Moreover,
‖g′N‖∞ ≤ Lg. Hene gN ◦ Fn = gN(fn(Xt1 , . . . , Xtn)) ∈ S and (gn(Fn)) on-
verges to g(F ) in L2.
Moreover,
E
∫
R+
|Dt,0gn(Fn)|
2dt
= Eg′n(Fn)
2
∫
R+
∣∣ n∑
i=1
∂
∂xi
fn(Xt1 , . . . , Xtn)1I[0,ti](t)
∣∣2dt
≤ L2g ‖Fn‖
2
D
0
1,2
.
Sine we have onvergene of (gn(Fn)) to g(F ) in L2 and it holds
sup
n
‖gn(Fn)‖
2
D0
1,2
<∞,
Lemma 1.2.3 [7℄ states that this implies that g(F ) ∈ D01,2 and that (D·,0 gn(Fn))
onverges to D·,0 g(F ) in the weak topology of L2(Ω;L2(R+ × {0})).
Now E|g′n(Fn)|
2 ≤ L2g implies that there exists a subsequene (g
′
nk
(Fnk))k
whih onverges to some G ∈ L2 in the weak topology of L2. One an show
that |G| ≤ Lg a.s. Hene for any element α ∈ L∞(Ω;L2(R+ × {0})) we have
lim
k→∞
E
∫
R+
g′nk(Fnk)(Dt,0 Fnk)α(t)dt
= lim
k→∞
E
(
g′nk(Fnk)
∫
R+
(D·,0 Fnk)α(t)dt
)
= lim
k→∞
E
(
g′nk(Fnk)
∫
R+
(Dt,0 F )α(t)dt
)
= E
(
G
∫
R+
(Dt,0 F )α(t)dt
)
,
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sine |Eg′nk(Fnk)
∫
R+
(Dt,0 Fnk−Dt,0 F )α(t)dt| ≤ Lg‖α‖L2(Ω;L2(R+))‖Fnk−F‖D01,2
onverges to zero for k →∞ and
∫
R+
(Dt,0 F )α(t)dt ∈ L2 beause ‖α‖L2(R+×{0})
is bounded. Consequently,
E
∫
R+
Dt,0 g(F )α(t)dt = E
∫
R+
G(Dt,0 F )α(t)dt
whih implies Dt,0 g(F ) = GDt,0 F dt⊗ P− a.e.
(b) Let (Fn)n ⊆ S be a sequene suh that D
J
1,2 − limFn = F. Sine
the expression Z(t, x) := g(F+xDt,xF )−g(F )
x
1IR0(x) is in L2(m⊗ P) it is enough
to show that (Dgn(Fn)1IR0) onverges in L2(m⊗ P) to Z where (gn) is the
sequene onstruted in (a). Choose T > 0 and L > 0 large enough and
δ > 0 suiently small suh that
lim sup
n
E
∫
([0,T ]×{δ≤|x|≤L})c
|Z(t, x)|2 + |Dt,xgn(Fn)|
2dm(t, x) < ε.
Then, for n ≥ n0,
‖Z −Dgn(Fn)1IR0‖
2
L2(m⊗P)
≤ ε
+2E
∫
[0,T ]×{δ≤|x|≤L}
|Z(t, x)−Dt,xg(Fn)|
2dm(t, x)
+8δ−2Tµ({δ ≤ |x| ≤ L})‖g − gn‖
2
∞.
Hene we obtain (7) from the uniform onvergene of gn to g and the Lipshitz
ontinuity of g. 
Proposition 5.2 Let g : R → R be Lipshitz ontinuous. Then F ∈ D1,2
implies g(F ) ∈ D1,2, where Dg(F ) is given by (6) and (7).
Proof. The assertion is an immediate onsequene from Lemma 5.1 and (1).

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