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2. 特集:スーパーコンビュータの動向
2.1 はじめに
スーパーコンヒ。ュータは、最高の計算能力を持つ
コンビュータとして 1970年代に現れ、コンビュー
タの最上位機種として、その性能を図表1に示すよ
うに着実に伸ばしてきた。本年6月に発表された世
界中のスーパーコンピュータ(住)のランク付け
TOP500 (詳細は本科学技術動向8月号)によれば、
第一位は米国の ASCIブρロジェクトにより開発され
た ASCIwhiteであり、ピーク性能 12_3TeraFlops 
①の計算性能を持っている。一方、日本では来年初
めには 40TeraFlopsをもっ地球シミュレータが稼
働する予定である。
一方、巨大なPCの市場に支えられて汎用プロセ
ッサの開発が強力に進められており、その性能も目
覚ましく向上している。今日のwsやPCは 10年
前のスーパーコンピュータ並の計算能力を持って
いる。明主張衡計算分野ιおい丈_t，-_?_-?_上軍なら-
w三子PC が三喜一三J吏þ.れーる一一よーヨJ;_な~:?_-_ç_~たQ
しかし、 三友1:は.， <基礎型主研窓会.里~rt.~_ど，_立は太
規模な計算企必要とL'玄お守り-~_/手-β三主どーピ王で
完りI生態明l主主乏り，分野り進一展りーヲt-:-生揮¥9.ーなど、
スーパーコンビュータ技術はコンピュータ技術と
してのみならず基盤技術としても重要になってい
る。
このようにスーパーコンビュータを取り巻く環
境が変化しており、本報告では、 スーパーコンビュ
ータの性能の動向、利用形態の動向を述べ、応用分
野の動向から今後のスーパーコンビュータの役割、
期待を述べる。
2.2 ス-1'¥ー コンビュータJ、ードウェアの動向
2_2.1スーパーコンビュータの性能の推移
スー ノξー コ ンビュータの歴史は、1971年イリノ
(住)最近はHPC:ハイパフォーマンスコンビュータと
呼ばれることが多いが、 ここでは一般的な名称である
スーノ号ーコンヒ。ュー タを使う。
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イ大学による ILLIACIVの開発と、 1976年 Cray社に
よる商用機Cray-1の出荷に始まっている。その後、
1980年はじめに米国にてスーパーコンビュータが
急速に発展し始め、それを追って日本も進出した。
90年代には、米国では、ベクトル型スーパーコン
ビュータが衰退⑤し、 wsやPCで使われている汎
用のプロセッサを並列に結合したスカラー並列型
スーパーコンヒ。ュータを開発してきた。一方、日本
では、ハイエンドコンピュータと してその高速化を
追求し、ベクトル型スーパーコンピュータの高性能
化が進められてきた。
三三子三三三~_ピヲ: でー--:.:J_v.月'1場ーは乏り.閉発費~E~:民
較_!-:--_~主主:_~__三ーな1t'主役、周り':/0 三三雪上ー巴よ急支
援点太主主影響玄与之-:(y_~亘9_ 日本も米国も最先端
のスーパーコンピュータ開発のプロ、ジェクトを進
めており、それを以下に紹介する。
(1 )米国の ASCI プロジェクト CAccelerated
Strategic Computing lnitiative) 
1995年にスター トした ASCIプロジェクトでは、
エネルギー省(DOE)傘下の3研究所が、ハードウェ
アメーカーを支援しつつ最高性能のスーパーコン
ピュータの開発を進めている。
10一年開l三H9_Qj意門ーを_f主主_L之、2004年!;:;_ピ三乞
性能 100T託手~f)~p_与 Iり実現を:JL標ーと L-亡どゑ9・ー
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で数少ない日本が持つ優れた技術である。
ただし、スーパーコンビュータの性能要素はプロ
セッサ方式のみならず、メモリ構成方式、ノード間
データ転送方式にもある。ここにシステムが高価に
なる要因がある。また、スーパーコンビュータでは、
大小の差はあるがプロセッサは並列化されており、
効率のよい並列化手法の開発が重要で、ある。スーパ
ーコンビュータの性能要素の特徴を図表2にまと
めた。
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2.2.2 PCクラスタ型の登場
PCのプロセッサの計算性能が飛躍的に向上し
てきており、多数の高性能PCを高速ネットで結合
したPCクラスタが登場してきた。結合された PC
を同時並列に実行させることによって、スーパーコ
ど主:子.二空:並 (J)性態.~廉{匝iζ実現.~.-:(Y.ど巳，\ユ?工-る
は商用システムも実現してきており、日本でも新情
報処理開発機構(RWCP)が研究開発を進め、それに基
づく商品化も計画されている。
PCクラスタにおいて、プロセッサ 1000台で
Linpak550GigaFlops①の性能が実現で、きており、今
後プロセッサの性能向上とともにその性能も向上
する。トップのスーパーコンヒ。ュータに比べれば見
劣りがするが、コストパフォーマンスの良さが注目
される。ただし、並列処理さと旦巳開l~.T:ご.~.転送量
スーパーコンビュータ性能要素の特徴
ベクトルプロセッサl科高効学技率術計算用専用設計で計算が
スカラー プロセッサ 汎用目プ覚ロセッサで低価格。性能向上が ましい
並列化 上位クフススーパーコンビュータでは、プロセッサを並列に複数持つ
超並列 1000以上の並列。高並列化ソフトウェア開発が重要
複数速プメモロセッサ聞でメモリを共有。
共有メモリ 高 リアクセスが実現。広範な
データに頻繁にアクセスする計算で
プロセッサごとにメモリを持つ;ロ面セヲッ
分散メモリ ロセッサのメモリアクセスはプサ開通信によるため低速。 PCクラ
スタは分散メモリタイプ
プロセッサ開通信 上位クフスは専用品速を、 PCクフスタは汎用LANを採用
図表2
既に、 1996年 10月に iASCI redjが1.8TeraFlops、
1998年 10月に iASCIbluejが 3TeraFlops、2000
年 6月に iASCI Whi tejが 12.3TeraFlopsを達成し
た。さらに、2002年には、30TeraOPS(約 24TeraFlops
相当)の iASCI Qj 納入を計画している。
このような高性能を実現するために、 ASCIは汎
用のプロセッサを多数並列に結合させたスカラー
超並列型コンビュータを採用している。 iASCI
Whi tejでは、 8192個プロセッサが並列に結合され
ている。このような超並列型のため、並列処理主勢
率よく実行させるためのソフトウェア開発にも重
点がー置か~:b::I.~.~9 9ー
(2)日本の地球シミュレータ計画
1 旦~..?.~!?:ーら一三友~.'..生00 億円壬算規模 (J)地t;J5
シミュレータ計画がスタートしている。このプロジ
ェクトでは 40T旺ぜJ.9P.!>...を達ー 成主五三二三?三三ど
広三-主主ー閉発.し、地球温暖化予測、異常気象の発
生予測、気象災害の発生予測など地球環境変動の解
明・予測を行う。計算機上に「仮想地球Jを構築す
ることによって地球環境問題の解決、自然災害に対
する対策等へ貢献することを目指している。
地球シミュレータは、ベクトル型プロセッサ
5120個の並列結合、共有メモリ、高速結合ネット
ワーク技術が用いられている。ベクトル型の採用理
由i主主ー気象計算j三おど三位ιz♂~.2三超並列ーヲー/'ービ
三=.~Jι比ー較t.，_ -ζ、 Ä一土;上止並芝1)ヨどーピ三ご.~.!主 5
~J.9._f査り効率がよ1t\;::二ーと_)._ま立〉ー旦オ手足最先端ー技
術室長持.k:I.~.~9 三ι1.;.あ:R.Q..稼働する 2002 年初
めでは世界最高性能を持つスーパーコンビュータ
となる。
プロセッサ
ベク州スカラーろく
プロセッサ
ベクトル/スカラー
??????
(3)日米の開発戦略の相違
米国は、 HPC(ハイパフォーマンスコンビュー
タ)領域では、科学技術計算市場よりトランズアク
ション処理など業務利用市場が大きいことから、一
つのプロセッサの計算能力向上より並列処理でス
ノレープットを向上させることを狙った。スカラー超
並列コンヒ。ュータでは、汎用のスカラープロセッサ
を採用し 1000台以上並列に動作させることにより、
全体の性能を向上させている。一方、日本では、科
学技術計算に適したベクトルプロセッサ路線を継
続し、その高性能化を図り、並列度を小さく押さえ
たスーパーコンヒ。ュータを開発してきている。この
ベクトルプロセッサ技術はコンビュータ技術の中
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を抑えることを考慮した利用法がないとその性能
はでない。従って、 PCクラスタは、構造的に並列
処理が可能な応用、例えば、ゲノム情報処理、 Web
検索エンジンなどで広く使われていくと考えられ
る。
2.2.3専用コンビュー タ
特定の計算タイプを高速に実行する専用プロセ
ッサを設計することによって、スーパーコンヒ。ュー
タ並またはそれ以上の性能を持ち、かっ低価格なコ
ンビュータを作り上げることが可能である。例えば、
粒子間力計算、データマッチング計算部分を専用
LSIで実行する専用コンビュータがあり、天体シミ
ュレーション、たんぱく質構造解析などが高速に実
行白できる。
ただし、ソフトウェアの独自開発が必要な点や常
に性能が向上している汎用プロセッサとの継続的
な競争が課題である。
2.3ネットワーク結合型コンビュータ利用技術の
新しい動きーグリッドコンピューティング
インターネットを介し広域分散コンビューティ
ングを構築したものとして、ピア・ツー・ピア技術
②で PCの余剰時間を集め大規模な計算が可能であ
ることを示した例が出現した。米国癌学会等による
白血病治療薬の候補物質探索の例では、 90万台の
PCが参加し、半年間の提供時間の累積実績で換算
(平均PC能力を 50Mflopsと仮定)すると世界トッ
プクラスのスーパーコンビュータ (4TeraFlops)を
持ったと同等の効果が得られている。高価なスーパ
ーコンビュータに対抗するものとして注目される
が、このシステムの限界は、一つの計算単位が PC
内で完結していること、多くの無償または低価格の
計算ノミワー提供者を集めることにある。
一方、複数の計算センターをネットワークに接続
し、統一的に計算ノミワーを提供しようとする概念が
1995年に提案された。電力グリッドがどこで発電
されているかを意識することなく電力を使えるよ
うにしていることのアナロジーから、グリッドコン
ヒ。ューティングと呼ばれている。ネットワークを介
したスーパーコンビュータの利用であり、計算能力
の高度化が図れるわけではない。科学者がコミュニ
ティを組み、お互いの計算機リソース(計算能力や
?でご竺)一主主之上互ご.~_g;，:接続一」一去ー主化土る.三とー
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研究が加速できる。米国、欧州にて多くのプロジェ
クトが進行しており、例えば、米国では、 NSFのイ
ンフラ構築の NationalTechnology Grid，物理学
の巨大データベース構築の GridPhysics Network， 
NASAのシームレスなコンピューティング環境構築
の InformationPower Grid， E Uでは、高エネル
ギー物理、地球観測、バイオの研究のための
European Data Grid などがある。英国政府は
e-Scienceプログラムとして Grid技術を核とした
多くの共同研究とそれを可能とするインフラ構築
プロジェクトを進めている。一方、 Grid技術の国
際標準化はGlobalGrid Forumを中心に進められて
いる。
三;ーり~:(_~_L _f誌術ーは〉一野表的iζはλーど:?_~1h__と
二;主~:'bコー誰7ご_1h_ :1:-_L _t_?_三_~)子り~t青報資源!;オー芳一
堂 Jえ.__~干~J恩主;胃ー能Jζんよ三ーとT9_t_りで単なるス
ーパーコンビュータ利用技術ではない。資源の管理
方法、セキュリティ、プライパシ、著作権等の課題
を乗り越えれば、次世代インターネット利用技術と
なる可能性を秘めている。
2.4スーパーコンビュータ応用分野
スーパーコンビュータのニーズ、を概観するため、
主要な応用分野における利用の現状、将来目標を述
べ、将来のスーパーコンビュータに対する要望を探
った。その概要一覧を図表3に示す。
(1 )気象予測、気候変動予測、地球環境予測
天気予報は、従来の経験による予測に加え、スー
ノfー コンビュータを用いたシミュレーションによ
る予測が進展し、その精度は大きく向上してきた。
今後、集中豪雨など局所的予報には、数 kmの積雲
などの記述が必要で、より微細なメッシュモデルに
よる計算機シミュレーションが求められている。メ
ッシュを1/10に微細化すると、 1000倍の計算能力
が必要となる。
気候変動の予測では、エル・ニーニヨ、アジアモ
ンスーン、アリューシャン低気圧など地球規模での
気象現象が日本の気候変動に大きな影響を与える
ことが判明している。しかし、現在は計算能力の限
界から、大気、海洋、地表面、雪氷圏それぞれ個別
のモデルまたは地域モデ、ルのシミュレーションに
留まっている。全地球モデ、ルや大気・海洋統合モデ
ルを構築することにより、気候変動の予測精度が飛
躍的に向上することが期待できる。
また、地球温暖化、森林減少など地球環境の変動
現象の解明は世界的に重要な課題である。その解明
には、全地球データによる大規模シミュレーション
が必要で、あり、その記述精度を 10km程度に向上さ
せることにより、温暖化現象メカニズムのモデ、ル検
証が可能となる。
これらの課題は、来年稼働を予定している世界最
速のスーパーコンビューター(地ー理会~-?;ーヨ V三.~.L主
t;J仮想地球J一堂挿築才ー 2.三とJ三よ旦ぶ唖賓ーが飛曜
的に進展すると期待されている9
(2)バイオインフオマティックス
ィ.~1丈分野;;_1三位τー》遺伝壬情ー曹_(!~;解明主三三τ/"'
三ヨー;ィ:ど三ご一手"1主周土，'ゴ-急進展しており、バイオに
情報技術を取り込んだバイオインフォマティック
スが注目を集めている。現在、ヒトゲノム③の大部
分の配列が解析され、たんぱく質の構造解析に手を
つけたところである。将来的には、細胞分化・増殖
の解明、難病の治療薬の開発、生化学反応の解明な
どが期待されている。
バイオインフォマティックス分野では、約 30億
個のヒトゲノム塩基配列から 3万5千個程度の遺
伝子を解読したり、遺伝子から作られるたんぱく質
の3次元構造解析により 1万種ある基本構造と機
能解明を行うなど大規模なデータから解析が行わ
れている。:云を乞(J)註算i民主並空剤リ処理理-芯閉恥J企L'-支雪あ~2一が，苫L一一複
雑?主:注t鰐型前抗T工'1支ご:泣主並
一般的には 100ωO個レベルまでで、の並列化は可能であ
るがそれ以上は困難があり、アルゴリズムによるプ
レイクスルーが待たれる。
さらに、たんぱく質の化学反応メカニズムは量子
力学に基づく分子化学シミュレーションによって
解析が可能であり、部分的な解析が行われている。
その計算量は分子サイズの4乗に比例するため、計
算量を下げるための近似法が研究されている。現在
。三二三?ご:::z之ど一号三一空一支J#.，_)QQ原王位土I投開
り主イー三.三 Vごー?乙3'/だj計算主主主v'豆，，，.1じ主反応の
解析j;J主主ゴー?.!?_r)?_~~ ，らー三ー}_f才ー開位現象iEJ対:七五
"/三ーヨ.V-二?と旦どがー必要:f.'あ旦.'-..P.~_~!=!ft()p.~_~:弓x
ヒ。ュータが望まれている。
(3)物質シミュレーション
土)_7_?_!_p:_2三鎮域主[-;);_，-物質jり構造雪静ー世主
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計算ー機乞，ヨ.V三"/ヨ之J;.1::l<.りるー;二とが.~箆主
主o主主主_I.:.'.9. 9.第一原理シミュレーションと呼ば
れる量子力学に基づく方法では、任意の原子を組み
合わせ、新しい物質や構造をコンピュータ内に仮想
的に作り、その特性を調べることが可能になってき
ている。経験的パラメータを用いる必要がないため、
あらかじめ実験にてデータを取る必要がなく、全く
新しい物質の性質をシミュレーションにて調べる
ことができる。
現主ーはZ三三7三ヨ;とど三三X'!)武算能力企.~ーλ毘
王100'個 V""}VIりー会乙三ー三 Lてご"/ヨー之主主主~~L龍ゴごλ
土LJ5;5仁三止のh.日J;~位置~:I.~.:29..今後は、原子
数を増やし、よりマクロな特性の解析や新物質の生
成法まで、含めた設計の実現を狙っている。計算量は
原子数の3乗あるいはそれ以上で増大するため、計
算量を削減する手法の開発も研究されている。
しかし、現状では計算能力不足から、計算機シミ
ュレーションができる範囲はまだ狭く、今後のスー
パーコンビュータの発展が待たれる。
(4)構造解析、流体解析
構造解析や流体解析は、対象の形状を微細なメッ
シュにて表現し、数値解析が行われる。この数値解
析は、対象の形状が複雑になれば、メッシュの数が
大規模になりスーパーコンビュータによる計算が
必要になる。
構造解析の例では、自動車の構造を計算機上に記
述し、仮想衝突実験により、衝突状況をシミュレー
ションすることができる。スーパーコンヒ。ュータを
用いると衝突解析が短時間(一晩)で計算可能にな
り、衝突解析を設計プロセスに組み込むことにより、
安全を確保した自動車の設計が迅速に実行できる。
流体解析の例では、ビル風のシミュレーション、
自動車、高速列車の空気抵抗解析などがある。簡単
な形状であれば、最近の高性能PCにてシミュレー
ションすることが可能で、あり、広く産業応用に使わ
れている。
一方、実際2現象解析J;J~_>.涼体経費Tー と構造解前ー
なーど:玄同時K解三.連成立ーー三三一 V~ーを:ヨ句 ;ffT1主，~%;:要
主、h..~.:、..~一三/"，'τー ヨ之ど三三_~Æ!必須交あ_~_'L例え
ば、航空機の翼の設計(流体力学+構造力学)、エ
ンジン燃焼解析(熱、化学反応、流体力学、構造力
学)、血管・心臓の血流シミュレーションなど多く
の課題がある。パンタグラフ騒音、トンネル突入音
など流体騒音の解析は、 10億メッシュによる流体
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解析が必要で地球シミュレータクラスのスーパー
コンビュータが必要である。一般に流体解析はベク
トルプロセッサの方が計算効率がよい。また、単純
な流体解析など離れたメッシュ聞の計算が少ない
場合はプロセッサ1万個並列までは可能であろう。
(5)天体力学、素粒子物理学
宇宙初期の揺らぎからの銀河形成、ブラックホー
ルの形成、太陽系での惑星の形成など宇宙の謎を計
算機シミュレーションによって解き明かす研究が
進められている。銀河系を多粒子の重力相互作用と
してモデル化し、スーパーコンビュータまたは高速
重力計算が可能な専用計算機にてシミュレーショ
ンが行われている。
一方、原子核、素粒子などの基礎物理学において
も、微少領域での基本理論に基づき、全体を膨大な
数の微少な領域に分割し、その挙動をスーパーコン
ヒ。ュータにてシミュレーションすることによって、
原子核、素粒子の新しい性質を解明している。
宇宙と原子ともに観測が非常に困難な現象をス
ーノミーコンビュータにより基本理論モデ、ルからシ
ミュレーションを行い、その現象を理解する研究が
進展している。スーパーコンビュータは必須の研究
ツールとなっている。
(6)核融合シミュレー ション
将来のエネルギー源として期待されている核融合
エネルギーの研究において、スーパーコンビュータ
によるシミュレーションは重要な役割を担っている。
核融合プラズ、マは粒子現象と流体現象を同時に解析
する必要があり、その理論体系は完全には確立され
ておらず、粒子と流体の基本法則を膨大な粒子から
なるプラズマに適応する計算が必要である。実験に
よる知見と計算機シミュレーションによる知見から、
プラズ、マの理論体系を構築しつつある。数千万個の
粒子の 1秒以下の挙動のシミュレーションに数日間
を必要としている。今後、電子系の解析を融合させ
ることにより、プラズマの完全なシミュレーション
が可能となる。そのためには、現在のスーパーコン
ヒ。ュータの数万倍の計算能力が必要である。
(7)デー タマイニング
データマイニングとは大規模なデータから有用
な知見を見つけだすことで、人工知能などで研究さ
れてきた学習モデ、ル、言語処理モデルなどに基づき
計算される。データが大規模になれば、高速なコン
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ヒロュータが必要になる。例えば、インターネットの
Web検索では、毎日変化する Webサイトのデータを
収集し、検索するキーワードを収集したデータから
探し出す。その類似度計算は膨大であり、スーパー
コンビュータが用いられる。並列化はやりやすい。
比較的データ規模の小さいデータマイニングでは
高性能PCでも計算できる。
(8)経済予測・金融工学
株、デリパティプなどの取引には数学理論に裏付
けられたモデルがあることは有名である。さらに、
多くの経済要素の相互作用を計算機シミュレーシ
ヨンし、マクロ経済予測を試みる研究も盛んである。
しかし、経済は複雑であり理論モデ、ルの正当性の検
証は非常に難しい。また、電子取引が進んだスピー
ドの世界では事象の伝搬が非常に速く予知できな
い連鎖行動が発生しやすい。
巨大証券会社ではスーパーコンビュータによる
シミュレーションが行われていたが、Pιりー 位態位
向よ，_?:ご./~三二三之ピ三二玄ーででの高値な投資.なーとヨ
ストパフォーマンスの点からスーパーコンビュー
タのニーズ、は減少している2
2.5計算機シミュレー ションの進展
スーパーコンビュータの産業分野での一般的利
用としては、機械λー土オ~-，-建築ーもー電壬ー金野立i主、構
造解析、流体解析などのシミュレーションがあり製
品設計J三也詰豆、--:>"'た主IJ用点ftÞ礼三 !t_~_~_q.小規模
の解析であれば、高性能PCで、も計算可能になって
いる。一方、 βゴ:;;仁、一化主主主ー起型.，ー壬主Jv主三分野
:f、.1 ，.研究開発[;お;J!:.~ーをf三三 V~y ヨ ~ι俵.Þむ
ており、実用の製品設計にまでは至っていない。
計算ー機y三一三k:::-:-Y.?.;て~f主主-^ご広三ヨー~t:";oJ_ゴー
去りー性箆自よーと主.t.E:;.:t~.解明ゴごさ.五範囲.だ拡太
しー;τ."'るAー特に、実験が困難なもの(高温高圧)、
高価なもの(装置、材料)、時間がかかるもの(生
体実験)、入手できないもの(新物質)、危険なもの
(衝突実験、毒性)、観測が困難なもの(素粒子、原
子、分子)の解明にはスーパーコンビュータが不可
欠である。また、従来は単一相、定常状態のような
単純な理想系のシミュレーションであったが、複合
した系を統一的にシミュレーションする連成シミ
ュレーションなど現実にあったシミュレーション
を次の目標としている。このためには、まだまだZ
ーパーコンビュータの性能向上への要望は強い。
Science & Technology Trends October 2001 
一 '・ -- 司F 曹司岡.. ... -司F 司.- - ・ー.-. -. r司F司ス-/~ーコンビュー 現ビュ状ーのタス利ー用パ例ー コン 将来ビジョン 計算の特徴 ス-/~ーコンビュータヘタ応用分野 の要望
地球温暖化現象の解 |気ルプ象ロ解セ析ッ計サ算がは効ベ司クト メ予ッ測シ精ュ度のを微上細げ化るがた必め
大気モデルと経験パ 率よ
気象予測、地球環 ラメータによる気象
明、異常気象の発生 い。局所現象が全体結 要。メッシュを1/10にすなど気候変動予測、
境予測、地質探査 予測、地質探査によ 集中豪雨など局所気 果に影響を与えるた ると1000倍の計算能力る石油埋蔵予測 象予測 め、微細メッシュによる (TeraFlops級コンビュー大規模計算が必要。 タ)が必要。
ゲノム創薬、オーダー マッチング計算、エネ 計算能力が1000倍向上
バイオインフォマ 遺伝子解析、たんぱ メイド治療、生体機 ルギ一計算などがあ してもマイクロ秒の解析能、たんぱく質の化学 り、並列処理が可能な であり、化学反応シミュティックス 〈質構造解析 反応を量子理論から 部分と複雑な計算を必 レーションには更に
解明(計算化学) 要とする部分が混在。 1000倍は欲しい。
原子100個レベル 新物質・ナノ構造の設 計算能力の限界から完 広範囲のデータに頻繁
物質シミュレーショ の第一原理シミュ 計・創出、その機能解 全な理論計算は微小 にアクセスするため、共レーションにより、物 範囲でしかできない。 有メモリ型が適す。計算ン 質の構造や特性を 析、生成法の解明(計 計算量は原子数の3乗 能力の向上への要望は
解析 算物理) またはそれ以上。 大きい。
自動車衝突の仮想 複数の理論モデルを 複数的のに解理く論連モ成デシルミをユ統
実験。自動車、航空 統一的に解く連成シ 単純な形状の構造解構造解析、流体解 機の空気抵抗の解 ミュレー ション。例え 析、流体解析は高性能 レー ションには、Peta析 析など産業応用が ぱ、エンジンの燃焼シ PC、wsで計算可能。 Flopsコンビュータが必
盛ん。 ミュレーション、生体 要。容易な3次元データ力学シミュレーション 入力、可視化を要望。
銀河形成シミュレー 銀河系の形成メカー 大規模粒子の重力計天体力学、素粒 ション、素粒子・原子 ズム、ブラックホール 算はTeraFlops以上の 専用計算機を利用する l子・原子核物理 核物理論のシミユ 形成メカニズムなど宇 計算が必要。 場合もある。レー ション 宙形成の解明
実験による知見と理 理論体シミ系ュのレ構ー築シとョン実 マクロの流体解析とミク 電子系解析を融合した核融合シミュレー 論モデルに基づき核 時間 ロの粒子間力学を同時 完全なシミュレーションション 融合プラズマをシ 制御により、核融合か に計算。 のためには数万倍の計ミュレー ション らエネルギーを取得 算能力が必要。
Web検索、顧客情 大規模なデータから、 学習モデル、昌語モデ 対象のデータが大規模データマイニング 報・売れ筋商品分析 知見(意味・特徴)を ルに基づく大規模デー になればHPCが必要。抽出 タ計算。 並列処理は可能。
良い予測モデルを確 数学理論モデル、確率 スーパーコンビュータの
経済予測・金融工 マクロ経済予測、株 立し、大規模複雑系 モデルに基づき多くの 利用には経済性が重視
品千崎 価予測 のシミュレーションに 事象の相互作用を計 され、高コストが課題。
より景気変動を予測 算。 多くはPCに移行。
2.6ソフトウェア開発動向
スーパーコンビュータのソフトウェアは、機種依
存の部分がある。科学技術計算ではベクトル処理が
多く、ベクトルプロセッサ用のプログラムは作り易
く、効率よく動く。しかし、ベクトルプロセッサ用
に開発されたソフトウェアは、スカラープロセッサ
では、十分な性能がでない。米国では、ベクトル型
コンビュータが入手できなくなったため、多くのソ
フトウェアはスカラー超並列コンビュータ向きに
書き換えてきている。
ため、並列コンパイラ、並列通信処理など並列コン
ヒロュータに対応したソフトウェアの研究がされて
いる。進国:立法皇~.企2並刻f.l:.t;~.Y1.~旦.Iy_~立お1、
ß.?:年l主全般J;遅h.:( !t.~.る'_9ー
2.7おわりに
本報告で述べたようにスーパーコンビュータの
応用分野は、産業応用に加え、基礎科学研究分野が
多い。特に基礎控芽班費全里r.支l主最*-端(J)A ご広三
三之ど三~_?_:主用_~_~9_~.ー と.t主主フー;玄ー新_k!t.~:発展ーだ
起こっている。例えば、米国はバイオ分野において
バイオと情報技術を結びつけ、バイオインフォマテ
一方、並列コンヒ。ュータでは、並列性を考慮した
プログラムでないと性能が十分引き出せない。この
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イツクスという新しい分野を起こした。この分野で
は、スーパーコンピュータが重要な役割を果たして
いる。さらに、ベンチャーを育成し新産業創出をも
狙っている。地球環境変化の予測の問題もスーパー
コンビュータによる解明が試みられ、豊かな社会へ
の貢献が期待されている。このように、スーパーコ
ピーピ三ご乏F~よj立?と主主 V'ご."/'ヨー~J主，良然王子主人
主主f三三T.V..~:t，- f土会経菌性空会ーど多接会分野ι
むたる~f塁弾ーなー現象主高速E;支全l;解法:主~9.ーも役立
あ~.?.，-一割主誌貨ー土産業(1)重要な基盤誌貨支\あーあーーー
スーパーコンビュータ利用のニーズは依然とし
て強く、バイオ、物性シミュレーション等において
現在の100 "' 1 000倍速いPetaFlopsコンピュータを
望む声が大きい。過去スーパーコンビュータの性能
は4""'5年で 10倍向上してきた。このトレンドが
続くとすれば、 2010年までには PetaFlopsコンビ
ュータの実現が予測される。ただし、これを実現す
るには関連する技術を精力的に開発し続ける必要
がある。 *J国[立t:t既ιY~:t:?_fJ~P.与ーヨー;てこt:'子子ーご完走JI.
標主.1:ーたま酉.定議論i~t主主.~.'-9. 9..この背景には、ス
ーパーコンヒ。ュータは、科学技術の重要な基盤技術
であり、また、米国で、は防衛技術の一つで、もある。
その市場はその開発費を十分提供できるほど大き
くない。そのためスーパーコンヒ。ュータ技術の育成
支援が必要であるとの認識があるからであろう。
旦本(1)A~ζ__，三二三之J:;~.:::-.=.~.誌討すJ主i三〉ーで~J:-.立壬.
T@.支~J主*-J国主ーは異ーな立た独且技術ー主保持一l己主ーお
り_)_玄り優位性(1)，検討ー をー 会及};."O;匙f主りー 三二三?ご
;:Jどーピ三二i戦略玄検討ー土了~~.:-!ごみ:る.2.9 ーまた.，単
t;つ三ーE2王z.t，J.~.?.り検討(1)みみ-なな一-ら-ヲ空空応-用分金:里野T王-良企攻1
色り粟望
?ち_9_ス一パ一コンピユ一タが米国のみの技術となれ
ば、コンビュータ分野のみならず、基礎科学研究分
野でも影響を受ける恐れがあるだろう。
一方、ソフトウェアに関しても日本においては、
そ-り重要ー 位点士会.1;.認識主ι主おらず:t.主主課題
7てあ.9.9一分子化学での有名なソフトウェア
Gaussianを作った Pople博士は、理論を確立した
Kohn博士とともにノーベル賞を受賞している。し
かし、日本ではソフトウェアの評価が低く、特に理
学部系ではソフトウェア創作のみでは博士号が取
れないのが現状である。研究評価に新しい視点を加
える必要があると思われる。
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用語説明
①GigaFlops、TeraFlops、PetaFlops
G(ギガ)は 109、T(テラ)は 1012、P(ペタ)は 10150Flopsは1秒
間に浮動小数点計算を何回行えるかという、計算機の演算
性能指標の一つ。ベンチマークにはLinpackという線形方程
式を解くプログラムがよく用いられる。
②ピア・ツー ・ピア技術
インターネット上の不特定多数の個人間で直接情報のや
りとりを可能とする技術。多数のコンビュータを相互につない
で計算パワーやファイルを共有することが可能となる。
③ヒトゲノム
ヒトの遺伝情報の全体像をさし生命の設計図とも言える。
細胞の核にある染色体に含まれるDNAには30億個の塩基
対があり、その塩基配列の3%が遺伝子と言われている。
④連成シミュレーション
Multi-Disciplinaryシミュレー ション、マルチスケー ルシミュ
レーションとも呼ばれ、複数の理論モデルを統一的にシミュ
レーションすること。例えば、流体解析と構造解析を同時に
解く血流シミュレーション、ミクロレベルの量子力学理論とマ
クロレベルの古典物理学を同時に解く破壊現象解析などが
ある。
⑤米国におけるベクトル型スーパーコンビュータの衰退
米国においては、メインフレームのメーカーはスーパーコ
ンビュータに参入せず、Cray社など専業メーカーが技術と市
場をリー ドしていた。80年代に参入した日本のコンビュータメ
ーカーは半導体技術を含めた総合技術力で、 80年代後半
には米国メーカーを追い越してしまった。90年代前半からは
メインフレームのダウンサイジングが起こったことにより、ベ
クトル型スーパーコンビュータへ新たに参入する企業はなく、
また、Cray社も経営不安定となり開発競争力を落とした。
1996年のダンピング課税問題以降、米国ではトップクラスの
ベクトル型ス-/~ーコンビュータは購入できなくなった。 2001
年5月にダンピング課税は取り下げられたが、その間米国で
|まスカラー超並列型スーパーコンビュータにカを入れてき
た。
