The complexity of handling the scalability problem of huge data can be reduced with parallel processing. The efficiency of parallel processing changes as the number of processors or number of threads change. Parallel processing is more appropriate for the field like data mining as it is the technique of analyzing large quantities of data to extract useful knowledge. Data mining is very much essential to the modern society as more and more data is being collected from various fields. Experiments are conducted to test the run time efficiency of the apriori algorithm on dual core processor by changing the number of threads for different databases at different support counts. This paper also present the comparison of real time, user time and system time with multiple threads on dual core compared to sequential implementation.
INTRODUCTION
Data is being collected in the society from various fields regularly for different purposes because of which lot of data is being accumulated at different sources. Data mining is a technique developed by information technology people to make use of this data for getting some useful knowledge (1, 2) . Data mining consists of different functionalities in which frequent itemset mining (FIM) or association rule mining (ARM) (3) is an important one. As data mining is evolved to analyze massive data, sequential algorithms can not deal with them properly in terms of scalability (4, 5) .
Various parallel FIM approaches were proposed to tackle the problem of scalability using different approaches. (5, 6, 7, 8, 9) In this paper we use an easy and efficient technique by utilizing the technological improvement in processor technology (10, 11) to tackle the problem of scalability in terms of time. We use Pentium dual core and multi threading concept for parallelizing the apriori algorithm (12) which is a popular FIM algorithm and present the performance results of real time, user time and system time by changing the number of threads. We compare the efficiency of the algorithm for 2,3,4 threads.
RELATED WORK
Various sequential algorithms were proposed for finding the frequent itemsets. Algorithms that used horizontal data format where data is represented as transaction ID versus items sold in each transaction were proposed (12, 13, 14) .The algorithm proposed by Zaki uses vertical data format consisting of each item versus transaction Ids in which the item is sold (15) .To reduce the scalability problem, Count distribution and data distribution were the first two parallel ARM algorithms based on apriori proposed by Rakesh Agrawal and John C.Shafer (7) . The parallel algorithm for finding the frequent itemsets using FP-growth algorithm was proposed by Zaıane et al (9) . A survey on parallel and distributed association rule mining is done by Mohammed J.Zaki (5) . Finding sub trees from a tree structured data on multi core is proposed by S.Tatikonda and S.Parthasarathy (16) . Frequent itemset mining on multi core was proposed by Li Liu et al. and Anuradha et al. (17, 18) . Efficiency of parallel processing was discussed in ( 19, 20) .
THEORETICAL BACKGROUND 3.1 Frequent itemset mining
Frequent itemsets are the sets of items. If these sets occur more than a specified number of times (which is known as minimum support count) in the transactional database, then we call them frequent. It was first proposed by Agrawal et al. and it helps in finding the associations between different sets of items in the given database. The concept of association rule mining (3) proposed for market basket analysis identifies the probability for a set of items to be purchased by the customers when ever they are purchasing another sets of items. For example if the customer is buying {milk, sugar}, what is the probability that he may also buy {bread}? This information is more useful for the retailers to increase their sales by keeping those products available in the stores or for arranging racks in the stores. It is based on two parameters support and confidence.
Support= percentage of transactions in D that contain XUY
2.Confidence=percentage of transactions in D containing X that also contain Y. (2) Where X and Y are the subsets of the set of all given items in the transactional database D.
Apriori algorithm
There are many algorithms proposed for FIM of which apriori algorithm is the simple and most popular algorithm. It is based on the apriori property that all nonempty subsets of a frequent itemset must also be frequent. In the Apriori algorithm, each different item is placed in candidate 1-itemset The execution of this algorithm requires scanning the entire database for finding the count of each item in every candidate k-itemset. To find the set of all frequent itemsets, it requires more time if the database size is more.
Multi core Architectures
A multi core processor is a single computing component with two or more actual processors (21, 22) .A multi core processor implements multiprocessing in a single physical package. In multi core architectures, degradation of signals is less as they have to travel less distances when compared to normal shared memory parallel processors because the processors are placed on the same chip. These enhanced quality signals allow more data to be sent in a given time period. The largest boost in performance will likely be noticed in improved response-time while running CPU-intensive processes. Applications that are designed for a multiprocessor or multithreaded environment can take advantage of multi core processor architectures (23).
OpenMP
OpenMP stands for open multi processing (24, 25, 26, 27) . It is a very convenient API for parallelizing programs in a shared memory environment because it provides a set of pragmas which, when used in a program, instructs an OpenMPcapable compiler to parallelize it. If the compiler is not OpenMP aware, the OpenMP pragmas are silently ignored. OpenMP uses the fork-join model of parallel execution. As long as the application is running sequentially, the master thread will execute it and when ever a parallel region construct is encountered, master thread forks child threads and all the child threads run parallelly until they complete executing the statements in the parallel construct. Again master thread continues to run the remaining part of the application. We can set the number of threads by using omp_set_num_threads () library function or setting the OMP_NUM_THREADS environment variable. OpenMP supports two basic kinds of parallelism with two work sharing constructs. The #pragma omp for is used for loops. It is a type of data parallelism and #pragma omp section is used for sections and can be used to implement a type of functional parallelism. A work sharing construct must be enclosed with in a parallel region in order for the directive to execute in parallel.
PARALLELIZING APRIORI ON DUAL CORE USING OPENMP
Our proposed algorithm [18] for parallelizing apriori on dual core is based on the count distribution algorithm proposed by Agrawal and Shafer [4] . This method follows a data parallel strategy and runs in two modes-sequential and parallel. We have partitioned the database into that many horizontal partitions that are equal to number of threads. Each thread will find the local count of all the candidate itemsets in that partition. We have used #pragma omp sections clause to parallelly run the threads. After finding the local counts, the algorithm goes into sequential mode to get the global count of all the items. We find the global count by summing up all the local counts. We have compared this count with minimum support count which gives the frequent itemsets; L k . L k is joined with itself to get C k+1 . Again the same process of finding the local counts and global count is repeated until there is no more frequent itemsets that is L k is a null set.
Pseudo code for 2 threads
1.divide the database into 2 partitions. 2.select a minimum support count ,min_sup. 3.SET_ OMP_NUM_THREADS =2 //All the items I1 to I10 in the database, D will be in candidate 1-itemset , C 1 . //For each item [i] in C 1 , the following procedure will be followed. 4. /* start of parallel code #pragma omp parallel #pragma omp sections { omp section { //partition1 find_count1 (i) } omp section { //partition2 find_ count2 (i) } }//The first section calculate the count of items in partition1 and second section calculate the count of items in section2 .
6. Join L1 with itself to get C2 where the items are of the type ( i , j).
7.Go to step 4 for finding count of items in c2.
8. Repeat this process until L k= .
EXPERIMENTAL SETUP
To test the performance of apriori with multithreading on multi core processor , we have used Intel Pentium Dual-core with processor speed 1.6GHz and 3GB RAM .To test how the performance varies with multiple threads, 2 ,3 and 4 threads are created at the time of parallelization. To get openMP compatibility, we have used Fedora 9 Linux (Kernel 2.6.25-14, Red Hat nash version 6.0.52) equipped with GNU C++ (gcc version 4.3) for our experimentation. Different randomly generated datasets with 1 to 10lakh records consisting of any items from I1 to I10 are used. Our algorithm is also tested with the standard accidents dataset from UCI repository [28] . We have used all 3,40,183 transactions but only 1 to 10 items of the accident dataset for testing purpose. The experimentation is done at different support counts. 
EXPERIMENTAL WORK
First the algorithm is run in sequential mode. Then the algorithm is run in parallel mode with 2, 3 and 4 threads. This process is repeated for all the datasets and support counts. Run time, user time and system time are noted down using the time command of Linux. Efficiency is calculated using the run time values with the following formula
EXPERIMENTAL RESULTS

Efficiency of apriori on dual core using different threads
From our experimentation, we have observed the following points:
o The efficiency of parallelizing the algorithm on dual core is more using two threads than using three or four threads.
o For any dataset, efficiency is decreasing as the support count is increasing. So, our implementation is more scalable at lower support counts compared to higher support counts (Fig 1 to Fig 11) 2.We can not find much difference in user time with parallelization on dual core using different threads compared to sequential execution. (Fig 16 to fig 18) .
3.System time increases with parallel processing compared to sequential execution. It is increasing as the number of threads are increasing (Fig 19 to Fig 21) .
Comparing the sequential versus parallel results of real time, user time and system time
We have derived the following points from real time , user time and system time values:
1. We can observe the performance benefit in real time with parallel implementation. We can have more benefit when the number of threads is equal to two and it is decreasing by increasing the number of threads. (Fig 12 to Fig 15) .
2. We cannot find much difference in user time with parallelization on dual core using different threads compared to sequential execution. (Fig 16 to fig 18) real 
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S Conclusions and Future Work
CONCLUSIONS AND FUTURE WORK
Parallelization of apriori is implemented on dual core using openMp in Linux environment. The efficiency of the algorithm is measured by changing the number of threads. Efficiency of the algorithm is more on dual core with 2 threads than using 3 or 4 threads. At lower support counts 100% efficiency is observed with 2 threads and it is decreased with the increase of support count and number of threads. Real time ,user time and system time is also compared on dual core for different databases with different support counts using different threads. It is observed that the real time decreased with parallelization than serial execution and it is increased with the increase of number of threads. There is only a slight reduction in the user time with parallelization compared to sequential execution but the benefit of parallelization is not observed in user time, system time as in the case of real time and the system time is slightly increased in parallel execution. In our future work, we run this algorithm on quad core and compare the performance of this algorithm on dual core and quad core and we also want to implement the algorithm using memory mapping concept. 
