Abstract-With the increasing number of published Web services providing similar functionalities, it's very tedious for a service consumer to make decision to select the appropriate one according to her/his needs. In this paper, we explore several probabilistic topic models: Probabilistic Latent Semantic Analysis (PLSA), Latent Dirichlet Allocation (LDA) and Correlated Topic Model (CTM) to extract latent factors from web service descriptions. In our approach, topic models are used as efficient dimension reduction techniques, which are able to capture semantic relationships between word-topic and topic-service interpreted in terms of probability distributions. To address the limitation of keywords-based queries, we represent web service description as a vector space and we introduce a new approach for discovering and ranking web services using latent factors. In our experiment, we evaluated our Service Discovery and Ranking approach by calculating the precision (P@n) and normalized discounted cumulative gain (NDCGn).
I. INTRODUCTION
Web services 1 [25] are defined as a software systems designed to support interoperable machine-to-machine interaction over a network. They are loosely coupled reusable software components that encapsulate discrete functionality and are distributed and programmatically accessible over the Internet. They are self contain, modular business applications that have open, internet-oriented, standards based interfaces [2] . The Service Oriented Architecture (SOA) is a model currently used to provide services on the internet. The SOA follows the find-bind-execute paradigm in which service providers register their services in public or private registries, which clients use to locate web services. SOA services have self-describing interfaces in platform-independent XML documents. Web Services Description Language (WSDL) is the standard language used to describe services. Web services communicate with messages formally defined via XML Schema. Different tasks like matching, ranking, discovery and composition have been intensively studied to improve the general web services management process. Thus, the web services community has proposed different approaches and methods to deal with these tasks. Empirical evaluations are generally proposed considering different simulation scenarios. Nowadays, we are moving from web of data to web of services as the number of UDDI Business Registries (URBs) is increasing. Moreover, the number of hosts 1 http://www.w3.org/standards/webofservices that offer available web services is also increasing significantly. Consequently, discovering services which can match with the user query is becoming a challenging and an important task. The keyword-based discovery mechanism supported by the most existing services search engines suffers from some key problems:
• User finds difficulties to select a desired service which satisfies his requirements as the number of retrieved services is huge.
• Keywords are insufficient in expressing semantic concepts. This is due to the fact that the functional requirements (keywords) are often described by natural language. To enrich web service description, several Semantic Web methods and tools are developed, for instance, the authors of [10] , [23] , [1] use ontology to annotate the elements in web services. Nevertheless, the creation and maintenance of ontologies may be difficult and involve a huge amount of human effort [3] , [14] .
With the increasing number of published Web services providing similar functionalities, it's very tedious for a service consumer to make decision to select the appropriate one according to her/his needs. Therefore mechanisms and techniques are required to help consumers to discover which one is better. In this case one of the major filters adopted to evaluate these services is using Quality of Service (QoS) as a criterion. Generally QoS can be defined as an aggregation of non-functional attribute that may influence the quality of the provided Web service [26] , [21] , [17] . Although, in various approaches [26] , [17] the authors propose to calculate an averall score that combines the quality of service (availability, response time, . . . ) and use it to classify the web services.
To address the limitation of keywords-based queries, we represent web service description as a vector and introduce a new approach for discovering and ranking web services based on probabilistic topic models. The probabilistic topic models are a way to deal with large volumes of data by discovering their hidden thematic structure. Their added value is that they can treat the textual data that have not been manually categorized by humans. The probabilistic topic models use their hidden variables to discover the latent semantic structure in large textual data.
In this paper we investigate using probabilistic machinelearning methods to extract latent factors z f ∈ Z = {z 1 , z 2 , ..., z k } from service descriptions. We will explore several probabilistic topic models : PLSA (Probabilistic latent semantic analysis), LDA (Latent Dirichlet Allocation) and CTM (Correlated Topic Model) and use them to analyze search in repository of web services and define which achieves the best results. By describing the services in terms of latent factors, the dimensionality of the system is reduced considerably. The latent factors can then also be used to provide an efficient discovery and ranking system. In our experiments, we consider that web services are mixtures of hidden topics, where a topic defines a probability distribution over words.
The rest of this paper is organized as follows. In Section II we describe in detail our Service Discovery and Ranking approach. Section III describes the experimental evaluation. Section IV provides an overview of related work. Finally, the conclusion and future work can be found in Section V.
II. WEB SERVICE DISCOVERY AND RANKING APPROACH
In this section, we will first describe the necessary preprocessing of WSDL document to construct a web service representation. We then discuss the probabilistic machinelearning techniques used to generate the latent factors. Finally, we explain how these latent factors are used to provide an efficient discovery and ranking mechanism.
A. Web Service Representation
Generally, every web service has a WSDL (Web Service Description Language) document that contains the description of the service. The WSDL document is an XML-based language, designed according to standards specified by the W3C, that provides a model for describing web services. It describes one or more services as collections of network endpoints, or ports. It provides the specifications necessary to use the web service by describing the communication protocol, the message format required to communicate with the service, the operations that the client can invoke and the service location. Two versions of WSDL recommendation exist: the 1.1 2 version, which is used in almost all existing systems, and the 2.0 3 version which is intended to replace 1.1. These two versions are functionally quite similar but have substantial differences in XML structure.
To manage efficiently web service descriptions, we extract all features that describe a web service from the WSDL document. We recognize both WSDL versions (1.1 and 2.0). During this process, we proceed in two steps. The first step consists of checking availability of web service and validating the content of WSDL document. The second step is to get the WSDL document and read it directly from the WSDL URI to extract all information of the document.
Before representing web services as TF-IDF (Text Frequency and Inverse Frequency) [22] vectors, we need some preprocessing. There are commonly several steps:
• Features extraction extracts all features that describe a web service from the WSDL document, such as service name and documentation, messages, types and operations.
• Tokenization: Some terms are composed by several words, which is a combination of simple terms (e.g., get ComedyFilm MaxPrice Quality). We use therefore regular expression to extract these simple terms (e.g., get, Comedy, Film, Max, Price, Quality In the service matrix, each row represents a WSDL service description, each column represents a word from the whole text corpus (vocabulary) and each entry represents the TF-IDF weight of a word appearing in a WSDL document. TF-IDF gives a weight w ij to every term j in a service description i using the equation:
Where tf ij is the frequency of term j in WSDL document i, n is the total number of WSDL documents in the dataset, and n j is the number of services that contain term j.
B. A Probabilistic Topic Model Approach
Service Discovery and Selection aim to find web services with user required functionalities. While Service Discovery process assumes that services with similar functionalities should be discovered, Service Selection and Ranking aim to find a proper services with the best user desired quality of services. Thus, Service Ranking aims to give a value of relevance to each service returned by the discovery process and proceeds to order the results in descending order starting from the most relevant ones. In our approach, we apply probabilistic machine-learning techniques; Probabilistic Latent Semantic Analysis (PLSA), Latent Dirichlet Allocation (LDA) and Correlated Topic Model (CTM); to extract latent factors (or topics) z f ∈ Z = {z 1 , z 2 , ..., z k } from web service descriptions (i.e., Service Matrix). In our work, topic models are used as efficient dimension reduction techniques, which are able to capture semantic relationships between word-topic and topic-service interpreted in terms of probability distributions. In our context, an observed event corresponds to occurrence of a word w in a service description s. We propose to use the learned latent factors as the base criteria for computing the similarity between a service description and a user query. The services can then be ranked based on the relevancy to the submitted query.
The Probabilistic Latent Semantic Analysis (PLSA) is a generative statistical model for analyzing co-occurrence of data. PLSA is based on the aspect model [11] . Considering observations in the form of co-occurrences (s i , w j ) of words and services, PLSA models the joint probability of an observed pair P (s i , w j ) obtained from the probabilistic model is shown as follows [11] :
We assume that service descriptions and words are conditionally independent given the latent factor. We have implemented the PLSA model using the PennAspect 5 model which uses maximum likelihood to compute the parameters. The dataset was divided into two equal segments which are then transformed into the specific format required by the PennAspect. We use words extracted from service descriptions and create a PLSA model. Once the latent variables z f ∈ Z = {z 1 , z 2 , ..., z k } are identified, services can be described as a multinomial probability distribution P (z f |s i ) where s i is the description of the service i.The representation of a service with these latent variables reflects the likelihood that the service belongs to certain concept groups [16] . To construct a PLSA model, we first consider the joint probability of an observed pair P (s i , w j ) (Equation 1). The parameters P (z), P (s|z) and P (w|z) can be found using a model fitting technique such as the Expectation Maximization (EM) algorithm [11] .
The Latent Dirichlet Allocation (LDA) is a probabilistic topic model, which uses a generative probabilistic model for collections of discrete data [4] . LDA is an attempt to improve the PLSA by introducing a Dirichlet prior on service-topic distribution. As a conjugate prior for multinomial distributions, Dirichlet prior simplifies the problem of statistical inference. The principle of LDA is the same as that of PLSA: mapping high-dimensional count vectors to a lower dimensional representation in latent semantic space. Each word w in a service description s is generated by sampling a topic z from topic distribution, and then sampling a word from topic-word 5 http://cis.upenn.edu/ ungar/Datamining/software dist/PennAspect/ distribution. The probability of the ith word occurring in a given service is given by Equation 2:
Where z i is a latent factor (or topic) from which the ith word was drawn, P (z i = f ) is the probability of topic f being the topic from which w i was drawn, and P (w i |z i = f ) is the probability of having word w i given the f th topic. Let θ (s) = P (z) refer to the multinomial distribution over topics in the service description s and φ (j) = P (w|z = j) refer to the multinomial distribution over words for the topic j. There are various algorithms available for estimating parameters in the LDA: Variational EM [4] and Gibbs sampling [24] . In this paper, we adopt an approach using Variational EM. See [4] for further details on the calculations.
For the LDA training, we used Blei's implementation 6 , which is a C implementation of LDA using Variational EM for Parameter Estimation and Inference. The key objective is to find the best set of latent variables that can explain the observed data. This can be made by estimating φ (j) which provides information about the important words in topics and θ (s) which provides the weights of those topics in each web service.
The Correlated Topic Model (CTM) is another probabilistic topic model that enhances the basic LDA [4] , by modeling of correlations between topics. One key difference between LDA and CTM is that in LDA, there is an independence assumption between topics due to the Dirichlet prior on the distribution of topics. In fact, under a Dirichlet prior, the components of the distribution are independent whereas the logistic normal used in CTM, models correlation between the components through the covariance matrix of the normal distribution. However, in CTM, a topic may be consistent with the presence of other topics. Assume we have S web services as a text collection, each web service s contains N s word tokens, T topics and a vocabulary of size W. The Logistic normal is obtained by :
• For each service, draw a K-dimensional vector η s from a multivariate Gaussian distribution with mean µ and covariance matrix Σ : η s ∼ N (µ, Σ) • We consider the mapping between the mean parameterization and the natural parameterization:
• Map η into a simplex so that it sums to 1.
The main problem is to compute the posterior distribution of the latent variables given a web service : P (η, z 1:N , w 1:N ). Since this quantity is intractable, we use approximate techniques. In this case, we choose variational methods rather than gibbs sampling because of the non-conjugacy between logistic normal and multinomial. The problem is then to bound the log probability of a web service :
The expectation is taken with respect to a variational distribution of the latent variables :
and H(q) denotes the entropy of that distribution (See [5] for more details).
Given a model parameters {β 1:K , µ, Σ} and a web service w 1:N , the variational inference algorithm optimizes the lower bound (Equation 3)) with respect to the variational parameters using the variational EM algorithm. In the E-step, we maximize the bound with respect to the variational parameters by performing variational inference for each web service. In the M-step, we maximize the bound with respect to the model parameters. The E-step and M-step are repeated until convergence.
For the CTM training, we used the Blei's implementation 7 , which is a C implementation of Correlated Topic Model using Variational EM for Parameter Estimation and Inference. We estimate the topic-service distribution by computing:
2 ) and the variational parameters {λ i , ν 2 i } are respectively the mean and the variance of the normal distribution. Then, we estimate the topic-word distribution φ by calculating the exponential of the log probabilities of words for each topic.
After training the three probabilistic topic model, a set of matched services can be returned by comparing the similarity between the query and services in the dataset. We propose to use the probabilistic topic model to discover and rank the web services that match with the user query. Let Q = {w 1 , w 2 , . . . , w n } be a user query that contains a set of words w i produced by a user. In our approach, we use the generated probabilities θ and φ as the base criteria for computing the similarity between a service description and a user query. For this, we model information retrieval as a probabilistic query to the topic model. We note this as P (Q|s i ) where Q is the set of words contained in the query. Thus, using the assumptions of the topic model, P (Q|s i ) can be calculated by equation 5.
The most relevant services are the ones that maximize the conditional probability of the query P (Q|s i ). Consequently, relevant services are ranked in order of their similarity score to the query. Thus, we obtain automatically an efficient ranking of the services retrieved. 7 http://www.cs.princeton.edu/ blei/ctm-c/index.html We propose also to use an other approach based on the proximity measure called Multidimentional Angle (also known as Cosine Similarity); a measure which uses the cosine of the angle between two vectors [20] , [7] . In the first time, we represent the user's query as a distribution over topics. Thus, for each topic z f we calculate the relatedness between query Q and z f based on topic−word distribution φ using Equation 6 .
Then, we calculate the similarity between the user's query and a web service by computing the Cosine Similarity between a vector containing the query's distribution over topics q and a vector containing the service's distribution of topics p. The multidimensional angle between a vector p and a vector q can be calculated using Equation 7:
where t is the number of topics.
In our experiments, we will compare the results obtained for the two methods (i.e. Conditional Probability, Multidimentional Angle) for the three probabilistic topic models.
III. EVALUATION A. Web Services Corpus
Our experiments are performed out based on real-world web services obtained from [27] We evaluated the effectiveness of our Web Service Discovery and Ranking for the three probabilistic topic models (labeled PLSA, LDA and CTM) using both methods Conditional (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 4, No. 6, 2013 Probability (labeled CP) and Multidimentional Angle (labeled MA). The probabilistic methods are compared with a textmatching approach (labeled Text-Search). For this experiment, we use the services description collected from the WSDL corpus. As described previously, the services are divided into eight domains and some queries templates are provided together with a relevant response set for each query. The relevance sets for each query consists of a set of relevant service and each service s has a graded relevance value relevance(s) ∈ {1, 2, 3} where 3 denotes high relevance to the query and 1 denotes a low relevance.
B. Evaluation Metrics
In order to evaluate the accuracy of our approach, we compute two standard measures used in Information Retrieval: Precision at n (Precision@n) and Normalised Discounted Cumulative Gain (N DCG n ). These evaluation techniques are used to measure the accuracy of a search and matchmaking mechanism.
1) Precision@n: In our context, P recision@n is a measure of the precision of the service discovery system taking into account the first n retrieved services. Therefore, P recision@n reflects the number of services which are relevant to the user query. The precision@n for a list of retrieved services is given by Equation 8:
Where the list of relevant services to a given query is defined in the test collection. For this evaluation, we have considered only the services with a graded relevance value of 3 and 2.
2) Normalised Discounted Cumulative Gain: N DCG n uses a graded relevance scale of each retrieved service from the result set to evaluate the gain, or usefulness, of a service based on its position in the result list. This measure is particularly useful in Information Retrieval for evaluating ranking results. The N DCG n for n retrieved services is given by Equation 9 .
Where DCG n is the Discounted Cumulative Gain and IDCG n is the Ideal Discounted Cumulative Gain. The IDCG n is found by calculating the DCG n of the first n returned services. The DCG n is given by Equation 10
Where n is the number of services retrieved and relevance(s) is the graded relevance of the service in the ith position in the ranked list. The N DCG n values for all queries can be averaged to obtain a measure of the average performance of a ranking algorithm. In our experiments, we consider only services with graded relevance values from 3 to 2 for this evaluation. N DCG n values vary from 0 to 1.
C. Results and Discussion
We evaluated our Service Discovery and Ranking approach by calculating the P recision@n and N DCG n . In this experiment, we have selected 8 queries -One query for each domain -(See Table II The text description is retrieved from the query templates and used as the query string. We consider that the size of the services to be returned was set to 30.
Generally, the top most relevant services retrieved (i.e. the first 5 or 10) by a search engine are the main results that will be selected and used by the user. The P recision@n values and N DCG n scores are obtained over all eight queries for the two probabilistic methods (i.e. CP: Conditional Probability, MA: Multidimensional Angle) based on the three probabilistic topic models (i.e. CTM, LDA, PLSA) and Text-Search.
The P recision@5 and P recision@10 values over eight queries are shown respectively in Table III and IV. The results show that the probabilistic method CP performs better than the MA for all the three probabilistic topic models. We remark that the CP based on CTM performs significantly than others methods. In fact, it gives a higher precision values (i.e. Average P@5 = 73% and Average P@10 = 68%) for all domains except Geography. We note also that the CP based on LDA performs better than MA based on LDA, CP/MA based PLSA and TextSearch. The methods based on PLSA and Text-Search were unable to find some of the relevant services that were not directly related to the queries. They give the lowest precision values.
The comparison of average P recision@n (See Figure 1 ) shows that the probabilistic method CP performs better than the MA for all the probabilistic topic models. The results show that the CTM and LDA perform better than Text-Search and PLSA. The probabilistic methods based on CTM and LDA used the information captured in the latent factors to match web services based on the conditional probability of the user query. Text-Search and PLSA were unable to find some of the relevant web services that were not directly related to the user's queries through CTM and LDA. The low precision results obtained by probabilistic method based on PLSA are due to limited number of concepts used for training the model. In this context, web service descriptions are similar to short documents. Therefore, the method based on PLSA model is not able to converge to a high precision using these limited concepts.
In Information retrieval, N DCG N gives higher scores to systems which rank a search result list with higher relevance (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 4, No. 6, 2013 287 | P a g e www.ijacsa.thesai.org first and penalizes systems which return services with low relevance. The N DCG 5 and N DCG 10 values over eight queries are shown respectively in Table III and IV. The N DCG n values for all queries can be averaged to obtain a measure of the average performance of a ranking algorithm. In our experiments, we consider services with graded relevance values from 3 to 2 for this evaluation. N DCG n values vary from 0 to 1. The results obtained for N DCG n show that the both CTM and LDA perform better than the other search methods. Thus, the probabilistic methods based on both CTM and LDA give a higher N DCG n than all other methods for any number of web services retrieved (See Figure 2) . This reflects the accuracy of the ranking mechanism used by our method. Text-Search and PLSA methods have a low N DCG n because, as shown in the P recision@n results, both methods are unable to find some of the highly relevant services. As can be seen from Figure 1 and 2, CTM based on the Condional Probability performs significantly than others methods.
Finally, we evaluate the ranked lists obtained for both Vol. 4, No. 6, 2013 ranking methods using the Canberra distance. In fact, the Canberra distance is used to measure the disarray for ranking lists, where rank differences in the top of the lists should be penalized more than those at the end of the lists [13] . Given two real-valued vectors l, m ∈ R n , their Canberra distance is defined as follows:
We consider only services with graded relevance values from 3 to 2 for this evaluation. Figure 3 shows the Canberra Distance between the results abtained by both methods (CP and MA) based on the three probabilistic models and the relevant services for all eight queries. The comparaison of average CanberraDistance values for the Ranking Methods is shown in Figure 4 .
The results show that the CTM with Conditional Probability method based on the Corelated Topic Model gives the lowest CanberraDistance values. This reflects the accuracy of the ranking mechanism used by our method.
IV. RELATED WORK
In this section, we briefly discuss some of research works related to discovering Web services. In [1] , the authors proposed an architecture for Web services filtering and clustering. The service filtering mechanism is based on user and application profiles that are described using OWL-S (Web Ontology Language for Services). The objectives of this matchmaking process are to save execution time and to improve the refinement of the stored data. Another similar approach [18] concentrates on Web service discovery with OWL-S and clustering technology. Nevertheless, the creation and maintenance of ontologies may be difficult and involve a huge amount of human effort [3] , [14] .
Generally, every web service associates with a WSDL document that contains the description of the service. A lot of research efforts have been devoted in utilizing WSDL documents [9] , [3] , [14] , [15] , [8] , [16] , [20] . Dong et al. [9] proposed the Web services search engine Woogle that is capable of providing Web services similarity search. However, their engine does not adequately consider data types, which usually reveal important information about the functionalities of Web services [12] . Liu and Wong [15] apply text mining techniques to extract features such as service content, context, host name, and service name, from Web service description files in order to cluster Web services. Elgazzar et al. [8] proposed a similar approach which clusters WSDL documents to improve the non-semantic web service discovery. They take the elements in WSDL documents as their feature, and cluster web services into functionality based clusters. The clustering results can be used to improve the quality of web service search results.
Some researchers use the proximity measures to calculate the similarity between services [18] , [20] . Nayak et al. [18] proposed a method to improve the Web service discovery process using the Jaccard coefficient to calculate the similarity between Web services. Multidimensional Angle is an efficient measure of the proximity of two vectors. It is used in various clustering approaches [20] . This proximity measure applies cosine of the angle between two vectors. It reaches from the origin rather than the distance between the absolute position of the two points in vector space.
Ma et al. [16] proposed an approach similar to the previously discussed approaches [9] , [1] , [18] where the keywords are used first to retrieve Web services, and then to extract semantic concepts from the natural language descriptions in Web services. Ma Vol. 4, No. 6, 2013 
