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Abstract
We develop a new method for obtaining bounds on the
negative eigenvalues of self-adjoint operators B in terms of a
Schatten norm of the difference of the semigroups generated
by A and B, where A is an operator with non-negative spec-
trum. Our method is based on the application of the Jensen
identity of complex function theory to a suitably constructed
holomorphic function, whose zeros are in one-to-one correspon-
dence with the negative eigenvalues of B. Applying our ab-
stract results, together with bounds on Schatten norms of semi-
group differences obtained by Demuth and Van Casteren, to
Schro¨dinger operators, we obtain inequalities on moments of
the sequence of negative eigenvalues, which are different from
the Lieb-Thirring inequalities.
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1
1 Introduction
Let A be a self-adjoint operator on a complex Hilbert space, whose
spectrum is non-negative. If B is another self-adjoint operator, such
that the difference Dt = e
−tB − e−tA of the semigroups corresponding
to A,B belongs to a Schatten ideal (trace class or Hilbert-Schmidt
class), we will prove inequalities which provide bounds from above on
the negative eigenvalues of B, in terms of Schatten norms of Dt. The
usefulness of such results follows from the fact that for concrete opera-
tors, for example when B is a Schro¨dinger operator B = −∆+V , and
A is the free Schro¨dinger operator A = −∆, it is known that, under
appropriate conditions on the potential V , Dt belongs to a Schatten
ideal, and explicit bounds on the Schatten norm of Dt are available [3].
Indeed such results are important in the study of the absolutely con-
tinuous spectrum of the perturbed operator B. The theorems proven
here show that these bounds on the Schatten norms of Dt can also be
used in the study of the discrete spectrum of B.
The method used to prove our results is based on constructing a holo-
morphic function whose zeros are in one-to-one correspondence with
the negative eigenvalues of B, and using complex function theory to
bound these zeros. Specifically we will use the Jensen identity (see,
e.g., [6], p. 307):
Lemma 1 Let Ωr be an open disk centered at 0 and with radius r.
Let h : U → C be a holomorphic function on the open set U , where
Ωr ⊂ U , and assume h(0) = 1. Then
1
2π
∫ 2π
0
log(|h(reiθ)|)dθ = log
( ∏
z∈Ω¯r,h(z)=0
r
|z|
)
=
∫ r
0
n(u)
u
du,
where n(u) (0 ≤ u ≤ r) denotes the number of zeros of h in Ω¯u.
In Section 2 we prove general theorems which give bounds on the mo-
ments (sums of powers) of the sequence of negative eigenvalues of an
operator B in terms of the trace norm of the semigroup difference. In
Section 3 we prove analogous bounds in terms of the Hilbert-Schmidt
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norm of the semigroup difference. In Section 4 we apply the theo-
rems of Section 3 to derive inequalities for the negative eigenvalues of
Schro¨dinger operators under some conditions on the potential, which
are different from the well-known Lieb-Thirring inequalities.
2 Eigenvalue inequalities in terms of trace-
norm bounds on semigroup differences
In this section we will prove results under the assumption that A,B
are selfadjoint operators, with the spectrum of A non-negative, and
such that the difference of semigroups Dt = e
−tB − e−tA is of trace
class. This implies that the negative spectrum of B, which we denote
by
σ−(B) = σ(B) ∩ (−∞, 0),
consists only of eigenvalues, which can accumulate only at 0 (of course
compactness of Dt is sufficient for this property). We shall denote by
N(−s) the number of eigenvalues λ of B which satisfy λ < −s.
We begin by proving identities expressing the moments of the negative
eigenvalues of the operatorB in terms of an integral. It should be noted
that the identities hold also in the case that one side is infinite - which
implies that the other side is infinite too.
Theorem 1 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that D = e−B − e−A is of trace class.
Then, for any γ > 1, we have
∑
λ∈σ−(B)
|λ|γ (1)
=
γ(γ − 1)
2π
∫ 1
0
1
r
| log(r)|γ−2
∫ 2π
0
log
(
|Det(I − F (reiθ))|
)
dθdr,
where F (z) is the operator-valued function defined by
F (z) = z[I − ze−A]−1D, (2)
3
and for γ = 1 we have
∑
λ∈σ−(B)
|λ| = lim
r→1
1
2π
∫ 2π
0
log
(
|Det(I − F (reiθ))|
)
dθ. (3)
Proof : We have, for all z ∈ C
I − ze−B = I − ze−A − zD, (4)
and if also |z| < 1, so that ‖ze−A‖ < 1 then I − ze−A is invertible, so
that F (z) given by (2) is well defined, and we can write (4) as
[I − ze−A]−1[I − ze−B] = I − F (z).
Thus we have the following equivalence for |z| < 1:
log(z) ∈ σ(B) ⇔ 1
z
∈ σ(e−B) ⇔ 1 ∈ σ(F (z)),
so that
σ−(B) = { log(z) | |z| < 1, 1 ∈ σ(F (z))}. (5)
Since we assume D is of trace class, then so is F (z). We note also that
F (0) = 0. (6)
Since F (z) is a trace class operator, the determinant
h(z) = Det(I − F (z))
is well defined, and we have that h is holomorphic in the unit disk and
h(z) = 0 ⇔ 1 ∈ σ(F (z)) ⇔ log(z) ∈ σ−(B).
Thus
σ−(B) = { log(z) | |z| < 1, h(z) = 0 },
so that, for all s > 0,
N(−s) = n(e−s), (7)
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where n(r) denotes the number of zeros of h in Ωr = {z | |z| < r}. By
(6) we have
h(0) = Det(I − F (0)) = Det(I) = 1.
Applying the Jensen identity, Lemma 1, we have, for any 0 < r < 1,
1
2π
∫ 2π
0
log(|h(reiθ)|)dθ =
∫ r
0
n(u)
u
du, (8)
and making the substitution u = e−s in the integral on the right-hand
side of (8) and using (7) we get
1
2π
∫ 2π
0
log(|h(reiθ)|)dθ =
∫ ∞
log( 1
r
)
N(−s)ds. (9)
We now recall the well-known identity
∑
λ∈σ−(B)
|λ|γ = γ
∫ ∞
0
sγ−1N(−s)ds. (10)
Taking γ = 1, (10) becomes
∑
λ∈σ−(B)
|λ| =
∫ ∞
0
N(−s)ds. (11)
Taking the limit r → 1 in (9), we have
lim
r→1
1
2π
∫ 2π
0
log(|h(reiθ)|)dθ =
∫ ∞
0
N(−s)ds. (12)
From (11) and (12), we conclude
∑
λ∈σ−(B)
|λ| = lim
r→1
1
2π
∫ 2π
0
log(|h(reiθ)|)dθ,
so that we have (3).
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We now assume that γ > 1. Multiplying (9) by 1
r
| log(r)|γ−2 and inte-
grating over r ∈ [0, 1], we obtain
1
2π
∫ 1
0
∫ 2π
0
1
r
| log(r)|γ−2 log(|h(reiθ)|)dθdr
=
∫ 1
0
1
r
| log(r)|γ−2
∫ ∞
log( 1
r
)
N(−s)dsdr
=
∫ ∞
0
N(−s)
∫ 1
e−s
1
r
| log(r)|γ−2drds = 1
γ − 1
∫ ∞
0
N(−s)sγ−1ds,
which, together with (10), implies
∑
λ∈σ−(B)
|λ|γ = γ(γ − 1)
2π
∫ 1
0
∫ 2π
0
1
r
| log(r)|γ−2 log(|h(reiθ)|)dθdr,
so that we have (1). ■
By bounding the function h of Theorem 1 from above, we obtain
bounds on the moments of the negative eigenvalues.
Theorem 2 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that D = e−B − e−A is of trace class.
Then for any γ > 1,
∑
λ∈σ−(B)
|λ|γ ≤ γ(γ − 1)
2π
∫ 1
0
| log(r)|γ−2
∫ 2π
0
‖[I − reiθe−A]−1D‖trdθdr,
(13)
and for γ = 1 we have
∑
λ∈σ−(B)
|λ| ≤ lim sup
r→1
1
2π
∫ 2π
0
‖[I − reiθe−A]−1D‖trdθ.
Proof : We recall the general inequality for trace class operators T (see,
e.g., [7])
|Det(I − T )| ≤ e‖T‖tr , (14)
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which gives
log
(
|Det(I − F (reiθ))|
)
≤ ‖F (reiθ)‖tr = r‖[I − reiθe−A]−1D‖tr.
Substituting this inequality into (1), (3), we obtain the results. ■
Bounding the integral on the right-hand side of (13), we get the follow-
ing theorem. Although we shall later prove a stronger result, Theorem
4, it is useful to present Theorem 3, whose proof is more straightfor-
ward, and for which the coefficient in the inequalities can be evaluated
explicitly, in terms of Euler’s Γ-function and Riemann’s ζ-function.
Theorem 3 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that, for some t > 0, Dt = e−tB − e−tA
is of trace class.
Then, for any γ > 2, we have the inequality
∑
λ∈σ−(B)
|λ|γ ≤ Γ(γ + 1)ζ(γ − 1) 1
tγ
‖Dt‖tr, (15)
and the right-hand side is finite.
Proof : We note first that it suffices to prove (15) for t = 1, that is,
setting D = D1 = e
−B − e−A, to prove
∑
λ∈σ−(B)
|λ|γ ≤ Γ(γ + 1)ζ(γ − 1)‖D‖tr, (16)
since (15) follows from (16) by replacing A,B by tA, tB.
Since σ(A) ⊂ [0,∞), we have ‖e−A‖ ≤ 1, so that, for |z| < 1,
‖[I − ze−A]−1‖ ≤ 1
1− |z| ,
hence
‖F (reiθ)‖tr = r‖[I − reiθe−A]−1D‖tr ≤ r‖[I − reiθe−A]−1‖‖D‖tr
≤ ‖D‖tr r
1− r .
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From the inequality (13) of Theorem 2 we thus have
∑
λ∈σ−(B)
|λ|γ (17)
≤ γ(γ − 1)
2π
∫ 1
0
| log(r)|γ−2
∫ 2π
0
‖[I − reiθe−A]−1D‖trdθdr
≤ γ(γ − 1)‖D‖tr
∫ 1
0
| log(r)|γ−2 1
1− rdr
= γ(γ − 1)‖D‖tr
∫ ∞
0
xγ−2
ex − 1dx = Γ(γ + 1)ζ(γ − 1)‖D‖tr
so we have (16). ■
A more refined estimate on the integral in (13) yields the following
theorem, which is stronger than Theorem 3. We note that this theorem
is valid for γ > 1, rather than γ > 2 as in Theorem 3. The value of
the constant Ctr(γ) is given in the proof of the theorem, in terms of
some integrals.
Theorem 4 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that, for some t > 0, Dt = e−tB − e−tA
is of trace class.
Then, for any γ > 1, we have the inequality
∑
λ∈σ−(B)
|λ|γ ≤ Ctr(γ) 1
tγ
‖Dt‖tr, (18)
where Ctr(γ) is a finite constant depending only on γ.
Proof : As noted in the proof of Theorem 3, it suffices to prove (18)
for t = 1, that is, setting D = e−B − e−A, to prove
∑
λ∈σ−(B)
|λ|γ ≤ Ctr(γ)‖D‖tr. (19)
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Since σ(e−A) ⊂ [0, 1], we have
|z|‖[I − ze−A]−1‖ = ‖[z−1I − e−A]−1‖
≤ 1
minu∈[0,1] |z−1 − u| =


1
|z−1−1|
, Re(z−1) ≥ 1
1
|Im(z−1)|
, 0 < Re(z−1) < 1
1
|z−1|
, Re(z−1) ≤ 0
(20)
so that
‖F (reiθ)‖tr = r‖[I − reiθe−A]−1D‖tr ≤ r‖[I − reiθe−A]−1‖‖D‖tr
≤ r‖D‖tr


1√
r2−2r cos(θ)+1
cos(θ) ≥ r
1
| sin(θ)|
0 < cos(θ) < r
1 cos(θ) ≤ 0
From the inequality (13) of Theorem 2 we thus have, for γ > 1,
∑
λ∈σ−(B)
|λ|γ (21)
≤ γ(γ − 1)
2π
∫ 1
0
| log(r)|γ−2
∫ 2π
0
‖[I − reiθe−A]−1D‖trdθdr
≤ γ(γ − 1)
π
‖D‖tr
[ ∫ 1
0
| log(r)|γ−2
∫ arccos(r)
0
1√
r2 − 2r cos(θ) + 1dθdr
+
∫ 1
0
| log(r)|γ−2
∫ pi
2
arccos(r)
1
| sin(θ)|dθdr +
∫ 1
0
∫ π
pi
2
| log(r)|γ−2dθdr
]
.
We estimate the integrals in (21) from above: making the substitution
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s = 1
r
, y = 1
cos(θ)
, we have
c1(γ) =
∫ 1
0
| log(r)|γ−2
∫ arccos(r)
0
1√
r2 − 2r cos(θ) + 1dθdr
=
∫ ∞
1
(log(s))γ−2
s
√
s2 + 1
∫ s
1
1√
y − 2s
s2+1
1√
y2 − 1
1√
y
dyds
≤
∫ ∞
1
(log(s))γ−2
s
√
s2 + 1
∫ s
1
1√
y − 2s
s2+1
1√
y − 1dyds
=
∫ ∞
1
(log(s))γ−2
s
√
s2 + 1
log
((√s(s+ 1) +√s2 + 1)2
s− 1
)
ds
and since, for any ǫ > 0, the integrand in the last integral is O((s −
1)γ−2−ǫ) as s → 1+ and O(sǫ−2) as s → ∞, this integral is finite
whenever γ > 1, so c1(γ) is finite.
c2(γ) =
∫ 1
0
| log(r)|γ−2
∫ pi
2
arccos(r)
1
| sin(θ)|dθdr
=
1
2
∫ 1
0
| log(r)|γ−2 log
(1 + r
1− r
)
dr,
and since, for any ǫ > 0, the integrand in the last integral is O(r1−ǫ)
as r → 0 and O((1− r)γ−2−ǫ) as r → 1, this integral is finite whenever
γ > 1, so c2(γ) is finite. Finally, we have
c3(γ) =
∫ 1
0
∫ π
pi
2
| log(r)|γ−2dθdr = π
2
∫ ∞
0
xγ−2e−xdx =
π
2
Γ(γ − 1).
From (21) we thus obtain, for γ > 1,
∑
λ∈σ−(B)
|λ|γ ≤ 1
π
γ(γ − 1)[c1(γ) + c2(γ) + c3(γ)]‖D‖tr.
so that we have (19), with
Ctr(γ) =
1
π
γ(γ − 1)[c1(γ) + c2(γ) + c3(γ)].
■
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One could ask what is the best constant Ctr(γ) in inequality (18), that
is, given γ > 1, what is the smallest number Ctr(γ) for which (18) will
hold for any pair of selfadjoint operators with σ(A) ⊂ [0,∞). We do
not know how to answer this question, but we can give a simple lower
bound for the possible values of Ctr(γ). We recall that the Lambert W-
function is defined on [−e−1,∞) as the inverse of the function f(x) =
xex.
Proposition 1 If γ > 1 and Ctr(γ) is a constant for which Theorem
4 holds, then
Ctr(γ) ≥ −W (−γe−γ)(γ +W (−γe−γ))γ−1. (22)
Proof : If the inequality (18) holds then in particular it must hold when
A and B are 1 × 1 matrices. Thus let A = 0, B = −b, (b > 0), t = 1.
Then the moment of the negative eigenvalues of B of order γ is simply
bγ , and D1 = e
−B − e−A = eb − 1. Thus inequality (18) becomes in
this case
bγ ≤ Ctr(γ)(eb − 1).
Since this must hold for all b > 0, we have
Ctr(γ) ≥ sup
b>0
bγ
eb − 1 . (23)
By differentiating the function of b on the right-hand side of (23) we
find its maximum on [0,∞) to be given by the expression on the right-
hand of (22). ■
As an example, we take γ = 2. From (22) we obtain Ctr(2) ≥ 0.647..
Theorem 4 gives (evaluating the integrals numerically) Ctr(2) ≤ 2.5..
Using the above argument one can see that for γ < 1, Theorem 4
cannot be true. Indeed, if γ < 1, then the expression on the right-
hand side of (23) goes to +∞ as b → 0, so that the supremum is
infinite.
We remark that the inequalities for the moments of eigenvalues derived
here imply inequalities for the number of eigenvalues less than a given
11
negative number −s (s > 0), which we denote by N(−s). Indeed since
∑
λ∈σ−(B)
|λ|γ ≥
∑
λ∈σ(B)∩(−∞,−s)
|λ|γ ≥
∑
λ∈σ(B)∩(−∞,−s)
sγ = sγN(−s),
we have, from (18), assuming that Dt is trace-class for all t > 0,
N(−s) ≤ 1
sγ
∑
λ∈σ(B)∩(−∞,0)
|λ|γ ≤ inf
t>0,γ>1
Ctr(γ)
(st)γ
‖Dt‖tr.
3 Eigenvalue inequalities in terms of Hilbert-
Schmidt norm bounds on semigroup dif-
ferences
In this section we prove theorems analogous to those in the previ-
ous section, for the case in which the semigroup difference is Hilbert-
Schmidt rather than trace class. The proofs are similar, the difference
being that we have to get around the fact that the determinant is not
defined for a general Hilbert-Schmidt perturbation of the identity. In
the applications to Schro¨dinger operators, it is easier to verify that the
semigroup difference is Hilbert-Schmidt than to verify that it is trace
class, so the theorems of this section will be used in these applications,
to be presented in Section 4.
The following theorem is the Hilbert-Schmidt analog of Theorem 1.
It should be noted, however, that unlike in Theorem 1, here we have
only inequalities rather than identities.
Theorem 5 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that D = e−B − e−A is Hilbert-Schmidt.
Then we have, for any γ > 1,∑
λ∈σ−(B)
|λ|γ (24)
≤ γ(γ − 1)
2π
∫ 1
0
1
r
| log(r)|γ−2
∫ 2π
0
log
(
|Det(I − (F (reiθ))2)|
)
dθdr.
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where F (z) is the operator-valued function defined by
F (z) = z[I − ze−A]−1D,
and for γ = 1
∑
λ∈σ−(B)
|λ| ≤ lim
r→1
1
2π
∫ 2π
0
log
(
|Det(I − (F (reiθ))2)|
)
dθ. (25)
Proof : Like in the proof of Theorem 1, we have
σ−(B) = { log(z) | |z| < 1, 1 ∈ σ(F (z)) }.
Since we assumeD is Hilbert-Schmidt, then so is F (z), and this implies
that (F (z))2 is trace class, so we can define the holomorphic function
h(z) = Det(I − (F (z))2),
and we have
1 ∈ σ(F (z)) ⇒ 1 ∈ σ((F (z))2) ⇔ h(z) = 0,
and thus
σ−(B) ⊂ { log(z) | |z| < 1, h(z) = 0 }. (26)
Since (26) is an inclusion rather than an equality as in (5), (7) is
replaced by the inequality
N(−s) ≤ n(e−s),
Since F (0) = 0 we have h(0) = 1. Applying the Jensen identity, as in
the proof of Theorem 1, we get the results. ■
The next theorem is the Hilbert-Schmidt analog of Theorem 2.
Theorem 6 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that D = e−B − e−A is Hilbert-Schmidt.
Then, for any γ > 1, we have the inequality
∑
λ∈σ−(B)
|λ|γ ≤ γ(γ − 1)
2π
∫ 1
0
r| log(r)|γ−2
∫ 2π
0
‖[I−reiθe−A]−1D‖2HSdθdr.
(27)
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and for γ = 1 we have
∑
λ∈σ−(B)
|λ| ≤ lim sup
r→1
1
2π
∫ 2π
0
‖[I − reiθe−A]−1D‖2HSdθ.
Proof : Using (14), we have
log
(
|Det(I − (F (z))2)|
)
≤ ‖(F (z))2‖tr, (28)
and since, for any Hilbert-Schmidt operator T we have ‖T 2‖tr ≤
‖T‖2HS, we get
‖(F (z))2‖tr ≤ ‖F (z)‖2HS. (29)
From (28) and (29), together with (24), (25), we obtain the results. ■
The following theorem is the Hilbert-Schmidt analog of Theorem 4.
Theorem 7 Let A,B be self-adjoint in a complex Hilbert space H,
with σ(A) ⊂ [0,∞). Assume that, for some t > 0, Dt = e−tB − e−tA
is Hilbert-Schmidt.
Then, for every γ > 2, we have the inequality
∑
λ∈σ−(B)
|λ|γ ≤ CHS(γ) 1
tγ
‖Dt‖2HS, (30)
where CHS(γ) is a finite constant depending only on γ.
Proof : We first note that it suffices to prove (30) with t = 1, that is,
setting D = D1 = e
−B − e−A, to prove∑
λ∈σ−(B)
|λ|γ ≤ CHS(γ)‖D‖2HS, (31)
since (30) follows from (31) by replacing A,B by tA, tB.
Using the inequality (20), we have
‖[I − eiθe−A]−1D‖2HS ≤ ‖[I − eiθe−A]−1‖2‖D‖2HS
≤ ‖D‖2HS


1
r2−2r cos(θ)+1
cos(θ) ≥ r
1
(sin(θ))2
0 < cos(θ) < r
1 cos(θ) ≤ 0
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Therefore from inequality (27) of Theorem 6∑
λ∈σ−(B)
|λ|γ
≤ γ(γ − 1)
2π
∫ 1
0
r| log(r)|γ−2
∫ 2π
0
‖[I − reiθe−A]−1D‖2HSdθdr
≤ ‖Dt‖2HS
γ(γ − 1)
π
[ ∫ 1
0
| log(r)|γ−2
∫ arccos(r)
0
r
r2 − 2r cos(θ) + 1dθdr
+
∫ 1
0
r| log(r)|γ−2
∫ pi
2
arccos(r)
1
(sin(θ))2
dθdr +
∫ 1
0
∫ π
pi
2
r| log(r)|γ−2dθdr
]
.
To verify that the above integrals are indeed finite for γ > 2, we
estimate from above:
c4(γ) =
∫ 1
0
| log(r)|γ−2
∫ arccos(r)
0
r
r2 − 2r cos(θ) + 1dθdr
=
∫ 1
0
| log(r)|γ−2 2r
1− r2 arctan
(√1 + r
1− r
)
dr,
and since, for any ǫ > 0 the integrand is O(r1−ǫ) as r → 0, and
O((1− r)γ−3) as r → 1, the integral is finite when γ > 2.
c5(γ) =
∫ 1
0
r| log(r)|γ−2
∫ pi
2
arccos(r)
1
(sin(θ))2
dθdr
=
∫ 1
0
| log(r)|γ−2 r
2
√
1− r2dr,
and since, for any ǫ > 0, the integrand is O(r2−ǫ) as r → 0, and
O((1− r)γ− 52 ) as r → 1, the integral is finite when γ > 3
2
. Finally,
c6(γ) =
∫ 1
0
∫ π
pi
2
r| log(r)|γ−2dθdr = π
2
∫ ∞
0
e−2xxγ−2dx = π2−γΓ(γ−1),
finite for any γ > 1. From (27) we thus have, for γ > 2,
∑
λ∈σ−(B)
|λ|γ ≤ 1
π
γ(γ − 1)[c4(γ) + c5(γ) + c6(γ)]‖D‖2HS.
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so that (31) holds, with CHS(γ) =
1
π
γ(γ − 1)[c4(γ) + c5(γ) + c6(γ)]. ■
An argument involving one-dimensional operators, like in the end of
the previous section, shows that Theorem 7 is not true if γ < 2.
4 Application to Schro¨dinger operators
We now apply our general results to the study of the discrete spectrum
of Schro¨dinger operators−∆+V . Recall that the potential V : Rd → R
is said to belong to the class K(Rd) if
lim
t→0
sup
x∈Rd
∫ t
0
(eη∆|V |)(x)dη = 0.
V is said to belong to class K loc(Rd) if χQV ∈ K(Rd) for any ball
Q ⊂ Rd, where χQ denotes the characteristic function of Q. V is
said to be a Kato potential if V− = min(V, 0) ∈ K(Rd) and V+ =
max(V, 0) ∈ K loc(Rd).
By the min-max principle, the eigenvalues of −∆+V− are smaller then
or equal to the corresponding eigenvalues of −∆ + V , and therefore
we have ∑
λ∈σ−(−∆+V )
|λ|γ ≤
∑
λ∈σ−(−∆+V−)
|λ|γ, (32)
so that to bound the left-hand side of (32) it suffices to bound the
right-hand side. We shall therefore take A = H0 = −∆, B = H0+V−,
so that
Dt = e
−t(H0+V−) − e−tH0 .
We quote the following bounds for the Hilbert-Schmidt norm of Dt
([3], Theorem 5.7)
Lemma 2 Assuming V− ∈ K(Rd), we have
‖Dt‖2HS ≤ 2t
∫
Rd
e−2t(H0+V−)(x, x)|V−(x)|dx.
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Lemma 3 Assuming V− ∈ K(Rd), we have
‖Dt‖2HS ≤ t2
∫
Rd
e−2t(H0+V−)(x, x)|V−(x)|2dx.
We also quote the following inequality (see [3], p. 66, in the proof of
Theorem 2.9):
Lemma 4 Assuming V− ∈ K(Rd), we have
e−t(H0+V−)(x, y) ≤ ‖e−t(H0+2V−)‖
1
2
L1,L∞
(e−tH0(x, y))
1
2 .
Since e−tH0(x, x) = 1
(4πt)
d
2
, Lemmas 2,3 and 4 imply
‖Dt‖2HS ≤
2t
(8πt)
d
4
‖e−2t(H0+2V−)‖
1
2
L1,L∞
‖V−‖L1, (33)
‖Dt‖2HS ≤
t2
(8πt)
d
4
‖e−2t(H0+2V−)‖
1
2
L1,L∞
‖V−‖2L2. (34)
From (33) and Theorem 7 we have
Theorem 8 Let V be a Kato potential, and assume also V− ∈ L1(Rd).
We have the following inequality for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ 2CHS(γ)
(8π)
d
4
‖V−‖L1 inf
t>0
‖e−2t(H0+2V−)‖
1
2
L1,L∞
tγ+
d
4
−1
.
Similarly, from (34) and Theorem 7 we have
Theorem 9 Let V be a Kato potential, and assume also V− ∈ L2(Rd).
We have the following inequality for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ CHS(γ)
(8π)
d
4
‖V−‖2L2 inf
t>0
‖e−2t(H0+2V−)‖
1
2
L1,L∞
tγ+
d
4
−2
.
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In order to make the bounds given by Theorems 8,9 more explicit we
are going to bound ‖e−2t(H0+2V−)‖L1,L∞ in terms of the quantity (c > 0)
β(c) = ‖(c−∆)−1V−‖L∞ . (35)
We note that (see, e.g., [2], Lemma 4.2.4) V− ∈ K(Rd) implies that
lim
c→∞
β(c) = 0. (36)
From [3], Proposition 2.2, we have
Lemma 5 Assume V is a Kato potential. Then, for any c > 0 for
which β(c) < 1, we have
‖e−t(H0+V−)‖L∞,L∞ ≤ e
ct
1− β(c) .
Lemma 6 Let V be a Kato potential. If c > 0 is such that
4β(c) < 1, (37)
then
‖e−2t(H0+2V−)‖L1,L∞ ≤ 1
(4πt)
d
2
ect
1− 4β(c) .
Proof : We have (as in [3], proof of Theorem 2.9):
‖e−2t(H0+2V−)‖L1,L∞ ≤ ‖e−t(H0+2V−)‖L1,L2‖e−t(H0+2V−)‖L2,L∞
= ‖e−t(H0+2V−)‖2L2,L∞ ≤ ‖e−t(H0+4V−)‖L∞,L∞‖e−tH0‖L1,L∞
=
1
(4πt)
d
2
‖e−t(H0+4V−)‖L∞,L∞ .
Using Lemma 5, we get the result. ■
Using Lemma 6, Theorem 8 implies, for c satisfying (37),
∑
λ∈σ−(−∆+V )
|λ|γ ≤ 2
d
4
+1
(8π)
d
2
CHS(γ)
1
tγ+
d
2
−1
e
1
2
ct
[1− 4β(c)] 12 ‖V−‖L
1. (38)
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We can now minimize the expression on the right-hand side of (38)
over t. Since
min
t>0
e
1
2
ct
tγ+
d
2
−1
=
( ec
2γ + d− 2
)γ+ d
2
−1
we obtain
Theorem 10 Let V be a Kato potential, and assume also V− ∈ L1(Rd).
If c > 0 is such that 4β(c) < 1, then, for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ 2
d
4
+1
(8π)
d
2
CHS(γ)
( ec
2γ + d− 2
)γ+ d
2
−1 1
[1− 4β(c)] 12 ‖V−‖L
1 .
Similarly, from Theorem 9 we obtain
Theorem 11 Let V be a Kato potential, and assume also V− ∈ L2(Rd).
If c > 0 is such that 4β(c) < 1, then, for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ 2
d
4
(8π)
d
2
CHS(γ)
( ec
2γ + d− 4
)γ+ d
2
−2 1
[1− 4β(c)] 12 ‖V−‖
2
L2 .
We note that (36) assures us that there always exists c > 0 with
4β(c) < 1, so that Theorems 10,11 apply.
The dependence on V− in Theorems 10,11 is both through its L
1-norm
and through the quantity β(c). The quantity β(c) can be written more
explicitly by using the integral representation of (c−∆)−1,
((c−∆)−1V−)(x) = c d−22
∫
Rd
G(c
1
2 (x− y))V−(y)dy,
where
G(x) =
1
(2π)
d
2
K d
2
−1(|x|)
1
|x| d2−1
,
in which K d
2
−1 is the modified Bessel function of the third kind (see,
e.g., [1]). Thus
β(c) = c
d−2
2 sup
x∈Rd
∫
Rd
G(c
1
2 (x− y))|V−(y)|dy
=
1
c
sup
x∈Rd
∫
Rd
G(x− y)|V−(c− 12y)|dy. (39)
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We now introduce an apparently new norm on potentials, which is
natural in this context, in terms of which we can derive some useful
inequalities from Theorems 10,11. For α > 0, we say that a measurable
function W : Rd → R belongs to Kα(Rd) if ‖W‖Kα <∞, where
‖W‖Kα = sup
c>0
cα‖(c−∆)−1|W |‖L∞
= sup
x∈Rd,c>0
cα−1
∫
Rd
G(x− y)|W (c− 12y)|dy. (40)
Kα(Rd) is a normed space with the above norm, and we haveKα(Rd) ⊂
K(Rd) for all α > 0. By the definition of the Kα-norm and by (39) we
have, when V− ∈ Kα(Rd)
β(c) ≤ ‖V−‖Kαc−α, ∀c > 0. (41)
To see that Kα(Rd) is a sufficiently large class of functions, we note
that
Lemma 7 If d ≥ 3 and p > d
2
then Lp(Rd) ⊂ Kα(Rd), where α =
1− d
2p
, and we have, for all W ∈ Lp(Rd),
‖W‖Kα ≤ Cd,p‖W‖Lp, (42)
where
Cd,p =
(∫
Rd
|G(x)| pp−1dx
) p−1
p
. (43)
Proof : Using Ho¨lder’s inequality we have
∫
Rd
G(x− y)|W (c− 12y)|dy ≤ Cd,pc
d
2p ‖W‖Lp = Cd,pc1−α‖W‖Lp,
which, using (40), implies (42). We note that the fact that Cd,p is finite
follows from the condition p > d
2
, which implies p
p−1
< d
d−2
. ■
Another fact, which shows that Kα(Rd) contains functions which are
not in any Lp(Rd) is
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Lemma 8 If W is measurable and
|W (x)| ≤ A|x|η , ∀x ∈ R
d,
where η ∈ (0, 2), then W ∈ K2−η(Rd), and
‖W‖K2−η ≤ 1
π
d
2
1
2η+1
Γ
(
1− η
2
)
Γ
(d− η
2
)
A
Proof : We have
∫
Rd
G(x− y)|W (c− 12 y)|dy ≤ Ac η2
∫
Rd
G(x− y)|y|−ηdy
≤ Ac η2
∫
Rd
G(y)|y|−ηdy = 1
π
d
2
1
2η+1
Γ
(
1− η
2
)
Γ
(d− η
2
)
Acη−1,
where the second inequality follows from the fact that both G(x) and
|x|−η are radially symmetric functions which are decreasing in |x|, so
that their convolution is maximized at the origin. ■
We now derive eigenvalue inequalities using the norms ‖V−‖Kα. From
Theorem 10 and (41) we have
∑
λ∈σ−(−∆+V )
|λ|γ ≤ CHS(γ) 2
d
4
+1
(8π)
d
2
(
ec
2γ+d−2
)γ+ d
2
−1
[1− 4‖V−‖Kαc−α] 12
‖V−‖L1 . (44)
We now wish to minimize the right-hand side of (44) with respect to
c. We compute
min
c>(4‖V−‖Kα )
1
α
cγ+
d
2
−1
[1− 4‖V−‖Kαc−α] 12
=
2δ(2δ + 1)δ+
1
2
δδ
‖V−‖δKα,
where
δ =
1
α
(
γ +
d
2
− 1
)
.
Thus from (44) we get
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Theorem 12 Let V be a Kato potential, and assume also V− ∈ L1(Rd)∩
Kα(Rd), where α > 0. Then, for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ κ‖V−‖L1‖V−‖δKα,
where the constants are given by
δ = δd,α,γ =
1
α
(
γ +
d
2
− 1
)
,
κ = κd,α,γ = CHS(γ)
2
d
4
+1
(8π)
d
2
2δ(2δ + 1)δ+
1
2
δδ
( e
2δα
)δα
.
Similarly, using Theorem 11 we obtain
Theorem 13 Let V be a Kato potential, and assume also V− ∈ L2(Rd)∩
Kα(Rd), where α > 0. Then, for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ κ‖V−‖2L2‖V−‖δKα,
where the constants are given by
δ = δd,p,γ =
1
α
(
γ +
d
2
− 2
)
,
κ = κd,α,γ = CHS(γ)
2
d
4
(8π)
d
2
2δ(2δ + 1)δ+
1
2
δδ
( e
2δα
)δα
.
We particularize to the case in which d ≥ 3, V− ∈ Lp(Rd), p > d2 .
Using Lemma 7, Theorem 12,13 imply
Corollary 1 Assume d ≥ 3. Let V be a Kato potential, and assume
also V− ∈ L1(Rd) ∩ Lp(Rd), where p > d2 . Then, for any γ > 2,
∑
λ∈σ−(−∆+V )
|λ|γ ≤ κ‖V−‖L1‖V−‖δLp, (45)
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where the constants are given by
δ = δd,p,γ =
γ + d
2
− 1
1− d
2p
, (46)
κ = κd,p,γ = CHS(γ)(2Cd,p)
δ 2
d
4
+1
(8π)
d
2
(2δ + 1)δ+
1
2
δδ
( e
2δ(1− d
2p
)
)δ(1− d
2p
)
,
with Cd,p given by (43).
Corollary 2 Assume d ≥ 3. Let V be a Kato potential, and assume
also V− ∈ L2(Rd) ∩ Lp(Rd), where p > d2 . Then, for any γ > 2,∑
λ∈σ−(−∆+V )
|λ|γ ≤ κ‖V−‖2L2‖V−‖δLp, (47)
where the constants are given by
δ = δd,p,γ =
γ + d
2
− 2
1− d
2p
,
κ = κd,p,γ = CHS(γ)
(
2Cd,p
)δ 2 d4
(8π)
d
2
(2δ + 1)δ+
1
2
δδ
( e
2δ(1− d
2p
)
)δ(1− d
2p
)
,
with Cd,p given by (43).
It is interesting to compare the inequalities given by Corollaries 1,2
with a different bound on the moments of eigenvalues, given by the
Lieb-Thirring inequalities [4, 5]. These state that
∑
λ∈σ−(−∆+V )
|λ|γ ≤ Cd,γ‖V−‖γ+
d
2
Lγ+
d
2
, (48)
holds for any γ ≥ 0 when d ≥ 3, for any γ > 0 when d = 2, and for
any γ ≥ 1
2
when d = 1.
Let us compare the bounds given by the inequalities when both of them
are valid. The following argument shows that our inequality (45) and
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the Lieb-Thirring inequality are independent, in the sense that neither
of them is stronger than the other: fixing γ > 2, p > d
2
, if we take some
potential W ∈ L1(Rd) ∩ Lp(Rd) ∩ Lγ+ d2 (Rd), and define the family Vµ
(µ > 0) by
Vµ(x) = µ
d
γ+ d2 W (µx)
then, for any r > 0,
‖Vµ−‖Lr = µ
d
γ+ d2
− d
r ‖W−‖Lr ,
hence
‖Vµ−‖γ+
d
2
Lγ+
d
2
= ‖W−‖γ+
d
2
Lγ+
d
2
,
‖Vµ−‖L1‖Vµ−‖δLp = µ−
2dδ
(2γ+d)p ‖W−‖L1‖W−‖δLp,
where δ is defined by (46). Thus the right-hand side of the inequality
(45) is arbitrarily small for µ large and arbitrarily large for µ small,
while the right-hand side of (48) does not depend on µ, so that our
inequalities are sometimes weaker and sometimes stronger than the
Lieb-Thirring inequalities - depending on the potential V . In particu-
lar (45) is better than the bound given by the Lieb-Thirring inequality
when µ is large. A similar conclusion holds with respect to the inequal-
ity (47) of Corollary 2.
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