In this paper, we prove the co-NP-completeness of the following decision problem: \given a 2-dimensional cellular automaton A, is A injective when restricted to nite con gurations not greater than its length?" In order to prove this result, we introduce two decision problems concerning respectively Turing Machines and tilings that we prove NP-complete. We then present a transformation of problems concerning tilings into problems concerning cellular automata.
Introduction
Cellular automata (CA) are often used for modeling complex natural systems with many very simple cells interacting locally with each other. Possible evolutions of cellular automata have been extensively studied in order to analyze evolutions of such natural systems. Problems like bijectivity or surjectivity of CA are very basic because they correspond to physical notions: conservation of information (which corresponds to physical reversibility) or reachability of all states.
In 1962-63, Moore and Myhill proved the so-called \garden of Eden" theorem which proves that surjectivity is equivalent to injectivity on nite con gurations 9, 8] . Richardson Recently, Jarrko Kari proved that the reversibility of two-dimensional CA fails to be decidable 7, 6 ]. An easy consequence of this result is that the reverse CA of a reversible CA cannot be found by algorithm: its size can be greater than any computable function of the size of the reversible CA. The proof of this result consists in transforming the tiling problem of the plane which has been proved undecidable in 1966 by Berger 3, 11] into the reversibility problem on an adequate family of CA.
The main goal of this paper is to prove that if we restrain the eld of action of the two-dimensional CA to nite con guration bounded in size, it is still \di cult" to prove that the CA is (or is not) reversible. As far as we know, it would be the rst complexity result concerning a global property of 2D CA. We prove that the decision problem presented above belongs to the class of co-NP-hard problems or to the class of co-NP-complete problems if the size of the considered nite con gurations are supposed bounded by the size of the representation of the considered CA. It is not the case for one-dimensional CA for which the inverse can be computed in polynomial time in the size of the transition table (see 12] for another point of view on this problem).
Our result is proved by introducing a very adequate set of tiles having an ad-hoc property. J. Kari has proved the undecidability of the surjectivity problem for two-dimensional CA 6] by introducing a very complicated set of tiles. We keep the ideas of the construction of J. Kari but the tile set we use is much simpler. With this construction, we reduce decision problems concerning tilings into decision problem concerning CA.
In the following section, we give the usual de nitions of cellular automata, tilings, and present well-known theorems which are related to our topics.
In the next section we prove our main complexity result: the problem that we call CA-FINITE-INJECTIVE is co-NP-complete. Our proof consists in a reduction of a problem concerning nite tilings that we call FINITE-TILING. We prove this problem NP-complete by a reduction of another problem concerning the minimal computing time of non-deterministic Turing machines: NDTM-TIME. The reduction of FINITE-TILING into CA-FINITE-INJECTIVE is not so simple as the previous one. Anyway, all technical aspects of the proof are contained in the construction of a special set of tiles which veri es speci c properties. The construction is not di cult by itself nor are the properties, but in order to prove the properties, we have to check it for many kinds of tiles which is very long and tedious. The set of states is a nite set S = fs 1 ; s 2 ; : : :; s k g.
A con guration is an application from Z n to S. The set of all the con guration is S Z n and the dimension of the space is n. If we imagine Z n as being a tiling of R n by identical hypercubes, each tile forms a cell which has an associated state. In the following, we consider 2-dimensional CA i.e. CA for which n = 2.
Remark that two distinct cellular automata do not di er by the de nition of their global function G: they are only characterized by N and f.
Sometimes, a quiescent state q is distinguished in S. An everywhere quiescent con guration has to remain unchanged when the CA is applied i.e.
f(q; q; : : :; q) = q. A nite con guration is an almost everywhere quiescent con guration. If there exist two integers i and j such that all the nonquiescent cells of the con guration are located inside a square of size i j, then, in the following, we say that the size of the nite con guration is smaller than (or equal to) i j.
Size: The size necessary to code a cellular automaton is at most s l : log s where s is its number of states and l the number of elements of its neighborhood.
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The size of the representation of the CA is exactly the sum of the size of its local transition function and of the size of its neighborhood. The local transition function is only a l-dimensional table. Hence its size is s l : log s.
The size of the neighborhood is the size of the coding of the coordinates of each neighbor cell. We assume in the following that this last size is lower than the size of the transition table. If it is not the case, it means that the neighbors of a cell are very far from it (about 2 s l cells far away) hence a single iteration of the CA is intractable! The reductions we present are still valid, but the decision problems do not belong, a priori, to co-NP.
Turing machines.
There exist many di erent (although equivalent) de nitions of deterministic Turing machines (DTM) and non-deterministic Turing machines (NDTM). We brie y present below our de nitions, and we discuss of what could be considered as the size of a DTM and a NDTM.
In our formalism, the two kinds of machines di er only by their transition function. Both of them have a single bi-in nite tape, on which can be read and written 0's and 1's by a read-write head (RWH). The letter \0" is sometime called the blank symbol. The computations begin on an almost everywhere blank tape. The input is written on the non-blank part of the tape. DTM and NDTM both have a nite set of states S. The The computation of a Turing machine begins in the initial state, and with the RWH located on the rst left letter of the input word of the machine. It consists in the iteration of the following \procedure". :
1. if the machine is in a halt-state, then the machine stops and says \yes" if in q Y , \no" if in q N . If the Turing machine is not only a decision machine but also computes an output, the output word is supposed to be located at the right of the current position of the RWH. In the following, our study only concerns decision problems. That is why we consider only decision Turing machines: when given an input, we expect them to answer \yes" or \no" if the computation ends, but what is written on its tape does not matter. As the coding of the number of elements of the set of states requires log( ( )) bits, then the size necessary to code the machine is a polynomial function of the number of states. Notice that coloring the sides and the corners would lead to the same notion. Furthermore, we could have a ected to each tile a single color and say that a tiling of the plane is valid if and only if a given relation holds between each cell and its neighbors.
Tilings
Theorem 1 Given a tile set, it is undecidable to know whether this tile set can be used to tile the plane.
This well-known theorem is due to Berger 3] in 1966 and a simpli ed proof was given in 1971 by Robinson 11] .
We can also de ne nite tilings. We assume that the set of colors contains a special \blank" color and that the set of tiles contains a \blank" tile i.e. a tile whose all sides are blank. A nite tiling is an almost everywhere blank tiling of the plane. If there exist two integers i and j such that all the nonblank tiles of the tiling are located inside a square of size i j, then, we say that the size of the nite tiling is smaller than (or equal to) i j. Notice that inside the i j square, there can be blank and non-blank tiles. If there is at least one non-blank tile, then the tiling is called non-trivial.
Another undecidability result is known and can be proved simply by using a construction presented in 6] which reduces the undecidability of the halting problem for Turing machines to the following problem:
Theorem 2 Given a tile set with a blank tile, it is undecidable whether this tile set can be used to form a valid nite non-trivial tiling of the plane.
Complexity results
In this section, we prove that the problem of knowing if a given CA is reversible restricted to nite con gurations the size of which is lower than n n (where n is the size of the CA) is co-NP-complete. We call this problem CA-FINITE-INJECTIVE. In order to prove this result, we introduce two decision problems we prove NP-complete: NDTM-TIME and FINITE-TILING.
3.1 NDTM-TIME is NP-complete NDTM-TIME Consider an universal Turing Machine as described for instance in 5]. This machine, when given as input a deterministic Turing machine , is able to compute its evolution on the blank tape. The needed time to compute a step of the evolution of is lower than a polynomial function of the size of . We transform this universal DTM into an universal NDTM: when the input is a NDTM , then if o ers a choice in its evolution, then the universal NDTM o ers the same choice. Thus, the universal NDTM simulates an arbitrary computation of the NDTM in polynomial time. 0 acts as follows: on the input n and , it computes one step of the universal NDTM with as input, then it substracts 1 to n, then computes another step, substracts 1 to n?1, etc: : :When n = 0, then if the simulation of has ended on the acceptance halt-state q Y , then the NDTM 0 halts in its acceptance state. Else it halts in its refusal state. As n is lower than the number of states of , then the computation time for each step such de ned is polynomial. Hence there is an acceptance computation of 0 on the entrance ( ; n) with the usual restriction for n if and only if there exists a computation of the machine beginning on an empty tape and halting after less than n steps. NDTM-TIME is in NP.
To prove that this problem is NP-complete, we prove that any problem in NP can polynomially reduce to NDTM-TIME. Our proof is much more simple than Cook's proof which proves that any problem in NP can reduce to the well-known SATISFIABILITY problem 4]. Recall that a problem is said to polynomially reduce to the problem where ( ) is the number of states of the Turing machine and f is a polynomial function. Given x and , ( ;x) can be computed by a polynomial-time (deterministic) algorithm. 3. We add new states to the state set of ( ;x) . As we intend that these added states do not modify any evolution of ( of tiles including a blank tile. A positive integer n jCj. QUESTION: Is there a nite non-trivial tiling of the plane and a n n square such that all non-blank tiles are located inside the square.
Proof. First remark that this problem trivialy belongs to NP. Now consider an instance of NDTM-TIME i.e. a NDTM and an integer n lower than the number of states ( ) of the machine. We rst construct a set of tiles associated to . Let S be the set of states of . An almost identical construction can be found in 6]. The goal of this construction was to prove that the problem of knowing if there exists a nite and non-trivial tiling of the plane is undecidable. We de ne below the colors used by our tiles:
A \blank" color B. 
From FINITE-TILING to CA-FINITE-INJECTIVE
A transformation between tilings and two-dimensional cellular automata was rst presented by Jarkko Kari in 7] and a more complete proof can be found in 6]. The main idea of the transformation is to introduce a special set of tiles which has a very special property called by J. Kari nite plane lling property. We introduce another set of tiles, simpler than J. Kari's, which satis es a slightly more restrictive property. We shall refer to this tile set as D. With the help of D, for each tile set T , we construct a cellular automaton A T in order to reduce FINITE-TILING to CA-FINITE-INJECTIVE. Before proving this theorem, we introduce our tile set D and its properties.
CA-FINITE-INJECTIVE

Our tile set D
The tiles of D are described in Fig. 6 . The sides contain a color (\blank", \border", \odd", \even", or \the-end"), a label (N, S, E, W, N+, S+, E+, W+, or !), and possibly an arrow.
The labels are there to force that, in a valid tiling, inside a rectangle bordered with \border" tiles, there exists a unique cell labeled with (N+, E+, S+, W+) (see Fig. 8 and lemma 3) . The four tiles in the center of See Fig. 7 for a description of the path given by the arrows in a basic rectangle.
Lemma 2 For every integers p, and q, both greater than 3, there exists a nite valid tiling of the plane by D of size p 2q. Each valid nite tiling of the plane consists in a nite number of juxtaposed basic rectangles.
Proof. It is very easy to convince oneself that a nite tiling of size 2p 2q can be obtained by using the row of tiles between the horizontal dashed lines and the two columns of tiles between the vertical dashed lines in Fig. 6 . Remark that the North side of a tile is \odd" if the number of tiles below it until a border is odd, and the West side of a tile is \odd" if the number of tiles on its right until a border is odd. The North side of the last row (resp. West side of the last column) is colored by \the-end" which means that the coordinate of the row (resp. column) is odd and that it is the last row (resp. column). To prove that each valid nite tiling of the plane consists in a nite number of basic rectangles juxtaposed, we have to check if it is possible or not to nd another kind of combinations of these tiles. It is very easy to convince oneself that if one consider a North-West non-blank tile, then it is a North-West corner, that it is followed on its right by a North border and We present now the basic theorem which provides a link between tilings and cellular automata. Theorem 4 Let n be an integer greater or equal to 3 and T be a set of tiles. The cellular automaton A T is not injective restricted to nite con gurations of size lower than 2n 2n if and only if the tile set T can be used to form a nite non-trivial tiling of the plane of size lower than (2n ? 4) (2n ? 4). Corollary 1 Given a set of tiles T and an even integer n, T can be used to form a nite non-trivial tiling of the plane of size lower than n n if and only if the cellular automaton A T is not injective when restricted to nite con gurations of size lower than (n + 4) (n + 4).
Proof of theorem 3. With the previous result, it is very easy to prove that CA-FINITE-INJECTIVE is co-NP-complete. We prove a stronger result: CA-FINITE-INJECTIVE is co-NP-complete with a restriction on the instance: p = q(= n) and n 2 is an even integer.
CA-FINITE-INJECTIVE with or without the restriction mentionned above is in co-NP because one can check in time polynomial in the size of the cellular automaton A if two nite con gurations smaller than n n have the same image by A. So The size of the neighborhood is 5 hence the size of the transition table of the automaton A T is at most (2dt) 5 : log(2dt) which is a polynomial function of t. As each element of the transition table can be computed in constant time, the reduction between the two problems is polynomial. Notice that we have proved that under a polynomial reduction, the answer to the problem FINITE-TILING applied to the instance T is \yes" if and only if the answer to the problem CA-FINITE-INJECTIVE applied to the instance A T is \no".
It explains why CA-FINITE-INJECTIVE is co-NP-complete and not NPcomplete.
