Efficient design of wireless networks requires implementation of cross-layer algorithms that exploit channel state information. Capitalizing on convex optimization and stochastic approximation tools, this paper develops a stochastic algorithm that allocates resources at network, link, and physical layers so that a sum-utility of the average end-to-end rates is maximized. Focus is placed on networks where interference is strong and nodes transmit orthogonally over a set of parallel channels. Convergence of the developed stochastic schemes is characterized, and the average queue delays are obtained in closed form.
INTRODUCTION
Non-linear optimization has been successfully used to analyze and design cross-layer algorithms for wireless networks; see e.g., [2] and references therein. The optimal design of the network is obtained by formulating a constrained optimization problem that involves variables from different layers and exploits information about the fading channel. The solution of this optimization problem dictates how resources of different layers have to be allocated, while the structure of the solution typically indicates how the signalling protocols have to be designed.
In this context, the present paper aims to optimally design a wireless network whose operating conditions are the following. At the network layer, nodes receive packets from different applications, which entail different utility levels [6] . At the link layer, nodes access orthogonally a set of parallel flat fading channels. Orthogonal here means that if a terminal is transmitting, no other link interfering with that transmission can be active [4] , [6] . At the physical layer, nodes can adapt their power and rate loadings in every channel.
The optimization problem is formulated as a sum-utility maximization that involves variables averaged over all possible states of the fading channel. The optimal cross-layer
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resource allocation turns out to be a function of the instantaneous channel state information (CSI) and the optimum Lagrange multipliers associated with the optimization problem. Using stochastic approximation tools [3] , online schemes to estimate the value of the multipliers are proposed. Convergence and optimality of the stochastic schemes is characterized. As in [4] , by carefully designing the stochastic schemes, relationships between the Lagrange multipliers and the queues are established. Such relationships allow one to characterize the stability and the average queue delay of the developed schemes.
Section 2 introduces notation, describes the operation of the different layers, and formulates the optimization problem that will give rise to the optimal resource allocation. The optimum solution is presented in Section 3. Stochastic algorithms together with their convergence analysis are presented in Section 4. Finally, the stability and the average queue delay of the novel stochastic schemes are analyzed in Section 5. Due to space limitation, numerical examples illustrating the theoretical claims of this paper are not included but can be temporally found in [9] and later on in the journal version of this conference paper. 1 
PROBLEM STATEMENT
Consider a multi-hop wireless network with I nodes, such that each node i is physically linked with all other nodes j = i in the network. Although this represents a worst-case scenario from an interference perspective, it simplifies scheduling. Nodes can transmit orthogonally over a set of K flatfading parallel channels. The kth channel's instantaneous power gain from node i to node j is denoted by h k ij ; and represents the noise-normalized squared magnitude of the fading coefficient. The overall CSI is described by the random vector h that collects all h k ij gains. Channels are assumed to be ergodic and are allowed to be correlated.
For this network, we wish to develop adaptive algorithms that use the instantaneous CSI to allocate resources at the network, link, and physical layers so that pre-specified QoS metrics are optimized. Next, we describe the operation of each layer.
Network layer operation: Packets generated exogenously at each node correspond to possibly different applications (such as video, voice, or file transfer), and are destined for different sink nodes. Packet streams will be refereed as flows and will be indexed by f . Each node serves flows that have other nodes as destination. The destination node associated with a flow f is denoted by d(f ), while the average arrival rate of exogenous packets of flow f to node i is denoted byā f i . The instantaneous rate of flow f that during the channel realization h is routed from node i to node j is denoted by r f ij (h). As customary in communication systems, we assume that nodes are equipped with queues (buffers) capable of storing the incoming packets. For such queues to be stable, the following necessary average flow conservation condition needs to be satisfied
for all
Link layer operation: As in [8] and [6] , links at the outset can be scheduled to access simultaneously but orthogonally (in time or frequency) any of the channels. Let w k ij (h) ∈ [0, 1] denote the nonnegative fraction of time that link (i, j) is scheduled to transmit over channel k during the channel realization h. Since every node interferes with all other nodes in the network, it must hold that
This way, if w k ij (h) = 0.9 and w k i j (h) = 0.1, link (i, j) transmits in k during the 90% of the duration of realization h, link (i , j ) during the 10%, and all other links remain silent.
Physical layer operation:
The resources adapted at the physical layer will be power and rate per link and channel. Specifically, p k ij (h) will denote the instantaneous power transmitted over channel k from node i to node j during the channel realization h if w k ij (h) = 1. To obey spectrum mask constraints, it will be imposed that the instantaneous p k ij (h) can never exceed a maximum prespecified levelp k ij . On the other hand, the maximum average power node i can transmit will be also bounded byp i ; hence,
Under bit error rate or capacity constraints, instantaneous rate and power variables are coupled. This rate-power coupling will be represented by the function C k ij (h, p k ij (h)). Throughout this paper it is assumed that the rate-power function C Problem formulation: The resource allocation algorithm will be designed so that higher exogenous average arrival rates are promoted. To this end, we will consider utility functions U f i (·) that are strictly concave and increasing. Different flows f may (and in general will) entail different utility functions. Note also that the optimization overā f i amounts to a flowcontrol mechanism, which is typically carried out at transport layer. Under all previous considerations, the optimal channel adaptive cross-layer resource allocation will be obtained as the solution of the following optimization problem:
s. to : (1), (2), (3), and
The cross-layer nature of the resource allocation problem is apparent because variables of different layers are jointly optimized. Note also that (4b) relates variables from different layers. The channel-adaptive nature is also apparent because among the optimization variables we have r 
OPTIMUM RESOURCE ALLOCATION
Although strictly speaking (4) is not convex, it can be trivially transformed into a convex problem (see e.g., [8] and [5] , for details), which can be solved using a dual approach. Specifically, let ρ f i and π i denote, respectively, the Lagrange multipliers associated with the average constraints in (1) and (3), and let λ be a vector collecting all these multipliers. Furthermore, define ρ * 
Because the instantaneous scheduling w 
With ε W representing a small positive number, the cost in (7) can be used to define the minimum link cost and the set of (sub) optimum links, respectively, as
Finally, based on the definitions (7)- (9),
The optimum scheduling in (10) allows links whose associated cost is not minimum but ε W -close to the minimum also to be scheduled for transmission, but in a proportional way: links with lower cost will transmit during more time. It is important to remark that for most channel realizations, the set S W (h, λ, k) contains a single element, which amounts to saying that a single link will "win" the channel. Strictly speaking, for the cases where |S W (h, λ, k)| > 1, the scheduling in (10) is not optimum and may incur a small penalty (always smaller than ε W ). However, (10) exhibits two major advantages: it is available in closed form and it is continuous with respect to λ. These will be exploited in the subsequent sections; see also [5] for a detailed derivation and justification of (10) for the case of cellular networks. We will proceed in a similar manner to find r f * ij (h). With ε F being a small positive number, we first define the flow cost functional, the minimum flow cost, and the (sub) optimum set of flows, respectively, as 
where C * ij (h, λ) represents the optimum aggregate routing (among flows) for link (i, j), which is defined as 
5. QUEUE STABILITY AND AVERAGE DELAY
