ABSTRACT Motivation: We consider the problem of identifying low-complexity regions (LCRs) in a protein sequence. LCRs are regions of biased composition, normally consisting of different kinds of repeats. Results: We define new complexity measures to compute the complexity of a sequence based on a given scoring matrix, such as BLOSUM 62. Our complexity measures also consider the order of amino acids in the sequence and the sequence length. We develop a novel graphbased algorithm called GBA to identify LCRs in a protein sequence. In the graph constructed for the sequence, each vertex corresponds to a pair of similar amino acids. Each edge connects two pairs of amino acids that can be grouped together to form a longer repeat. GBA finds short subsequences as LCR candidates by traversing this graph. It then extends them to find longer subsequences that may contain full repeats with low complexities. Extended subsequences are then post-processed to refine repeats to LCRs. Our experiments on real data show that GBA has significantly higher recall compared to existing algorithms, including 0j.py, CARD, and SEG.
INTRODUCTION
Low complexity regions (LCRs) in a protein sequence are subsequences of biased composition. Three main sources of LCRs are cryptic, tandem and interspersed repeats (Alb et al., 2002; Promponas et al., 2000; Shin and Kim, 2005; Wan et al, 2003; Wise, 2001; Wootton, 1994; Wootton and Federhen, 1996) . Let G be the alphabet for amino acids. We say that two letters from G are similar, if their similarity score is above a cutoff according to a scoring matrix, say BLOSUM62 (Henikoff and Henikoff, 1992) . We say that two sequences are similar, if their alignment score is greater than a cutoff. Let G * be an arbitrary sequence over G. Let x ¼ s 1 G * s 2 G * Á Á Á G * s k be a subsequence of a protein sequence. We call the subsequences s 1 , s 2 , Á Á Á, s k repeats of one another if the following four conditions hold: (1) s 1 , s 2, Á Á Á, s k are similar sequences, (2) each s i is longer than a cutoff, (3) each G * is shorter than a cutoff, and (4) there is no supersequence of x that satisfies the previous three conditions.
Depending on G * , repeats can be classified into two categories:
(1) Tandem repeats. In this case, for 8G * ‚G * ¼ ;, i,e. tandem repeats are an array of consecutive similar sequences such as KTPKTPKTPKTP.
(2) Interspersed repeats. In this case, 9G * ‚G * 6 ¼ ;, i.e. at least two repeats one of which follows the other as the closest repeat are not adjacent. An example of interspersed repeats is KTPAKTPKTPKTP.
Cryptic repeats is a special case of repeats. In this kind of repeat, s 1 , s 2 , . . . , s k , are not only similar sequences, but also letters contained in them are all similar to one another, such as KKKAKKK. We call repeats s 1 , s 2 , . . . , s k inexact if 9i,j, such that s i 6 ¼ s j . Repeats s 1 , s 2 , . . . , s k are considered as an LCR if their complexity is less than a cutoff based on a complexity function. One commonly used complexity function is the Shannon entropy (Shannon, 1951) . Note that there is no known complexity function or a complexity cutoff that works for all manually annotated LCRs. The correct complexity formulation is an open problem.
Experiments have shown that LCRs have an effect on protein functions (Lanz et al., 1995) . Certain types of LCRs are usually found in proteins of particular functional classes, especially transcription factors and protein kinases (Hancock and Simon, 2005) . All these mean that LCRs may indicate protein functions, contribute to the evolution of new proteins, and thus contribute to cellular signalling pathways. Some LCRs attract purifying selection, become deleterious and therefore lead to human diseases when the copies of a repeat inside exceed a number. LCRs cause many false-positives to local similarity searches in a sequence database. BLAST (Altschul et al., 1990) , a popular local alignment program, uses the maximal segment pair (MSP) score to find optimal alignments. The theory of MSP can assure statistically significant high-scoring alignments to be found. However, biological sequences are very different from random sequences. Statistically significant high-scoring matches due to LCRs are not biologically significant. Hence they are false-positives.
Statistical analyses of protein sequences have shown that approximately one-quarter of the amino acids are in LCRs and more than one-half of proteins have at least one LCR (Wootton, 1994) . Despite their importance and abundance, their compositional and structural properties are poorly understood. So are their functions and evolution. Identifying LCRs can be the first step in studying them, and help detecting functions of a new protein. Computing the complexities of all possible subsequence sets is impractical even for a single sequence since the number of such sets is exponential in the sequence length. Several heuristic algorithms have been developed to quickly identify LCRs in a protein sequence. However, they all suffer from different limitations. Details of these limitations are discussed in Section 2.
In this article, we consider the problem of identifying LCRs in a protein sequence. We propose new complexity measures that take the amino acid similarity and order, and the sequence length into account. We introduce a novel graph-based algorithm, called GBA, for identifying LCRs. GBA constructs a graph for the sequence. In this graph, vertices correspond to similar letter pairs and edges connect possible repeats. A path on this graph corresponds to a set of intervals (i.e. subsequences). These intervals contain seeds of cryptic, tandem or interspersed repeats. GBA finds such small intervals as LCR candidates by traversing this graph. It then extends them to find longer intervals containing full repeats with low complexities. Extended intervals are then post-processed to refine repeats to LCRs (i.e. eliminate false positives). Our experiments on real data show that GBA has significantly higher recall compared with existing methods, including 0j.py, CARD and SEG.
The rest of the article is organized as follows. Section 2 discusses the related work. Section 3 introduces new complexity measures. Section 4 presents our algorithm, GBA. Section 5 shows quality and performance results. Section 6 presents a brief discussion.
RELATED WORK
LCRs exist not only in a protein sequence, but also in a DNA sequence. A number of algorithms have been developed to identify LCRs in a DNA sequence, such as EULER (Pevzner et al., 2001) , REPuter (Kurtz and Schleiermacher, 1999) , and TRF (Benson, 1999) . However, because of space limitation, we do not discuss them here. We focus on algorithms that identify LCRs in a protein sequence.
Most algorithms identifying LCRs in a protein sequence use a sliding window, including SEG (Wootton and Federhen, 1996) , DSR (Wan et al., 2003) , P-SIMPLE (Alb et al., 2002) and Nandi et al. (2003) . SEG first finds contigs with complexity less than a cutoff. It then detects the leftmost and longest subsequences of these contigs with minimal probability of occurrence as LCRs. DSR is similar to SEG. The main difference is that a reciprocal complexity with a scoring matrix is used as the complexity measure. P-SIMPLE identifies LCRs based on simplicity scores awarded to the central amino acid of each window. However, the maximum length of a detectable repeat is only four. Another drawback of P-SIMPLE is that it can only identify cryptic repeats. Nandi et al. (2003) uses a complexity measure based on dimer word counts. All subsequences of a fixed window size with complexity less than a cutoff are considered as LCRs. However, the parameter were tuned using only four sequences and the results from SEG. In addition, the complexity measure can not identify inexact repeats since it ignores similarities between different letters. SEG, DSR, P-SIMPLE and Nandi et al. (2003) all suffer from a limitation caused by the sliding window. A window size needs to be specified. It is difficult to specify a window size since repeats can be of any length. Repeats with size either less or greater than the window size may be missed.
XNU (Claverie and States, 1993) identifies LCRs by selfcomparison. This comparison is represented by a dot-plot matrix and scored by a PAM matrix. It requires a repeat length to be specified first. Thus, it shares the same limitation as the above sliding-window algorithms. In addition, identified regions are mainly limited to statistically significant tandem repeats. CARD (Shin and Kim, 2005 ) is based on the complexity analysis of subsequences delimited by a pair of identical repeats. However, LCRs are not necessarily indicated by a pair of identical repeats. Furthermore, the use of suffix tree to find repeats requires extensive memory. CAST (Promponas et al., 2000) identifies LCRs by comparing the sequence with a database of 20 homopolymers with a distinct amino acid each until the alignment score falls below a threshold. However, only repeats of a single residue type can be identified. 0j.py (Wise, 2001 ) encodes protein sequences using regular expressions and calculates compression scores for them. All patches that fulfill a certain score threshold are reported. 0j.py can not identify inexact repeats since it ignores similarities between different letters.
SEG, DSR and CARD use a complexity measure based on Shannon entropy. However, Shannon entropy is not a good complexity measure for protein sequences (see Section 3 for details).
NEW COMPLEXITY MEASURES
A protein sequence is a sequence from a 20-letter (each letter corresponds to an amino acid) alphabet G ¼ fg 1 ‚ g 2 ‚. . . ‚g 20 g, where g i is the letter of type i (1 i 20). Let s be a sequence over G of length L, with each g i having a fractional composition p i . The vector ½p 1 ‚p 2 ‚ . . . ‚ p 20 is called the frequency vector of s. One of the most popularly used complexity measures for sequences, Shannon entropy (Shannon, 1951) , is defined as
Although this formulation is effective for many applications, it has several problems when applied to protein sequences:
(1) Shannon entropy does not consider the characteristics of amino acids. Therefore, it is unable to distinguish similar letters from dissimilar ones. For instance, the Shannon entropies of RQK and RGI are the same. However, letters R, Q and K are all similar whereas R, G and I are all dissimilar, according to BLOSUM62.
(2) Shannon entropy only considers the number of each different letter in a sequence. Thus, it is unable to distinguish two sequences composed of the same letters but with different permutations. For example, the Shannon entropies of RGIRGI and RGIIRG are the same.
(3) Shannon entropy is unable to distinguish a small number of copies of a pattern from a large number of copies of the same pattern. For instance, the Shannon entropies of RGI and RGIRGIRGI are the same.
We sampled 474 sequences that contain repeats from Swissprot. The repeats in 418 (i.e. 88%) of these sequences are inexact. In other words, for 88% of the sampled sequences, Shannon entropy will have at least one of the first two problems above.
Next, we developed new complexity measures that overcome problems (1) to (3). As will be seen later in Section 5, the new complexity measures do overcome the problems and are better than Shannon entropy. We first introduce a primary complexity measure and then two more measures that can be applied to this primary one.
Primary complexity measure. To overcome the first problem, a scoring matrix is incorporated. Given a scoring matrix S ¼ ðs i‚ j Þ 20·20 , e.g. BLOSUM62, we compute a matrix M ¼ ðm i‚ j Þ 20·20 , where each m i,j is an approximation to the probability that g i substitutes for g j . Formally, each m i,j is defined as
During the calculation of a BLOSUM matrix, the substitution score s i,j for letters g i and g j is proportional to the base-2 logarithm of the ratio of two values, where the first value is the observed substitution frequency of g i and g j , and the second value is the expected substitution frequency of g i and g j . Thus, 2 si‚ j is proportional to this ratio. However, our formulation of m i,j is an approximation to the probability that g i substitutes for g j as the observed substitution frequency can not be computed without knowing the expected substitution frequencies. Instead, our formulation assumes that the expected substitution frequency is the same for all pairs of letters. The denominator is used for normalization. Three important properties of m i,j are:
(1) 0 m i‚ j 1;
(2) P 20 j¼1 m i‚ j ¼ 1; and (3) If g i is similar to g j , then m i,j is large. It is small otherwise.
Let s be a protein sequence. A similarity vector [p
Each p i 0 denotes the probability that letter g i substitutes for a randomly selected letter in s by a mutation. The more letters similar to g i in s, the higher p i 0 . This is because of the third property of m i,j . In other words, when there are more letters similar to g i in s, the chance for g i to substitute for such a similar letter will be higher. Since g i and this letter are similar, the chance for g i to substitute for a letter in s will be higher. The similarity vector is then normalized to [p 
Similarly, the more letters similar to g i in s, the higher p Consider the specific case where M is the identity matrix. In this case, p i ¼ p 00 i . Thus, p 00 i ¼ p i . Therefore, the primary complexity would be the same as Shannon entropy. Hence, Shannon entropy is a special case of our primary complexity measure where letter similarities are disregarded. k-gram complexity measure. To overcome the second problem, we extend the primary complexity measure to incorporate k-grams (A k-gram is a permutation of k letters). When computing the k-gram complexity measure, the whole sequence is considered as a permutation of k-grams. Everything that applies to a single letter previously in the primary measure now applies to a k-gram. Hence, the k-gram measure is computed by making two changes on the primary measure.
(1) The alphabet G is replaced with an alphabet that consists of all k-grams formed from G.
(2) The similarity score between two k-grams is computed as the average of the similarity scores between their corresponding letters.
Normalized complexity measure. To overcome the third problem, we normalize the underlying complexity measure by dividing it by the length of the sequence. The more copies of a repeat there are, the lower the complexity of these copies.
THE GRAPH-BASED ALGORITHM (GBA)
GBA applies to a single protein sequence. It consists of four main steps: (1) constructing a graph, (2) finding the longest path in every connected subgraph, (3) extending the longest-path intervals, and (4) post-processing extended intervals. Each step is presented in more detail next.
Constructing a graph
For every protein sequence, a directed, acyclic and unweighted graph is constructed. Graph construction includes vertex construction and edge construction. During the constructions, some distance thresholds are used to simulate possible repeat patterns. Let s be a protein sequence over the alphabet G with length L. We denote by s(i) the letter at position i, for 8i‚1 i L. We say two letters g i and g j 2 G are similar, denoted by g i % g j , if their similarity score is above a cutoff according to a scoring matrix. In GBA, we choose BLOSUM62 as the scoring matrix. We use a value of 1 as the cutoff.
We start by placing a sliding window w of length t 1 at the beginning of s. The window size specifies the maximum difference between positions of the two consecutive repeats. We then move it in single-letter steps along s and construct vertices at each step. Let f (g i ) denote the frequency of letter g i in w. For every pair of positions i and j in w with i < j, we construct a vertex (i, j) if all the following two conditions are satisfied:
(1) sðiÞ % sðjÞ;
(2) jRðsðiÞ‚ sðjÞÞ À f ðsðiÞÞj jNRðsðiÞ‚ sðjÞÞ À f ðsðiÞÞj:
The second condition filters the vertices constructed for the similar letter pairs that are in the same window by chance (i.e. falsepositives). R and NR are 20 · 20 matrices that show statistical information on frequencies of pairs of letters in repeat and nonrepeat regions respectively. We will discuss them later. In short, each vertex corresponds to a letter that repeats at least once, possibly with some error. Figure 1(a) shows the sequence GAYTSVAYTVPQAWTVW. For simplicity only the subgraph corresponding to the subsequence from the 7th to the 16th letters is drawn. In this figure, the vertex (7,13) is constructed because the letter A appears at positions 7 and 13. Vertex (8, 14) is constructed because letters Y and W are similar.
An edge is inserted between two vertices (i, j) and (k, m) if s(i)s(k) and s( j)s(m) are repetitions of each other. This property is enforced by introducing distance thresholds t 2 and t 3 . A directed edge from (i,j) to (k,m) is added if all the following three conditions are satisfied:
(1) jð j À iÞ À ðm À kÞj t 2 ;
(2) i k j m; and (3) j j À ij t 3 and jm À kj t 3 , if j = k.
The first condition specifies the maximum number of insertions and deletions between similar repeats. The second one guarantees that the positions of s(i)s(k) and s( j)s(m) do not conflict with each other. The third condition specifies the maximum distance between letters in cryptic repeats. Typically, we choose t 1 ¼ 15, t 2 ¼ 3, and t 3 ¼ 5 as they give the best recall (See Section 5.1). For example, in Figure 1 (a) the edge between vertices (7,13) and (8, 14) shows that AY and AW are repetitions of each other. Note that AY and AW are inexact repeats for Y and W have a high substitution score. A graph from a sequence is not necessarily connected, i.e. it can consist of more than one connected subgraph.
Our sliding window does not carry the disadvantages of the sliding windows in SEG, DSR and P-SIMPLE. This is because (1) short repeats can be detected by traversing the graph inside the window and (2) long repeats can be found by following the edges of overlapping windows. Theoretically, the size of our sliding window can be as large as the sequence length. Our purpose of introducing such a window is to control the graph size, hence the time and space complexity of GBA.
Next, we discuss the third condition of vertex construction. The values R(g i ,g j ) and NR(g i ,g j ) represent average probabilities that g i and g j appear together in a repeat region and a non-repeat region, respectively. We compute these statistics from five real datasets flybase, mgd, mim, sgd and viruses, extracted from Swissprot. There are 474 proteins in the datasets with annotated repeat regions. These repeats do not have any known function. Note that we have also tried using a smaller dataset, flybase to calculate the statistics for matrices R and NR. This dataset contains 68 proteins. The two results were very close (results not shown). This indicates that a small sample of proteins reflects the repeat and non-repeat statistics of a much larger dataset. We first initialize the entries of R and NR to zero. For each sequence, we examine it from the beginning to the end. When a repeat region is met, we consider every letter pair ðg i ‚ g j Þ in that region. We increase Rðg i ‚ g j Þ and Rðg j ‚ g i Þ based on the distance between g i and g j in the sequence as follows. Assume that positions of g i and g j differ by k letters. We increase the corresponding entries in R by a k , where a is a forget rate and 0 a 1. Forget rate is commonly used in various domains to capture the correlation between two objects that are members of an ordered list of objects based on their spatial distance in that list (Gilbert et al., 2001) . We use it to measure the chance of two letters being a part of the same LCR. Thus, as letters get far away in the sequence, their contribution drops exponentially. 
In case of a non-repeat region, we adjust NR(g i ,g j ) in the same way. We tried different values of a, including 0.95, 0.90 and 0.80. It turned out that for pairs of similar letters most entries in R are greater than the corresponding entries in NR, which actually verifies that the use of such statistical information is meaningful. We got the best result with a ¼ 0.95, i.e. the largest number of entries in R greater than those in NR.
Finding the longest path
The vertices connected by edges represent short repeats that can be combined to make longer repeats. For example, in Figure 1 (a) the Algorithm for identifying low-complexity regions edge between vertices (7,13) and (8, 14) shows that AY and AW are potential repeats.We find the longest path in every connected subgraph to get the longest repeating patterns. Repeats of the sequence in Figure 1(a) are AYTSV, AYTV and AWTV. The path represented by bold edges is the longest path. It captures the repeat pattern AYTV and AWTV perfectly. Note, in Figure 1(a) , for simplicity only the subgraph corresponding to the subsequence from the 7th to the 16th letters is drawn. Figure 1(b) shows the potential LCRs for the whole sequence after finding the longest path.
There are many existing algorithms that find the shortest path in a graph. They can be easily modified to find the longest path in a graph. Our implementation of finding the longest path in a graph is based on Dijkstra's Algorithm (Dijkstra, 1959) . The complexity of our implementation is linear in the size of the graph.
Extending longest-path intervals
Paths found in Section 4.2 correspond to a set of intervals (i.e. subsequences) on the input sequence. We discard short intervals. In our implementation we set this length cutoff as three. Remaining ones are considered as repeat seeds. They are extended in left and right directions to find longer intervals containing full repeats with low complexities. We stop extending an interval when one of the following two conditions is satisfied:
(1) It overlaps with another extended interval, or the end of the sequence is reached.
(2) The complexity starts increasing after extending it by t 1 letters (t 1 is the upper bound for the repeat length as discussed in Section 4.1)
Once an interval is extended, we find its largest subinterval for which the complexity is less than a given cutoff value. In order to find a reasonable cutoff value, we randomly sampled sequences from Swissprot that contain repeat regions. We increase our sample set size by one each time. Let m t and s t denote the mean and the standard deviation of the complexities of the repeats respectively after sampling t sequences. We repeat sampling until the error rate of the estimated mean is at most C (C is a given a threshold), i.e. when the following condition is satisfied (Leadbetter et al., 1983) :
We set C as 0.05. We use the resulting m t as our cutoff. Figure 1(c) shows the potential LCRs after the extension. We can see that the letter S at position five is included into the potential LCRs. This example illustrates how GBA can detect repeats with indels. Note, all complexities in this sub-section are calculated using the 2-gram complexity measure.
Post-processing extended intervals
Extended intervals may contain non-LCRs. This is because although the complexity of an extended interval is low, the actual LCR may be a subsequence of that interval. We develop a postprocessing strategy to filter the intervals that have higher complexities than the majority of the extended intervals.
We randomly sampled 128 sequences from Swissprot among the sequences that contain LCRs. We then created 16 groups according to their lengths as follows. The first group contains the eight shortest sequences. The second group contains the next eight shortest sequences and so on. We calculate the repeat percentage of each sampled sequence as the percentage of the letters in that sequence that are annotated as repeat. For each group, we computed the mean and the standard deviation of the repeat percentages in that group.
Given an input sequence, s, we find the group that s belongs to in our sample according to its length. We compute a cutoff value, c, from this group as the sum of the mean and the standard deviation of the repeat percentages for that group. We then compute the complexities of the extended intervals of s. Assume that there are totally k extended intervals. We rank the extended intervals in ascending order of complexity. We mark the intervals whose ranks are greater than c*k as potential outliers. This is justified as follows. The majority of the sequences in a group have repeat percentages within a small neighbourhood of the mean of the group. This neighbourhood is defined by the standard deviation. Thus, we consider intervals whose complexities rank above the sum as potential outliers. We compare each potential outlier with its left adjacent interval, using Smith-Waterman algorithm (Smith and Waterman, 1981) . If the similarity of the aligned parts of the two intervals are big enough, e.g. say more than four letters, we keep the aligned part of the potential outlier interval as an LCR. Otherwise, we repeat the comparison on its right adjacent interval. If no satisfactory aligned part exists in both comparisons, the interval is discarded. The implementation of Smith-Waterman algorithm is borrowed from JAligner (http://jaligner.sourceforge.net). In Figure 1(d) , the letter W at position 17 is removed. This is because the complexity of AWTVW is not low enough and the Smith-Waterman algorithm alignment does not include this letter.
Note, all complexities in this subsection are calculated by using the normalized 2 gram complexity measure.
EXPERIMENTAL EVALUATION
We used six datasets and their repeat information from Swissprot (Bairoch et al., 2004) and Uniprot as our test data. These annotated repeats do not have any known function. Therefore, we used them as true LCRs. The first five datasets were constructed by extracting sequences with repeats from flybase, mgd, mim, sgd and viruses (ftp://ftp.ebi.ac.uk/pub/databases/swissprot/special_selections), respectively. They contain 68, 133, 166, 45 and 62 sequences respectively (i.e. totally 474). 418 of these sequences (i.e. 88%) contain inexact repeats. The last dataset, denoted by mis., was constructed similarly from Uniprot (ftp://ftp.ebi.ac.uk/pub/databases/uniprot/ knowledgebase/complete). It contains 1137 sequences from various organisms. These 1137 sequences are all the sequences in Uniprot that have annotated repeats without any known function excluding those contained in the first four datasets. These repeats are inexact. Thus, 96% of the sequences from the six datasets contain inexact repeats. Sequences from the six datasets are from many different structural and functional groups. The longest one has 5412 letters, the shortest one has 50 letters, and the average sequence length is 606. The datasets used in our experiments are available at www.cise.ufl.edu/~xli/research/lcr/datasets.tar.gz.
We downloaded 0j.py, CARD and SEG programs. They are coded in C, C++ and C respectively. We implemented GBA and SE-GBA in JAVA. SE-GBA is the same as GBA except that in SE-GBA we use Shannon entropy to measure complexities. For GBA and SE-GBA, we tried different input parameters with 10 t 1 50,all of our experiments. We ran all the competing programs using their default parameters. All experiments were performed on a Linux machine.
Section 5.1 evaluates the qualities of the proposed complexity measures and GBA. Section 5.2 compares the performances of GBA, 0j.py, CARD and SEG, including time and space complexities.
Quality comparison results
Evaluation of the new complexity measures. We compare our new complexity measures to Shannon entropy independent of the underlying LCR-identification algorithm. The goal is to concentrate on the complexity measures alone. We calculated the complexities of the annotated repeats and the non-repeats in each sequence from the first five datasets using Shannon entropy. Thus each sequence produced two complexity values. We normalized these complexities to [0, 1] interval by dividing them by the largest observed complexity. We computed their cumulative distribution functions (CDFs) for repeats and non-repeats separately. For each observed complexity value in [0,1] interval we computed the values of the CDFs for repeats and non-repeats. These two values denote the ratios of the repeats and the non-repeats that have complexities no greater than that observed complexity. In other words, for a given complexity cutoff, these values denote the ratios of truly identified repeats and falsely identified repeats (based on Swissprot annotations) respectively. The larger the difference between these two values, the better the complexity measure. We repeated the same process using our primary complexity measure and our k-gram complexity function with k ¼ 2. Figure 3 shows the resulting plots for Shannon entropy and the 2 gram complexity measure. When ratios from repeats are less than 0.84, there is not much difference between Shannon entropy and the 2 gram complexity measure since two curves representing the two complexity measures twist around each other. However, when ratios from repeats are no less than 0.84, there is a clear difference between the two complexity measures. The Shannon entropy curve is always above the 2 gram complexity measure curve. This means that our complexity measure distinguishes repeats from non-repeats better. Particularly, as shown by the bold vertical line in the figure, when 92% of the repeats are identified, 2 gram complexity measure produces 30% less false-positives than Shannon entropy. We do not show the result of the primary complexity measure in order to maintain the readability of the plots. The primary complexity measure curve stays between that of Shannon entropy and that of the 2 gram complexity measure and very close to that of Shannon entropy. Evaluation of GBA. We compare the qualities of GBA, SE-GBA, 0j.py, CARD and SEG. The differences between the quality of SE-GBA and those of competing tools, 0j.py, CARD and SEG, show the improvement obtained by our graph-based repeat detection method as they all use Shannon entropy as the complexity measure. The quality difference between GBA and SE-GBA indicates the improvement obtained due to our new complexity formula on top of our repeat detection method.
Let TP (True Positive) be the number of letters that are correctly masked as LCRs by the underlying LCR-identification algorithm. Similarly, let FP (False Positive) and FN (False Negative) be the number of letters that are incorrectly computed as LCRs and nonLCRs. We compute three measures: recall, precision, and Jaccard coefficient as follows: For presentation clarity, we do not report results from flybase. Figure 4 compares the average recalls for the last five datasets: mgd, mim, sgd, viruses, and mis. On average, GBA has the highest recall. SE-GBA has the second highest one. The recall of SE-GBA is 8% higher than that of SEG, 18% higher than that of 0j.py and 22% higher than that of CARD. The recall of GBA is 2, 10, 20 and 24% higher than that of SE-GBA, SEG, 0j.py and CARD, respectively. In other words, the recall is improved by at least 8% by using a different repeat detection method introduced in Section 4 and by at least 2% by using the new complexity measures introduced in Section 3, instead of Shannon entropy. Small recall values indicate that the existing methods can not formulate inexact repeats well. This is justified by our discussion in Section 3. Fig. 4 . Average recalls of GBA, SE-GBA, 0j.py, CARD and SEG on five datasets. Fig. 3 . Comparison between shannon entropy and our 2 gram complexity measure. x-axis represents ratios from repeats. y-axis represents ratios from non-repeats.
Algorithm for identifying low-complexity regions Figure 5 compares the average precisions for the last five datasets. GBA has the second highest precision. SE-GBA has higher precision than SEG. This is because different repeat detection methods are used in the two algorithms. The precision of GBA is higher than that of SE-GBA. This is because different complexity measures are used in the two algorithms. 0j.py has the highest precision. CARD has the second highest precision on some of the datasets. For 0j.py, this is because only exact repeats are identified. For CARD, this is because only LCRs delimited by a pair of identical repeats can be identified. Although both patterns have a high chance of being true repeats, they constitute a small percentage of possible repeats. This is because repeats are usually inexact, which is justified by the low recalls of 0j.py and CARD. Thus, 0j.py and CARD achieve high precisions at the expense of low recalls (see Fig. 4 ). Small precision values indicate that many false positives are produced. This is mainly because loose cutoff values are needed to obtain a reasonable recall. The precision and recall values for the mgd and mim datasets are much better than that for the viruses dataset. This indicates that the repeats in viruses show much more variation than mgd and mim. Indeed the mutation rate in viruses is much higher (Drake et al., 1998; Drake, 1999) .
To understand the relationship between precision and recall of GBA, 0j.py and CARD, we plotted precision versus recall as follows (See Fig. 6 ). We first created a (precision, recall) tuple for each sequence in the first five datasets by calculating the precision and the recall of GBA for that sequence. We then divided all these 474 tuples into four groups of the same size (except the last one which contains fewer tuples). Tuples in the first group have the smallest precisions. Tuples in the second group have the next smallest precisions and so on. Finally, we calculated the means of the precisions and the recalls for each group and got one representative (precision, recall) tuple for each group. We repeated the same process for 0j.py and CARD. Figure 6 shows that, on an average, GBA has a higher recall when the three tools have the same precisions.
Unlike precision and recall, Jaccard coefficient considers true positives, false-positives and false-negatives. Figure 7 shows that GBA has the highest Jaccard coefficient for all the datasets. The second best tool is different for different datasets. On the average SE-GBA has the second highest Jaccard coefficient. The difference between GBA and SE-GBA shows the quality improvement achieved due to our new complexity measure alone. The differences between SE-GBA and the competing methods CARD and SEG that use the same complexity measure (i.e. Shannon entropy) show the quality improvement due to our graph-based strategy alone.
All tools have relatively low recalls and precisions. This implies the abundance of inexact repeats in LCRs. Figure 1 of Appendix shows an example sequence from Swissprot for which GBA identifies almost the entire LCR while 0j.py, CARD and SEG fail. Figure 2 of Appendix shows the LCR of another example sequence from Swissprot for which all the tools, GBA, 0j.py, CARD and SEG have low recalls and precisions.
Performance comparison results
We now analyse the time and space complexity of GBA. Suppose L is the length of a sequence s. Vertex construction takes OðLt 1 Þ time since we compare every letter in s with other letters in the same window. During edge construction, each vertex is compared with a group of vertex sets. This group may have a maximum of t 1 sets and each set may have a maximum of t 1 vertices. Hence the edge construction takes OðLt The average times per sequence of GBA, 0j.py, CARD and SEG algorithms on one of our datasets, mim, were 79.65 seconds, 0.5 milliseconds, 26 seconds and 0.75 milliseconds respectively. Both CARD and GBA are slower than 0j.py and SEG, but their running times are still acceptable. This is because manual verification and wet-lab experimentation on the computational results usually take days. GBA is thus desirable since it produces much higher quality results (see Fig. 4 ). The longest sequence (5412 letters), FUTS_DROME, took GBA, 0j.py, CARD, and SEG 829 s, 96 ms, 1155 s, and 16 ms respectively. As the sequence length increases from 741 to 5412, the running times of GBA, 0j.py, CARD and SEG increase by a factor of 10, 192, 44 and 21, respectively. This means that GBA has better amortized time complexity than these competitors.
As for space complexity, similar to the analysis of time complexity, GBA requires OðLt 
CONCLUSION
We considered the problem of identifying LCRs in a protein sequence. We defined new complexity measures, which incorporate the concept of a scoring matrix, the letter order and the sequence length. This formulation overcomes limitations of existing complexity measures such as Shannon entropy. We developed a novel algorithm, named GBA, for identifying LCRs in a protein sequence. We used a graph-based model. We incorporated the statistical distribution of amino acids in repeat and non-repeat regions of some known protein sequences into our model. Unlike existing algorithms, the graph model of GBA is very flexible. It can find repeating patterns even when the patterns contain mismatches, insertions and deletions. GBA does not have the disadvantages of other sliding window-based algorithms; the graph construction guarantees neither short nor long repeats will be missed. Furthermore, the successive extending and post-processing steps reduce the number of false-negatives and false-positives. In our experiments on real data, GBA obtained significantly higher recall, compared with existing algorithms, including 0j.py, CARD and SEG. The Jaccard coefficient of GBA was also higher than that of 0j.py, CARD and SEG. We believe that GBA will help biologists identify true LCRs that can not be identified with existing tools, leading to a better understanding of the true nature of LCRs. This is essential in developing a better formulation for LCRs in the future.
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