One designing challenge in the scheduling of broadcast in wireless ad hoc networks is to reduce broadcast redundancy and provide high reachability, simultaneously. In this paper, we propose a broadcasting algorithm in wireless ad hoc networks. The algorithm uses two-hop neighbourhood information to construct the broadcast tree, in which the information can be gathered via exchanging 'hello' messages within the neighbour nodes. The channel is allocated to the non-leaf nodes in the broadcast tree in a time-oriented way to ensure that the forwarding of the broadcasted message along the broadcast tree is collision-free. Both theoretical analysis and simulation results demonstrate that our scheme is efficient in terms of the bounded broadcast redundancy and the highest reachability.
Introduction
Wireless ad hoc networks are characterised by the lack of an infrastructure, which distinguishes them from cellular networks. The distributed, self-configuring nature makes them suitable for a wide variety of applications. However, there are still several challenging issues that deserve further research before their implementation on a large scale. For example, in addition to incorporating the properties of wireless communications, novel approaches are needed to account for the ad hoc networking properties.
In multi-hop ad hoc networks where all the nodes may not be within the transmission range of the source, intermediate nodes may be needed to assist in the broadcast operation by acting as a router and relaying packets toward final destinations. We assume that all nodes wishing to communicate with other nodes within the wireless ad hoc network are willing to participate fully in the protocols of the network. Any communication protocol for ad hoc networks should consider the interference in the wireless medium. When two or more nodes transmit a message to a common neighbour at the same time, collision occurs at the common neighbour and the common node cannot receive any of these messages from the relevant neighbour nodes. Unlike in a wired network, a packet transmitted by a node in a wireless ad hoc network can reach all its neighbours, since most of the wireless nodes' antennae are omnidirectional.
Broadcasting is a common and fundamental operation in a network. Its goal is to transmit messages from a source to all the other nodes in the network. In an ad hoc network, due to its nature, broadcasting operations are expected to be executed more frequently, such as finding a route to a particular host, paging a particular host, sending an alarm signal and using in LAN emulation or serving as a last resort to provide multicast services in networks with dynamic topologies (Ni et al., 1999; Broch et al., 1998; Haas and Pearlman, 1998; Jiang et al., 1998; Perkins and Royer, 1998; Yehuda et al., 1991) . Network wide broadcasting in wireless ad hoc networks provides important control and route establishment functionality for many unicast and multicast protocols. Due to the wide use of broadcast as a building block for other network layer protocols, it is necessary to design protocols that efficiently deliver a packet from one node to all other network nodes.
Recently some work (Ni et al., 1999; Peng and Lu, 2000; Sucec and Marsic, 2000) has been done to reduce redundant rebroadcasts, but the approaches proposed therein failed to guarantee collision-free broadcast. Hung et al. (2002) provide one kind of centralised algorithm and one kind of distributed deterministic algorithm for broadcasting. In Hung et al. (2002) , the authors study the efficiency of their algorithms with respect to the ratio of the number of forwarding nodes vs. that of total network nodes, and reachability on an experimental basis. Even though the centralised algorithm is guaranteed to be collision-free and is able to reach 100% reachability, it is, however, impractical for implementation due to the fact that the whole topology structure of the wireless ad hoc networks is difficult to be captured, timely. Contrarily, the distributed deterministic algorithm may sacrifice collision-free broadcast and reachability despite its distributed merit. The papers (Ni et al., 1999; Peng and Lu, 2000; Sucec and Marsic, 2000; Hung et al., 2002; Chlamtac and Kutten, 1987; Williams and Camp, 2002) use an arbitrary graph to model an ad hoc network and this method is further refined in Gandhi et al. (2003) by a disk graph, where better accuracy has been achieved. The reason for this is that the transmission range can be characterised more precisely by using a disk graph than by using an arbitrary graph. Gandhi et al. (2003) propose a distributed broadcasting algorithm and show the efficiency of the algorithms with respect to broadcast redundancy and latency via both theoretical analyses and simulations.
However, the algorithm inherits a limitation; that is; it leads to unsatisfactory reachability in certain situations. The following simple example demonstrates this fact.
Consider a wireless ad hoc network whose topology is shown in Figure 1 . In this example, we find that Node e has no parent node after running the algorithm for constructing the broadcast tree in Gandhi et al. (2003) . Every parent node is responsible for transmitting the broadcasting message to its children without any collision. So node e cannot be guaranteed to receive the broadcasted message, since it has no parent node. Let us explain this in detail. According to the algorithm for constructing the broadcast tree in Gandhi et al. (2003) , primary nodes are chosen during a Depth First Search (DFS) (Cormen et al., 1989) traversal. If one node is a primary node, then all its neighbours are secondary nodes. In the algorithm, nodes s, b, d are primary nodes and the other nodes are secondary nodes. Node e is also a secondary node. In the algorithm for constructing the broadcast tree in Gandhi et al. (2003) , a secondary node's parent node must be a primary node. Furthermore, the secondary node and its parent node must be in the same level or the parent node should be in the next upper level of the secondary node. The level herein refers to the depth of Breadth First Search (BFS) (Cormen et al., 1989) tree (see Figure 2) . For example, in the model shown in Figure 1 , node s is at Level 0, nodes a and f are Level 1, nodes b and e are at Level 2, nodes c and d are at Level 3. Of course, one node's parent is necessarily its neighbour. The neighbours of node e are node d and node f, and only node d is a primary node. However, as shown in Figure 1 node d is neither in the same level as node e nor in the next upper level of node e. In this case, node e has no parent node and, therefore, high reachability is not guaranteed if performing the algorithm (Gandhi et al., 2003) for constructing the broadcast tree for this example. To overcome the drawbacks on the aspects of redundancy and reachability, which are inherited in the aforementioned approaches, in this paper, we propose a novel broadcast tree construction algorithm. Our algorithm only requires relatively limited information of network topology. And for the purpose of collision-free broadcast, we design a scheduling component in the algorithm, which allocates the corresponding transmitting time to every forwarding node. Both theoretical analyses and simulation results demonstrate that our scheme is efficient in terms of the bounded broadcast redundancy and the highest reachability.
The remainder of this paper is organised as follows. Section 2 describes the network model and gives the problem formulation. The broadcast scheduling algorithm is proposed and analysed in Section 3, and its implementation in a distributed way is presented in Section 4. Section 5 presents the simulation results. Section 6 concludes the whole paper.
Problem formulation

Network model
We model ad hoc networks using a disk graph G = (V, E). The notation V represents the set of wireless nodes, which are embedded in the plane. Each node u ∈ V has a transmission range, range(u) ∈ [r min , r max ], where r min and r max denote the minimum and maximal radius of the transmission range, respectively. Edge(u, v) ∈ E, if and only if node v is in the transmission range of node u. That is to say, let d (u, v) denote the Euclidean distance between node u and node v, if and only if d (u, v) ≤ range(u), Edge(u, v) ∈ E. When the node transmission ranges are not uniform, G is a directed graph.
Problem statement
Our goal is to design a broadcast algorithm which can reduce broadcast redundancy and provide high reachability. The broadcast redundancy is measured using the number of retransmission nodes in the network. The smaller the number, the lower is the broadcast redundancy. The reachability is a ratio which is a proportion of the number of nodes that have received the broadcasted message to that of all nodes in the network when the broadcasting terminates.
Broadcast algorithm
Scheduling broadcasts
In this subsection, we present the algorithms for computing the broadcast algorithm. The algorithm in Figure 5 takes as input a graph G = (V, E) and a source node s. The algorithm consists of two procedures:
• to construct a broadcast tree, T broadcast , rooted at s, in which if a node u ∈ v is a parent node of a node w ∈ v then u is responsible for transmitting the message to w (see the pseudo-code in Figure 3) • to schedule the transmit times for all the parent nodes such that every node receives the message collision-free (see the pseudo-code in Figure 4 ). Table 1 Variable statement and initiation The broadcast tree T broadcast is constructed as follows. Let N(w) denote the set of neighbours of node w ∈ v. Let L i , (i = 0, 1, 2, …, l) be the set of nodes at Level i in the BFS tree rooted at source s. How to choose the parent node Parent(w) of each node w ∈ v is the key problem in constructing the broadcast tree T broadcast . Let P be the set of parent nodes in T broadcast , and let P i = P ∩ L i be the set of parent nodes at Level i in the BFS tree. Assuming node w is at Level i, w ∈ L i , if a node u is a neighbour of node w, and it is a parent node at Level i -1, u ∈ (N(w) ∩ P i-1 , then Parent(w) is node u; If one of node w's neighbours is a parent node, Parent(w) is node u, who is node w's neighbour is at Level i -1 and it has maximum neighbours at Level i.
Then update the graph G by deleting all the edges between node w and its neighbours at Level i -1. When all the nodes except the source node have found their parent, the algorithm is complete. Of course, the source node is the parent of all its neighbours. The transmissions are scheduled following a greedy strategy. Note that only the parent nodes in T broadcast will retransmit the message. The parent nodes' transmitting times are scheduled in a BFS order. One node's receiving time is the transmitting time of its parent node, and the parent nodes' transmitting times are greater than their receiving times. If two parent nodes in the same level in BFS tree have common neighbours in the next level their transmitting times will be allocated different time slots so that parent nodes can transmit messages to their children without any collision.
In the algorithm of Gandhi et al. (2003) , all nodes are divided into a primary set or a secondary set. Each node is in its corresponding level according to its position in the BFS tree, which is rooted at the source node. A secondary node's parent node must be a primary node in the same level; otherwise, it should be in the next upper level of the secondary node. And of course, one node's parent is necessarily its neighbour. However, for certain network topologies it is very likely that one secondary node's parent node does not exist due to the restriction of parent nodes in the algorithm (Gandhi et al., 2003) . So the algorithm in Gandhi et al. (2003) cannot guarantee 100% reachability. Our algorithm also divides the nodes into different levels during BFS traversal; however we treat all the nodes equally and there are no primary nodes or secondary nodes, which is different from Gandhi et al. (2003) . In any case our algorithm can always find every node's parent node from its in-neighbours on its upper level. As a result, our algorithm is able to overcome the limitation of the algorithm in Gandhi et al. (2003) .
Analyses
In this subsection we analyse the proposed algorithm mathematically. All the retransmission nodes (parent nodes) consist of a Connected Dominating Set (CDS), which is a subset of nodes (also called a spine or virtual backbone). These nodes are connected, and dominate all other nodes, i.e., any node, which does not belong to CDS has at least one node from CDS in its neighbourhood and all the nodes belonging to CDS induce a connected sub-graph (Guha and Khuller, 1996; Shah and Zelikovsky, 2004; Wan et al., 2002) . Note that the Minimum Connected Dominating Set (MCDS) problem is NP-hard (Garey and Johnson, 1979) . Our algorithm for constructing the broadcast tree is an approximation algorithm.
Theorem 1: The number of retransmissions in our algorithm is at most (1 + H(∆)) ⋅ |OPT ret |.
Proof: Here ∆ is the maximum degree, and H is the harmonic function. The notation OPT ret is the set of retransmission nodes in an optimal algorithm. We use the charging scheme in Guha and Khuller (1996) to prove the theorem. The set of nodes in the next down level of node v ∈ V dominated by it is called S v (we assume that the node v also belongs to S v , if a node is dominated by more than one node in its upper level we arbitrarily put it in one of the sets). Let P be the set of parent nodes, which are generated by the algorithm in Figure 3 , and assume that P = {1, 2, …, |P|}. Let S i be the set of nodes dominated by node i ∈ P. Starting from the source node s, we scan every node in a BFS order. When scanning a node w, node u is selected to be Parent(w) according to the algorithm in Figure 3 . If node u becomes the parent node for the first time, that is to say we add a new parent node to set P, we mark the neighbours of node u black. We assign a cost of 1 to each new parent node selected by algorithm in Figure 3 , and distribute this cost over the nodes marked for the first time, then use these costs to derive the desired relationship between the size of an optimal set OPT ret and the size of the set P returned by our algorithm in Figure 3 . Since each node in the graph gets marked exactly once, it is charged exactly once (the first time it is marked). Then, we will prove that the total costs on the nodes belonging to a set S (S is the set of nodes in the next down level of any node w ∈ OPT ret dominated by it) is at most (1 + H(∆)). Since there are OPT ret sets in the optimal solution, the statement of the theorem follows.
Assume that when we select a node to be a parent, we mark x new nodes and charge each such newly marked node 1/x. We now compute the upper bound on the total costs to nodes belonging to a single set S. At each step, some nodes may get marked. Let n i = |S -(S 1 ∪ S 2 ∪ … ∪ S i )| be the number of nodes in S remaining unmarked after node 1, node 2, …, node i have been selected as parent nodes by the algorithm. The number of unmarked nodes is initially n 0 . For simplicity, we assume that some nodes of S are marked at each step, so the number of unmarked nodes decreases at each step.
After the first step, the number of marked nodes is n 0 -n 1 , and each node gets a cost of 1/(n 0 -n 1 ). In the ith step, the number of marked nodes of set S is n i-1 -n i , and the cost to each node is 1/(
Without loss of generality, we assume that the algorithm will terminate in step k, that is n k = 0.
The sum of all the costs is given as follows:
The inequality equation (1) is satisfied due to the fact that, the greedy choice of S i in the algorithm presented in Figure 3 guarantees that S cannot cover more new nodes than S i does (otherwise, w would have been chosen instead of i).
The right hand side of inequality equation (1) can be further evaluated as follows 
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Therefore the number of retransmissions in our algorithm is, at most, (1 + H(∆)) ⋅ |OPT ret |. 
With regard to the above result, we make the following remark. All the retransmission nodes consist of a CDS, but the minimum retransmissions problem is not equivalent to the MCDS problem, because the MCDS does not necessarily include the source node. Therefore, we have
Distinct from the known related algorithms (Peng and Lu, 2000; Sucec and Marsic, 2000; Hung et al., 2002; Chlamtac and Kutten, 1987; Guha and Khuller, 1996) that search children nodes for parent nodes, our algorithm searches its own parent node for every node. Thus in our algorithm every node has its parent node except the source node. And if the two parent nodes have the same out-neighbours, we allocate the different time slots as their transmitting times to avoid collision. Therefore, the children nodes will definitely receive the broadcast message from their parent nodes. The reachability is subsequently 100%, which presents one of the advantages of our algorithm in comparison to existing methods, e.g., Gandhi et al. (2003) .
Distributed implementation
Since wireless ad hoc networks have the nature of dynamically changing topology, the assumption that network nodes know the total topology information is impractical. We assume that network nodes know the information of a two-hop neighbourhood. In practice, network nodes can gather the two-hop neighbourhood information by sending the HELLO message to their neighbours periodically (Sucec and Marsic, 2000) . So every node can record the two-top neighbours' information and when the topology is changing it updates the two-hop neighbourhood information by exchanging the HELLO message with its neighbours. This way, every node can maintain accurate information about the two-hop neighbourhood in spite of the dynamic changing topology of wireless ad hoc networks.
In order to build the broadcast tree, the source creates a token which records the information about the forwarding nodes and their children nodes. This token visits each node of the network during its BFS traversal. When a node receives the token, it runs the algorithm for constructing the broadcast tree. Then it updates the information in the token and passes the token to the next node in the BFS traversal. During the backward traverse, the forwarding nodes can compute its set of children.
In order to compute the schedule for a message, the source creates another token. This token records the information about the receiving and transmitting times of the nodes in the broadcast tree. When a node receives the token, it runs the algorithm for scheduling the broadcasts. Then it updates the information in the token and passes the token to the next node in a BFS traversal.
Simulation evaluation
This section presents the experimental performance evaluation of our algorithms through simulations. The experiments focus on the impact of various network conditions on the number of retransmissions and reachability. We compare the performance under our algorithms to that under the state-of-the-art broadcast algorithms reported in the literature, for example Chlamtac and Kutten (1987) and Gandhi et al. (2003) . In simulations, we choose the same parameters as Gandhi et al. (2003) . In all the experiments, the network nodes are placed uniformly and at random within a square of length 350 metres and the transmission range is chosen to be 100 metres. We varied the number of nodes from 20 to 120 in steps of 10, leading to higher node densities and higher average node degree. We randomly chose one node as the source. Every generated network topology that did not form a strongly connected graph was discarded. Simulations were run 10 times for each configuration. All data points were averaged with 95% confidence intervals, which is approximately within 5-15% of the average. Figure 6 shows the numbers of retransmissions of the two broadcast algorithms. We consider the source node as a retransmission node when we compute the number of retransmission nodes. Our broadcast algorithm has lower broadcast redundancy than that in Gandhi et al. (2003) . It can be observed that under high node density the number of retransmissions of the two protocols increases. Figure 7 shows the reachability of the two broadcast algorithms. The reachability in our broadcast algorithm is always 100%. In comparison, it is below 100% in the broadcast algorithm (Gandhi et al., 2003) . Furthermore, the reachability in Gandhi et al. (2003) even decreases as node density increases. 
Conclusions and future work
This paper has detailed the design of a broadcasting algorithm which achieves high performance with respect to broadcast redundancy and reachability. We have established that the broadcast redundancy in our algorithm is (1 + H(∆)) times its optimal value and the reachability is 100%. We also have conducted simulations whose results show that the broadcast redundancy is lower than that in Gandhi et al. (2003) , and the reachability is higher than that in Gandhi et al. (2003) .
Our future work will extend the proposed algorithms from the single-source single-message case to the case of multi-source multi-message broadcast or multicast. Broadcast protocols if tailored for ad hoc sensor networks will face new challenges as they usually involve a large number of spatially distributed, energy-constrained, self-configuring and self-aware nodes (Cayirci et al., 2003) . This also deserves further research.
