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A segurança de informação tornou-se um aspeto muito importante de qualquer sistema de
informação organizacional. As ameaças em sistemas computacionais têm-se revelado cada
vez mais inteligentes permitindo contornar as soluções básicas de segurança como firewalls
e antivírus. Lidar com vulnerabilidades de software em sistemas computacionais tornou-
se um grande desafio para os administradores de sistemas. Com o crescente número de
vulnerabilidades descobertas em cada ano, é impossível para os administradores manter os
sistemas livres de ações maliciosas.
Os Sistemas de Deteção de Intrusão (SDI) baseados em anomalias, permitem classificar o
tráfego monitorizado de uma rede ou operações de um host em atividades normais ou ati-
vidades maliciosas. A eficiência da deteção de intrusões irá depender das técnicas utilizadas
nestes sistemas.
Este trabalho propõe a aplicação de técnicas machine learning num SDI a desenvolver no
âmbito do projeto SASSI (ANI | P2020 17775). O objetivo principal do trabalho consiste
na exploração e aplicação de metodologias para deteção e previsão de cyber ataques em
sistemas computacionais, de modo a oferecer apoio na tomada de decisão a administra-
dores de sistemas garantindo assim estabilidade e segurança nos sistemas de informação
organizacionais.





Information and data security has become a very important part of any organizational in-
formation system. Threats in these systems have become increasingly intelligent, so it can
deceive the basic security soluions such as firewalls and antivirus. Dealing with software vul-
nerabilites in computer systems became a major challenge for system administrators. With
the increasing number of vulnerabilites discovered each year, it is impossible for administra-
tors to maitain software on their machines, free of malicious actions.
Anomaly based Intrusion Detection Systems (IDS), allows monitorized traffic classification
or computer systems classification in normal activity or malicious activity. The efficiency of
intrusion detection depends on the techniques used in these systems.
This work proposes the application of machine learning techniques in IDS to be developed in
the scope of SASSI project (ANI | P2020 17775). The main goal of this work is to explore
and apply different methodologies to detect and predict cyber attacks in computer systems
so it can give support in decision-making to system administrators and guarantee stability
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Os sistemas informáticos assumem um papel preponderante no mundo atual. A existência
de uma grande dependência destes sistemas tanto a nível pessoal como empresarial salienta
a importância da segurança da informação nos dias de hoje. Garantir a confidencialidade,
integridade e disponibilidade dos recursos computacionais, tem sido um grande desafio. Estes
sistemas estão sujeitos a vários tipos de ataques que podem ter origem interna ou externa,
alguns com o objetivo de paralisar serviços, outros com a intenção de roubar informações
(Ferreira et al. 2011).
Uma solução para melhorar a segurança dos sistemas computacionais é a utilização de
Sistemas de Deteção de Intrusão (SDI). Um SDI é desenhado para complementar outras
medidas de segurança baseadas em prevenção de ataques (Zargar, Baghaie et al. 2012).
Alonso-Betanzos et al. (2007) defende que o objetivo de um SDI é informar o administrador
de sistemas da existência de atividades suspeitas e recomendar ações específicas para prevenir
ou parar a intrusão. Existem dois tipos de SDI, sistemas de deteção de intrusões baseado
em anomalias e sistemas de deteção de intrusões por assinaturas que tentam comparar
atividades maliciosas anteriormente conhecidas nas bases de dados. Este último contém
a desvantagem de só conseguir detetar ataques que são conhecidos (Alonso-Betanzos et
al. 2007). SDI baseados em anomalias utilizam técnicas de identificação de padrões para
classificar as operações em sistemas computacionais, como por exemplo operação normal
ou operação anómala. Maioritariamente são utilizadas abordagens de machine learning, ou
seja, são utilizados algoritmos que iterativamente aprendem com os dados. Na literatura é
possível encontrar abordagens a SDI baseadas em redes neuronais (Mukkamala, Andrew H.
Sung e Abraham 2005), Support Vector Machine (SVM) e variantes (Fugate e Gattiker
2003).
Neste projeto serão explorados e aplicados vários algoritmos assentes em técnicas de des-
coberta de conhecimento que permitam detetar e prever comportamentos intrusivos. O
objetivo deste estudo permitirá selecionar uma ou várias técnicas a serem implementadas
num SDI. Estas tarefa faz parte do projeto SASSI. Trata-se de um projeto de Inovação
e Desenvolvimento (I&D) em co-promoção cujo o consórcio é composto por uma Small
or Medium Enterprise (SME), a VisionTechLab, pelo Instituto Superior de Engenharia do
Porto (ISEP), e pela Universidade de Coimbra (UC). O objetivo principal do projeto SASSI
consiste no desenvolvimento de um SDI baseado em anomalias com uma plataforma web
que centraliza, estrutura e permite a visualização relativa à atividade de redes informáticas
e das máquinas que nela estão instaladas (VisionSpace 2015). Para uma melhor perceção
e compreensão do modelo de negócio e do valor do projeto SASSI, foi feita uma análise
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de valor onde é apresentado e explicito os cinco elementos chave do modelo New Concept
Model de Koen et al. (2001). Estes são a "Identificação da oportunidade", "análise da
oportunidade", "geração de ideias", "seleção da ideia"e "conceito e desenvolvimento". Foi
apresentado também um estudo dos conceitos de valor, valor percebido e valor para o cli-
ente, de modo a realizar uma perspetiva longitudinal dos benefícios e sacrifícios do cliente.
Por último foi estruturado o modelo de negócio Canvas onde é apresentado a proposta de
valor da VisionTechLab.
As abordagens de Sabhnani, Serpen e More (2003), Tavallaee et al. (2009), Jinwon e Sung-
zoon (2015) e Yassin, Udzir e Muda (2013), apresentam análises realizadas em conjuntos
de dados disponíveis na Web aplicando técnicas de machine learning. A importância deste
estudo consiste na análise da avaliação do desempenho dos algoritmos aplicados nos con-
juntos de dados com a presença de anomalias simuladas num sistema. Através desta análise
foi permitido selecionar algumas técnicas de machine learning como também conjuntos de
dados que contêm intrusões para a elaboração de casos de estudo. Os testes realizados
permitiram comparar o desempenho dos classificadores para a verificação da existência de
um modelo preditivo a ser implementado num SDI.
1.2 Principais Objetivos
No âmbito do projeto SASSI pretende-se criar uma ferramenta que apoie a tomada de
decisão para os administradores de redes informáticas que se deparam com problemas de
segurança cada vez mais robustos e sofisticados. Será desenvolvido um SDI baseado em
anomalias e uma plataforma web que centraliza, estrutura e permite a visualização relativa
à atividade de redes informáticas e das máquinas que nela estão instaladas. Este trabalho
de tese enquadra-se no projeto SASSI sendo o seu principal objetivo o desenvolvimento de
um modelo de deteção e previsão de falhas de sistema, ou seja, no desenvolvimento de
um modelo contendo algoritmos assentes em técnicas de descoberta de conhecimento que
permitam detetar, de forma autónoma, comportamentos intrusivos ou atividades que com-
prometam o funcionamento seguro do sistema. Para concretizar este objetivo foi necessário
realizar as seguintes tarefas:
• Estudo sobre a segurança da informação, vários tipos de ciberataques existentes e o
impacto dos mesmos na sociedade;
• Estudo relacionado com os SDI, componentes que constituem este tipo de sistemas e
o seu funcionamento;
• Estudo do tema machine learning, exploração e descrição de diferentes técnicas de
pré-processamento e algoritmos de classificação;
• Estudo de diferentes abordagens na literatura onde se aplicam várias técnicas de ma-
chine learning na deteção de intrusões em conjuntos de dados públicos;
• Aplicação de várias modelos preditivos em conjuntos de dados públicos;
• Comparação e avaliação do desempenho dos diferentes modelos preditivos;
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1.3 Estrutura
Esta tese é composta por seis capítulos organizados da seguinte forma:
No primeiro capítulo é apresentada uma breve descrição do presente trabalho, incluindo os
principais objetivos e estrutura.
Capítulo 2 apresenta uma contextualização do problema, um estudo feito na literatura com
os tipos de ataques a sistemas computacionais, tecnologias de deteção de ataques e abor-
dagem ao tema de Machine Learning. Foram também apresentados estudos realizados por
Sabhnani, Serpen e More (2003), Tavallaee et al. (2009), Jinwon e Sungzoon (2015) e
Yassin, Udzir e Muda (2013), onde se aplicaram vários algoritmos para deteção de intrusões
em conjuntos de dados públicos. Foi também apresentado o sistema do projeto SASSI, foi
descrita a solução proposta a ser desenvolvida no âmbito desta dissertação como também
apresentada uma abordagem alternativa. Por fim foi realizado a análise de valor do presente
projeto.
No capítulo 3 são descritas todas as técnicas implementadas na deteção de intrusões utili-
zando os conjuntos de dados públicos NSL-KDD e ISCX 2012.
No capítulo 4 são mencionadas as métricas de avaliação utilizadas para avaliar o desempenho
de algoritmos de Machine Learning. São também apresentadas os resultados obtidos e
analises realizadas ás diferentes técnicas aplicadas nos conjuntos de dados NSL-KDD e
ISCX para deteção de intrusões.




Anomalias e Sistemas de Deteção de
Intrusão
2.1 Introdução
A evolução tecnológica e a facilidade de acesso à informação proporcionou uma enorme
crescente de ameaças aos sistemas computacionais. Há aproximadamente 40 anos atrás, os
computadores funcionavam em ambientes fechados. Não existia um conhecimento público
sobre os sistemas e o acesso era restrito o que levava a que o nível de risco fosse baixo
(Sutton 2008). Incrementalmente, foi-se transferindo parte da computação para sistemas
pessoais como os conhecidos PC’s.
Anos mais tarde, os computadores pessoais evoluíram para realizar cada vez mais tarefas
de trabalho. Os utilizadores adquiriam conhecimento sobre estas máquinas e sistemas en-
quanto se vulgarizava o uso do modelo cliente-servidor. Surgiram novos riscos e a proteção
era pouca. O uso de redes começou a ser omnipresente e a dependência das tecnologias
informáticas tornou-se maior tanto a nível pessoal como empresarial (Cale 2012).
Nos dias de hoje, há cada vez mais tipos de ataques informáticos que são executados em
grande número onde a sociedade, as organizações e as nações são afetadas. Um desses
exemplos foi a empresa de advogados Mossack Fonseca no Panamá, onde foram divulgados
documentos que revelaram a utilização de paraísos fiscais com o objetivo de ocultar os
rendimentos de pessoas e empresas em todo o mundo. Conhecido como o escândalo dos
"Papéis do Panamá"ou "Panamá Papers"resultou na publicação de mais de 11.5 milhões de
documentos da base dados "pirateada"da Mossack Fonseca. Estes documentos permitiram
"descortinar o mundo das transações e das empresas fachada nos paraísos fiscais, implicando
líderes mundiais e personalidades conhecidas"(DN 2016).
Em Outubro de 2016 foram atacados indiretamente vários web-sites de organizações co-
nhecidas como o Twitter, Sotify, Reddit, SoundCloud, Paypall, entre outros. Todas estas
empresas são clientes de uma organização designada por Dyn que tem a função de auxiliar
os utilizadores a encontrar os web-sites referidos. Dyn foi submetida a dois ataques que fez
com que os web-sites dos seus clientes fossem difíceis de serem alcançados por parte dos
utilizadores (BBC News 2016). A Dyn acabou por reportar na sua página que foi alvo de
um ataque do tipo Distributed Denial of Service (DDoS) que será explicado neste capítulo.
Um dos ataques mais falado recentemente influenciou as eleições referentes ao novo presi-
dente dos Estados Unidos. FBI, NSA e CIA assinaram um relatório público que revela, com
algum detalhe, o envolvimentos da Rússia nas eleições presidenciais dos Estados Unidos que
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tiveram como desfecho a vitória de Donald Trump (ICA 2017). No relatório é apresentada a
certeza de que Vladimir Putin, presidente da Rússia, ordenou uma campanha de influência,
em 2016, com vista à eleição presidencial dos Estados Unidos com o objetivo de denegrir
a imagem de Hillary Clinton fornecendo ao WikiLeaks emails "roubados"da sua conta. Por
questões de segurança foram ocultados os detalhes de como ocorreram os ataques e as suas
consequências (Lecher 2017).
2.2 Princípios da Segurança de Informação
Para que se possa garantir segurança num sistema de informação de forma a reduzir os riscos
de erros, fraudes, vazamento, roubo de informação ou qualquer outra ameaça que possa
prejudicar os sistemas e/ou equipamentos de um indivíduo ou organização, será importante
abordar os princípios da segurança da informação: (Jawandhiya et al. 2010)
• Confidencialidade - Consiste em proteger a informação contra indivíduos, entidades
ou processos que não possuem permissão para aceder à mesma.
• Integridade - Consiste em impedir que a informação seja modificada ou corrompida
por modos não autorizados.
• Disponibilidade - Consiste em manter os sistemas em funcionamento impedindo a
existência de distúrbios na produtividade dos mesmos. Os serviços têm que se encon-
trar disponíveis sempre que requisitados.
• Autenticidade - Assegurar que uma entidade de interesse ou a origem/destino de uma
comunicação é quem afirmar ser. Cada interveniente é autentico para o outro.
• Não repúdio - Garantir que cada interveniente não negue ter assinado ou criado infor-
mação. O não repúdio fornece provas de que um utilizador realizou uma determinada
ação.
2.3 Tipos de Anomalias
Ataques em redes ou sistemas de informação podem ser divididos em duas categorias. Pas-
sivos quando um intruso interseta dados numa comunicação que estão a ser trocados por
entidades numa rede. Ativos quando existem tentativas de criação, alteração ou eliminação
de dados numa comunicação provocando distúrbios no funcionamento normal de uma rede
(Pawar e Anuradha 2015). Dentro destas duas categorias, os ataques podem ser exter-
nos onde o atacante tem o objetivo de congestionar e propagar informação falsa ou causar
distúrbios nas operações da rede, através de nós (pontos de conexão numa rede como por
exemplo: routers, computadores, switch,etc) que não fazem parte da rede. Ataques inter-
nos onde o intruso pretende ganhar acesso e participar nas atividades da rede através de
nós comprometidos que fazem parte da mesma (Jawandhiya et al. 2010). Alguns exemplos
dos ataques passivos e ativos mais utilizados por intrusos serão abordados de seguida:
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2.3.1 Ataques Passivos
Análise de Tráfego
No ataque de análise de tráfego um intruso tenta identificar o caminho de comunicação
entre o emissor e o recetor. Este consegue captar uma quantidade de dados que é trocada
na comunicação entre várias entidades. Não existe nenhuma modificação nos dados através
deste ataque (Pawar e Anuradha 2015).
Espionagem ou Sniffer
O objetivo deste ataque consiste em procurar informação secreta ou confidencial numa
comunicação intersetada. Cada pacote intersetado pode ser analisado bit a bit com o
propósito de detetar informação sensível como por exemplos dados de autenticação. Este
ataque ocorre normalmente em redes ad hoc que são redes em que todos os terminais
funcionam como routers, encaminhando de forma comunitária as comunicações advindas
dos terminais vizinhos (Jawandhiya et al. 2010).
2.3.2 Ataques Ativos
Spoofing
Quando um intruso personifica ou rouba a identidade de um nó para esconder a sua. Desta
forma o intruso consegue espalhar software malicioso, roubar informação, ignorar os con-
troladores de acesso, através da sua camuflagem num dispositivo ou utilizador de confiança
que se encontra na rede. Os ataques spoofing mais utilizados são:
• IP Spoofing - O atacante altera o seu IP e utiliza o IP de um nó legítimo numa
rede podendo assim enviar mensagens à sua vítima através de uma fonte genuína.
Para realizar este ataque o intruso, primeiro inicia uma variedade de técnicas para
encontrar um endereço de IP legítimo e de seguida modifica o cabeçalho de modo a
que os pacotes indiquem que estão a ser enviados por uma fonte fidedigna (DuPaul
2016).
• ARP Spoofingl - Address Resolution Protocol (ARP), é um protocolo que é utilizado
para associar endereços de IP a endereços Media Acess Control (MAC). Neste ataque
o intruso envia mensagens ARP para uma rede local, fazendo-se passar por uma fonte
fidedigna, com o propósito de ligar o endereço MAC do intruso a um endereço de IP
de um membro legítimo na rede. Esta técnica permite que o intruso receba mensagens
que eram intencionadas para o membro do endereço de IP roubado (DuPaul 2016).
• Email Spoofingl - Neste ataque o intruso altera o cabeçalho de email para que este
indique que o email está a ser enviado por uma fonte genuína. É uma técnica utilizada
em ataques phishing ou campanhas de spam pois a vítima tem tendência a abrir emails
de fontes legítimas (Rouse 2016).
• URL Spoofingl - É o processo de criar um URL falso que personifica um web-site
seguro e legítimo. Na verdade, este URL está a redirecionar o tráfego todo para
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um website falso com intenção de obter informações confidenciais sobre a vítima
(SecuritySupervisor 2014).
Modificação
Os intrusos realizam algumas mudanças aos pacotes que estão a ser partilhadas numa co-
municação pondo em causa a sua integridade. Este ataque acontece por exemplo numa
das fases do ataque designado por "Men-in-the-middle", em que o nó intruso coloca-se no
meio da comunicação entre dois nós através da exploração de vulnerabilidades nas relações
esporádicas de uma rede. O intruso tenta participar no processo de encaminhamento de pa-
cotes com a finalidade de executar o ataque de modificação de pacotes sem que as vítimas
se apercebam (Jawandhiya et al. 2010).
Fabricação
Este ataque utiliza o mesmo método que o ataque de modificação. Em vez de modificar
pacotes existentes numa comunicação, os intrusos fabricam e enviam pacotes com fins
maliciosos de forma a causar o caos nas operações da rede (Jawandhiya et al. 2010).
Denial of Service (DoS)
Neste ataque um nó é utilizado para "inundar"um servidor com pacotes que utilizam o
protocolo TCP/UDP. O objetivo é sobrecarregar a largura de banda do servidor alvo, de
modo a que este se torne inacessível a outros utilizadores (Munson 2012).
Distributed Denial of Service (DDoS)
É um ataque semelhante ao Denial of Service (DoS) mas em vez de utilizar apenas um
nó são utilizados vários nós para sobrecarregar a comunicação do servidor alvo. Este é
normalmente um ataque externo em que os nós estão distribuídos por todo o mundo. Este
conjunto de nós são conhecidos por "botnet"que constituem computadores infetados por
software malicioso "bots"que se espalham de forma autónoma aproveitando vulnerabilidades
que podem ser exploraras remotamente, sendo estes controlados por um ou vários atacantes
(Munson 2012) como representado na figura 2.1.
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Figura 2.1: Ataque Negação de Serviço Distribuído (Jain’s 2011)
Phishing
Consiste no envio de mensagens que não foram solicitadas personificando informação legí-
tima com o intuito de induzir o utilizador a fornecer dados pessoais através do preenchimento
de formulários falsos ou na instalação de software malicioso (OWASP 2009).
Repudiação
Repudiação refere-se ao ato de negar uma determinada ação. Por exemplo um indivíduo
negar a operação de uma compra ou transação online. Este ataque acontece quando existem
vulnerabilidades nos controladores de acesso, permitindo assim a manipulação maliciosa da
informação como por exemplo adulterar a identificação da execução de novas ações (OWASP
2012).
Backdoor
Através da instalação de um software malicioso no dispositivo da vítima, é criado uma porta
que permite ao atacante adquirir permissões administrativas para controlar o dispositivo
remotamente. O backdoor trabalha em segundo plano e esconde-se do utilizador. Desta
forma o atacante consegue espiar, gerir ficheiros, obter informação confidencial, controlar
todo o sistema operativo da vítima e atacar outros anfitriões (Simsolo 1998).
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2.4 Aplicação de Machine Learning em Sistemas de Deteção de
Intrusão
Um SDI é uma ferramenta de segurança, que como outras medidas existentes, por exem-
plo antivírus, firewall, controladores de acesso, tem a finalidade de fortalecer a segurança
nos sistemas de informação e comunicação (García-Teodoro et al. 2009). Estes sistemas
normalmente apresentam-se divididos em duas categorias: os baseados em assinaturas e os
baseados em anomalias (Allen et al. 2000).
Os SDI baseados em assinaturas, identificam ataques que seguem padrões previamente
reconhecidos e reportados por especialistas. Cada assinatura é utilizada para identificar o
respetivo ataque e tem como desvantagem o facto de apenas permitir a identificação de
ataques conhecidos, por isso, é necessário uma constante atualização das assinaturas.
Nos SDI baseados em anomalias, estes monitorizam as operações que normalmente ocorrem
numa rede e as operações do sistema de cada dispositivo. Quando se verifica a existência
de um comportamento que não segue o padrão esperado, uma sinalização de anomalia é
gerada no sistema.
Os sistemas de deteção de intrusão podem ser utilizados para monitorizar e detetar in-
trusões em redes (Network Intrusion Detection System - NIDS, sigla em inglês), ou em
hosts/anfitriões (Host Intrusion Detection System - HIDS, sigla em inglês).
Um trabalho notável foi desenvolvido pelo Common Intrusion Detection Framework (CIFD),
um grupo criado em 1998 pela Defense Advanced Research Projects Angency (DARPA), e
que permitia a definição de uma estrutura de uma framework comum no domínio do SDI. O
grupo definiu uma arquitetura geral de um SDI baseada em quatro módulos (García-Teodoro
et al. 2009) representada na figura 2.2:
Figura 2.2: Arquitetura geral de um SDI (García-Teodoro et al. 2009)
• Bloco E (Caixa de Eventos) - Este tipo de bloco é composto por sensores que moni-
torizam o sistema alvo, adquirindo assim eventos de informação que serão analisados
por outros blocos.
• Bloco D (Caixa de base de dados) - Estes são elementos destinados a armazenar as
informações obtidas do bloco E para mais tarde serem processadas por os Blocos A e
R.
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• Bloco A (Caixa de análise) - Modulo que processa os dados dos eventos guardados no
bloco D identificando possíveis comportamentos anormais de modo a que seja gerado
um tipo de alarme para esse evento se necessário.
• Bloco R (Caixa de resposta) - A função principal deste bloco é a execução de uma
instrução caso haja a ocorrência de uma intrusão, de moda a prevenir a ação da ameaça
detetada.
Na arquitetura dos SDI definida por CIFD é identificada uma componente de análise e
processamento de dados para deteção de anomalias. Para o processamento desses dados
normalmente são utilizadas abordagens com técnicas de machine learning. O processo de
machine Learning baseia-se no estabelecimento de um modelo implícito ou explícito que
permite a análise e classificação de padrões. São utilizados algoritmos que iterativamente
aprendem com os dados. O aspeto iterativo é importante na medida em que os modelos
estão expostas a novos dados e são capazes se adaptar aos mesmos de forma independente.
As principais vantagens destes métodos estão na flexibilidade, adaptabilidade e capacidade
de detetar interdependências desconhecidas nos dados (Perlin, Nunes e Kozakevicius 2011).
Dois dos métodos adotados em machine learning no âmbito geral são aprendizagem su-
pervisionada e aprendizagem não supervisionada. 70% dos métodos utilizados são super-
visionadas enquanto que 10% a 20% referem-se a aprendizagem não supervisionada. Em
comparação com as técnicas de aprendizagem semi-supervisionada e de reforço, estas são
menos utilizadas (SAS 2016):
2.4.1 Aprendizagem Supervisionada
Algoritmos de aprendizagem supervisionada são treinados utilizando uma legenda ou rótulo
nos dados de input onde o output desejado é conhecido. Por exemplo, um conjunto de
dados pode ter dados legendados que identifiquem as operações/atividades de um sistema
computacional, como M (operação maliciosa no sistema) e N (Operação normal no sistema).
O algoritmo recebe um conjunto de inputs juntamente com os seus outputs corretos e este
aprende comparando o output atual com o output correto de forma a identificar erros. De
seguida o modelo é modificado de acordo com os resultados. Através de métodos como
classificação, regressão, predição e aumento de gradiente, a aprendizagem supervisionada
utiliza padrões para prever os valores dos dados que não se encontram legendados. Aprendi-
zagem supervisionada é normalmente utilizada em aplicações que utilizam dados históricos
para prever eventos futuros (SAS 2016).
2.4.2 Aprendizagem Não-Supervisionada
Aprendizagem não-supervisionada é normalmente utilizada para analisar dados históricos que
não estão legendados. Não é dito qual é a "resposta certa"ao sistema. O algoritmo tenta
decifrar o que lhe é mostrado. O objetivo é explorar dados e encontrar um padrão nos
mesmos. Este tipo de aprendizagem tem um bom funcionamento com dados de transações.
Por exemplo, consegue identificar segmentos de clientes com atributos semelhantes para
serem utilizados em campanhas de marketing. Ou consegue identificar os atributos principais
que separam estes segmentos uns dos outros. As técnicas ou algoritmos mais aplicados
são, self-organization maps, mapping, k-means clustering e singular value decompositon.
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Estas técnicas não-supervisionadas são também utilizados para segmentar tópicos de textos,
recomendação de artigos e identificação de outliers (SAS 2016).
2.4.3 Aprendizagem Semi-Supervisionada
Aprendizagem semi-supervisionada é utilizada para as mesmas aplicações que a aprendi-
zagem supervisionada. Mas utiliza dados legendados e não legendados na fase de treino,
normalmente uma pequena quantidade de dados legendados e uma grande quantidade de
dados não legendados (pois dados não legendados requerem um menor esforço para serem
adquiridos). Este tipo de aprendizagem utiliza os mesmos métodos que a supervisionada
como classificação, regressão e predição. Exemplos recentes utilizados pelo Snapchat, Fa-
cebook, incluem a identificação de expressões faciais numa câmara (SAS 2016).
2.4.4 Reforço
Aprendizagem de reforço é normalmente utilizada na robótica, em jogos e navegação. O
algoritmo identifica quais a ações mais eficientes através de tentativa erro. Este tipo de
aprendizagem é constituído por três componentes primárias: o agente (o que aprende e
toma decisões), o ambiente (onde o agente interage), ações (como o agente pode agir).
O objetivo consiste na escolha das ações do agente de modo a proporcionarem o melhor
resultado num determinado espaço de tempo (SAS 2016).
2.5 Avaliação das Diferentes Abordagens
Nesta secção exploram-se diferentes abordagens de técnicas de deteção de intrusões base-
adas em machine learning, aplicadas em vários conjuntos de dados públicos sendo por fim,
feita uma análise comparativa destas mesmas abordagens.
2.5.1 Abordagem de Sabhnani, Serpen e More
Algoritmos de machine learning, maioritariamente baseados em aprendizagem supervisio-
nada, foram aplicados num conjunto de dados lançado em 1999 pela terceira competição
internacional da conferencia Knowledge Discovery and Data Mining (KDD) (UCI Machine
Learning Repository 2015). O objetivo desta competição consistia na construção de um
modelo preditivo de deteção de intrusões numa rede. Este conjunto de dados inclui uma
ampla variedade de intrusões simuladas numa rede de um ambiente militar. Os registos estão
separados em duas tabelas, uma com dados legendados (conjunto de dados de treino) e ou-
tra com não-legendados (conjunto de dados de teste). As intrusões simuladas encontram-se
separados em cinco categorias (UCI Machine Learning Repository 2015):
• DoS: Um intruso tenta impedir os utilizadores de usar um determinado serviço;
• Remoto para local (R2L): Um intruso tenta adquirir remotamente o acesso local da
máquina da vítima;
• Utilzador para Root (U2R): Um intruso consegue adquirir o acesso local da máquina
da vítima e tenta adquiri acesso de super-utilizador;
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• Probe: Um intruso tenta obter informação sobre a máquina da vítima;
• Normal: Constitui as operações ou atividades normais na rede;
Este conjunto de dados é o mais utilizado e estudado na literatura, para avaliar SDI.
Muitos dos estudos encontrados na literatura, relativos à deteção de intrusões, indicam
que os autores aplicam apenas um algoritmo para detetar ataques de várias categorias, em
alguns casos com um fraco desempenho. Sabhnani, Serpen e More (2003) realizaram um
estudo, onde aplicaram vários algoritmos de machine learning e avaliaram o seu desempenho
na deteção de intrusões. Cada registo legendado no conjunto de dados KDD, contem 42
atributos, e existem perto de 5 milhões de registos legendados, que foram utilizados para
treinar os algoritmos de classificação de Sabhnani, Serpen e More (2003). Uma outra
tabela do conjunto de dados contém os registos não-legendados. Estes registos foram
utilizados para testar os algoritmos. No seu trabalho Sabhnani, Serpen e More (2003)
aplicaram nove algoritmos para comparação e avaliação do seu desempenho. Estes são Multi-
layer Perceptron (MLP), Algoritmo Nearest cluster (NEA), Classificador Cluster Gaussian
(GAU), Função Incremental Radial Basis (IRBF), K-means clustering (K-M), Algoritmo
Leader (LEA), Hypersphere (HYP), Fuzzy ARTMAP (ART) e C4.5.
Tabela 2.1: Resultados do desempenho dos algoritmos (Sabhnani, Serpen e
More 2003)
Na tabela 2.1 é possível ver a Probabilidade de Deteção (PD) e o Rácio de Falso Alarme
(FAR) de cada algoritmo em cada categoria de ataque. Os resultados evidenciam que para
cada categoria, certos algoritmos obtiveram um desempenho de deteção superior quando
comparados com outros. MLP, NEA, GAU, K-M e IRBF detetaram mais de 85% dos
ataques da categoria Probe. Para ataques em DoS os algoritmos MLP, NEA, LEA, K-M,
e HYP atingiram os 97% no rácio de deteção. GAU e K-M, foram os melhores a detetar
a categoria U2R com mais de 22% dos ataques registados. No caso da categoria R2L,
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só o GAU conseguiu detetar por volta dos 10% dos ataques. Considerando a grandeza
FAR, o MLP obteve melhor desempenho na categoria Probe, K-M na categoria DoS e
U2R, e o GAU na categoria R2L. Pode-se afirmar que os algoritmos de machine learning
testados neste conjunto de dados, oferecem um nível de desempenho aceitável para apenas
duas categorias, nomeadamente a Probe e DoS. Por outro lado todos os 9 algoritmos de
classificação falharam nos resultados que obtiveram nas outras duas categorias (U2R, R2L)
(Sabhnani, Serpen e More 2003). Para a obtenção de um melhor desempenho na deteção de
intrusões, Sabhnani, Serpen e More (2003), desenvolveram um multi-classificador composto
por três algoritmos em que cada um deles irá detetar intrusões de uma/duas classes. Como
se pode ver na figura 2.3 o algoritmo MLP foi aplicado para detetar ataques da categoria
Probe, o K-means foi aplicado para a categoria DoS e U2R, enquanto que o GAU foi aplicado
para a deteção de intrusões na categoria R2L.
Figura 2.3: Modelo do multi-classificador (Sabhnani, Serpen e More 2003)
Na tabela 2.2, verifica-se a existência de um progresso significante na deteção de intrusões
nas categorias Probe e U2R. Quanto ao FAR, a melhoria foi razoavelmente pequena em
todas as categorias. Este classificador conseguiu obter melhores resultados que o algoritmo
utilizado pelo vencedor da competição KDD e por Agarwal e Joshi (2001).
Tabela 2.2: Comparação do modelo multi-classificador com outros na litera-
tura. Adaptado de (Sabhnani, Serpen e More 2003)
2.5.2 Abordagem de Tavallaee, Mahbod, Bagheri, Wei Lu e Ali A.
Tavallaee et al. (2009) Desenvolveram um novo conjunto de dados designado por NSL-KDD
que resolveu os problemas que o conjunto de dados KDD 1999 continha. O conjunto de
dados NLS-KDD difere do KDD 1999 nos seguintes sentidos:
2.5. Avaliação das Diferentes Abordagens 15
• Não incluiu registos redundantes no conjunto de dados de treino, para que os algorit-
mos não sejam tendenciosos nos registos mais frequentes;
• Não existem registos duplicados no conjunto de dados de teste;
• Os registos foram divididos em níveis de dificuldade baseados no número de algorit-
mos de machine learning que conseguem classificar corretamente os registos. Depois
foram selecionados registos aleatórios de cada nível de dificuldade numa fração que é
inversamente proporcional à fração de registos distintos do conjunto de dados KDD.
Desta forma, os resultados da classificação dos distintos métodos de machine lear-
ning, variam num intervalo maior, o que faz com que seja mais eficiente, e precisa a
avaliação desses mesmos métodos;
• O número de registos no conjunto de dados de treino e de teste são razoáveis, ou
seja, será mais acessível realizar experiências no conjunto completo sem a necessi-
dade de selecionar aleatoriamente uma quantidade de registos mais pequena. Conse-
quentemente, a avaliação de resultados de diferentes trabalhos de pesquisa será mais
consistente e comparável.
Tavallaee et al. (2009) para cada conjunto de dados de teste, utilizaram os seguintes algorit-
mos machine learning: SVM, J48 (implementação do algoritmo C4.5 em java), Naive-bayes,
NB Tree, random forest, random Tree, MLP e compararam a sua taxa de exatidão na de-
teção das anomalias:
Figura 2.4: Desempenho dos algoritmos selecionados no conjunto de dados
KDDTest (Tavallaee et al. 2009)
Como se pode verificar nas figuras 2.4, 2.5, os algoritmos foram aplicados no ficheiro KDD-
Test (conjunto de dados de teste original relativo ao KDD 1999), e no ficheiro KDDTest+
(conjunto de dados de teste relativo ao NSL-KDD). Ao comparar estes dois conjuntos de
dados pode-se observar que a precisão de todos os algoritmos diminui ao ser aplicado no
conjunto de dados NSL-KDD de teste, com a exceção do SVM que teve uma melhoria de
4.51%.
16 Capítulo 2. Anomalias e Sistemas de Deteção de Intrusão
Figura 2.5: Desempenho dos algoritmos selecionados no conjunto de dados
KDDTest+ (Tavallaee et al. 2009)
2.5.3 Abordagem de Yassin , Warusia, Nur Izura e Zaiton
Nesta abordagem, Yassin, Udzir e Muda (2013) aplicaram um algoritmo de linguagem não
supervisionada (K-Means) em conjunto com um algoritmo de aprendizagem supervisionada
(Naive Bayes) num conjunto de dados desenvolvido por Shiravi et al. (2012). Este con-
junto de dados designado por ISCX 2012, contém 7 dias de tráfego capturado com 4 tipos
diferentes de ataques:
• Sexta (11/06/2010) – Atividade normal;
• Sábado (12/06/2010) - Atividade Normal;
• Domingo (13/06/2010) – Atividade Normal + infiltração interna na rede;
• Segunda (14/06/2010) – Atividade Normal + HTTP Denial of Service;
• Terça (15/06/2010) – Atividade Normal + Distributed Denial of Service utilizando
um Botnet IRC ;
• Quarta (16/06/2010) – Atividade Normal;
• Quinta (17/06/2010) – Atividade Normal + Brute Force SSH;
Como o tamanho e o conteúdo do dataset é demasiado grande, Yassin, Udzir e Muda (2013)
selecionaram registos de pacotes de comunicação recebidos por um determinado host (IP -
192.168.5.122) e determinados dias como representado na tabela 2.3:
Após a criação do dataset de treino e de teste, Yassin, Udzir e Muda (2013) aplicaram dois
métodos diferentes para a deteção de intrusões. Num dos métodos foi criado um algoritmo
que consiste na junção do KMC (K-Means Clustering) com o algoritmo NBC (Naive Bayes
Classifier). Inicialmente os dados são repartidos em 3 clusters (K = 3) e de seguida são
classificados utilizando Naive Bayes. No outro método é apenas aplicado o classificador Naive
Bayes para classificar as operações de rede como atividade normal ou atividade anómala. A
tabela 2.4 apresenta os resultados obtidos com estes dois métodos.
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Tabela 2.3: Distribuição do conjunto de dados de treino e de teste de (Yassin,
Udzir e Muda 2013)
Tabela 2.4: Comparação de resultados com Naive Bayes Vs K-Means + Naive
Bayes de (Yassin, Udzir e Muda 2013)
Como se pode verificar na tabela 2.4, o algoritmo KMC+NBC obteve melhores resultados
em todas as medidas comparado com o algoritmo NBC. Ester conseguiu um aumento de
10.8% na accuracy, 13.8% na medida detection rate e uma diminuição de 17.47% na medida
false alarm rate.
2.5.4 Abordagem de Jinwon An e Sungzoon Cho
Jinwon e Sungzoon (2015) Introduziram um método de deteção de anomalias utilizando uma
rede neuronal de aprendizagem não supervisionada designada por Autoencoder Varicional
(VAE). Este classificar é uma variante do algoritmo Autoencoder cujo a sua função consiste
na reconstrução de um determinado input e no uso de probabilidades para determinar se o
erro de reconstrução se trata ou não de uma anomalia. Para a deteção de intrusões Jinwon
e Sungzoon (2015) utilizaram o conjunto de dados KDD 99.
Tabela 2.5: Resultados de VAE no conjunto de dados KDD 99 de (Jinwon e
Sungzoon 2015)
Na tabela 2.5 estão representados os resultados obtidos na deteção de intrusões. Jinwon e
Sungzoon (2015) utilizaram as métricas AUC ROC (área abaixo a curva Receiver Operating
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Characteristic), AUC PRC (área abaixo da curva precision recall) e F1 para avaliar o de-
sempenho do algoritmo VAE. Na tabela 2.5 pode-se verificar que os resultados das métrica
AUC ROC e AUC PRC são altos para o tipo de ataque DoS, mas para as classes de ataque
R2L e U2R as métrica AUC PRC e F1 apresentam resultados baixos devido ao tamanho
das classes. AUC ROC não tem em conta o número de registos, permitindo que classes de
anomalias com poucos registos obtenham melhor desempenho na métrica AUC ROC. No
entanto as métricas AUC PRC e F1 têm em conta esta situação, justificando então o valor
baixo da taxa de deteção para os tipos de ataques R2L e U2R.
2.5.5 Análise das abordagens
As abordagens apresentadas são importantes para a tomada de decisão das diferentes técni-
cas de machine learning a serem aplicadas neste projeto. Decidiu-se utilizar os dois conjuntos
de dados referidos na abordagem de Tavallaee et al. (2009) e Yassin, Udzir e Muda (2013)
por serem bastante completos, contendo inúmeras observações de atividade normal numa
rede, como diferentes tipos de atividade maliciosa e por serem muito utilizados na literatura
para este tipo de problemas. Verificou-se que os algoritmos baseados em árvores de decisão
como o caso do C4.5 e Random Forest, ou redes neuronais como o caso do MLP, são
técnicas que obtiveram bons resultados na deteção de intrusões sendo estas técnicas umas
das escolhidas para testes. O algoritmo autoencoder foi também selecionado, pois poderá
ser uma possível solução para deteção de novos ataques ou ataques do tipo zero. Para
além destas, foram selecionadas outras técnicas de machine learning, como o caso do Naive
Bayes, K-Nearest Neighbor e Support Vector Machine.
2.6 Projeto SASSI
O objetivo principal deste projeto passa por desenvolver uma metodologia para deteção,
previsão e prevenção de ciberataques, numa rede onde estão ligados vários dispositivos.
Esta metodologia consiste primeiramente na aplicação de técnicas de machine learning para
a deteção e previsão de anomalias ou ataques, numa rede de um ambiente empresarial.
Depois de aplicadas as referidas técnicas, serão tomadas ações para prevenção, ou seja, na
deteção de um ataque, será enviado um alerta para o painel de monitorização de atividades
na rede, com a informação da ocorrência de uma possível anomalia. Este mesmo alerta,
contém a indicação de uma ação a tomar para previr que o intruso na rede consiga afetar o
funcionamento da mesma (por exemplo: reiniciar o router, ou desligar o dispositivo "X"da
rede).
Este projeto está a ser desenvolvido pelo GECAD integrado num projeto aprovado pelo
Fundos Europeus Estruturais e de Investimento (FEEI) designado por SASSI. O projeto
SASSI foi proposto pela empresa VisionTechLab, cujo ramo de atividades está ligado à
industria aeroespacial. Com a sua experiência e ao longo das suas atividade nesta área, a
VisionTechLab identificou a necessidade da existência de um produto que fornece a máxima
segurança, uma vez que o risco envolvido nas operações desta industria é elevado. Desta
forma a VisionTechLab irá desenvolver um produto que seja capaz de garantir essa segurança
(VisionSpace 2015).
No âmbito deste projeto pretende-se criar uma ferramenta que apoie os administradores
de redes informáticas no processo de tomada de decisão relacionado com problemas de
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segurança cada vez mais robustos e sofisticados. O sistema a ser desenvolvido será composto
por quatro componentes principais (VisionSpace 2015):
• uma plataforma web onde o utilizador final pode visualizar a informação recolhida e
processada, através de diversos gráficos ou sumários. O objetivo desta componente
é facilitar a visualização e identificação de anomalias e colocar a informação na posse
do utilizador por forma a que este consiga resolver os problemas da forma mais fácil e
intuitiva possível.
• O segundo componente é o desenvolvimento de um sistema de monitorização de
máquinas virtuais sem que haja a necessidade da instalação no sistema operativo da
máquina a monitorizar. Esta componente deverá ser capaz de gravar toda a atividade
da máquina a um baixo nível e posteriormente será feita uma construção semântica
para se perceber a mais alto nível o tipo de ações que foram perpetradas.
• O terceiro componente será a integração de sensores open source que ofereçam capa-
cidade de monitorização de outros serviços, como por exemplo o da atividade de rede,
ou o do estado dos componentes de rede (routers, switches, serviços). Desta forma
será possível aglomerar no primeiro componente (a página web) toda a atividade e
estado dos sistemas a serem monitorizados
• O quarto componente será a investigação e implementação de algoritmos inteligentes
que recebam os dados recolhidos pelos sensores e que sejam capazes de identificar e
prever comportamentos anómalos e prevenir a ocorrência de potenciais problemas.
Para uma melhor compreensão na figura 2.6 é apresentada a arquitetura do sistema SASSI:
Figura 2.6: Arquitetura do sistema SASSI (VisionSpace Technologies 2016)
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2.7 Visão da Solução
O tema desta tese foca-se em parte no desenvolvimento do quarto componente do projeto
SASSI, ou seja, na exploração e aplicação de técnicas de machine learning de modo a
identificar o potencial classificador ou classificadores a serem implementados no sistema
SASSI, com o objetivo de conseguirem detetar e prever ataques numa rede de um ambiente
empresarial. A figura 2.7 exemplifica a visão da solução a desenvolver para o componente
4:
Figura 2.7: Visão da solução do projeto SASSI
Após a captação e armazenamento dos dados do tráfego da rede pelos sensores, estes serão
preparados através de técnicas de pré-processamento, ou seja, será realizada a limpeza e
tratamento dos dados aplicando técnicas de normalização, discretização e/ou redução de
dimensionalidade se necessárias. Depois da fase de pré-processamento, o conjunto de dados
será analisado por algoritmos de machine learning de forma a classificá-los. O resultado
obtido por estes algoritmos, será disponibilizado aos utilizador em forma de relatórios com a
informação do comportamento das atividades na rede. Caso seja detetada alguma anomalia,
serão enviados alertas ao utilizador com regras de atuação contra as mesmas. Deste modo,
o utilizador consegue analisar o evento considerado anómalo e decidir se executa a respetiva
regra sugerida pelo sistema.
Uma vez que ainda não existem dados recolhidos pelos sensores do sistema SASSI, serão
utilizados dois conjuntos de dados NSL-KDD e ISCX referidos na secção 2.5.2 e 2.5.3 para
experimentação de várias técnicas de pré-processamento de dados e algoritmos de machine
learning. Os resultados obtidos serão analisados e comparados entre as diferentes técnicas
utilizadas de modo a verificar a existência de um modelo preditivo a ser selecionado para
implementação no sistema SASSI.
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2.8 Abordagem alternativa
Uma outra alternativa para o desenvolvimento do componente 4 poderá ser a de uma abor-
dagem híbrida que combina um SDI baseado em assinaturas com um SDI baseado em
anomalias. Numa primeira fase os dados dos sensores são processados para deteção de
intrusões através de assinaturas ou regras associadas a um determinado tipo de ataque. Se
forem detetadas intrusões então são gerados alertas com regras de prevenção, caso não
sejam detetadas anomalias, então os dados serão novamente analisados por algoritmos ma-
chine learning após a fase de pré-processamento. Se forem identificadas intrusões através
das técnicas de machine learning então serão gerados alertas com regras de prevenção dos
ataques e criadas assinaturas para o novo ataque identificado. A imagem 2.8 representa a
abordagem descrita. Com esta abordagem o número de falsos positivos (atividade de rede
classificada como atividade normal quando na realidade se trata de atividade maliciosa) será
menor, por outro lado é computacionalmente mais dispendiosa o que leva a uma análise de
dados mais demorada e por consequência uma deteção de intrusões tardia. Esta aborda-
gem poderá ser considerada como uma solução alternativa, caso os algoritmos utilizados
na abordagem anterior apresentem dificuldades na deteção de ataques que são conhecidos.
Quanto aos ataques do tipo zero se as duas abordagem utilizarem os mesmos algoritmos de
previsão então a primeira abordagem será melhor devido ao tempo de resposta.
Figura 2.8: Abordagem alternativa ao projeto SASSI
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2.9 Análise de Valor
O tema deste projeto consiste na exploração e aplicação de algoritmos assentes em técnicas
de machine learning que permitam detetar, de forma autónoma, comportamentos intrusivos
ou atividades que comprometam o funcionamento seguro do sistema. O estudo destas
técnicas permitirá avaliar o desempenho de cada uma para posterior seleção e implementação
destes algoritmos no projeto SASSI. Trata-se de um projeto de I&D em co-promoção cujo
o consórcio é composto por um SME, a VisionTechLab, pelo ISEP, e pela UC:
O projecto SASSI tem como base o desenvolvimento de uma plataforma web que
centraliza, estrutura e permite a visualização de informação relativa à atividade
de redes informáticas e das máquinas que nela estão instaladas permitindo a de-
teção automática de anomalias. A informação é recolhida utilizando técnicas que
registam e analisam as atividades de um sistema operativo virtualizado ou ins-
talado numa máquina física. A análise será feita de forma furtiva para garantir
elevada imunidade às tentativas de intrusão utilizadas por software ou utilizadores
maliciosos.
No âmbito deste projeto está também prevista a componente de deteção au-
tomática de anomalias. Os registos de atividade dos sistemas operativos serão
processados com recurso a algoritmos de inteligência artificial por forma a detetar
vulnerabilidades do tipo zero day exploits, ou seja: vulnerabilidades que ainda não
são conhecidas mas que estão a ser exploradas para atacar sistemas computacio-
nais. (VisionSpace 2015).
2.9.1 Modelo New Concept Development
A utilização do modelo New Concept Development (NCD) é importante para compreender
o processo de negócio da VisionTechLab, empresa que propôs o projeto SASSI, e o que levou
ao desenvolvimento deste projeto. O modelo NCD encontra-se dividido em três partes: A
parte frontal da inovação que é constituída por cinco elementos, o motor que alimenta os
elementos, e os fatores de influência externos. Define-se por parte frontal da inovação todas
as atividades que são realizadas antes do processo de desenvolvimento do produto. O motor
refere-se ao nível executivo, aos gestores, são estes que suportam os cinco elementos do
modelo NCD. Os fatores de influencia externos remetem para as capacidades organizacionais
e estratégias de negócio (canais de distribuição, clientes, concorrência) (Koen et al. 2001).
De seguida serão identificados e descritos os cinco elementos do modelo que constituem a
parte frontal da inovação deste projeto.
Identificação da Oportunidade
Nesta secção a organização identifica a oportunidade que pretende perseguir. No caso
da VisionTechLab, a organização trabalha na área da indústria aeroespacial. Ao longo do
tempo, no desenvolvimento de produtos para esta indústria, em que se lida com informação
altamente sensível, identificou-se a necessidade de criar um produto que forneça segurança a
estas organizações. Esta seria uma clara oportunidade a explorar no mercado da Segurança
Cibernética. (VisionSpace 2015).
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Análise da Oportunidade
Após uma análise aprofundada ao mercado pela VisionTechLab, concluiu-se que há de facto
uma evidente procura por parte do mercado de uma ferramenta capaz de reconhecer e
impedir a ocorrência de anomalias nas Tecnologias de Informação e Comunicação (TIC)
e que protegesse os sistemas de informação de possíveis ciberataques. Perante o caráter
abrangente da temática da Cibersegurança, a VisionTechLab decidiu focar-se inicialmente na
indústria aeroespacial, uma vez que já contém ativos intangíveis nesta área, nomeadamente,
experiência e know-how. A industria aeroespacial é uma área bastante conservadora, dado o
elevado risco envolvido nas suas operações. A criação de um produto que forneça segurança
(oportunidade identificada), será uma mais valia para esta indústria. Após a VisionTechLab
adquirir maturidade suficiente na área da segurança, o produto será direcionado para clientes
de organizações com uso intensivo de TIC, nomeadamente empresas de Cloud servers e
Hosting (VisionSpace 2015).
Geração de ideias
Nesta fase, surgiram ideias relativas à arquitetura e funcionalidades do produto a ser de-
senvolvido. A geração de ideias levantou uma série de questões tais como: Será criado
um software de deteção de intrusões por assinaturas? Ou baseado em anomalias? Caso
seja por anomalias, quais serão os métodos mais eficazes a aplicar? já existem soluções no
mercado? Estas questões auxiliaram no processo de decisão sobre o rumo a tomar para o
desenvolvimento do produto.
Seleção da ideia
Dada a resposta às questões colocadas no elemento "Geração de Ideias", a VisionTechLab
decidiu optar pelo:
Desenvolvimento de um sistema que será distribuído em forma de uma máquina
virtual ou equipamento físico (appliance por software: a ser instalada num sis-
tema de virtualização ou máquina local ou então uma appliance física) tal como
acontece normalmente com este tipo de produtos de segurança. O equipamento
terá as especificações necessárias para executar de forma correta os sistemas de-
senvolvidos no âmbito deste projeto. A montagem do produto final pronto para
venda/divulgação será portanto um computador (personalizado com o branding
do projeto) com o software desenvolvido instalado. (VisionSpace 2015).
Conceito e desenvolvimento
Depois de delineada a arquitetura e funcionalidades do produto, sendo este uma appliance
por software a ser instalada num sistema de virtualização ou máquina local ou então uma
appliance física contendo a plataforma de monitorização para deteção, previsão e prevenção
de anomalias numa rede interna. Foi elaborado por parte da VisionTechLab o plano de
negócio do projeto. Definiu-se as atividades necessários para o desenvolvimento do produto,
custos de desenvolvimento, segmentação de clientes, concorrência no mercado, e todas as
entidades inerentes ao mesmo.
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2.9.2 Conceito de Valor
Existem inúmeros significados para a designação de "valor". O conceito de valor segundo
The Institute of Value Management (2001), é : "Baseado na relação entre a satisfação das
necessidades/expetativas e os recursos requeridos para os atingir". Nicola, E. P. Ferreira
e J. J. P. Ferreira (2014) definem valor como "foco em crenças, vantagens competitivas,
preferências, atitudes e no alcance de objetivos". Estes autores indicam também que "A
criação de valor é a chave de qualquer negócio, e qualquer atividade de negócio refere-se à
troca de serviços ou bens tangíveis e/ou intangíveis em que o seu valor deverá ser aceite ou
recompensado por clientes, tanto dentro de uma empresa ou fora de uma rede colaborativa".
O foco principal deste projeto remete para a segurança de sistemas computacionais. O
resultado final, ou seja, a construção e implementação de algoritmos para deteção de ano-
malias e a criação de metodologias inteligentes para apoio à decisão, acarreta valor para o
projeto SASSI, na medida em que proporcionará o desenvolvimento e divulgação do produto
proposto pela empresa VisionTechLab. Pode-se também identificar como valor, a aquisição
de conhecimento proveniente da realização desta tese.
2.9.3 Valor Percebido / Valor para o Cliente
"O conceito de ’valor percebido’ emergiu como a definição de problemas nos negócios em
1990, e tem continuado a receber uma extensa investigação no século atual. The Mar-
keting Science Institute (2006) incluiu a definição de ’valor percebido’ na lista de priorida-
des da investigação em 2006-2007. Estes desenvolvimentos refletiram o grande interesse
que se gerou pelo fenómeno de ’criação de valor’ entre os investigadores de Marketing."
(Sánchez-Fernández e Iniesta-Bonillo 2007). Notou-se um aumento das organizações no
reconhecimento de que o ’valor percebido’ é o fator chave para a gestão estratégica (Mizik
e Jacobson 2003). Várias definições para ’valor percebido’ são encontradas na literatura,
vários autores sugerem ’valor’ como uma troca entre benefício e sacrifício. Estes autores
definem ’valor percebido’ como uma variedade de noções (como preço percebido, qualidade,
benefícios e sacrifícios) em que se encontram interligadas. (Babin, Darden e Griffin (1994),
Holbrook (1999), Mathwick, Malhotra e Rigdon (2002), Sinha e DeSarbo (1998), Sweeney
et al. (1996)). Slater (1997) observou que "... a criação do valor para o cliente pode ser a
razão para a existência da empresa, e de certo, do o seu sucesso". Estas palavras indicam
que a criação de valor para o cliente, tornou-se uma estratégia imperativa para construir e
sustentar uma vantagem competitiva (Wang et al. 2004). Foi estabelecido que os ativos
intangíveis, lealdade e lucro estão forçosamente ligados ao valor que é criado para os cli-
entes (Salem Khalifa 2004). O conceito de ’valor para o cliente’ tornou-se num problema
fundamental a ser encaminhado para todas as atividades de marketing (Holbrook 1999).
Woodall (2003) Diz que: "O valor para o cliente é uma perceção pessoal das vantagens
advindas da associação do cliente a uma oferta da organização, e pode ocorrer como re-
dução no sacrifício, presença do benefício; o resultado do peso da combinação de sacrifício
e beneficio; ou uma agregação, ao longo do tempo, de uma ou de todas estas". Woodall
(2003) apresenta também um modelo de uma perspetivava longitudinal composta por quatro
fases, nomeadamente a pré-compra, a transação da compra, pós-compra e depois do uso
(produto/serviço).
Parte deste projeto, incide no desenvolvimento do sistema de monitorização e deteção de
intrusões. Este produto não apresenta sacrifícios, na primeira fase da perspetiva longitudinal
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(pré-compra). Como benefícios, teremos a deteção, previsão e prevenção de ataques numa
rede em que estão ligados vários dispositivos, ou seja, a garantia de um produto que fornece
segurança e estabilidade numa rede interna. Para as seguintes fases da perspetiva longi-
tudinal, nomeadamente, transação, pós-compra e pós-utilização do produto, não existem
dados que permitam analisar a perceção do cliente. No entanto, espera-se o seguinte: Os
benefícios associados serão os mesmos para as restantes fases, ou seja, o auxilio na tomada
de decisão dos administradores de redes proporcionando maior segurança na rede interna de
uma organização. Quanto aos sacrifícios, na fase de transação estará associado, o custo
de aquisição do produto, na fase pós-compra, prevê-se como sacrifício o tempo despendido
no processo de aprendizagem do funcionamento do software e na fase pós-utilização não se
prevê qualquer sacrifício.
2.9.4 Modelo de Negócio Canvas
O modelo de negócio Canvas é uma ferramenta prática que permite abordar todos os as-
petos fundamentais de um modelo de negócio. Este é composto por nove elementos que
constituem as quatro principais áreas de um negócio nomeadamente a parte financeira, a
oferta, a infraestrutura e os clientes (Greenwald 2012). Para uma melhor compreensão do
negocio onde este projeto se insere, foi elaborado o modelo Canvas 2.9 do ponto de vista
da organização VisionTechLab.
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Proposta de Valor
Como proposta de valor, no âmbito do projeto SASSI, será desenvolvido um produto que
monitoriza as atividades e operações numa rede onde se encontram ligados vários dispositivos
de modo a detetar, prever e prevenir o acontecimento de ataques ao sistema. O principal
valor desta solução foca-se no fornecimento de segurança e estabilidade da rede interna do
cliente. Este produto diferencia-se dos SDI atuais pois será uma appliance física ou uma
máquina virtual evitando desta forma a sua instalação num sistema operativo. O SDI será
capaz de gravar toda a atividade da maquina a um baixo nível, permitindo a não deteção da
monitorização por parte de algum atacante que tenha conseguido acesso ao sistema.
Canais de Distribuição
Quanto aos canais de distribuição, o produto será divulgado em seminários, foruns, con-
ferencias técnicas/cientificas, através de teses de mestrado ou doutoramento. Poderá ser
comprado via webiste e será distribuído por empresas de distribuição.
Relação com o Cliente
O cliente poderá requisitar apoio técnico através do website, email ou requerer serviços de
manutenção de um assistente técnico.
Segmentação de Cliente
A VisionTechLab é uma empresa ligada à indústria aeroespacial e tem como clientes a
Agência Espacial Europeia (ESA), a Organização Europeia para Exploração de Satélites
Meteorológicos (EUMETSAT) e outros grandes operadores europeus privados desta indús-
tria como o Airbus e a Telespazio Vega (VisionSpace 2015). No decorrer da sua atividade
identificou-se a necessidade de criar uma ferramenta capaz de reconhecer potenciais anoma-
lias no processo produtivo e que fortalecesse simultaneamente a cibersegurança dos sistemas
de informação. Esta necessidade levou a expansão para novos mercados e a VisionTechLab
delineou como novos clientes-alvo organizações com uso intensivo das TIC, nomeadamente
empresas de Cloud servers e Hosting.
Parceiros Chave
Como indicado no modelo Canvas 2.9, os parceiros da VisionTechLab que prestarão auxilio
no desenvolvimento do projeto SASSI são o Research Group on Intelligent Engineering and
Computing for Advanced Innovation adn Development (GECAD) com sede no ISEP e o
Centro de Informação e Sistemas da Universidade de Coimbra (CISUC).
Atividades chave
Quanto às atividades chaves para o desenvolvimento do referido SDI serão divididas da
seguinte forma (VisionSpace 2015):
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• Modelação e Desenvolvimento da página web de monitorização;
• Desenvolvimento do sistema de monitorização;
• Geração dos dados de anomalia;
• Desenvolvimento do algoritmo de deteção e previsão de falhas de sistema;
• Desenvolvimento de metodologias para Apoio à Decisão Inteligente;
• Desenvolvimento da hardware appliance e integração do produto;
• Gestão e divulgação do projeto;
Recursos Chave
Todos as entidades intervenientes no projeto SASSI como programadores, analistas, ad-
ministradores, recursos computacionais (servidores, computadores, etc), fazem parte dos
recursos chaves.
Custo de Estrutura e Fontes de Receita
Quanto ao custo de estruturas estão associados os salários dos recursos humanos, tecnolo-
gias de informação e comunicação, subcontratação de trabalhos especializados e auditorias.
A principal fonte de receita será a venda do produto final.
2.10 Conclusão
Ao longo deste capítulo foi apresentada uma contextualização do problema, foram descritos
os princípios da segurança de informação e os tipos de anomalias que normalmente se
encontram em sistemas computacionais numa rede. De seguida realizou-se um estudo da
arquitetura dos SDI e fez-se um enquadramento da aplicação de técnicas de machine learning
nestes sistemas. Foram também apresentadas várias abordagens ao problema de deteção de
intrusões utilizando diferentes algoritmos preditivos. A análise destas abordagens permitiu
identificar algumas técnicas a serem exploradas nesta dissertação. Foi também apresentado
o projeto SASSI, a solução proposta para desenvolvimento e uma abordagem alternativa.
Por fim foi realizado a análise de valor do projeto SASSI.
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Capítulo 3
Deteção de intrusões nos conjuntos
de dados NSL-KDD e ISCX 2012
Neste capítulo serão descritas todas as técnicas utilizadas na deteção de intrusões utili-
zando os conjuntos de dados públicos NSL-KDD e ISCX 2012. Primeiro fez-se uma análise
exploratória aos dados destes dois conjuntos de modo a compreender a constituição e es-
trutura dos mesmos. Conhecer os atributos, os seus valores, a correlação entre eles, os
tipos e quantidade de intrusões existentes, são fatores importantes a ter em conta antes de
aplicar qualquer tratamento ou modelação nos dados. Após esta análise, deu-se inicio ao
pré-processamento dos dados. Nesta fase os dados são tratados, através de várias técnicas
de modo a serem alimentados pelos algoritmos de previsão. Por fim, são descritos todos os
tipos de algoritmos utilizados, o seu funcionamento e configuração na deteção de intrusões.
Para a aplicação destes modelos preditivos utilizou-se a linguagem R através do Ambiente
de Desenvolvimento Integrado (IDE) RStudio. O R é uma linguagem utilizada para esta-
tística computacional e gráfica. Fornece uma grande variedade de técnicas gráficas e de
estatística(modelação linear e não-linear, testes clássicos de estatística, análise de séries
temporais, clustering,...). Contém um repositório designado por Comprehensive R Archive
Network (CRAN) com uma grande quantidade de pacotes que fornecem funções de esta-
tística, criação de gráficos e algoritmos de machine learning. Escolheu-se esta linguagem
pelo facto de ser open source e ser muito utilizada para este tipo de aplicações, levando
à existência de uma enorme comunidade de suporte, com inúmeros fóruns que auxiliam na
resolução de problemas deste tipo.
3.1 Descrição e Análise Exploratória dos Dados
3.1.1 NSL-KDD
Este conjunto de dados foi desenvolvido por Tavallaee et al. (2009) com o propósito de
resolver os problemas existentes no conjunto de dados KDD 99 referido na secção 2.5.2.
NSL-KDD encontra-se dividido em dois subconjuntos de dados, um para treinar o(s) al-
goritmo(s) contendo 125.973 observações e outro para testar o(s) algoritmo(s) contendo
22.544 observações. Cada um destes subconjuntos apresenta 43 atributos. Na tabela 3.1
podem visualizar-se os atributos agregados pelo seu tipo de dados, sendo estes nominais,
binários ou numéricos (Stolfo et al. n.d.).
É importante realçar que o subconjunto de teste não tem a mesma distribuição de probabi-
lidade que o subconjunto de treino, e inclui novos tipos de ataques. Desta forma a tarefa de
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Tabela 3.1: Atributos presentes no conjunto de dados NSL-KDD (Stolfo et
al. n.d.)
deteção de intrusões torna-se mais realista desafiando os classificadores a detetarem novos
tipos de ataques. O subconjunto de treino contém 24 tipos de ataques e no subconjunto
de teste podem-se encontram mais 14 tipos de ataques para além dos 24 tipos presentes no
subconjunto de treino, o que faz um total de 38 tipos de ataques agrupados nas 4 categorias
referidas na secção 2.5.1. Na tabela 3.2 é apresentada a distribuição destes ataques pelas
4 categorias nos subconjuntos de dados de treino e de teste.
Tabela 3.2: Distribuição dos ataques presentes no conjunto de dados NSL-
KDD, adaptado de Natesan e Balasubramanie (2012)
Para uma melhor compreensão da distribuição das 4 categorias de ataques pelo conjunto de
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dados, uniu-se o conjunto de dados de treino com o de teste e foram criados vários gráficos
de barras para cada um dos atributos nominais, como se pode ver nas figuras 3.1, 3.2,
3.3 e 3.4. Foram substituídos os valores do atributo attack_type (tipos de ataques) pelas
categorias de ataque correspondente aos vários ataques referidos na tabela 3.2. As cores
representadas nos gráficos referem-se às 5 categorias do atributo attack_type. O valor “0”
corresponde à categoria de atividade normal na rede, os valores “1, 2, 3 e 4” às categorias
de ataque “DoS, Probe, R2L e U2R”. O ataque mais comum é o “DoS” representado pela
cor laranja utilizando na maioria dos seus ataques o protocolo “TCP”, a flag “S0”, e o serviço
“private”. A categoria de ataque “Probe” é a segunda com maior presença no conjunto de
dados NSL-KDD, seguido da categoria de ataque “R2L” e por último “U2R”. A distribuição
destas duas ultimas categorias é de difícil perceção nos gráficos dos atributos protocol_type,
service, flag devido ao número reduzido de observações para estas categorias. Quanto à
categoria de ataque Probe, utiliza o protocolo “TCP” e “ICMP” para a maior parte dos seus
ataques. É possível verificar também que esta categoria de ataque utiliza maioritariamente
as flags “REJ”, “RSTR” e “SF” e os serviços “eco_i”, “private” e “other ” (este serviço não se
encontram legível devido á dimensão reduzida no eixo horizontal do gráfico da figura 3.3).
Figura 3.1: Gráficos de barros do atributo protocol_type com a distribuição
dos tipos de ataques
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Figura 3.2: Gráficos de barros do atributo flag com a distribuição dos tipos
de ataques
Figura 3.3: Gráficos de barros do atributo service com a distribuição dos
tipos de ataques
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Figura 3.4: Gráficos de barros do atributo attack_type
É também importante determinar se o NSL-KDD se inclui num problema de dados linear-
mente separáveis de modo a auxiliar na compreensão do comportamento de determinados
algoritmos. Para verificar a linearidade dos dados será necessário recorrer e satisfazer todos
os pressupostos do modelo de regressão linear (Matos 1995):
1. O erros Ei (resíduos), são variáveis aleatórias de média próxima de zero e distribuição
normal;
2. Os erros Ei têm variância constante (σ2) - Hipótese de homocedasticidade;
3. As variáveis aleatórias E1, E2, ..., En são independentes;
4. As variáveis explicativas X1, X2, ..., Xn não estão correlacionadas - Hipótese de ausên-
cia de multicolinearidade;
Após o cálculo da média dos resíduos, chegou-se ao resultado −2.133132e−18. Sendo
este valor muito próximo de zero, então pode-se concluir que o primeiro pressuposto se
encontra satisfeito no conjunto de dados. Quanto ao segundo pressuposto referente à
homocedasticidade foi criado um gráfico, visível na figura 3.5, com a distribuição dos resíduos
em relação aos valores previstos. Observa-se que os resíduos mostram um certo padrão
de distribuição em relação aos valores previstos. Pode-se então descartar a hipótese de
homocedasticidade e concluir que a variância dos resíduos não é constante. Como não
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é possível verificar os pressupostos dos resíduos, conclui-se que os dados representam um
problema não linearmente separável.
Figura 3.5: Gráficos de dispersão dos resíduos em relação aos valores previs-
tos no conjunto de dados NSL-KDD
3.1.2 ISCX-2012
O conjunto de dados ISCX foi desenvolvido por Shiravi et al. (2012) no instituto de ciber-
segurança do Canadá. Este conjunto de dados baseia-se no conceito de perfis que contém
descrições detalhadas de intrusões e distribuições abstratas para aplicações, protocolos,
serviços e entidades de rede de baixo nível. Foram analisadas interações reais de comunicação
de rede de modo a criar perfis para agentes que geram tráfego real para protocolos HTTP,
SMTP, SSH, IMAP, POP3 e FTP. A este respeito, foram estabelecidas um conjunto de
diretrizes para delinear um conjunto de dados válido que estabelecem a base para a geração
de perfis. Estas diretrizes são vitais para a eficácia do conjunto de dados em termos de
realismo, captura total, integridade e atividade maliciosa (Shiravi et al. 2012). O ISCX
contém 21 atributos que se apresentam descritos na tabela 3.3. Contém também 7 dias de
tráfego de rede capturado com 4 tipos de ataques diferentes como descrito na secção 2.5.3.
Será interessante perceber qual é o nível de correlação que os atributos apresentam entre
si, o que poderá facultar uma indicação da existência de atributos dependentes (colineares)
nos dados. Na figura 3.6 é apresentada a correlação entre os atributos de uma amostra de
um determinado endereço de IP destino do conjunto de dados ISCX. Para a criação deste
gráfico foram realizadas algumas modificações:
• Todos os atributos do tipo nominais foram convertidos para numéricos;
• O atributo destination foi eliminado pois apresenta o mesmo valor, uma vez que foi
filtrado para um endereço de IP específico;
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Tabela 3.3: Descrição dos atributos presentes no conjunto de dados ISCX
2012
• Todos os atributos Payload (contém informações dos pacotes como cabeçalho ou
meta-dados) foram removidos;
• O atributo Tag foi removido;
Na figura 3.6 o tamanho do círculo é proporcional ao valor absoluto da correlação e a cor
indica a direção e a grandeza dessa correlação. Tal como seria de esperar, todos os valores
da diagonal a que corresponde a correlação do atributo com ele próprio contêm um valor
máximo de correlação. É possível observar uma correlação elevada entre os atributos total-
SourceBytes, totalDestinationPackets e totalSourcePackets, a qual também se verifica mas
a um baixo nível entre o atributo totalDestinationBytes e os atributos totalDestinationPac-
kets e totalSourcePackets. Observa-se também uma anticorrelação no valor de -0,6 entre
o atributo source e direction.
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Figura 3.6: Gráfico que representa a correlação dos atributos do conjunto de
dados ISCX 2012
Em relação à análise deste conjunto de dados corresponder a um problema de dados linear-
mente separáveis, repetiu-se o mesmo processo realizado no conjunto de dados NSL-KDD
e foi criado um gráfico da distribuição dos resíduos em relação aos valores previstos repre-
sentado na figura 3.7. Pode-se concluir que devido ao facto da existência de um padrão na
distribuição dos pontos dos resíduos, o pressuposto da homocedasticidade não é aplicável no
conjunto de dados ISCX, pois os erros não têm variância constante. Pode-se então concluir
que os dados não são linearmente separáveis. Esta análise da natureza dos dados, auxi-
lia na escolha dos algoritmos como também na parametrização dos mesmos, pois existem
algoritmos que estão preparados para a deteção de padrões em dados linearmente ou não
linearmente separáveis. Existem também classificadores como o caso do algoritmo SVM
preparado para a classificação de dados de natureza linear ou não-linear dependendo da sua
parametrização, por exemplo na escolha da função kernel a aplicar. O objetivo desta função
é descrito com mais detalhe neste capítulo.
3.2. Pré-Processamento 37
Figura 3.7: Gráficos de dispersão dos resíduos em relação aos valores previs-
tos no conjunto de dados ISCX
3.2 Pré-Processamento
Para os conjuntos de dados NSL-KDD e ISCX foram aplicadas várias técnicas de pré-
processamento, de modo a comparar o impacto destas após a aplicação dos algoritmos
preditivos nestes conjuntos de dados. Como se pode ver na figura 3.8, o pré processamento
encontra-se dividido em 4 etapas, nomeadamente separação e tratamento, discretização,
normalização e redução de dimensionalidade. O fluxo 3.8 representa apenas uma das sequên-
cias da fase pré-processamento, foram aplicadas várias sequências combinando as técnicas
de cada etapa do pré-processamento. As combinações testadas são as seguintes:
• Separação e tratamento + Discretização + Normalização + Redução de Dimensiona-
lidade + Algoritmos preditivos;
– IF + Z-Score + RFE + Algoritmos preditivos;
– IF + MinMax + RFE + Algoritmos preditivos;
• Separação e tratamento + Normalização + Redução de Dimensionalidade + Algoritmos
preditivos;
– Z-Score + RFE + Algoritmos preditivos;
– MinMax + RFE + Algoritmos preditivos;
• Separação e tratamento + Discretização + Redução de Dimensionalidade + Algoritmos
preditivos;
– IF + RFE + Algoritmos preditivos;
• Separação e tratamento + Redução de Dimensionalidade + Algoritmos preditivos;
– RFE + Algoritmos preditivos;
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Figura 3.8: Fases do pré-processamento de dados a aplicar em NSL-KDD e
ISCX
3.2.1 Separação e Tratamento dos dados
Nesta etapa, foi utilizado o método Holdout estratificado. Este método divide um conjunto
de dados de forma aleatória em duas partes. Uma das partes representa aproximadamente
2/3 do conjunto de dados e será utilizado para treino dos classificadores. A outra parte
(aproximadamente 1/3) será utilizada para testar os classificadores (Han, Pei e Kamber
2011). No conjunto de dados NSL-KDD, este já se encontra dividido desta forma, mas
como tanto o conjunto de dados de treino como o de teste contêm demasiadas observações,
o que levaria a um custo demasiado elevado de recursos computacionais, então selecionou-se
uma amostra menor nas mesmas proporções e contendo em cada uma delas 10% de registos
rotulados como “Ataque”. Após a seleção destas amostragens, procedeu-se ao tratamento
dos dados:
• Os atributos nominais “Protocol_type”, “Service”, “Flag”, “attack_type” foram con-
vertidos para numéricos;
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• Remoção dos atributos com valores constantes;
Para o conjunto de dados ISCX, foram selecionados registos de pacotes de comunicação
recebidos por um determinado host (IP -192.168.5.122) em cada um dos dias de monitoriza-
ção de tráfego. De seguida procedeu-se à divisão do conjunto de dados, aplicando também
o método Holdout estratificado. O conjunto de treino contém um total de 35.000 registos e
o de teste 15.000, em cada um destes conjuntos de dados existem 10% de registos contendo
pacotes de atividade maliciosa. De notar que os tipos de ataques presentes no conjunto de
dados de teste e de treino do ISCX são os mesmos, não existindo ataques novos. Quanto
ao tratamento dos dados foram realizadas as seguintes operações:
• Foi removido o atributo “X” que representa o índice do conjunto de dados;
• Todos os atributos nominais foram convertidos para numéricos como o caso dos atribu-
tos “appName”, “direction”, “sourceTCPFlagsDescription”, “destinationTCPFlagsDes-
cription”, “source”, “protocolName”, “Tag”;
• Remoção do atributo “destination”, uma vez que foi selecionado o endereço de IP
destino 192.168.5.122, então este atributo terá um valor constante sendo portanto
irrelevante para análise;
• Foram removidos os atributos “sourcePayloadAsBase64”, “sourcePayloadAsUTF”, “des-
tinationPayloadAsBase64”, “destinationPayloadAsUTF”. Estes atributos contêm da-
dos não numéricos, sendo estes inputs incompatíveis para os algoritmos de classificação
utilizados;
• Foi calculada a diferença de tempo entre o atributo “startDateTime” e “StopDa-
teTime”, dando origem a um novo atributo designado por “diffTime”. De seguido
procedeu-se á remoção dos atributos “startDateTime” e “StopDateTime”.
3.2.2 Normalização
Para ser possível comparar variáveis, é necessário proceder à normalização dos dados para
que estes estejam dentro da mesma escala. A normalização procede à redução dos dados a
uma determinada escala, desta forma, impede que alguns algoritmos de classificação deem
mais importância a atributos com grandes valores numéricos. Uma vez que os atributos se
encontram todos na mesma escala, então os classificadores atribuem o mesmo peso a cada
atributo. Para cada um dos conjuntos de dados (NSL-KDD e ISCX) foram aplicadas duas
técnicas de normalização:
MinMax
A normalização Min-Max, também designada normalização por escala, realiza uma trans-
formação do conjunto de entrada original para um novo conjunto específico numa escala
em que os valores variam entre 0 e 1 (Y. K. Jain e Bhandare 2011). São inicialmente de-
finidos os valores mínimo (min) e máxmimo (max) para os novos valores de cada atributo.
De seguida, as seguintes operações são realizadas para cada atributo. Primeiro, o menor
valor do atributo, (menor), é subtraído a cada valor. O resultado de cada valor, é depois,
dividido pela diferença entre o maior e o menor valores originais do atributo (maior-menor).
Cada novo valor é depois multiplicado pela diferença entre os valores limites da nova escala,
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max-min. No final o valor min é somado a cada valor produzido. A equação 3.1 ilustra as
operações descritas.
V Novo = min +
(V Atual −menor)
maior −menor (max −min) (3.1)
Z-Score
Para normalização por padronização Z-Score, a cada valor do atributo a ser normalizado é
adicionada ou subtraída uma medida de localização, sendo o valor resultante multiplicado ou
dividido por uma medida de escala. Com esta operação, diferentes atributos podem apresen-
tar limites inferiores e superiores diferentes, mas terão os mesmos valores para as medidas
de escala e dispersão (Gama et al. 2015). Esta técnica de normalização, referida também
como Média-Zero ou Normalização Unidade-Variante, transforma os dados de variáveis de
entrada de tal forma que a média é zero, o desvio padrão é um. A equação 3.2 resumo esta
transformação.
V Novo =




Uma das operações potencialmente úteis de transformação de variáveis é a discretização
de variáveis numéricas, que pode ser usada quando algum tipo de análise apenas pode ser
aplicada a variáveis nominais ou quando se quer simplificar a análise. Esta operação implica
dividir o intervalo de valores possíveis em sub-intervalos e considerar cada um deles como
uma categoria (Rocha e G.Ferreira 2017). Desta forma, alguns classificadores ou métodos
de redução de dimensionalidade lidam melhor com estes dados porque o intervalo de valores
é menor, levando a uma aprendizagem mais precisa e rápida em determinados classificadores
(H. Liu et al. 2002). Basicamente, o processo de discretização passa pelo agrupamento de
valores contínuos num determinado número de intervalos discretos (Janssens et al. 2006).
No entanto, a determinação de quais os valores contínuos a serem agrupados, quantos
intervalos se devem gerar e quais são os pontes de corte desses intervalos, não é sempre
idêntico, dependendo da técnica de discretização a utilizar. Para os conjuntos de dados
NSL-KDD e ISCX foi utilizada a técnica de discretização de intervalos Igual Frequência
(IF). Esta técnica divide os valores dos atributos a serem discretizados em k intervalos, de
modo a que cada intervalo contenha aproximadamente o mesmo número de observações.
Assim cada intervalo contêm nk valores adjacentes. O valor de k é um parâmetro definido
pelo utilizador e para a obtenção deste valor utilizou-se a heurística
√
n em que n representa
o número de amostras.
3.2.4 Redução de Dimensionalidade
A elevada dimensionalidade nos conjuntos de dados tem um impacto importante nos classi-
ficadores, pois conjuntos de dados com um grande número de atributos irrelevantes ou re-
dundantes provocam uma diminuição no desempenho dos algoritmos de classificação. Este
fenómeno é denominado por “maldição de dimensionalidade” (A. Jain e Zongker 1997),
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porque os atributos dispensáveis aumentam o tamanho do espaço de pesquisa tornando a
generalização mais difícil. Para superar este problema, são utilizadas técnicas de redução de
dimensionalidade. Desta forma o conjunto de atributos necessários para descrever o pro-
blema é reduzido originando na maioria das vezes um melhor desempenho nos classificadores.
Seleção de atributos é a técnica mais conhecida de redução de dimensionalidade. Consiste
na deteção de atributos relevantes descartando os irrelevantes. O objetivo consiste em ob-
ter um conjunto de atributos que descrevam apropriadamente um determinando problema
com o mínimo de redução no desempenho dos classificadores (Guyon et al. 2006), e com
os benefícios implícitos de uma melhor compreensão dos dados e redução na necessidade de
recursos computacionais. As técnicas de seleção de atributos podem ser divididas em três
métodos, wrappers, filtragem e embutidos.
Métodos de Filtragem
Figura 3.9: Método de Filtragem
Métodos de filtragem, aplicam medidas estatísticas para atribuir uma pontuação a cada
atributo. Os atributos são classificados pela pontuação e selecionados para serem mantidos
ou removidos do conjunto de dados. Estes métodos são na maioria univariados conside-
rando cada atributo como sendo independente. Alguns exemplos de métodos de filtragem
utilizam vários testes estatísticos como o caso do Chi quadrado, utilizam também ganho de
informação e/ou coeficientes de correlação (Kaushik 2016).
Métodos Wrapper
Estes métodos consideram a seleção de um conjunto de atributos como um problema de
procura, onde são preparadas diferentes combinações de atributos, avaliadas e comparadas
entre si. É utilizado um modelo preditivo para avaliar a combinação de atributos e atri-
buir uma pontuação baseado no desempenho do modelo. Estes métodos são normalmente
bastantes dispendiosos a nível computacional (Brownlee 2014).
Figura 3.10: Método Wrapper
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Alguns exemplos de métodos wrapper são:
• Seleção para a frente – sendo este um método iterativo no qual o modelo começa
sem atributos. Em cada iteração, é adicionado um atributo que melhora o desempenho
do modelo. Quando a nova variável a ser adicionada não melhorar o desempenho do
modelo, então o método termina (Brownlee 2014).
• Eliminação para trás – Neste caso, o modelo inicia com todos os atributos removendo
em cada iteração o atributo menos significativo que permite melhorar o desempenho
do modelo. Este processo é repetido até não se observarem melhorias no desempenho
do modelo (Brownlee 2014).
• Recursive Feature Elimination (RFE) – É um algoritmo de otimização que visa en-
contrar o subconjunto de atributos que oferecem o melhor desempenho ao modelo.
Este processo classifica os atributos de acordo com uma medida de importância es-
pecifica. Em cada interação são criados repetidamente vários modelos, a importância
dos atributos é medida e o(s) atributo(s) com menor valor de importância é/são remo-
vido(s). A recursividade é necessária pois em algumas medidas a importância relativa a
cada atributo pode alterar significativamente quando avaliados num conjunto diferente
de atributos durante o processo de eliminação (em particular para atributos com alto
grau de correlação). A ordem (inversa) em que os atributos são eliminados é utilizada
para construir o modelo final de classificação dos mesmos (A. Jain e Zongker 1997).
Métodos Embedded
Figura 3.11: Método de Embutido
Métodos embutidos combinam as qualidades dos métodos por filtragem e wrapper. São
utilizados por algoritmos que tem incorporado o seu próprio método de seleção de atributos.
Estes aprendem quais os atributos que melhor contribuem para o desempenho do modelo
enquanto este ainda está a ser criado. Os métodos embutidos de seleção de atributos mais
comuns são os métodos de regularização, também designados por métodos de penalização
em que introduzem restrições adicionais na otimização de um algoritmo preditivo. Exemplos
destes algoritmos são LASSO, Elastic Net e Ridge Regression (A. Jain e Zongker 1997).
Foi selecionado um dos métodos wrapper, RFE para ser aplicado nos conjuntos de dados
NSL-KDD e ISCX. Este algoritmo encontra-se disponível no pacote Caret da biblioteca
(CRAN) do R. Em cada iteração foi utilizado o algoritmo preditivo Random Forest para
avaliar o modelo nos conjuntos de dados de treino (NSL-KDD e ISCX) através de validação
cruzada com 5 folds. A metodologia de validação cruzada em k-folds divide um conjunto de
dados em k partes iguais. Em cada iteração o modelo é treinado nas k-1 partes e testado
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numa delas. Este processo é repetido de modo a que a parte k de teste é alterada em
cada iteração. Desta forma, a tendência e a variância da previsão do modelo são reduzidas
(T. Srivastava 2016). No gráfico esquerdo 3.12 relativo ao conjunto de dados NSL-KDD
verifica-se que com 9 atributos o desempenho do algoritmo aproxima-se do seu máximo valor.
No caso do conjunto de dados ISCX, pode-se visualizar no gráfico direito da figura 3.12 que
o algoritmo atinge quase o seu máximo de desempenho com apenas 6 atributos. Fizeram-se
vários testes com os algoritmos preditivos de modo a observar qual o número ótimo de
atributos a utilizar em cada um dos conjuntos de dados tendo em conta o desempenho dos
algoritmos e o custo computacional. Conclui-se que no conjunto de dados NSL-KDD os
algoritmos obtiveram melhores resultados com 14 atributos, exceto num dos casos em que
o número ótimo foi de 9 atributos tendo em conta a ordem de classificação fornecida pelo
algoritmo de seleção de atributos RFE. Relativamente ao ISCX chegou-se a um número
ótimo de 6 atributos a utilizar em todos os algoritmos preditivos.
Figura 3.12: Representação da evolução do desempenho do algoritmo RFE
VS número de atributos. Gráfico esquerdo diz respeito ao conjunto de dados
NSL-KDD e o da direita ao conjunto de dados ISCX
3.3 Modelos Preditivos
Para a predição dos ataques incluídos nos dois conjuntos de dados, foram selecionados 6 al-
goritmos de classificação de aprendizagem supervisionada e um classificador de aprendizagem
não-supervisionada. A escolha destes algoritmos deve-se ao facto de serem bastante men-
cionados na literatura para problemas relacionados com deteções de anomalias, tratarem-se
de algoritmos que lidam com classes desbalanceadas e também por lidarem com problemas
multi-classes, como é o caso.
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3.3.1 Algoritmos de Aprendizagem Supervisionada
Redes Neuronais
A rede neuronal é uma unidade de processamento que se assemelha aos neurónios do cérebro
humano em dois pontos principais (Haykin 1999):
• A rede adquire conhecimento através de um processo de aprendizagem a partir do
ambiente envolvente.
• Os nós da rede (neurónios) estão ligados através de interligações com pesos, utilizados
para guardar o conhecimento;
Uma rede neuronal é caraterizada por dois aspetos básicos, a sua arquitetura que está rela-
cionada com o tipo e números de unidades de processamento e a forma como os neurónios
estão conectados; A aprendizagem que diz respeito às regras utilizadas para o ajuste dos
pesos da rede e a informação utilizada pela rede.
MLP é a arquitetura mais utilizada em redes neuronais na aplicação de problemas de re-
conhecimento de padrões tanto no âmbito geral como na área de deteção de anomalias,
ver figura 3.13. Os primeiros métodos foram baseados nesta arquitetura, Cannady (1998)
aplicou uma MLP para analisar o tráfego de rede a ataques externos. Em Zhu et al. (2005) a
MLP foi utilizada para deteção de comportamentos anormais por parte do utilizador. Tam-
bém em Mukkamala, Andrew H Sung e Abraham (2005) foram usadas redes MLP para
detetar anomalias. As rede MLP têm a vantagem de aprender modelos-não lineares.
Figura 3.13: Arquitetura MLP (Yong Joseph Bakos 2010)
Uma rede MLP é dividida em três classes uma camada de input que recebe a informação a
ser processada, uma camada de output onde são encontrados os dados processados, e uma
ou mais camadas ocultas entre estas duas. As unidades de processamento desempenham
um papel muito simples. Cada terminal de entrada de um neurónio recebe um valor. Os
valores recebidos são ponderados e combinados por uma função de ativação matemática fa.
O output da função é a resposta do neurónio para a entrada do próximo. Considerando
um objeto x com d atributos representado na forma do vetor x = [x1, x2, x3, ..., xd ]t e um
neurónio com d terminais de entrada cujos pesos são w1, w2, w3, ..., wn sendo representados
na forma vetorial w = [w1, w2, w3, ..., wn]. O input total recebido pelo neurónio u é definido
pela equação 3.3 (Gama et al. 2015).





As Redes neuronais podem apresentar conexões de retropropagação ou feedback. Estas
conexões permitem que um neurónio receba no seu terminal de entrada o output de um
neurónio da mesma camada ou de uma camada posterior. Redes sem conexões de retro-
propagação, são as mais utilizadas e denominadas por feedforward) (Gama et al. 2015).
Para aplicação da rede neuronal feedforward no conjunto de dados NSL-KDD e ISCX foi
utilizado a função train cujo o parâmetro Method=nnet .Esta função está disponível no
pacote Caret do repositório CRAN do R. Através desta função o classificador é treinado
com o método de validação cruzada com 5 folds. No final da fase de treino, o modelo
apresenta os resultados de classificação obtidos para os vários parâmetros utilizados na rede
neuronal. Por fim, é escolhido o modelo com o melhor resultado e aplicado no conjunto de
dados de teste. Os seguintes parâmetros obtiveram os resultados mais altos na classificação
das observações, tanto no conjunto de dados NSL-KDD como no ISCX:
• Size = 5 - O parâmetro Size indica o número de unidades de neurónios na camada
oculta. O modelo obteve o resultado mais alto com 5 neurónios na camada oculta.
a Figura 3.14 representa a estrutura da rede neuronal utilizada no conjunto de dados
NSL-KDD, constituída por 13 neurónios na camada input (número de atributos do
conjunto de dados NSL-KDD após aplicar a técnica de redução de dimensionalidade),
5 neurónios na camada oculta e 1 neurónio na camada output;
• linout = FALSE - Ao colocar este parâmetro como falso a rede neuronal aplica a
função de ativação sigmoide;
• Decay = 0,01 Em cada atualização dos pesos, estes são depois multiplicados pelo o
parâmetro Decay. Isto previne que os pesos atinjam um valor demasiado alto;
Figura 3.14: Rede neuronal utilizado no conjunto de dados NSL-KDD
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Support Vector Machine
É uma técnica de aprendizagem supervisionada que tem a capacidade de resolver problemas
de classificação e regressão desenvolvida por Cortes e Vapnik (1995). Este tipo de algoritmo
foca-se na procura de um hiperplano (generalização de um plano em diferentes dimensões,
por exemplo num plano bidimensional é uma linha que separa e classifica dados) que melhor
divide um conjunto de dados em duas classes. Os vetores de suporte são os pontos que se
encontram perto do hiperplano, ver na figura 3.15. Estes são considerados os elementos
críticos do conjunto de dados pois se removidos, a posição do hiperplano iria alterar-se.
Figura 3.15: Representação de um plano bidimensional com vetores de su-
porte e hiperplano (Kdnuggets n.d.)
SVM são eficazes na classificação dos dados linearmente separáveis ou que possuam uma
distribuição aproximadamente linear. Porém existem muitos casos em que não é possível
dividir satisfatoriamente os dados de treino num hiperplano. As SVM com problemas deste
tipo mapeando o conjunto de treino do seu espaço original para um novo espaço de maior
dimensão, denominado por espaço de características (feature space) (Osuna e Platt 1998).
Para calcular os produtos escalares entre objetos mapeados no novo espaço, são utilizadas
funções denominadas por Kernels. A utilidade dos kernels está portanto, na simplicidade do
seu cálculo e na sua capacidade de representar espaços abstratos. Alguns dos kernels mais
utilizados na prática, são os polinomiais, os de função base radial e os sigmoidais. Cada um
deles apresenta parâmetros que devem ser determinados pelo utilizador (Gama et al. 2015).
Este algoritmo não está preparado para grandes conjuntos de dados porque o tempo de
treino dos dados pode ser elevado. Também é pouco eficiente em conjuntos de dados com
ruído, com classes sobrepostas.
Huang e Chen (2014) integraram este algoritmo num SDI. A abordagem proposta consegue
evitar o problema do SVM com outliers. O método utilizado tem uma grande precisão
comparado com os modelos convencionais.
No âmbito do trabalho aqui descrito, realizaram-se testes nos dois conjuntos de dados (NSL-
KDD e ISCX) para otimização dos parâmetros do algoritmo SVM. Para a realização dos
referidos testes foi utilizado o pacote Caret do repositório CRAN. Através da função train
procedeu-se à aplicação da técnica de validação cruzada com 10 folds de forma a obter os
melhores resultados para os parâmetros das SVM. Por fim, foi aplicado este classificador
utilizando o pacote e1071 do repositório CRAN com os seguintes parâmetros obtidos nos
testes de otimização:
• Utilizou-se a função kernel base radial;
• O valor do coeficiente C = 1 - Este parâmetro refere-se à constante de penalização
que tem como objetivo controlar o tamanho da margem do hiperplano. Quanto maior
for o valor de C, menor será o tamanho da margem e vice-versa (Cournapeau 2007);
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• O valor gamma γ = 0.01 - O parâmetro gamma define a distancia que a influencia de
um simples exemplo de treino pode atingir. Com valores baixos de γ correspondem
a uma influência “alargada” e valores altos a uma influência “próxima” (Cournapeau
2007);
C4.5
Desenvolvido por Quinlan (1993), o algoritmo C4.5, dado um conjunto de dados já clas-
sificados constrói um classificador na forma de uma árvore de decisão. Estas árvores de
decisão são um método de aprendizagem supervisionada muito eficaz. Tem como objetivo a
partição de um conjunto de dados em grupos de dados homogéneos para a previsão de uma
determinada variável. Recebe como input um conjunto de dados classificados e retorna uma
árvore que se assemelha a um diagrama em que cada nó (folha) da extremidade da árvore é
uma classe e cada nó interno representa um teste. Cada folha representa a decisão de se in-
cluir numa classe, verificando o caminho desde a raiz, pelos nós de teste até às extremidades
(Hssina et al. 2014). A teoria de Shannon é a base dos algoritmos que utilizam árvores de
decisão. Entropia de Shannon é a mais aplicada em que define a quantidade de informação
fornecida por um evento. Dado uma probabilidade de distribuição P = (p1, p2,...,pn) e uma
amostra S, então a quantidade de informação desta distribuição, designada por Entropia de
P, é dada pela expressão (Hssina et al. 2014) 3.4:
Entropia(P ) = −
n∑
i=1
pi × log(pi) (3.4)
C4.5 aplica o ganho de informação, utilizando a entropia como medida de impureza para
gerar a árvore de decisão. Para determinar quão boa é uma condição de teste realizada, terá
que se comparar o grau de entropia do nó-pai (antes da divisão) com o grau de entropia dos
nós-filhos (após divisão). O atributo que gerar maior diferença é escolhido como condição
de teste. Define o ganho de um teste T e a posição p como representado na equação
(Hssina et al. 2014) 3.5.
Ganho(p, T ) = Entropia(p)−
n∑
j=i
(pj × Entropia(pj)) (3.5)
Os valores pj representados na equação 3.5 são o conjunto de todos os valores possíveis para
o atributo T. Esta medida é utilizada para classificação de atributos e construção da árvore
de decisão onde em cada nó está localizado o atributo com maior ganho de informação. Na
existência de domínios com ruído que possam causar overfiting, o C4.5 aplica a técnica da
poda (prunning) após a construção da árvore, sendo esta uma fase importante no processo
de construção pois permite uma nova generalização para novos exemplos de classificação.
Na fase da poda, o algoritmo C4.5 retrocede pela árvore quando esta é criada e tenta
remover ramificações que não ajudam no processo de decisão substituindo esses ramos por
nós folha. O algoritmo C4.5 foi utilizado nos conjuntos de dados NSL-KDD e ISCX, através
do pacote Rweka do repositório CRAN do R.
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Random Forest
Random Forest (floresta aleatória) é um algoritmo que como o nome indica, cria uma
floresta com um determinado número de árvores de decisão. Este é um método de conjuntos
cujo objetivo é criar um "strong learner"através de um grupo de "weak learners". Cada
classificador, neste caso, cada árvore de decisão é um "week learner", enquanto que a junção
de todos as árvores de decisão são consideradas um "strong learner"(Benyamin 2012). O
algoritmo Random Forest, como referido, utiliza classificadores em forma de árvores de
decisão {h(x,Θk), k = 1, ..., } onde {Θk} são vetores aleatórios independentes distribuídos
de forma idêntica e x é um padrão de entrada (Breiman 2001). No processo de treino, os
algoritmos Random Forest criam múltiplas árvores de decisão do tipo CART (Breiman et al.
1984), onde cada uma delas treinada com uma amostra de dados retirada do conjunto de
dados treino, e procuram apenas por um subconjunto de dados aleatório das variáveis de
entrada para determinar uma divisão para cada nó da árvore. Na classificação, cada árvore
do algoritmo Random Forest apresenta um voto para a classe mais popular da variável de
entrada x . O resultado do algoritmo é determinado pela maioria dos votos dados pelas
árvores de decisão.
O número de variáveis é um parâmetro definido pelo utilizador (muitas das vezes dito que
é o único parâmetro ajustável numa Random Forest), mas o algoritmo não é sensível a
este parâmetro. Muitas das vezes, um valor de atributos é selecionado e colocado na raiz
quadrada do número de inputs, para limitar o número de variáveis utilizadas para divisão,
a complexidade computacional do algoritmo é reduzida como também a correlação entre
árvores. As árvores de decisão não são podadas contribuindo também para a redução com-
putacional. Este algoritmo, consegue suportar conjuntos de dados de alta dimensionalidade
e utilizar conjuntos grandes de árvores de decisão. Isto combinado com o facto de que a
seleção aleatória de variáveis para divisão procura minimizar a correlação entre os conjuntos
de árvores, resultando em taxas de erro reduzidas.
O pacote randomForest do repositório CRAN do R fornece o algoritmo mencionado para
aplicação do mesmo nos conjuntos de dados NSL-KDD e ISCX. Utilizou-se 500 árvores
(número que vêm por defeito no parâmetro n_tree) a serem criadas neste modelo para
predição dos dados.
Naive Bayes
A Teoria Bayesiana faz duas assunções (Bayesianos 2011):
• Os atributos são de igual importância;
• Os atributos são estatisticamente independentes, ou seja, conhecer o valor de um
atributo não diz nada acerca do valor de outro atributo.
Assunções de independência normalmente não são corretas, no entanto, funcionam bem no
esquema de aprendizagem Bayesiana. As relações entre os eventos dependentes podem ser





P (B ∩ A)
P (B)
(3.6)
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A notação P(A|B) pode ser lido como a probabilidade do evento A, dado que o evento B
aconteceu. Também conhecida como probabilidade condicional uma vez que a probabilidade
de A é condicionada pelo evento B (Hajek 2003). Um exemplo para melhor compreensão
pode ser a verificação de emails Spam. Ao selecionar aleatoriamente uma mensagem da
caixa de correio e caso essa mensagem contenha a palavra Ganhou (evento B), qual é a
probabilidade da mensagem ser Spam (evento A). Aplicando o teorema de Bayes calcula-se






Supondo que na caixa de correio encontram-se 50 mensagens, em que 4 mensagens contem
a palavra Ganhou, e se destas mensagens 3 forem Spam e o total das mensagens Spam for
igual 10 então P(Ganhou|Spam) = 3/10 = 0.3. Aplicando na formula 3.7 então o resultado






Portanto 75% é a probabilidade de uma mensagem ser Spam, caso contenha a palavra
Ganhou. A aplicação do teorema de Bayes requer o conhecimento de duas probabilidades a
priori - P(decisãoi) e uma probabilidade condicional - P(x|decisãoi). Se forem adicionados
mais termos (W) ao filtro de Spam então a equação seria 3.9
P (Spam|W1 ∩W2 ∩Wn) =
P (W1|Spam)P (W2|Spam)P (Wn|Spam)
P (W1)P (W2)P (Wn)
(3.9)
Naive Bayes foi aplicado ao conjunto de dados NSL-KDD e ISCX utilizando o pacote e1071
do repositório CRAN do R.
K Nearest Neighbor (KNN)
O algoritmo K Nearest Neighbor (KNN) tem variações definidas pelo número de k vizinhos
considerados. Dessas variações a mais simples é o algoritmo 1- vizinho mais próximo (1-
NN, do inglês Nearest Neighbor) onde k = 1. Neste algoritmo cada objeto representa
um ponto no espaço definido pelos atributos. Selecionando uma métrica nesse espaço é
possível calcular as distancias entre esses dois pontos. A métrica mais utilizada é a distancia
euclidiana, dada pela equação 3.10, em que x li e x
l
j são dois objetos representados por vetores
no espaço IRd, e x li e x
l
j são elementos desses vetores, que correspondem aos valores da
coordenada l (atributos) (Gama et al. 2015).
d(Xi , Xj) =
√√√√ d∑
i=1
(x li − x lj )
2 (3.10)
O algoritmo KNN em que K = 1 ou também designado por 1-NN, é bastante simples, como
se pode visualizar no algoritmo 3.1. Na fase de treino, o algoritmo memoriza os exemplos
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rotulados do conjunto de treino. Para classificar um exemplo não rotulado, ou seja, cuja
classe não é conhecida, é calculada a distância entre o vetor de valores de atributos e cada
exemplo rotulado em memória. O rótula da classe associada ao exemplo de treino mais
próximo de teste é utilizado para classificar o novo exemplo (Gama et al. 2015).
Algoritmo 3.1 1 - Vizinho mais próximo
1: Entrada: Um conjunto de treino: D = (xi , yi , i = 1, ..., n)
2: Um objeto de teste a ser classificado: t = xt , yt =?
3: A função de distância entre objetos: d(xa, xb)
4: Saída: yt : Classe atribuída ao exemplo t
5: dmin ← +∞
6: para cada i ∈ 1, ..., n faça
7: se d(xi , xt) < dmin então
8: dmin ← d(xi , xt)
9: idx ← i
10: fim
11: fim
12: yt = yidx
13: Retorna: yt
A figura 3.16 apresenta um exemplo do funcionamento deste algoritmo para diferentes
valores de k num problema de duas classes. No espaço definido pelos atributos, e utilizando
a distancia euclidiana, o objeto de treino mais próximo do objeto de teste pertence á classe
com o símbolo "−"para k=1 e k=2 e com o símbolo "+"para k=3.
Figura 3.16: K-Nearest Neighbors para k=1 na imagem da esquerda, k=2 na
imagem do meio e k=3 na imagem da direita (Song et al. 2014)
Na literatura este algoritmo foi bastante utilizado para a deteção de anomalias em redes.
Sultani (2015) utilizou o algoritmo KNN para deteção de ataques no conjunto de dados NSL-
KDD. Xiang et al. (2009) aplicaram-no no conjunto de dados KDD 99. Li e Guo (2007)
propuseram um novo método supervisionado de deteção de intrusões em rede baseado no
TCM-KNN (Transductive Condidence Machines - K-Nearest Neigbors) e aplicaram no KDD
99.
Para a deteção de intrusões nos conjuntos de dados NSL-KDD e ICSCX, foi escolhido o
algoritmo KNN em que o valor de k é igual a 1 pois foi o valor que obteve o desempenho mais
alto na classificação dos dados. Este classificador encontra-se no pacote class do repositório
CRAN do R.
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3.3.2 Algoritmo de Aprendizagem Não-Supervisionada
Autoencoder
Este é um algoritmo de classificação de uma classe (one-class classification), ou seja, uma
classe (com dados normais ou positivos) terá que ser distinguida de outras classes (com
dados anómalos). É uma abordagem em que o algoritmo é treinado apenas com um tipo de
classe, no caso deste projeto, será a classe que contém dados de atividade normal na rede
e testado num conjunto de dados que contenham outras classes como dados de atividade
normal e dos vários tipos de ataques. Este método de classificação de uma classe é muito
utilizado na deteção de outliers e/ou deteção de novas observações (Chandola, Banerjee e
Kumar 2007). De acordo com Chandola, Banerjee e Kumar (2007) a deteção de outliers
refere-se à tarefa de encontrar padrões que não apresentam o comportamento esperado
(observações anómalas) enquanto que a deteção de novas observações identificam padrões
não conhecidos que geralmente se encontram integrados nos registos de atividade normal
após serem descobertos. Este é um cenário típico numa ampla variedade de ambientes reais
e consequentemente esta disciplina tem ganho muita atenção ao longo dos anos (Francos
2017).
O Autoencoder é uma rede neuronal que faz parte de uma sub-área de machine learning
designada por deep learning (conjuntos de algoritmos com várias camadas de processamento
que são utilizados para modelar abstrações de alto nível de dados (Deng e Yu 2013)). As
redes neuronais são redes de unidades de processamento interligadas que se encontram or-
ganizadas por uma ou mais camadas, que podem ser utilizadas na implementação de um
mapeamento funcional complexo entre variáveis de input e output. Podem ser realizadas
transformações lineares ou não-lineares através do processamento das unidades nas dife-
rentes camadas. Os parâmetros destas unidades (pesos) são ajustados através do uso de
dados de treino de forma a que a função de erro seja minimizada sobre o conjunto de treino
(Mazhelis e Review 2016).
O algoritmo Autoencoder, também referido como autoassociator, é uma espécie de rede
neuronal que é treinada para que os atributos de entrada sejam iguais ou muito semelhantes
aos atributos de saída (Japkowicz 1999). Assume-se que o autoencoder aprende a estru-
tura interna dos dados. Na classificação, apenas os vetores cuja estrutura é semelhante à
estrutura conhecida pela rede neuronal, é reproduzido pelo autoencoder com precisão.
Sendo uma rede neuronal, os autoencoders são sensíveis a outliers (Bishop 1995), pois
contribuem para a minimização da função de erro. A desvantagem dos autoencoders é a
necessidade de utilizar um determinado número de parâmetros que têm que ser especificados
pelo utilizador (Delft e Magnificus 2001). Estes incluem a seleção de um número de camadas
ocultas Nh1, de um número de unidades ocultas Nhu em cada camada, o tipo de função de
transformação, a taxa de aprendizagem e a regra de paragem. Para além destes parâmetros,
será necessário estimar um número de pesos (normalmente igual ao número de unidades
ocultas e de entrada) para o conjunto de treino. É essencial uma grande quantidade de dados
para uma estimação precisa dos pesos. Os recursos computacionais para este algoritmo são
considerados elevados, uma vez que, o processo de aprendizagem é iterativo, sendo este
repetido vários vezes ao longo do conjunto de dados de treino, até a regra de paragem ser
satisfeita. Hinton (1989) estima que a complexidade de aprendizagem para redes neuronais
é aproximadamente O(N3w ) onde Nw é o número de pesos na rede.
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No domínio das deteções de intrusões, os autoencoders foram aplicados com êxito na dete-
ção de anomalias de tráfego de rede com o protocolo TCP/IP (B 2005).
Para aplicação deste algoritmo foi utilizado o pacote H2O do repositório CRAN. Este pacote,
é um motor matemático open source para big data que processa algoritmos de machine
learning paralelamente distribuídos como modelos lineares generalizados, gradient boosting,
Random Forests e redes neuronais (deep learning) em vários ambientes de cluster (Kraljevic
2017). Após carregar os conjuntos de dados de treino e teste respetivamente do NSL-KDD
e ISCX, para este motor, utilizou-se a função h2o.deeplearning para treinar o algoritmo
autoencoder. Relativamente aos parâmetros a utilizar, seguiu-se a abordagem de Glander
(2017) que consiste na deteção de fraude em transações de cartões de crédito utilizando
autoencoders:
• autoencoder = TRUE - ativar este parâmetro para funcionar como autoencoder ;
• hidden = c(50,5,50) - define o número de camadas ocultas e unidades da rede neu-
ronal, neste caso o vetor c(50, 5, 50) contém 3 valores e cada valor corresponde ao
número de neurónios por camada. O número de unidades deste parâmetro é diferente
da abordagem de Glander (2017) pois após se realizarem vários testes, verificou-se
que os resultados da classificação são superiores com esta estrutura;
• activation = Tanh - definir qual a função de ativação, neste caso escolheu-se a função
tangente hiperbólica, pois obteve os resultados mais altos na deteção de anomalias;
Depois de o modelo finalizar o seu processo de treino, utilizou-se a função h2o.anomaly. Esta
função tem como objetivo detetar anomalias num conjunto de dados. A função reconstrói o
conjunto de dados original utilizando o modelo de treino e calcula o Erro Quadrático Médio
(MSE) para cada ponto do conjunto de dados de teste.
O MSE é uma métrica que incorpora o bias e a variância de um modelo preditivo. É uma
das métricas de desempenho de algoritmos de classificação mais prevalentes. O MSE de







(ŷi − yi)2 (3.11)
O erro quadrático médio é uma medida de desempenho bastante utilizada precisamente por
combinar estas entidades estatísticas e permitir saber o quão tendencioso e o quão preciso
é um classificador (Mitchell et al. 2016).
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Figura 3.17: Gráfico de reconstrução do erro quadrático médio
De seguida é construido um gráfico da reconstrução do erro quadrático médio como apre-
sentado na figura 3.17. Este gráfico representa um exemplo de um teste executado a uma
amostra de teste do conjunto de dados ISCX. Verifica-se que a uma certa altura o erro qua-
drático médio aumenta. Isto significa que o modelo não conseguiu identificar esses registos
de dados corretamente, o que poderá ser considerado uma anomalia. Então delineou-se um
limite no gráfico, neste caso igual a 0,002 sendo todos os registos superiores a esse erro
considerados como anomalias.
Figura 3.18: Gráfico de reconstrução do erro quadrático médio
Para uma melhor perceção coloriram-se os registos, os de cor vermelha correspondem à
classe ataque enquanto que os registos de cor preta correspondem à classe normal. Como
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se pode ver no gráfico 3.18 a maior parte dos registos da classe ataque encontram-se acima
do limite traçado a verde.
3.4 Conclusão
Antes de aplicar os algoritmos preditivos ao conjunto de dados NSL-KDD e ISCX, é im-
portante que os dados sejam analisados. Essa análise, que pode ser realizada por técni-
cas de estatística e de visualização, permite uma melhor compreensão da distribuição dos
dados e pode suportar a escolha da melhor forma para modelar o problema. A fase de
pré-processamento, pode facilitar o processo de aprendizagem e melhorar o desempenho
dos algoritmos preditivos, uma vez que estas técnicas podem eliminar ou reduzir problemas
presentes nos dados.
Neste Capitulo foram apresentadas diversas técnicas utilizadas no pré-processamento como
a utilização de uma técnica de amostragem para selecionar subconjuntos representativos
de dados. Foram apresentadas alternativas para a transformação de dados, com o intuito
de facilitar o seu uso por diferentes algoritmos preditivos, tais como a normalização e dis-
cretização de dados numéricos. Foi descrita a importância da redução da dimensionalidade
dos dados. E por fim apresentados os algoritmos preditivos escolhidos a serem testados na
deteção de intrusões nos conjuntos de dados mencionados.
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Capítulo 4
Avaliação e Comparação dos
resultados obtidos pelos
Classificadores
Neste capítulo abordam-se as métricas de avaliação a utilizar nas técnicas de Machine Lear-
ning aplicadas nos conjuntos de dados NSL-KDD e ISCX. De seguida são apresentados os
resultados dos classificadores com as diferentes técnicas de pré-processamento utilizadas,
tanto em problemas binários como em problemas multi-classe. Para finalizar são compara-
dos os resultados das melhores técnicas de pré-processamento aplicadas em conjunto com
um determinado classificador de modo a determinar qual o modelo preditivo mais adequado
para problemas de deteção de intrusões.
4.1 Métricas de avaliação
As métricas de avaliação mais utilizadas no desempenho dos algoritmos podem ser divididas
em três categorias principais (Mitchell et al. 2016):
• Métricas baseadas em limites: os algoritmos de classificação produzem frequente-
mente um output entre 0 e 1, sendo que este valor não reflete necessariamente a
probabilidade do output pertencer a uma ou outra classe. Para discernir a que classe o
output pertence é necessário definir um limite, normalmente 0.5, que discrimine entre
as classes. As métricas baseadas em limites medem a taxa de exemplos corretamente
classificados tendo em conta um determinado limite. Incluem-se neste tipo métricas
como a accuracy e F1-score. As métricas baseadas em limites são adequadas quando é
necessário que um classificador tenha uma determinada taxa de casos corretos. Estas
métricas são fortemente afetadas por desequilíbrios de classe, devendo a distribuição
das classes ser semelhante em dados de treino e dados operacionais (Mitchell et al.
2016).
• Métricas de ranking: uma métrica de ranking avalia a capacidade de um classificador
ordenar os seus outputs com respeito a uma classe. Os valores preditos não têm
interesse para as métricas de ranking, o que interessa é o quão corretamente os outputs
refletem a ordenação das duas classes. Uma das métricas deste tipo mais utilizadas é
a Área Sob a Curva (AUC) (Mitchell et al. 2016).
• Métricas baseadas em probabilidade: as métricas deste tipo definem a probabilidade
esperada do output de um classificador estar corretamente classificado. As métricas
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baseadas em probabilidade são apropriadas para avaliar o desempenho geral de um
algoritmo de aprendizagem, uma vez que um algoritmo que tenha um bom desempenho
de acordo com uma métrica de probabilidade também terá um bom desempenho com
base numa métrica de ranking. No entanto, o oposto não se verifica necessariamente.
O MSE inclui-se neste tipo de métrica (Mitchell et al. 2016).
4.1.1 Matriz de confusão
A matriz de confusão é uma matriz de N x N em que N representa o número de classes
que um modelo pode prever. No caso dum problema binário, N = 2 o que dá origem a uma
matriz de 2 x 2. Cada linha da matriz representa as instâncias preditas como membros de
uma classe e cada coluna representa as instâncias que são de facto membros da classe (ou
vice-versa). O nome “matriz de confusão” advém do facto de tornar mais fácil perceber se
o sistema está a confundir duas classes (atribuir a etiqueta de uma às instâncias da outra).
Trata-se de um tipo especial de tabela de contingência 4.1 (Souza 2009).
Tabela 4.1: Matriz de confusão (Souza 2009)
Um exemplo de uma matriz de confusão relativa ao tema do projeto pode ser apresentada
como na tabela 4.2:






A accuracy é uma métrica que avalia a proporção de resultados verdadeiros face ao número
total de amostras classificadas em problemas de classificação binários. A accuracy varia
entre 0 e 1. O valor zero significa que nenhuma instância foi corretamente classificada e
o valor um significa que todas as instâncias foram corretamente classificadas. A accuracy
depende dos seguintes parâmetros (Mitchell et al. 2016):
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• VP: Verdadeiros Positivos, número de instâncias no conjunto de dados positivos que
foram corretamente classificadas.
• VN: Verdadeiros Negativos, número de instâncias no conjunto de dados negativos que
foram corretamente classificadas.
• FP: Falsos Positivos, número de instâncias no conjunto de dados positivos que foram
incorretamente classificadas.
• FN: Falsos Negativos, número de instâncias no conjunto de dados negativos que foram
incorretamente classificadas.
A formula geral da accuracy é calculada usando a equação 4.1:
Accuracy =
V P + V N
V P + V N + FP + FN
(4.1)
A accuracy é uma medida baseada em limites que tem em consideração um único limite,
normalmente 0.5. Consequentemente, a accuracy pode ser enganadora se o algoritmo de
aprendizagem for treinado com dados cuja distribuição de classes não é equilibrada (Mitchell
et al. 2016). Nesses casos, o algoritmo pode ter uma accuracy bastante elevada sem ter
qualquer sensibilidade (taxa de verdadeiros positivos ou recall 4.3). A associação de pesos
aos falsos negativos e aos falsos positivos permite ajustar o impacto causado por diferentes
tipos de erros de acordo com a gravidade dos mesmos (Mitchell et al. 2016).
4.1.3 Precision e Recall
Esta duas métricas são normalmente utilizadas em conjunto. A precison responde à ques-
tão: "Quantas observações são realmente intrusões de todas as observações preditas como
intrusões pelo classificador". A precison quantifica o desempenho de um classificador de
não classificar uma observação da classe normal como intrusão. É o rácio de detetar corre-
tamente observações positivas do total de todas as observações detetadas como positivas
(Turi Platform 2016). O valor desta métrica varia entre 0 e 1 e valores altos significam um
baixo rácio de falsos positivos. A equação da precision é dada pela formula 4.2:
P recision =
V P
V P + FP
(4.2)
A métrica recall responde à questão: "Quantas observações foram identificadas como intru-
sões, de todas as observações da classe intrusão". O Recall é o rácio de detetar corretamente
observações positivas, de todas as observações da classe positiva, neste caso da classe ata-
que. O resultado desta métrica encontra-se no intervalo entre 0 e 1. O calculo da métrica
recall é representado pela equação 4.3:
Recal l =
V P
V P + FN
(4.3)
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4.1.4 F1-Score
A métrica F1 inicialmente introduzida por Rijsbergen (1979) é uma média harmónica que





Esta medida tem em conta os falsos negativos e os falsos positivos. Não é tão intuitivo de
perceber como a accuracy, mas é especialmente útil se existir uma distribuição desequilibrada
das classes (Yang e X. Liu 1999). F1 pode ser interpretada como uma média de pesos entre
a precision e o recall, onde o valor de F1 atingi o seu máximo em 1 e mínimo em 0 (Yedidia
2016).
4.2 Avaliação dos algoritmos
Foram efetuadas experiências para dois problemas diferentes, problema binário (2 classes) e
problema multi-classes (5-classes). Para cada um dos algoritmos selecionados foram reali-
zadas 10 experiências. Em cada experiência foram aplicadas as 6 combinações das técnicas
de pré-processamento referidas no capítulo 3.2 e selecionadas as amostragens referidas no
capítulo 3.2.1 com registos aleatórios para os conjuntos de dados de treino e de teste.
Registou-se o valor das métricas accuracy e F1 e por fim calculou-se a média das 10 expe-
riências para estas métricas. Como existe um desequilibro de classes nestes conjuntos de
dados, sendo a classe "Normal"composta por 90% dos dados, então a análise de compa-
ração de desempenho dos classificadores será focada apenas na métrica F1 para a classe
"Ataque"sendo a accuracy meramente informativa. De seguida serão apresentadas as dife-
rentes técnicas de pré-processamento e o resultado obtido pelos algoritmos de classificação
num teste de 2 classes (classe normal e classe de ataque). Para finalizar será apresentado
o resultado do desempenho dos algoritmos num teste multi-classes (classe normal + classes
dos vários tipos de ataques) em que cada algoritmo utiliza a melhor combinação de técnicas
de pré-processamento para identificação destas classes.
4.2.1 IF + ZScore + RFE
Nesta combinação, as técnicas de pré-processamento foram aplicadas da seguinte forma nos
conjuntos de dados NSL-KDD e ISCX:
• Os dados foram discretizados através da técnica Igual frequência (IF);
• Os dados foram normalizados através da técnica ZScore;
• Procedeu-se à redução de atributos através da técnica Recursive Feature Elimination
(RFE);
Na figura 4.1 estão representados a percentagem de accuracy e F1 para cada algoritmo no
conjunto de dados NSL-KDD. Verifica-se que para esta combinação o classificador SVM
foi o que obteve melhor resultado com uma accuracy de 93,75% e F1 igual a 70,73%.
A árvore de decisão C4.5 não conseguiu criar um modelo preditivo com estas técnicas de
pré-processamento de dados.
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Figura 4.1: Desempenho dos classificadores utilizando as técnicas
IF+ZScore+RFE no conjunto de dados NSL-KDD
O gráfico de barras presente na figura 4.2 diz respeito ao conjunto de dados ISCX. Pode-se
visualizar na imagem que o algoritmo KNN e as árvores de decisão Random Forest (RF)
obtiveram melhores resultados que os restantes classificadores, sendo o KNN o vencedor
atingindo o máximo de valor na accuracy e F1, respetivamente 99,75% e 99,74%. O
algoritmo Naive Bayes (NB) foi o que obteve pior classificação cujo valor de F1 = 47, 03%.
Figura 4.2: Desempenho dos classificadores utilizando as técnicas de pré-
processamento EF+ZScore+RFE no conjunto de dados ISCX
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4.2.2 IF + MinMax + RFE
Na seguinte combinação, os dados foram discretizados com a técnica Igual frequência (IF) e
normalizados com a técnica MinMax. Por fim realizou-se a operação de redução de dimen-
sionalidade dos conjuntos de dados NSL-KDD e ISCX através da técnica Recursive Feature
Elimination (RFE). Em NSL-KDD com esta combinação de técnicas de pré-processamento,
é possível visualizar na figura 4.3 que os algoritmos de redes neuronais (NN), as SVM e RF
apresentaram o resultado mais elevado com o valor de F1 a variar entre os 65% e 70% e
uma accuracy aproximada de 93%. O classificador NB e KNN1 obtiveram os resultados
mais baixos com F1 igual a 58,6% e 59,2% respetivamente.
Figura 4.3: Desempenho dos classificadores com as técnicas
IF+MinMax+RFE no conjunto de dados NSL-KDD
Quanto ao conjunto de dados ISCX, a figura 4.4 indica que o algoritmo KNN1 foi o melhor
F1 = 98, 05% seguida do algoritmo RF F1 = 90, 1%. Pode-se verificar também que as
SVM não conseguiram criar um modelo de deteção de intrusões utilizando as técnicas de
pré-processamento indicadas.
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Figura 4.4: Desempenho dos classificadores com as técnicas
IF+MinMax+RFE no conjunto de dados ISCX
4.2.3 MinMax + RFE
Foram utilizadas duas técnicas de pré-processamento aos conjuntos dados NSL-KDD e ISCX,
normalização com MinMax e redução de dimensionalidade através de RFE. Neste caso os
dados não foram discretizados. A imagem 4.5 representa o gráfico de barras do desempenho
dos algoritmos na deteção de intrusões aplicados em NSL-KDD. A árvore de decisão C4.5
e as NN atingiram o maior valor de F1 aproximadamente 70% e accuracy 93%. Com estas
técnicas de pré-processamento o algoritmo NB foi considerado o pior na classificação dos
dados obtendo 44,2% em F1, seguido do Autoencoder com um valor baixo de F1 = 54, 2%.
Figura 4.5: Desempenho dos classificadores com as técnicas MinMax+RFE
no conjunto de dados NSL-KDD
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Na figura 4.6 referente ao conjunto de dados ISCX, verifica-se que o classificador SVM não
conseguiu criar um modelo para classificar as observações. Pode-se afirmar que a técnica
de normalização MinMax não permite que este algoritmo consiga realizar uma separação
correta aos dados no hiperplano através dos vetores de suporte. Chega-se a esta conclusão
pois na combinação IF+MinMax+RFE as SVM também não conseguiram criar um modelo
preditivo para o conjunto de dados ISCX enquanto que com a combinação IF+ZScore+RFE
o algoritmo conseguiu criar um modelo com um valor razoável de F1 de 71%. A diferença
destas técnicas de combinação encontram-se na técnica de normalização, sendo então o
responsável por este problema a técnica de normalização MinMax. Pode-se visualizar tam-
bém no gráfico que o algoritmo KNN atingiu um excelente resultado com F1 = 98% e
accuracy = 99, 6%
Figura 4.6: Desempenho dos classificadores com as técnicas MinMax+RFE
no conjunto de dados ISCX
4.2.4 ZScore + RFE
Na combinação ZScore + RFE os dados foram normalizados com a técnica ZScore e os
atributos dos conjuntos de dados reduzidos com a técnica RFE. Não foram aplicadas técnicas
de discretização aos dados. Os algoritmos que obtiveram melhores resultados no conjunto
de dados NSL-KDD (figura 4.7) foram as SVM e NN cujo valor de F1 é aproximadamente
70%, por outro lado, as árvores de decisão RF e C4.5, a rede neuronal Autoencoder e o
algoritmo Naive Bayes não conseguiram criar um bom modelo preditivo pois o resultado de
F1 é inferior a 50%.
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Figura 4.7: Desempenho dos classificadores com as técnicas ZScore+RFE
no conjunto de dados NSL-KDD
Relativamente à predição de intrusões no conjunto de dados ISCX representado na figura
4.8, conclui-se que as RF e o classificador KNN1 atingiram os melhores resultados, enquanto
que o algoritmo Naive Bayes só conseguiu atingir os 23% em F1.
Figura 4.8: Desempenho dos classificadores com as técnicas ZScore+RFE
no conjunto de dados ISCX
4.2.5 IF + RFE
Para esta combinação, não foram aplicadas técnicas de normalização nos conjuntos de
dados NSL-KDD e ISCX. Os dados foram apenas discretizados com a técnica IF e de
seguida procedeu-se à redução de dimensionalidade através da técnica RFE. Na figura 4.9,
relativa ao conjunto de dados NSL-KDD, verifica-se que os classificadores NN, SVM e RF
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obtiveram a taxa mais alta de F1 com esta combinação a rondar os 69% e uma accuracy
próxima dos 93%. O classificador Autoencoder não conseguiu criar um modelo preditivo
com esta combinação devido à ausência da normalização dos dados.
Figura 4.9: Desempenho dos classificadores com as técnicas IF+RFE no
conjunto de dados NSL-KDD
Através da figura 4.10 referente ao conjunto de dados ISCX observa-se que para esta com-
binação de técnicas os classificadores RF e KNN1 atingiram o valor mais alto de F1 e
accuracy. Enquanto que o modelo criado pelo algoritmo Naive Bayes obteve apenas 46,5%
de F1. Neste conjunto de dados o Autoencoder também não conseguir criar um modelo
preditivo com a combinação IF+RFE.
Figura 4.10: Desempenho dos classificadores com as técnicas IF+RFE no
conjunto de dados ISCX
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4.2.6 RFE
Nesta secção pretende-se analisar os resultados dos algoritmos nos conjuntos de dados NSL-
KDD e ISCX, com a aplicação de apenas uma técnica de pré-processamento de dados, a
técnica RFE relativa à redução de atributos, ou seja, não foi aplicada qualquer técnica de
normalização e discretização aos dados. Como se pode ver na figura 4.11, referente ao
conjunto de dados NSL-KDD, as SVM e o Autoencoder não conseguirem criar um modelo
preditivo devido à não normalização e/ou discretização dos dados. Verifica-se também que
as RF e o algoritmo KNN1 atingiram um valor aproximado de 70% de F1. Apenas com esta
técnica no conjunto de dados ISCX visível na figura 4.12, as árvores de decisão RF e C4.5
obtiveram excelentes valores tanto de F1 como de accuracy a rondar os 99% nestas duas
métricas.
Figura 4.11: Desempenho dos classificadores com a técnica RFE no conjunto
de dados NSL-KDD
Figura 4.12: Desempenho dos classificadores com a técnica RFE no conjunto
de dados ISCX
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4.2.7 Resultados das Melhores Combinações de Técnicas de Pré-processamento
de Dados
Para uma melhor comparação dos algoritmos procedeu-se á construção de um gráfico para
cada conjunto de dados, representando o desempenho dos algoritmos com a sua melhor
combinação de técnicas de pré-processamento. Na figura 4.13 relativa ao conjunto de da-
dos NSL-KDD, verifica-se que a combinação IF+MinMax+RFE foi a melhor combinação
para os algoritmos NB e RF. O classificador NB, mesmo com a melhor combinação de
técnicas de pré-processamento, obteve o valor mais baixo de F1 em comparação com to-
dos os outros algoritmos. Por sua vez, o algoritmo RF obteve um dos valores mais altos
de de F1 com esta combinação. O melhor resultado obtido, foi do algoritmo NN com a
combinação MinMax+RFE, não sendo este resultado muito disperso de outros obtidos pelos
classificadores C4.5, KNN, SVM e RF, em que estes valores rondam os 70% de F1.
Figura 4.13: Desempenho dos classificadores combinado com as melhores
técnicas de pré-processamento no conjunto de dados NSL-KDD
No conjuntos de dados ISCX, representado na figura 4.14 , observa-se que os valores mais
altos de F1 corresponde aos algoritmos C4.5 e RF a rondar os 99% utilizando a técnica
de pré-processamento RFE. A combinação IF+MinMax+RFE foi a melhor combinação para
os algoritmos NN, KNN1 e NB. O classificador NB, mesmo com a melhor combinação de
técnicas de pré-processamento, obteve o valor mais baixo de F1 em comparação com todos
os outros algoritmos, enquanto que os outros dois classificadores (NN e KNN1) atingiram
bons resultados, F1 = 88, 8% para NN e F1 = 98, 7% para KNN1. Quanto á combinação
IF+RFE foi a melhor para os algoritmos SVM e Autoencoder, sendo este ultimo o segundo
classificador com o pior resultado de F1.
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Figura 4.14: Desempenho dos classificadores combinado com as melhores
técnicas de pré-processamento no conjunto de dados ISCX
4.2.8 Resultados dos Algoritmos na Deteção de Intrusões Multi-Classe
Para deteção de intrusões em multi-classes foi excluído o algoritmo Autoencoder, pois não
se encontra preparado para este tipo de problemas. A classificação multi-classes, permite
averiguar o desempenho dos algoritmos na deteção dos vários tipos de intrusões existentes.
No gráfico da figura 4.15 referente ao conjunto de dados NSL-KDD, está representado a
accuracy de cada algoritmo e o valor de F1 obtido na classificação de cada classe. As classes
apresentadas nesta figura, encontram-se descritas no capítulo 3.1.1. No referido gráfico, é
de salientar a fraca deteção das classes 3 e 4 relativas à categoria de ataques R2L e U2R. Isto
acontece devido ao facto de as observações destas classes representarem uma percentagem
muito pequena tanto no conjunto de treino (0,29% para R2L e 0,15% para U2R) como o
de teste (1,76% para R2L e 0,44% para U2R). O algoritmo SVM foi o que obteve melhor
resultado de F1 na classificação do ataque do tipo Probe (classe 2), seguido das árvores de
decisão RF e das redes neuronais. Estes dois últimos algoritmos mencionados foram os que
obtiveram resultados de F1 mais altos relativamente ao ataque do tipo DoS (classe 1).
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Figura 4.15: Desempenho dos classificadores na deteção de intrusões multi-
classe, no conjunto de dados NSL-KDD
A figura 4.16 apresenta os resultados dos classificadores no conjunto de dados ISCX na
deteção dos ataques descritos em 2.5.3. Neste gráfico a Classe 0 corresponde à classe
Normal e as classes 1, 2, 3 e 4 correspondem aos ataques capturados no dia 13, 14, 15 e 17
de Julho de 2010. Verifica-se que todas as classes foram detetas com sucesso pelas árvores
de decisão C4.5 e RF, com valores de accuracy e F1 a rondar os 99%. O algoritmo KNN foi
o 3o melhor classificador na deteção de intrusões com resultados muito próximos das árvores
de decisão. Quanto aos algoritmos SVM e NN, conseguirem bons resultados expecto na
deteção da classe 3. Por último, o algoritmo NB foi o que obteve piores resultados nos
2 conjuntos de dados, isto por não ser um bom algoritmo em problemas de dados não
linearmente separáveis.
Figura 4.16: Desempenho dos classificadores na deteção de intrusões multi-
classe, no conjunto de dados ISCX
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4.3 Conclusão
Foram apresentadas ao longo deste capítulo várias análises aos resultados obtidos na clas-
sificação dos conjuntos de dados NSL-KDD e ISCX. Após a observação dos resultados,
conclui-se que não existe uma combinação de técnicas de pré-processamento corretas a utili-
zar com um determinado algoritmo, pois as técnicas variam consoante a estrutura dos dados.
Quanto aos classificadores, verificou-se que obtiveram quase todos uma boa classificação
no conjunto de dados ISCX, isto porque não foram testados com ataques novos, apenas
ataques conhecidos pelos classificadores. Relativamente ao conjunto de dados NSL-KDD os
resultados da classificação são mais baixos, pois neste conjunto de dados os algoritmos são
testados com ataques novos, mesmo assim, estes resultados não diferem muito dos resulta-
dos encontrados na literatura utilizando este mesmo conjunto de dados. No geral verificou-se
que os algoritmos C4.5, Random Forest e K-Nearest Neighbor obtiveram praticamente os
mesmos resultados de classificação nos dois conjuntos de dados, sendo estes considerados
mais consistentes na deteção e previsão de intrusões. Tendo em conta o objetivo principal
desta dissertação, ou seja, o desenvolvimento de um modelo preditivo a implementar no SDI
do projeto SASSI, pode-se concluir que a aplicação do classificador C4.5 poderá ser a solu-
ção mais viável para deteção de ataques conhecidos, pois obteve uma taxa de erro inferior a
1% em quase todas as intrusões contidas no conjunto de dados ISCX, deste modo pode-se
também descartar a solução alternativa descrita na secção 2.8. Descarta-se também o uso
dos classificadores Random Forest e K-Nearest Neighbor que obtiveram bons resultados
na deteção de intrusões mas são computacionalmente mais dispendiosos que o C4.5. No
entanto nenhum dos modelos utilizados nesta dissertação conseguiu resultados satisfatórios
na deteção de ataques não-conhecidos, também designados por ataques do tipo zero. Para
combater o problema identificado será necessário explorar novas abordagens, focadas princi-
palmente em algoritmos de aprendizagem não-supervisionada, pois estes são treinados com
observações sem rótulos criando um modelo preditivo que classifica as observações através






Este trabalho propõe a análise de diferentes técnicas de machine learning, de modo a selecio-
nar a melhor técnica a ser implementada num SDI para deteção e previsão de ataques numa
rede interna de uma organização. Para uma melhor compreensão do tema, foi elaborado
uma recolha de informação relacionada com os princípios da segurança de informação, os
vários tipos de anomalias existentes nas comunicações de um sistema computacional, como
uma análise arquitetónica dos sistemas de deteção de intrusões.
De seguida foram apresentadas vários abordagens relacionadas com a deteção de intrusões
aplicando diferentes técnicas de machine learning em conjuntos de dados públicos. Foi tam-
bém descrito a arquitetura do projeto SASSI, cujo o seu objetivo foca-se na criação de uma
ferramenta que apoie os administradores de redes informáticas no processo de tomada de
decisão relacionado com problemas de segurança. Após a apresentação do modelo do pro-
jeto SASSI, foi elaborado a visão da solução da componente a desenvolver pelo GECAD e a
importância da contribuição desta dissertação nesse mesmo desenvolvimento. Utilizaram-se
os conjuntos de dados NSL-KDD e ISCX por serem bastante completos, contendo inúmeras
observações de atividade normal numa rede como diferentes tipos de atividade maliciosa e
serem muito utilizados na literatura para este tipo de problemas.
Foram realizadas análises aos conjuntos de dados NSL-KDD e ISCX, de modo a perceber
como os dados se encontram estruturados, a correlação entre cada atributo, e a distribuição
das classes. Depois procedeu-se ao tratamento dos dados aplicando várias técnicas de pré-
processamento, separação, normalização, discretização e redução de dimensionalidade. Com
os dados tratados, selecionaram-se 7 algoritmos preditivos de aprendizagem supervisionada
e não-supervisionada para processarem os dados em NSL-KDD e ISCX com a finalidade de
detetar as intrusões contidas nestes conjuntos de dados.
Para finalizar criaram-se gráficos com os resultados obtidos na deteção das intrusões através
das métricas accuracy e F1 de cada algoritmo para cada combinação de técnicas de pré-
processamento em problemas binários e multi-classes. Os gráficos auxiliam na comparação
dos algoritmos preditivos para seleção do melhor classificador a ser testado e/ou implemento
no sistema SASSI.
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5.2 Contributos do trabalho
Em termos científicos, a dissertação contribuiu para o aprofundamento de conhecimentos
na área de machine learning aplicada ao contexto da segurança de informação de sistemas
computacionais em rede. Neste tema foi possível identificar e compreender as diferentes
abordagens utilizadas na deteção e previsão de intrusões. A presente dissertação contribui
também para autores que pretendam realizar um estudo comparativo com a abordagem
adotada na mesma.
Este projeto visa desenvolver um modelo de deteção e previsão de intrusões através do
estudo e aplicação de várias técnicas no âmbito do machine learning. O principal contributo
desta dissertação é direcionado para o projeto SASSI pois corresponde a uma das tarefas a
desenvolver nesse projeto. Para concretização deste contributo, realizaram-se as seguintes
tarefas que permitiram identificar diferentes técnicas de machine learning a serem testadas,
algumas lacunas nos conjuntos de dados e perceber quais os melhores métodos estudados a
aplicar em problemas relacionados com a deteção e previsão de intrusões em redes:
• A realização do estado da arte permitiu identificar um conjunto de técnicas e aborda-
gens a aplicar em problemas de deteção de intrusões:
– Decidiu-se utilizar os dois conjuntos de dados NSL-KDD e ISCX por serem bas-
tante completos, contendo inúmeras observações de atividade normal numa rede,
como diferentes tipos de atividade maliciosa e por serem muito utilizados na li-
teratura para este tipo de problemas;
– Exploraram-se diferentes técnicas de pré-processamento dos dados nomeada-
mente técnicas de normalização, discretização e redução de dimensionalidade;
– Selecionaram-se vários algoritmos de classificação, sendo estes o C4.5, Random
Forest, Autoencoder, Naive Bayes, redes Neuronais, SVM e KNN para elabo-
ração dos casos de estudo devido aos bons resultados obtidos nas abordagens
estudadas;
• Através da analise exploratória aos conjuntos de dados observou-se o seguinte:
– O conjunto de dados NSL-KDD contém poucas observações de duas categorias
de ataque dificultando aos algoritmos a sua identificação;
– Tanto o conjunto de dados NSL-KDD como o ISCX apresentam atributos irre-
levantes e/ou redundantes;
– Os dados dos conjuntos NSL-KDD e ISCX não são linearmente separáveis;
– O conjunto de dados ISCX possui registos de atividade de rede bem simulada,
mas perde na falta da diversidade de intrusões;
• Após a aplicação dos algoritmos nos conjuntos de dados verificou-se que:
– Os resultados das melhores combinações de técnicas de pré-processamento utili-
zadas em conjunto com os algoritmos diferem nos dois conjuntos de dados, isto
porque as estrutura de dados NSL-KDD não é a mesma que a de ISCX;
– As SVM e redes neuronais obtiveram os melhores resultados na classificação
binária do conjunto de dados NSL-KDD, no entanto estes resultados não foram
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significativamente superiores em relação aos classificadores C4.5, Random Forest
e KNN;
– Os classificadores C4.5 e Random Forest obtiveram os melhores resultados na
deteção de intrusões em problemas multi-classes no conjunto de dados ISCX. Em
NSL-KDD, estes algoritmos obtiveram bons resultados na deteção de intrusões
em todas as classes exceto nas classes U2R e R2L;
– A abordagem aplicada com o autoencoder não obteve resultados satisfatórios;
– O classificador C4.5 foi considerado a melhor escolha para uma possível imple-
mentação no sistema SASSI por ser o algoritmo com menores custos computa-
cionais e maior taxa de deteção de intrusões;
– As abordagens apresentadas não foram suficientemente boas na deteção de novas
intrusões, pelo que será necessário estudar e aplicar novos métodos relacionados
com este tipo de problemas;
Mesmo não obtendo um modelo preditivo completo que detete intrusões conhecidas e des-
conhecidas, as técnicas estudadas serão novamente aplicadas e testadas num conjunto de
dados real desenvolvido pela VisionTechLab.
5.3 Trabalho Futuro
No que diz respeito ao trabalho futuro, será criado um conjunto de dados que irá conter
registos de atividade normal e um leque de vários tipos de atividade intrusiva. Estes dados
serão obtidos pelos sensores do sistema SASSI. Serão aplicadas técnicas de machine lear-
ning ao conjunto de dados criado como as que foram apresentadas nesta dissertação. Serão
aplicadas outras abordagens com algoritmos de aprendizagem não-supervisionada como o
caso do Autoencoder. A abordagem apresentada para este classificador não obteve bons
resultados mas existem mais abordagens a serem exploradas neste algoritmo devido à sua
complexidade e vasta quantidade de parâmetros a afinar. As técnicas de aprendizagem não-
supervisionadas são uma possível solução para o aumento da taxa de deteção de ataques
não conhecidos. Será também realizado um levantamento da taxionomia detalhada dos
vários ataques existentes em redes, como as consequências e respetivo impacto associado à
ocorrência dos diversos tipos de intrusão e falhas do sistema. A informação recolhida será
necessária para desenvolver metodologias inteligentes de prevenção, para que seja possível,
ser identificadas as regras de atuação mais adequadas a cada circunstância. Será elaborado
um sistema de apoio à decisão capaz de indicar ao gestor do sistema as ações que deverá
tomar. Esta metodologia será capaz de avaliar o contexto e sugerir, mediante o tipo de
evento e o estado atual do sistema, as ações adequadas. Ao serem detetadas anomalias
ainda não identificadas e categorizadas, o sistema de apoio à decisão será capaz de adicionar
as mesmas e identificar as regras de atuação adequadas, através de mecanismos de aprendi-
zagem automática com as decisões tomadas pelo gestor do sistema. Por fim a componente
de deteção, previsão e prevenção será integrada no sistema SASSI e testada de modo a
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