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Abstract
Due to the sheer size of real-world networks, delay and space become quite relevant measures for
the cost of enumeration in network analytics. This paper presents efficient algorithms for listing
maximum cliques in networks, providing the first sublinear-space bounds with guaranteed delay
per enumerated clique, thus comparing favorably with the known literature.
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1 Introduction
The design of efficient algorithms for enumerating all possible solutions of a given problem
dates back to the 1950s [5, 19, 35]. Enumeration algorithms have the purpose of either
counting the number of solutions or listing the solutions one by one. Their study originated
in the area of complexity and optimization [17, 23, 39], and then spread over several other
application domains, including bioinformatics, machine learning, network analytics, and
social analysis [1, 26, 33]. For instance, a number of papers described how to enumerate
triangles [6, 3, 22, 31] and their generalizations such as cliques or other dense subgraphs [7, 9,
11, 12, 14, 15, 21, 25, 29, 34, 38]. Among the first problems attacked is the enumeration of
maximal cliques [2, 5, 7, 18, 24, 28], where a maximal clique is a subset of pairwise connected
vertices that is maximal under inclusion.
This paper focuses on two worst-case efficiency measures, namely, delay and space, that
become relevant for enumeration in massive networks. The delay is the maximum latency
between any two consecutively reported solutions. The space is the maximum amount of
extra memory that should be allocated to enumerate all the solutions, besides the amount
required by the input graph.
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Motivation. Let G(V,E) be an undirected connected graph, represented with ordered
adjacency lists, where n = |V | is the number of vertices and m = |E| is the number of
edges. Although it is known that the number α of maximal cliques in real-world networks
is much smaller than the exponentially many possible subsets of vertices [32], it happens
that α is still large for massive networks. In this scenario the notion of delay provides a
guarantee on the maximum time that a postprocessing algorithm has to wait before the next
enumerated maximal clique is produced: letting t(n,m) be the delay, we observe that not
only the total time is output-sensitive, i.e. O(α t(n,m)) plus the setup cost, but we also
guarantee that listing the next solution takes O(t(n,m)) time in the worst case. This is
a stronger notion than average throughput (e.g., number of cliques per second), which is
obtained by dividing α by the total time. The former implies the latter, but not vice versa.
We observe that the delay has been already used in many papers, e.g. [9, 11, 12, 23, 25, 36],
as a worst-case measure.
Space is another measure that has been considered when enumerating solutions, e.g. [13,
10, 41]. Modern CPUs have multiple cores, where each core has a very fast – but small
– private cache, with a shared last-level cache and a shared slow random access memory.
Consider multiple enumeration threads running simultaneously on the same massive graph
in the shared memory: modern machines have very large shared memory compared to the
private cores, so massive graphs can be stored in shared memory but not in the private cores.
If the memory footprint of each thread is small and fits the private cache of a core, the
shared memory access bottleneck is only caused by accessing the graph itself, and not the
private data. To make a concrete example, the private cache for CPUs in today’s commodity
desktops is few hundreds of kilobytes while the random access memory can host several
terabytes and networks contain millions of vertices and edges. For example, network eu-2005
(Section 7) contains n = 850 thousand vertices, m = 16.1 million edges, and α = 5.7 million
cliques: here, the space of known algorithms ranges from 3 to 164 megabytes, so their working
set does not fit the private cache (Table 2).
We remark that delay and space are somehow related measures. An algorithm with good
overall time can accumulate solutions in the shared memory or store them temporarily in a
file for a subsequent phase of postprocessing. If space is limited (especially in fast memory),
this approach cannot be taken into account.
Furthermore, as most current output-sensitive approaches have a recursive nature, they
can easily reach Θ(n) nesting levels in the worst case even for sparse graphs, thus using
the stack should be avoided: indeed, just storing one memory word per recursion level
kills sublinearity. This motivates the search for enumeration algorithms that provably use
sublinear space and have good delay bounds. Some space-efficient algorithms [13, 10, 41]
work well in practice for real-world networks but cannot guarantee sublinear space.
We remark that this paper does not address cache-efficient or cache-oblivious algorithms
in the parallel or distributed setting, which is worth investigating in future work. What is
emphasized here is that small footprint enumeration algorithms have more chances to reduce
memory contention and memory bandwidth issues when run on modern processors.
Our results. We provide the first algorithms with sublinear space and bounded delay for
enumerating the maximal cliques when the vertices of G are provided in degeneracy order.
This means that there exists an integer d, as small as possible, such that each vertex has d or
fewer neighbors appearing later in the ordering: d is called the degeneracy of G, a well-known
sparsity measure [13, 15, 40, 41], and is equivalently defined as the smallest integer such
that every nonempty subgraph of G has at least one vertex of degree ≤ d. The degeneracy
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Table 1 Bounds for maximal clique enumeration, where q− 1 ≤ d ≤ ∆ ≤ n− 1 ≤ m, d = O(√m).
†: it does not list cliques, but outputs a compressed representation. +: h is the smallest integer such
that |{v ∈ V : |N(v)| ≥ h}| ≤ h, where d ≤ h ≤ ∆. ∗: it uses matrix multiplication. A lower bound
in the column for the delay means that there exists a family of graphs with that delay.
Time
Algorithm Setup Delay Overall Space
Bron-Kerbosch [7] O(m) unbounded unbounded O(n+ q∆)
Tomita et al. [34]† O(m) Ω(n3) O(3n/3) O(n+ q∆)
Eppstein et al. [16] O(m) Ω(3n/6) O(d(n− d)3d/3) O(n+ d∆)
Johnson et al. [23] O(mn) O(mn) αO(mn) O(αn)
Tsukiyama et al. [36] O(n2) O((n2 −m)n) αO((n2 −m)n) O(n2)
Chiba-Nishizeki [11] O(m) O(md) αO(md) O(m)
Makino-Uno [25] O(mn) O(∆4) αO(∆4) O(m)
Chang et al. [9]+ O(m) O(∆h3) αO(∆h3) O(m)
Makino-Uno [25]∗ O(n2) O(n2.37) αO(n2.37) O(n2)
Comin-Rizzi [12]∗ O(n5.37) O(n2.09) αO(n2.09) O(n4.27)
This paper O˜(m) O˜(qd(∆ + qd)) α O˜(qd(∆ + qd)) O(q)
This paper O˜(m) O˜(min{md, qd∆}) α O˜(min{md, qd∆}) O(d)
n = #vertices ∆ = max degree α = #maximal cliques
m = #edges d = degeneracy q = largest clique size
ordering can be computed in O(n+m) time by repeatedly removing the vertex of minimum
degree from G. Also, it can be proved that d = O(
√
m), and that the size q of the maximum
clique in G and the maximum degree in the graph ∆ satisfy q − 1 ≤ d ≤ ∆ ≤ n− 1.
The last two rows in Table 1 report our bounds in terms of the above parameters, where
the O˜() notation ignores logO(1)(n+m) factors. We observe that our bounds are expressed
in terms of the parameters q, d,∆ instead of m,n, whenever possible, as they are actually
smaller than m or n. For example, network eu-2005 has q = 387, d = 388 and ∆ = 68 963.
Also, since both q and d are always O(
√
m), our space is provably sublinear (around 20
kilobytes for eu-2005!). Note that ∆ is not always sublinear in the graph size as real-world
networks are sparse and could have ∆ = Θ(n), as shown in Table 2 (see also [13]). Also, our
O(q) space is close to optimal as we have to single out a subset of q vertices from G.
The other rows in Table 1 report the bounds for the main results in the state of the art
(see below for a discussion). The setup time is the preprocessing cost before starting to list
the solutions, and ours is comparable to that of previous results. As for the delay, the cost in
the last row is asymptotically smaller in many cases, except for dense graphs, where matrix
multiplication based algorithms [12, 25] are preferable (but massive networks can hardly
be processed by quadratic space algorithms). As for the overall time, we have a similar
improvement for output-sensitive bounds where the α term appears. Moreover, we observe
that [16] has great time performance in practice (see Section 7) but it is not output-sensitive
as α does not appear in the complexity, and cannot guarantee sublinear space. Summing up,
our algorithms can compete with the state of the art when suitably implemented, with the
additional bonus of guaranteeing small space and bounded delay.
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Related work. The idea of using small space in enumeration algorithms is not new, as
witnessed by the notion of “compactness” introduced in Fukuda [17]: however, his goal is
not sublinear space as in our paper, but polynomially bounded space in terms of the input
size and the maximum output size of a solution. It is also worth mentioning that the class
of CAT (constant amortized time) enumeration algorithms described in Ruskey’s book [30]
seems to be very promising but our algorithms cannot fall within this class as their amortized
cost per solution is non-constant.
Our algorithms are based on the reverse search paradigm introduced by Avis and Fukuda [4]
as it has been conceived to be space-efficient by its authors. Also, we reuse some of the
machinery introduced by Tsukiyama et al. [36] and Makino and Uno [25]. In the reverse
search the solutions are the nodes of a virtual digraph, for which a “successor” function is
defined to jump from one solution to the other. (Gély et al. [20] study new combinatorial
properties of this virtual digraph.) A spanning tree represents all the solutions, where the
depth corresponds to the number of nested levels of the corresponding recursion. To achieve
sublinear space, our algorithms employ the stateless reverse search to avoid using the stack,
plus other properties that exploit the structure of the maximal clique enumeration problem.
Turning to the state of the art for the maximal clique enumeration problem, Table 1
summarizes the main results. The papers by Bron and Kerbosch [7] and Tsukiyama et
al. [36] have defined the main lines of research for algorithms using polynomial space, and
they are currently at the heart of many other algorithms. The Bron-Kerbosch algorithm
relies on a backtracking scheme that is adopted in several efficient algorithms [16, 34, 41].
The algorithm by Tsukiyama et al. has been originally conceived for the enumeration of
maximal independent sets, which is a problem equivalent to that of maximal cliques, and
inspired at least in part the algorithm by Johnson et al. [23], which produces solutions in
lexicographic order but requires exponential space (see also [20]). The approach has been
subsequently adapted to clique enumeration by Chiba-Nishizeki [11], and Makino-Uno [25]
has reinterpreted [36] in the paradigm of reverse search.
Bron-Kerbosch scheme. The Bron-Kerbosch based algorithms are a popular choice for
enumerating cliques due to their simplicity and good performance in practice. The original
version [7] does not provide any guarantee. The version in [34] guarantees a total running
time of O(3n/3), which is optimal for Moon-Moser graphs as they have 3n/3 cliques [8, 27].
The version in [16] further refines and improves the work for sparse graphs, which may have
up to (n − d)3d/3 cliques, by producing an algorithm with O(d(n − d)3d/3) time. All of
these approaches use O(n + q∆) space to store sets of candidates and visited vertices. It
is possible to modify these algorithms to decrease their space usage (e.g. by modifying the
data structure in [16]) but, to the best of our knowledge, with state of the art techniques
they would still require Ω(∆), which is not sublinear as ∆ can be Θ(n) in sparse graphs.
Algorithms that follow this scheme are characterized by their complexity being related to
the worst-case number of cliques in a graph (instead of α), and give no guarantees on the
cost per solution nor the delay: these can be shown to be both Ω(n3) for [34], while [16] can
have a delay of Ω(3n/6) for some families of graphs.
Tsukiyama et al. scheme. The motivation behind algorithms in this class is to achieve
an output-sensitive cost that is proportional to the number α of maximal cliques times a
function that depends on the graph parameters. The original algorithm by Tsukiyama et
al. [36] is a backtracking procedure that enumerates maximal independent sets in O(mn)
time per solution. As a maximal independent set is a maximal clique in the complementary
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graph, this gives an algorithm for enumerating maximal cliques in O((n2 −m)n) time per
solution. The adaptation of the algorithm to maximal cliques has been improved by Chiba
and Nishizeki [11], who bring the delay down to O(md):1 this algorithm is still based on
a stateful backtracking procedure in which the recursion tree has depth Ω(n), making the
required space Ω(n). Makino and Uno [25] take a step towards statelessness by adapting [36]
and [23] to the paradigm of reverse search. The algorithm is still a stateful recursive approach,
which takes Ω(n) space (the depth of the recursion tree). Differently from its predecessors,
each node of the tree corresponds to a unique maximal clique whose children can be computed
as a function of the graph and the clique itself. The Makino-Uno algorithm is provided in
two versions, one combinatorial with delay O(∆4) and one based on matrix multiplication
with delay O(n2.37). The former has been improved to O(∆h3) by Chang et al. [9], where h
is the smallest integer such that |{v ∈ V : |N(v)| ≥ h}| ≤ h: since the reverse search is not
stateless, here the space remains Ω(n). The latter has been improved to O(n2.09) by Comin
and Rizzi [12] using matrix multiplication but requiring higher space usage and setup time.
2 Preliminaries
Let G(V,E) be an undirected graph with |V | = n and |E| = m. We assume that G is
connected and represented using ordered adjacency lists. A clique is a subset K ⊆ V
of pairwise connected vertices: we will use K to denote both this subset of vertices and
the subgraph induced by them. Given G, let ∆ be the maximum vertex degree, d the
degeneracy, and q be the maximum clique size, where q − 1 ≤ d ≤ ∆ ≤ n − 1 ≤ m and
d = O(
√
m); also, let v1 . . . vn be the vertices of V labelled in a degeneracy ordering (see
the introduction). We denote by V≤i the set of vertices v1 . . . vi. Let us define N(v) as the
set of neighbors of v and N>(v) as {x ∈ N(v) : x > v}. We define N<(v) analogously.
Note that |N>(v)| ≤ d as the graph is labelled in degeneracy ordering. Given a set of
vertices A ⊂ V , we define N(A) = ⋂v∈AN(v) as the set of neighbors common to all the
vertices in A. We call heads the vertices v such that N<(v) = ∅. Moreover, for any v ∈ V ,
A≤v = A∩V≤v and A<v = A≤v \{v}. Given two set of vertices A and B, we say that A < B
if A is lexicographically smaller than B. Given a set X ⊆ V , we define complete(X) as
the lexicographically smallest maximal clique that contains X.
I Lemma 1. If X1 ⊆ X2, then complete(X1) ≤ complete(X2).
Proof. Let C1 and C2 be the set of maximal cliques containing respectively X1 and X2.
Clearly C1 ⊇ C2, and as complete(X) returns the lexicographically smallest maximal clique
that contains X we have complete(X1) = min(C1) ≤ min(C2) = complete(X2). J
3 Reverse Search Revisited
We sketch a reverse search algorithm for the maximal clique enumeration that revises and
simplifies the algorithm by Makino and Uno [25], which is itself a reinterpretation of the
works of Tsukiyama et al. in [36] and Johnson et al. in [23] for maximal independent sets.
The rationale of the algorithm can be summarized as follows. Suppose we iteratively add
the vertices of G to a graph G′, which is initially empty. Each time a vertex v is added,
the new maximal cliques can be computed by looking at the maximal cliques of G′: an
existing clique K ⊆ G′ can be extended partially or totally by v. Of course computing all
1 The work actually exploits the arboricity, but we use d for simplicity as the arboricity is Θ(d).
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Algorithm 1: Enumerate all maximal cliques (a.k.a. revisited Makino-Uno)
Input :Graph G(V,E) where vertices are labeled in degeneracy ordering
Output :Maximal cliques in G
Let v1, v2, . . . vn ∈ V be the vertices labeled in degeneracy ordering, such that v1, . . . , vj are
heads, where j is the number of heads (1 ≤ j ≤ n).
for i ∈ {1, . . . , j} do
Ri ← complete({vi})
spawn(Ri)
Function complete(K)
choose any v ∈ K
foreach increasing w ∈ N(v) do
if K ⊆ N(w) then
K ← K ∪ {w}
return K
Function spawn(K)
cand←
{
w ∈ ⋃
u∈K
N>(u)
∖
K : w > pi(K)
}
foreach v ∈ cand do
K′v ← K<v ∩N(v)
D ← complete(K′v ∪ {v})
if complete(K′v) = K and D<v = K′v then
spawn(D)
the cliques of G in this way requires keeping most of the cliques of the graph in memory
(as for independent sets in [23]), which takes exponential space. In order to avoid to store
the cliques, we address the following question: given the clique K, maximal for G′, which
vertices in G \ G′ expand K and which cliques do they produce in G? This “production”
relationship gives us the “successor” function of the reverse search paradigm. Technicalities
are needed to avoid expanding K with candidates leading to the same clique more than once.
It is worth observing that, differently from [25], our algorithm assumes that the vertices of
G are given in degeneracy ordering and begins the recursion from a set of root cliques (instead
of the lexicographically minimum one), where each root Ri corresponds to complete run on
the head vi. Moreover, we alter the given degeneracy ordering in such a way that the heads
are at the beginning. This is always possible: as heads have no backward edges, when moved
backwards they will not change the number of forward edges of any vertex (see Section 6).
The pseudocode is shown in Algorithm 1. The function spawn makes use of the notion
of parent index, borrowed from [25]:
I Definition 2 (Parent Index). Given a maximal clique K, pi(K) is the smallest x such that
complete(K≤x) = K.
The cand set contains the vertices that partially extend K and that are greater than
pi(K). For each vertex in cand we try to generate a child clique; the check in spawn
corresponds to conditions (c) and (d) from Lemma 2 in [25], which guarantees that each child
clique is only generated once. We remark that each call of spawn returns at least a clique.
Space usage and delay. Referring to Algorithm 1, we observe that the complete function
only needs to store the set K, whose size is O(q), and performs O(∆) iterations that take
O˜(q) time each. The cost of an iteration on vertex w is also bounded by O˜(|N(w)|), so
the cost of all the iterations is bounded by O˜(m). Since pi can be computed by running
complete q times, we can conclude the following:
I Lemma 3. Function complete in Algorithm 1 takes O(q) space and O˜(min{q∆,m})
time. Moreover, computing pi takes O(q) space and O˜(qmin{q∆,m}) time.
For the sake of clarity, we will refer to the vertices in G and to the nodes in the recursive
tree induced by our approach. The space requirement of each recursive node is bounded by
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the size of cand, as all other lines take O(q) space. As cand ⊆ V is the union of up to q
sets of vertices each of size at most d, we have |cand| ≤ min{qd, n}. The recursion depth of
Algorithm 1 is O(n), for a total space requirement of O(nmin{qd, n}).
Consider now the delay of Algorithm 1. Note that selecting the next head takes constant
time as heads are contiguous. By making use of alternative output [37], as we have no dead
ends, the delay of the algorithm is bounded by the cost of O(1) recursive nodes. The function
spawn performs |cand| iterations, whose cost is dominated by complete. The total cost
of the loop is thus O˜(min{qd, n}min{q∆,m}), which corresponds to the total cost of the
recursion node as it dominates the cost of computing cand. As a consequence we have some
new interesting bounds shown in Lemma 4, which we improve in the rest of the paper.
I Lemma 4. Algorithm 1 uses O(nmin{qd, n}) space and has O˜(min{qd, n}min{q∆,m})
delay.
4 Improved Algorithm
Algorithm 1 does not meet our space requirements; still, it is the starting point to build
our space efficient scheme. The first issue is its recursive nature: in function spawn, each
time a recursive call is performed the status of the current call needs to be saved. As a
result, we require the space needed by each recursive node multiplied by the height of the
recursion tree. Note that the standard stack-based transformation of recursive programs into
iterative ones, as done in [9], does not solve the issue, as the stack size would be Ω(n). We
will therefore navigate implicitly the recursion tree induced by the reverse search, without
using a stack. The other important issue to achieve sublinear space is the cand set, whose
size can be min{qd, n}. Hence, we need to traverse cand without materializing it.
To address the first issue, we represent the state of the computation with the pair:
the current clique K
the “bookmark” vertex v in cand for K (where initially v = pi(K)).
We remark that the bookmark vertex allows us to resume the computation in the parent
without the need of storing information for each recursive level.
I Fact 1. The state 〈K, v〉 requires O(q) space.
Furthermore, we implicitly traverse the recursion tree using these navigation primitives:
is-root(K) checks if K is the root of current recursion tree.
parent-state(K) returns the state for the parent node of K in the recursion tree.
get-next-cand(K, v) finds the candidate following v in cand for the current K.
child-exists(K, v) checks whether the current state will lead to a child maximal clique.
Algorithm 2 shows how to implement and use the above primitives, and Lemmas 5, 6, 7, 10
prove their correctness.
I Lemma 5. Let K be any maximal clique examined in Algorithm 1: K is a root iff
pi(K) = min(K). As a corollary, roots have no parent.
Proof. Let vi be the head of the recursion tree containing K and Ri = complete(vi) the
relative root. By definition we have that vi is a head iff N<(vi) = ∅, so a head must be the
smallest vertex of any clique. We then have vi = min(Ri), and since min(D) ∈ K for any
child D of K, there cannot be heads other than vi in the current recursion tree. From this it
immediately follows that no other roots are found in the subtree of the root Ri, and hence
roots have no parent.
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Algorithm 2: Improved enumeration of maximal cliques
Assume min(∅) = null, and adopt the following shorthands for maximal clique K:
sub-clique K′v ≡ K<v ∩N(v) and vertex set BK ≡ {u ∈ V \K : K<u ⊆ N(u)}.
Function improved-spawn(K)
v ← pi(K)
while true do
childless← true
while v ← get-next-cand(K, v) 6=null do
if child-exists(K, v) then
K ← complete(K′v ∪ {v})
childless← false
break
if childless then
if is-root(K) then return
else
〈K, v〉 ← parent-state(K)
Function is-root(K)
return pi(K) = min(K)
Function child-exists(K, v)
return N(K′v) ∩ (BK ∪N<(v)) = ∅
Function get-next-cand(K,v)
return min{w ∈ ⋃
u∈K N>(u) \K :
w > v}
Function parent-state(K)
v ← pi(K)
return 〈complete(K<v), v〉
We now show that N<(min(K)) = ∅ and K = complete({min(K)}) iff pi(K) = min(K).
This concludes the proof as the first condition correspond to the definition of a root (min(K)
being the corresponding head). Since {min(K)} = K≤min(K), we have pi(K) = min(K)
iff K = complete({min(K)}) by definition of pi. Moreover, K = complete({min(K)})
implies N<(min(K)) = ∅: indeed, if there was w ∈ N<(min(K)), complete would add w
to {min(K)}, making it different from K. J
The next lemma states that given a clique D, the parent index allows us to identify the
clique that generated D and the vertex in cand used to produce D.
I Lemma 6. Let K, D, and v be defined as in spawn when the recursive call is performed
on D. Then parent-state(D) = 〈K, v〉 in improved-spawn.
Proof. We prove that, given a maximal clique D which is not a root, the parent of D in
the computational tree is complete(D<pi(D)) and the vertex used by the algorithm spawn
to produce D is pi(D). Since K is the parent of D, we have D = complete(K ′v ∪ {v}).
From the conditions tested on K ′v and D, we have complete(D<v) = complete(K ′v) = K.
Now we only need to prove that v = pi(D). We have that D = complete(K ′v ∪ {v}) =
complete(D≤v) > complete(D<v) = K, applying Lemma 1. From this it follows that for
any w < v, complete(D≤w) ≤ complete(D<v) = K < D, thus v = pi(D). J
Since the candidates are examined in increasing order, when returning from the current
child of K, we are able to provide all the remaining children of K. Indeed let v be pi(D):
as a consequence of Lemma 6 we know that D was generated from K using candidate v
and that K = complete(D<v). By using the next lemma, we can provide and test all the
remaining candidates, i.e. the ones greater than v.
I Lemma 7. For a given maximal clique K, let cand = {w ∈ ⋃x∈K N>(x)\K : w > pi(K)}
in spawn and let z1, . . . , zr be the sequence of vertices generated by get-next-cand in
improved-spawn. Then cand = {z1, . . . , zr}.
Proof. We give the proof by induction. The first time get-next-cand is invoked v is pi(K),
meaning that z1 is the minimum element of cand. Let zj be the last vertex generated by
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get-next-cand and let us assume that z1, . . . , zj are the first j vertices of cand. Then
min{w ∈ ⋃u∈K N>(u) \K : w > zj} is the the (j + 1)-th element of cand if |cand| > j,
null otherwise. J
The check done in child-exists(K, v) is equivalent to the check done in spawn. We will
prove this in Lemma 10 using Lemmas 8 and 9.
I Lemma 8. N(K ′v) ∩ BK = ∅ is equivalent to complete(K ′v) = K, where BK = {u ∈
V \K : K<u ⊆ N(u)}.
Proof. Let us first prove that if ∃w ∈ N(K ′v) ∩ BK then complete(K ′v) 6= K. Note that
w is adjacent to all the vertices in K<w and in K ′v. complete(K ′v) will iteratively add to
K ′v the smallest vertex z that is a neighbor of all the vertices in K ′v, so clearly z ≤ w. If
z 6∈ K we have complete(K ′v) 6= K; if z ∈ K then z ∈ K<w, thus z ∈ N(w) and w is still a
candidate for the complete procedure. As w remains a candidate when z ∈ K, the process
will eventually add either w or another z 6∈ K. Hence, complete(K ′v) 6= K.
We now prove that if complete(K ′v) 6= K then N(K ′v)∩BK 6= ∅. Let z be the first vertex
not in K selected by complete(K ′v). Since all vertices in K<z were added to K ′v before z, we
have K<z ⊆ N(z) and hence z ∈ BK . Moreover, since z has been selected by the complete
procedure, K ′v ⊆ N(z), which implies z ∈ N(K ′v). It follows that N(K ′v) ∩B ⊇ {z} 6= ∅. J
I Lemma 9. N(K ′v) ∩N<(v) = ∅ is equivalent to complete(K ′v ∪ {v})<v = K ′v.
Proof. We prove that if N(K ′v) ∩ N<(v) 6= ∅ then complete(K ′v ∪ {v})<v 6= K ′v. Let z
be the smallest vertex in N(K ′v) ∩ N<(v). Note that z 6∈ K ′v, since z ∈ N(K ′v). The first
iteration of complete(K ′v ∪ {v}) selects the smallest vertex in N(K ′v ∪ {v}), which is z,
since N(K ′v ∪ {v}) = N(K ′v) ∩ N(v). Since z < v, we have z ∈ complete(K ′v ∪ {v})<v,
which implies complete(K ′v ∪ {v})<v 6= K ′v.
We now prove that if complete(K ′v ∪{v})<v 6= K ′v then N(K ′v)∩N<(v) 6= ∅. Note that
K ′v ⊆ complete(K ′v ∪ {v})<v since K ′v ⊆ V<v. Let z = min(complete(K ′v ∪ {v})<v \K ′v).
Since z has been selected by function complete, we have z ∈ N(K ′v ∪ {v}), that is
z ∈ N(K ′v) ∩N(v). Since z < v, we have N(K ′v) ∩N<(v) ⊇ {z} 6= ∅. J
I Lemma 10. N(K ′v) ∩ (BK ∪N<(v)) = ∅ iff complete(K ′v) = K and complete(K ′v ∪
{v})<v = K ′v
Using Lemmas 5, 6, 7 and 10, we finally obtain the following result:
I Lemma 11. Function spawn in Algorithm 1 and function improved-spawn in Algorithm 2
are equivalent.
Proof. Setting D = complete(K ′v ∪ {v}) we observe that improved-spawn(K) simulates
the preorder traversal of the recursion tree induced by spawn(K). When all the children of
the current clique K have been explored during the traversal, childless is set to true. In this
case, if K is the root of the current tree there are no more maximal cliques to be generated
with the given head vi; otherwise, the state of the parent is restored. J
5 Analysis
Analogously to Section 3, the delay of Algorithm 2 is the sum of the running times of all the
iterations corresponding to the same K. Specifically, the number of iterations of the while
loop is |cand| ≤ min{qd, n} (see Lemma 7). The space usage of improved-spawn, thanks
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to its statelessness, corresponds to that of a single iteration. In order to give space and time
bounds, let us analyze the costs of our navigation primitives.
Since computing pi(K) dominates the space and time costs of functions is-root and
parent-state, we use the bounds in Lemma 3. The next candidate can be obtained from
K and the bookmark v as follows: for each element x ∈ K, perform a binary search in
N(x) to obtain the smallest vertex greater than v; the minimum of these vertices is the next
candidate. Thus we obtain the bounds below:
I Lemma 12. is-root(K) and parent-state(K) take O˜(qmin{q∆,m}) time and O(q)
space. get-next-cand uses O˜(q) time and constant space.
Next we give a careful analysis of child-exists, the dominating cost of improved-spawn.
Cost of testing if a child exists. Function child-exists makes use of the sets BK and
N(K ′v). Due to our memory constraints, we cannot store N(K ′v) explicitly, since it would
take Ω(∆) space. For this reason, we need to iterate over N(K ′v) without materializing it.
Analogously, we cannot store BK = {v ∈ V \K : K<v ⊆ N(v)}, whose size can be Ω(n).
The following lemma will allow us to overcome this issue:
I Lemma 13. The set BK is equal to V<min(K) ∪ {u ∈ N>(min(K)) \K : K<u ⊆ N(u)}.
Proof. vertices in V<min(K) are in BK as K<min(K) = ∅, thus they can be stored implicitly.
All other vertices must clearly be forward neighbors of min(K). J
We denote the non-trivial part of BK , i.e. {u ∈ N>(min(K)) \K : K<u ⊆ N(u)}, as B′K .
We can compute it by testing |N>(min(K))| ≤ d candidates in O(|K|) = O(q) time.
I Lemma 14. Computing (or iterating over) B′K can be done in O˜(qd) time.
We will now analyze the cost of iterating over N(K ′v), and two possible ways of managing
BK (storing it or iterating it implicitly) leading to two different bounds.
Iterating over N(K′v). Iterating over N(K ′v) using constant space can be done as follows.
Let w be the vertex of K ′v with lowest degree: iterate over the vertices z ∈ N(w) and for
each check whether K ′v ⊆ N(z). This costs O˜(|N(w)||K ′v|) = O˜(
∑
y∈K′v |N(y)|), since w is
the lowest degree element of K ′v.
I Lemma 15. The total cost of iterating over all of the sets N(K ′v) for v in
⋃
x∈K
N>(x) is
O˜(dmin{q∆,m}) time.
Proof. Let CK =
⋃
x∈K N>(x). Since the cost of iterating over a given N(K ′v) is bounded
by O˜(
∑
y∈K′v |N(y)|), the following steps prove the lemma:∑
v∈CK
∑
y∈K∩N<(v)
|N(y)| =
∑
v∈CK
∑
y∈K
|N(y)|I{y∈N<(v)}
=
∑
y∈K
∑
v∈CK
|N(y)|I{v∈N>(y)}
=
∑
y∈K
∑
v∈N>(y)
|N(y)|
=
∑
y∈K
|N>(y)| · |N(y)|
≤d
∑
y∈K
|N(y)| ≤ dmin{q∆,m} J
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Algorithm 3: In-place algorithm for moving heads to the beginning of V
Input :G(V,E), with V in degeneracy ordering and E as ordered adjacency lists L1 . . . Ln.
Output :G(V,E) with V relabeled in degeneracy ordering so that the j heads are v1, . . . , vj .
1 s, e← n+ 1
2 foreach s in decreasing order from n to 1 do // Reorder, relabel N>(v)
3 if s is not a head then
4 e← e− 1
5 foreach v < s in Ls do replace s with e in Lv
6 replace all v < s with 0 in Ls
7 swap Ls and Le
8 foreach v in decreasing order from n to 1 do // Relabel N<(v)
9 foreach x 6= 0 in Lv do replace the rightmost 0 in Lx with v
Storing BK . By applying Lemma 13, since we can check in constant time whether a vertex
is in V<min(K), we only need to store B′K , whose size is O(d) by definition. The computation
of B′K , which costs O˜(qd) time applying Lemma 14, is done once for K and once for each
child. Hence its cost is payed at most twice for each clique.
Observe that the cost of child-exists is dominated by that of the computation of N(K ′v),
since testing N(K ′v) ∩BK = ∅ and N(K ′v) ∩N<(v) = ∅ can be done in O˜(1) time for each
element of N(K ′v). Applying Lemma 15, we can conclude that:
I Lemma 16. Function child-exists can be implemented such that the cumulative cost of
all the calls to child-exists(K, v) for a fixed K is O(d) space and O˜(dmin{q∆,m}) time.
Iterating over BK . In order to avoid storing B′K , we can compute the intersection between
N(K ′v) and BK iterating over both sets. The iterator for B′K works as described in Lemma 14.
Since the elements of both N(K ′v) and B′K are iterated in increasing order, the cost of
computing their intersection for each call of child-exists is the sum of the costs of the
two iterations. Consider the sum of these costs over all the calls of child-exists: applying
Lemma 14 and Lemma 15, we obtain a total cost of O˜(dmin{q∆,m}+ qdmin{qd, n}), since
|cand| ≤ min{qd, n}. As a result, we have the following lemma:
I Lemma 17. Function child-exists can be implemented such that the cumulative cost
of all the calls to child-exists(K, v) for a fixed K is O(q) space and O˜(dmin{q∆,m} +
qdmin{qd, n}) time.
The final algorithm corresponds to plugging Algorithm 2 into Algorithm 1, i.e. replacing
spawn with improved-spawn. In order to show that the final algorithm takes O(q) or O(d)
space as well, we should also perform the setup described in Section 6. Using Algorithm 3 as
setup, and applying Fact 1 and Lemmas 12, 16, and 17, we obtain our final result (recall
that q − 1 ≤ d ≤ ∆ ≤ n− 1 ≤ m and d = O(√m)).
I Theorem 18. Let G be an undirected connected graph with n vertices and m edges, whose
adjacency lists are ordered and whose vertices are labeled in degeneracy ordering. Let ∆ be
the maximum degree of its vertices, q the size of its largest clique, and d its degeneracy. Then
there exists an algorithm that lists all the maximal cliques in G that has O˜(m) setup time,
O(q) space usage, and O˜(qd(∆ + qd)) delay. The latter bound improves to O˜(qd∆) if space
usage is increased to O(d). Space is always sublinear in the size of G.
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Table 2 Experimental results of our comparison with output-sensitive algorithms in the state of
the art. For the graph statistics (upper part), we refer to Table 1. For the comparison (lower part)
we have considered the total time (time), the delay (delay), and the space (mem).
dblp-2008 Amazon-0505 in-2004 eu-2005
n 511 163 410 236 1 353 703 862 664
m 1 871 070 2 439 436 13 126 172 16 138 468
α 447 563 1 034 135 3 384 922 5 727 256
∆ 576 2 760 21 869 68 963
d 114 10 488 388
q 115 11 489 387
time delay mem time delay mem time delay mem time delay mem
algo. sec ms MiB sec ms MiB sec ms MiB sec ms MiB
cn >2h 475 97.56 >2h 636 78.26 >2h 5 285 258.21 >2h 4 077 164.54
mu 39.5 18 3.01 16.9 22 3.01 6 102.7 3 691 52.62 >2h 11 395 30.52
cxq 21.2 4 0.11 60.7 12 0.25 >2h 6 004 1.02 >2h 621 3.15
ralg2 1.8 0.6 1.57 3.1 0.8 0.81 66.6 401 6.46 237.4 245 3.16
alg2 2.3 15 0.01 4.4 0.9 0.01 100.7 410 0.03 363.8 277 0.02
cn: Chiba-Nishizeki [11] mu: Sparse graph Makino-Uno [25] cxq: Chang et al. [9]
ralg2: Recursive Algorithm 2 alg2: Algorithm 2
6 Setup
Algorithm 3 gives some details on how to modify the degeneracy ordering of the vertices so
as to place the heads at the beginning in O˜(m) time and O(1) space. As already noted, the
resulting order is still a degeneracy ordering. The main idea is to maintain a sliding window
over the list of adjacency lists. The window incrementally collects the heads while moving
from the last vertex to the first one in the ordering, so that its final position is the beginning
of the ordering. The window is moved by swapping the greatest vertex before the window,
which is called s and the greatest vertex in the window, which is called e. In case s is a head,
the window is not shifted but simply enlarged to include s. While moving the window, the
occurrences of the labels of the swapped vertices s and e must be updated accordingly. To
this aim just the occurrences of s in N>(v) are relabeled, for each v neighbor of s. At the
end, the backward neighborhoods can be updated by looking at the forward ones.
It is straightforward to see that the time needed by Algorithm 3 is O˜(m). Indeed, in the
loop in line 2, each adjacency list is iterated at most once. The loop in line 8 has the same
time bound, i.e. O˜(m): it traverses the adjacency lists of all vertices performing replace
operations, which can be done in logarithmic time on ordered lists. The constant space usage
follows from the fact that just O(1) variables are stored.
7 Experimental Evaluation
In this section, we report some preliminary experiments on some large real-world networks
that have been taken from lasagne (lasagne-unifi.sourceforge.net/). Our computing
platform is a 24-core machine with Intel(R) Xeon(R) CPU E5-2620 v3 at 2.40GHz, with
128GB of shared memory. The operating system is a Ubuntu 14.04.2 LTS, with Linux kernel
version 3.16.0-30. The code has been written in C++ and forced to run on a single core.
Table 2 reports the results of the comparison between our algorithm and existing al-
gorithms which use at most linear space and are output-sensitive, i.e. the ones providing a
bounded delay or cost per solution, namely cn, mu, and cxq (see Table 1). We limited the
running time to two hours. The algorithm ralg2 refers to a recursive version of Algorithm 2.
alg2 refers to Algorithm 2 which takes O(q) memory by using Lemma 17 (similar results
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can be found for the iterative version which uses Lemma 16). For each algorithm and for
each graph, we report the total time, the maximum delay found while running, and the
memory usage (excluding the input size). Note that both ralg2 and alg2 are significantly
faster than cn, mu, and cxq. It is worth observing that the results highlight how the delay
of ralg2 and alg2 depends on d and q as shown in Theorem 18.
The running times of alg2 are in general higher than ralg2, even though its performance
is competitive. On the other hand, alg2 uses the smallest amount of memory, namely always
less than 0.03 MiB even when these graphs have hundreds of thousands of vertices and
millions of edges. The most striking result is for eu-2005, having more than 850 thousands of
vertices and more than 16 millions of edges, where our algorithm uses just 0.02 MiB. Finally,
observe that the memory seems to be proportional to d and q, since in-2004 and eu-2005
have relatively higher memory consumption.
For the sake of completeness, we also considered the state of the art for Bron-Kerbosch
based algorithms. In particular, we ran the algorithm in [15, 16] using the code provided by
the authors (we are grateful to them). Even though its cost per solution can be higher than
ours and its delay can be exponential, this algorithm is on the average 3.7 times faster than
alg2. On the other hand, as this algorithm uses linear memory, its memory consumption is
on the average 878.9 times larger than the memory of alg2.
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