Wireless relay transmission has been considered as a supplementary technology for future wireless communication system, and handover is a key element in wireless relay transmissions to support users' mobility. Handover failure will result in the forced termination of an ongoing call, and a good handover scheme will provide good system performance. This article focuses on the handover decision problem in wireless relay transmission systems. Initially, the architecture of a single-cell relay system is introduced. The handover decision problem is formulated as a Markov decision process (MDP). In the proposed model, a profit function is used to evaluate the quality-of-service of the chosen serving node, and a cost function is used to model processing load and signaling cost. Based on the profit and cost functions, the reward function is formulated. Moreover, the objective is to maximize the expected total reward per connection. The value iteration algorithm is employed to determine the optimal handover policy. Furthermore, the analysis is generalized to multi-cell relay systems. Numerical results show that the proposed MDP-based handover policy is well behaved in wireless relay systems.
Introduction
Recently, wireless communications have been developing very rapidly from code division multiple access to orthogonal frequency division multiple access (OFDMA) techniques [1] [2] [3] . As the fast growing of users' demands, the new generation wireless communication systems will provide high data rate and wide coverage. However, due to the restriction of scarce spectrum resources, the spectral efficiency of the new generation wireless communication systems is very limited [4] . The relay transmission, which deploys multiple relay nodes between a source node and a destination node, has attracted much attention in recent years. Due to its great potential to improve spectral efficiency and coverage area, relay transmission has been considered as a supplementary technology for the new generation wireless communication systems. As a result, the IEEE 802.11 Task Group and 802. 16 Task Group are actively working on the standardization of relay transmission protocols [5, 6] . The basic idea of wireless relay transmission was introduced by van der Meulen [7] , and was comprehensively studied by Cover and El Gamal [8] . So far, wireless relay transmission has been investigated in various aspects, including information-theoretic capacity [9, 10] , diversity [11] , outage performance [12] , network coding [13] , and power allocation [14, 15] . It should be noted that handover [16, 17] , which provides the seamless mobility, is also an important issue in wireless relay systems. In conventional cellular systems, handover occurs only when a mobile station (MS) moves to different cells or different sectors of the same cell. However, the introduction of relay stations (RSs) in cellular systems creates additional handover scenarios. Figure 1 depicts diverse handover scenarios in wireless relay systems [18] . In scenario 1, an MS performs handover between two different RSs in the same cell. In scenario 2, an MS changes its communication node from a base station (BS) to the RS of the same cell, or vice versa. Scenario 3 is exactly the same as the inter-BS handover in the conventional cellular systems. In scenario 4, an MS performs handover from an RS to the RS of different cells. Scenario 5 is the process of an MS moves from a BS to the RS of different cells. Each mobile connection may experience a number of handovers during its lifetime http://jwcn.eurasipjournals.com/content/2012/1/358 connection. An efficient handover decision policy is beneficial to the system performance. Therefore, the handover is an important problem in wireless relay transmission systems. Recently, the handover schemes in wireless relay transmission systems have been defined in the base line document for the draft standard of IEEE 802.16j [6] .
The handover policies for wireless communications have been reported in some literatures. Stemm and Katz [19] proposed a vertical handover scheme, where the handover decisions only depend on the presence or absence of beacon packets. A series of researches about handover based on the received signal strength have been carried out. In [20] , the handover algorithms based on the received signal strength were reviewed, and advanced techniques (such as hypothesis testing, dynamic programming, and pattern recognition based on neural networks or fuzzy logic) were mentioned. An adaptive timer handoff (ATHO) algorithm was proposed in [21] , which was based on the received signal strength with a hysteresis timer to adapt the ping-pong effect in mobile communication systems. In [22] , a practical approach based on GSM measurement data was employed, and a handover algorithm was proposed to improve the handover performance. Jiang et al. [23] proposed a novel scheme using uplink and downlink signals for intra multi-hop relay BS handover with transparent RS. In [24] , an optimization handover scheme for mobile users was proposed to minimize the delay and maximize the throughput by employing a dwell-timer. Although all above works have investigated the handover problems in wireless systems, the link quality conditions are only taken as the handover decision criteria, and the quality-of-service (QoS) and the processing load during handovers are not considered. To the best of the authors' knowledge, few previous studies take the QoS and processing load together as the handover criteria in wireless relay systems.
In this article, we focus this study on a handover policy in wireless relay systems. At first, a relay transmission system with a single cell is introduced. In order to obtain better system performance, the adaptive modulation and coding schemes are employed. Furthermore, the available transmission rates for both the direct transmission and relay transmission links have been analyzed. Due to the mobility of MSs, a handover decision problem is then considered, which is formulated as a Markov decision process (MDP). After that, a profit function is used to evaluate the QoS of the chosen serving node, which represents the benefit that the MS can gain by choosing a serving node (i.e., the BS or some RS). The cost function is also considered, which captures the processing and signal load incurred when the connection switch the current serving node to another. Based on the profit and cost functions, the reward function is formulated. The objective of the handover problem is to maximize the expected total http://jwcn.eurasipjournals.com/content/2012/1/358 reward per connection. An optimal MDP-based handover decision policy is proposed by employing the value iteration algorithm (VIA). Furthermore, the proposed MDPbased handover policy is generalized to multi-cell relay systems.
The remainder of this article is organized as follows. The system model is described in Section 2. Section 3 formulates the handover decision process as an MDP, after that the optimality equations and the VIA are proposed. Extensions to multiple cell systems are discussed in Section 4. Numerical results are presented in Section 5 before conclusions are drawn in Section 6.
System model
Consider the downlink transmission of a single-cell relay system, which is composed of one BS, M RSs, and multiple MSs, as shown in Figure 2 . The BS can communicate with MSs directly or with the help of one RS. Depending on whether the BS communicates with MSs directly or with the help of RS, the transmissions can be classified into direct transmission and relay transmission. Moreover, the transmit power of BS (RS) is equally distributed to its serving MSs. Here, each MS is assumed to operate in a pre-assigned orthogonal channel, such as non-overlapping time/frequency slot. This assumption holds for most practical systems such as time division multiple access, frequency division multiple access (FDMA), and OFDMA systems [25] . Therefore, no inter-channel interferences exist among all MSs. In order to maximize system performance, the adaptive modulation and coding schemes are employed. Assuming that the BS or RSs can transmit data to the MS with W − 1 nonzero fixed transmission rates, which can be denoted as R (1) , . . . , R (W −1) . Without loss of generality, we suppose that
If zero is regarded as one special transmission rate, the set of downlink transmission rates can be denoted as = R (0) , R (1) , . . . , R (W −1) , where R (0) = 0. To guarantee the receiving accuracy of certain downlink transmission rate, it is expected that the received signal-to-noise ratio (SNR) must be no less than the target SNR. For a downlink transmission rate R (ω) (ω = 0, 1, . . . , W − 1), the corresponding target SNR is denoted by γ (ω) . Obviously, these target SNRs should satisfy
When the received SNR γ ∈ γ (ω) , γ (ω+1) , the transmission rate can be determined by R (ω) at most. Mathematically, given a received SNR γ , the transmission rate r can be obtained by
where U (t − t 0 ) is the Heaviside unit step function defined by
Note that the relationship between the received SNR γ and the transmission rate r can be seen in Figure 3 .
For the direct transmission case, an MS can receive signal from the BS directly. The received downlink signal y 0 can be expressed as
where P 0 denotes the total transmit power of the BS, N 0 is the number of MSs served by the BS, x 0 is the transmitted information symbol with unit energy at the BS, G 0 is the channel gain between the BS and the MS, and z 0 is the additive white Gaussian noise. Without loss of generality, we assume that the noise level is the same for all links and is denoted by σ 2 . Then, the directly received SNR γ 0 can be expressed as
Therefore, in this case, the maximum transmission rate r 0 can be obtained by
For the relay transmission case, we concentrate on the BS-RSm-MS link. In this case, the transmission consists of two phases. In phase 1, the BS first transmits the information to RS m, which is selected to relay the information. Therefore, the received signals at RS m can be expressed as
where N (1) 0 is the number of the RSs served by the BS in phase 1, G (1) m is the channel gain between the BS and RS m, z (1) m is the received additive white Gaussian noise. Therefore, the received SNR at RS m can be derived as
Therefore, the transmission rate r In phase 2, amplify-and-forward relay transmission strategy is employed [26] , that is, RS m amplifies y (1) m with transmission power P m N (2) m and forwards it to the MS, where P m is the total transmit power of RS m and N (2) m is the numbers of MSs served by RS m in phase 2. Accordingly, the received signal of the MS can be expressed as
is the unit-energy transmitted signal that RS m received from the BS in phase 1, G (2) m is the channel gain between RS m and the MS, and z (2) m is the received noise at the MS. Then, in this phase, the received SNR at the MS can be expressed as
Accordingly, the transmission rate r (2) m in phase 2 can be obtained by
Finally, the available transmission rate on the BS-RSm-MS link can be determined as
where the coefficient 1/2 is due to the fact that cooperative transmission uses half of the resources (e.g., time slots, frequency bands, orthogonal codes). Due to the mobility, each MS will monitor the whole system all the time and has the choices of communicating directly with the BS or with the help of one RS, which involves the handover decision problems. The following section will solve this handover problem using MDP.
MDP-based handover decision
MDP, also referred to as stochastic dynamic programs or stochastic control problems, are models for sequential decision making when outcomes are uncertain. The MDP model consists of decision epochs, states, actions, rewards, and transition probabilities [27] . Choosing an action in a state generates a reward and determines the state at the next decision epoch through a transition probability function. Policies or strategies are prescriptions of which action to choose under any eventuality at every future decision epoch. Decision makers seek policies which are optimal in some sense. MDP has already been successfully used to solve a variety of problems, including finance [28] , admission control [29] , mobilityrelated issues in the areas of mobile communications, and in wireless sensor networks [30, 31] . Therefore, MDP is a promising candidate in solving the handover control problems in wireless relay systems.
In the following, we will describe how the handover decision problem is formulated as an MDP. Then, the optimality equations and the VIA are introduced. To facilitate the description, in the following, the BS and all RSs are also called as serving nodes. Specially, the serving node 0 refers to the BS and the serving node m (m = 1, . . . , M) refers to RS m.
Decision epoch, action, and state
Referring to Figure 4 , the sequence T = {1, 2, . . . , Q} represents the time of successive decision epochs, and the random variable Q denotes the time that the connection terminates. At each decision epoch, the MS has to decide whether the connection should use the current serving node or choose another serving node based on its current state. In this article, the state space of an MS is denoted by S, and the number of states that an MS can possibly be in is finite. The state of the MS contains information such as the current serving node that the MS connects to, and the available transmission rates that all serving nodes offer. Specifically, the state space can be expressed as follows (15) where "×" denotes the Cartesian product, {0, 1, 2, . . . , M} denotes the set of current serving nodes that the MS connects to, R 0 denotes the set of the available transmission rates on the direct transmission link, and R m (m = 1, . . . , M) denotes the set of the available transmission rates on the BS-RSm-MS link. Obviously, it can be known that R 0 = . Furthermore, according to Equation (14) , R m can be derived as
Based on the current state, the MS has to choose an action at each decision epoch. Considering the MS can only select a serving node from the BS and all RSs, the action set can be defined as A {0, 1, 2, . . . , M}, where A consists of all the serving nodes that MS can handover to. 
Transition probability
Let vector s (t) = [i, r 0 , r 1 , . . . , r M ] denote the state of the MS at the tth decision epoch, where i denotes the current chosen serving node, r 0 denotes the current available transmission rate on the direct transmission link, r m (m = 1, . . . , M) denotes the current available transmission rate on the BS-RSm-MS link. Based on the current state s (t), if the chosen action is a (t) = j, the probability transition function that the next state s (t + 1) = j, r 0 , r 1 , . . . r M is given by
where P r m |r m , a(t) denotes the transition probability of the transmission rate of the serving node m. Although all serving nodes are collected in the system, the transmission rate of each serving node is only rely on the number of users supported by the serving node and the channel gain between the node and the MS. Therefore, the transition probability of the transmission rate of each serving node in Equation (17) is assumed to be independent with each other. Specially, if the values of the transmission rates are guaranteed for the duration of the connection, the transition probability P r m |r m , a(t) in this special case can be expressed as
Note that the functions (17) and (18) are Markovian because the state transition probability only depends on the current state and action but not on the previous states.
Reward function
Let z (s (t) , a (t)) denote the reward that the MS receives after the t th decision epoch. In this section, the reward function is defined as
where f (s (t) , a (t)) is the profit function and reflects the QoS provided by the chosen serving node at the t th decision epoch. g (s (t) , a (t)) denotes the cost function, which captures the processing and signal load incurred when the connection switch the current serving node to another. Given the current state s (t) = [i, r 0 , r 1 , . . . , r M ], where i denotes the current serving node used by the connection, r m denotes the available rate provided by serving node m. At each decision epoch, based on the current state s (t), the MS should choose an action a (t) ∈ A. Therefore, the profit function can be defined as 
The profit function (in terms of transmission rate) can be assessed as follows. Given that the MS is currently connecting to serving node i, if serving node i is the one which supports the highest rate among others and the chosen action a (t) = i, the profit is set to be 1, otherwise, the profit is set to be 0. However, when serving node i is not the one which supports the highest rate, the profit that it can obtain is represented by a fraction, in which the numerator is the MS's actual increase of rate by choosing action a (t) in state s (t), and the denominator is the MS's maximum possible increase of rate.
The cost function g (s (t) , a (t)) is defined as
It can be known from Equation (21) that, when the new serving node a (t) is the same as the current serving node i (i.e., a (t) = i), there is no handover happens, and thus the cost is set to be zero. However, when the new serving node a (t) is different from the current serving node i (i.e., a (t) = i), the handover will happen, and the cost in this case is set to be K i,a(t) . Note that K i,a(t) denotes the switching cost from the current serving node i to the new serving node a (t). The value of K i,a(t) depends on several factors, such as the types of handover and the current traffic load on the serving node.
Expected total reward
A decision rule prescribes a procedure for action selection in each state at a specified decision epoch. Deterministic Markov decision rules are functions δ (t) : S → A, which specify the action choice a (t) when the system occupies state s (t) at the tth decision epoch. A policy π = (δ (1) , δ (2) , . . . , δ (Q)) is a sequence of decision rules to be used at all decision epochs. Let v π (s (0)) denote the expected total reward from the first decision epoch until the handover decision period elapses, given that the policy π is used with an initial state s (0). We have
where E π s(0) denotes the expectation with respect to policy π and initial state s (0), and E Q denotes the expectation with respect to random variable Q. Note that a different policy π and initial state s(0) will change the chosen action a (t). This will also cause a different transition probability function P [ s (t + 1)| s (t) , a (t)] to be used in the expectation E π s(0) . The random variable Q, which denotes the connection termination time, is assumed to be geometrically distributed with mean 1 / (1 − λ) [32] . That is
Therefore, Equation (22) can be further written as
Since
, by interchanging the order of the summation, we have
where λ ∈[ 0, 1) is the discount factor of the model. Our optimization problem is to maximize the expected total discounted reward. The π * is defined to be the optimal policy in if v π * ≥ v π for all π ∈ . A policy is said to be stationary if δ (t) = δ for all t. A stationary policy has the form π = (δ, δ, . . . , δ). For convenience, π is denoted as δ. Our objective is to determine an optimal stationary deterministic policy δ * , which maximizes the expected total discounted reward given by Equation (25).
Optimality equations and the VIA
In this section, the optimality equations which maximize the expected total reward are proposed, and following that, a VIA is used to determine a stationary optimal handover policy.
Let v (s) denote the maximum expected total reward, given the initial state s. That is
Referring to [27] , the optimality equations can be written as
where s denotes the next state while we select action a in state s. The solutions of the optimality equations correspond to the maximum expected total reward v (s) and the MDP optimal policy δ * (s). Note that the MDP optimal policy δ * (s) indicates the decision as to which node to choose from, given that the current state is s. The VIA [27, 32] is employed in this article to determine a stationary deterministic optimal policy and the corresponding expected total reward. The stepwise procedures of the VIA algorithm are described as follows:
Step (1): Set v 0 (s) = 0 for each state s . Specify ε > 0 and set k = 0 .
Step (2) Step (3):
Step (4) . Else Let k = k + 1, and return to Step (2). EndIf
Step (4): For each state s S , compute the stationary optimal policy by using
Step (5): Stop.
In the VIA, the normal function · is defined as v = max |v (s)| for s ∈ S. Note that the VIA is convergent because the operation in Step (2) corresponds to a contraction mapping. Each iteration of the VIA is performed in O |A| |S| 2 , i.e., the convergence rate of the VIA is linear.
A stationary deterministic optimal policy table can be created according to this algorithm. The MSs are assumed to periodically receive information from the serving nodes. The advertised information from each serving node may include, among other parameters, the achieved transmission rate and the handover cost. In each time of period, the MSs decide whether the connection should use the current serving node or reroute to another serving node according to the stationary deterministic optimal policy table.
Extensions to multiple cell systems
The proposed MDP-based handover policy can be generalized to multi-cell systems. Assuming that there are E cells in the system, and each cell has one BS and N RSs. Let us define B e (e = 1, 2, . . . , E) as the BS in cell e, and define R 1, 2, . . . , E, n = 1, 2, . . . , N) as the RS n in cell e. Then, the directly received signal-to-interferenceplus noise ratio (SINR) provided by BS e can be expressed as 
For the relay transmission case, the SINR at RS n of cell e in phase 1 can be derived as
where N B e is the number of nodes (i.e., RSs in phase 1 of the relay transmission case) served by BS e, G B e ,R (e) n is the channel gain between the BS and RS n in cell e, and I
is the ICI. Then, the transmission rate r
n link in cell e can be obtained by
Similarly, in phase 2, the received SINR on the R
(e)
n -MS link in cell e can be expressed as
where P R n -MS link in cell e can be obtained by (33) Therefore, the available rate of the MS on the BS e -R (e) n -MS link can be expressed as
According to MDP, the action set can be defined as A B e ,R
n (e = 1, . . . , E, n = 1, . . . , N) , and the state space can be expressed as 
where R B e (e = 1, 2, . . . , E) denotes the set of the available transmission rate of the BS in cell e, and R R (e) n (e = 1, 2, . . . , E, n = 1, 2 . . . , N) denotes the set of the available transmission rate of RS n in cell e.
Similar to the single-cell system, the handover decision policy can be determined by VIA. Note that, the introduction of multiple-cell systems will result in the increase of the state space of MDP. Obviously, computational complexity will increase accordingly.
Numerical results
In order to evaluate the performance, it is desired to compare our proposed MDP-based handover policy with other policies through computer simulations. Unfortunately, to the best of the authors' knowledge, few previous studies take the QoS and processing load together as the handover criteria in wireless relay systems. Here, a nearest distance handover policy and a biggest channel gain handover policy are taken as the comparative policies. In the nearest distance handover policy, each MS chooses the nearest serving node at each decision epoch. In the biggest channel gain handover policy, the serving node to be selected in each decision epoch is the one that has the biggest channel gain. Then, under the same simulation environments, the numerical results of the proposed MDP-based handover policy are compared with the nearest distance handover policy and the biggest channel gain handover policy. In the simulation, the set of the modulation and coding schemes consists of 1/2-BPSK, 1/2-QPSK, 2/3-QPSK, 5/6-QPSK, 1/2-16QAM, and 2/3-16QAM, where their thresholds of SNR maintaining the target BER of 10 −3 can be found in Table 1 [34] . Then, the set of downlink transmission rates can be denoted as
where the symbol rate c is set to be 640 ksymbols/s. Moreover, we use a simulation-based method to estimate the state transition probability. For more detailed description of this method, the readers can refer to [32] . The other simulation parameters of the system are summarized in Table 2 . In the following, the system transmission rates (i.e., the average transmission rates of every MS) and the expected total reward per connection will be used as the performance metrics. Figures 5, 6 , and 7 illustrate the system transmission rates of the three policies in different scenarios. Specifically, Figure 5 plots the system transmission rates versus the transmit power of the BS, where the transmit power of each RS is set to be 10 mW and the number of MSs in the cellular is set to be 100. It can be observed that, with the increase of the transmit power of the BS, the received SNR of each MS will also increase. Accordingly, a better adaptive modulation and coding scheme will be selected, which results in a greater system transmission rate. Moreover, it can be found that the transmission rates of the proposed MDP-based handover policy are always greater than that of the nearest distance handover policy and the biggest channel gain handover policy, actually, about more than 25 and 10%, respectively. That is to say, the performance of handover has been improved by employing the proposed MDP-based handover policy in wireless relay systems. Figure 6 shows the relationship between the system transmission rates and the variance of shadow fading. In this simulation, there are 100 MSs in the system, the transmit power of each RS is fixed to be 10 mW, the transmit power of the BS is set to be 1 W, and the variance of the shadow fading is increasing from 4dB to 12 dB. It can be observed from Figure 6 that the system transmission rates decrease with the increase of the variance of the shadow fading. The reason is that, when the variance of the shadow fading increases, the channel fading becomes worse, and then the received SNR of each MS will decrease. Accordingly, the system transmission rates will be affected. Moreover, compared with the other two policies, the proposed MDP-based handover policy can consistently achieve the biggest transmission rate, which indicates that the proposed policy is well behaved. Figure 7 depicts the system transmission rates versus the number of MSs, where the transmit power of the BS is set to be 1 W and the transmit power of each RS is set to be 10 mW. In Figure 7 , the transmission rates of the three policies are shown to be decreased with the increase of the number of the MSs. This is due to the fact that, the power resource will be allocated to more MSs with the increase of the number of the MSs. Once again, it should be noted that the proposed MDP-based handover policy always outperforms the other two policies in terms of the system transmission rate, which also proves that the proposed MDP-based handover policy is well behaved. Figures 8 and 9 illustrate the expected total rewards of the three policies in different scenarios. Specifically, Figure 8 shows the expected total reward versus the switching cost between every two different serving nodes (i.e., K i,a(t) , a (t) = i). In Figure 8 , with the increase of the switching cost, the expected total rewards of all three policies decrease. This indicates that the switching cost provides flexibility for the system operators. In other words, small values of the switching cost can be set among serving nodes with light signaling load, while large values of the switching cost can temporarily be set for overload serving nodes as a load-balancing technique to decrease the traffic load in the system. Moreover, the proposed MDP-based handover policy always keeps the biggest expected total reward compared to the other two policies, which means the proposed MDP-based handover policy achieves the best performance in terms of the expected total reward. Figure 9 shows the expected total reward versus the discount factor λ. It can be seen that the expected total rewards of the three policies increase with the increase of the discount factor. This conclusion can directly be derived from Equation (25) or (27) . Moreover, compared to the other two policies, the MDP-based handover policy can consistently provide the highest expected total reward per connection for all values of λ. For example, when the discount factor is 0.9, the MDP-based handover policy can obtain 10 and 4% more total expected total reward than the nearest distance handover policy Figure 9 The expected total reward versus the discount factor λ. http://jwcn.eurasipjournals.com/content/2012/1/358 and the biggest channel gain handover policy, respectively. Once again, it should be noted that the proposed MDP-based handover policy is well behaved in wireless relay systems.
Conclusion
This article has focused on the handover decision problem in wireless relay transmission systems. The architecture of the single-cell relay system is first introduced. Then, the handover decision problem is formulated as an MDP. A profit function is used to evaluate the QoS of the chosen serving node, and a cost function is used to model the signaling cost. Based on the two functions, a reward function is formulated. After that, in order to maximize the expected total reward per connection, a stationary deterministic optimal policy is obtained by employing the VIA. Furthermore, we have shown that the proposed MDPbased handover policy can be generalized to multiple-cell systems. Numerical results show that the MDP-based handover policy proposed in this article is well behaved in solving the handover problem of wireless relay systems. 
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