Abstract. There are many paradigms for pattern classification. As opposed to these, this paper introduces a paradigm that has not been reported in the literature earlier, which we shall refer to as the Nearest Border (NB) paradigm. The philosophy for developing such a NB strategy is as follows: Given the training data set for each class, we shall first attempt to create borders for each individual class. After that, we advocate that testing is accomplished by assigning the test sample to the class whose border it lies closest to. This claim is actually counter-intuitive, because unlike the centroid or the median, these border samples are often "outliers" and are, really, the points that represent the class the least. However, we have formally proven this claim, and the theoretical results have been verified by rigorous experimental testing.
Introduction
The problem of classification in machine learning can be quite simply described as follows: If we are given a limited number of training samples, and if the classconditional distributions are unknown, the task at hand is to predict the class label of a new sample with minimum risk. Within the generative model, one resorts to modeling the class-conditional distributions p(x|w i ) and priors p(w i ) and p(x), and then computing the a posteriori distribution p(
after the testing sample arrives. The strength of this strategy is that one obtains an optimal performance if the assumed distributions are the same as the actual one. The limitation, of course, is that it is often difficult, if not impossible, to compute. The alternative is to directly approximate the posterior distribution itself. This paper advocates such a philosophy. The goal of this paper is to present a new paradigm in pattern recognition, which we shall refer to as the Nearest Border (NB) paradigm. This archetype possesses similarities to many of the well-established methodologies in pattern recognition, and can also be seen to include many of their salient facets/traits.
There are four family algorithms that are most closely related to our NB paradigm. They include i) Prototype Reduction (PR) schemes [6] , ii) Border Identification (BI) algorithms [6], iii) "Anti-Bayesian" Order-Statistics (OS) based algorithms [6] , and iv) Support Vector Machines (SVMs) [8] .
The novel contributions of this paper are the following:
1. We propose a new pattern recognition paradigm, the Nearest Border paradigm, in which we create borders for each individual class, and where testing is accomplished by assigning the test sample to the class whose border it lies closest to. 2. Our paradigm falls within the family of PR schemes, because it yields a reference set which is a small subset of original training patterns. The testing is achieved by only utilizing the latter. 3. Our paradigm falls within the family of BI methods. 4. The Nearest Border paradigm is essentially "anti-Bayesian" in its salient characteristics. This is because the testing is not done based on central concepts such as the centroid or the median, but by comparisons using these border samples, which are often "outliers" and which, in one sense, represent the class the least. 5. The Nearest Border paradigm is closely related to the family of SVMs, because the computations and optimization used are similar to those involved in deriving SVMs.
