In this paper, we study the diffusion equation under a homogeneous Neumann boundary condition. The separation of variables is used to solve the partial differential equation. The solution we derived is the only one solution by the maximum principle.
Introduction
The partial differential equation [2] which describes density dynamics in a material undergoing diffusion is a diffusion equation. It can also be employed to express processes exhibiting diffusive-like behavior, for instance the 'diffusion' of alleles in a population in population genetics. The diffusion equation can be originated in a straightforward way from the continuity equation, which states that a modification in density in any portion of the system is caused inflow and outflow of material into and out of that part of the system. Productively , no material is made or demolished. Kalis et al. [3] studied a 2-D stationary boundary value-problem for the diffusion equation with piecewise constant coefficients in a multi-layered domain is considered. Homogeneous boundary conditions of the first kind or periodic boundary conditions are considered in the x direction. Sharma et al. [4] considered Galerkin-finite element method which is proposed to find the numerical solutions of advection-diffusion equation. The equation is generally used to describe mass, heat, energy, velocity, vorticity. In this paper, we study the diffusion equation under a homogeneous Neumann boundary condition. The solution we obtained is at most one solution to the problem by the maximum principle.
Preliminaries
We consider the diffusion equation under a Neumann boundary condition. We use the maximum principle to show that the solution we derive is the possible one solution. The maximum principle affirms that there exist points X M and X m on bdy such that
In other words, a harmonic function is its biggest somewhere on the boundary and its smallest somewhere else on the boundary. A continuous function has to have a maximum somewhere in the closure = ∪ (bdy ). The maximum of w(x) is attained at x 0 ∈ bdy . Then, for all x ∈ ,
where l is the greatest distance from bdy to the origin. Since this is true for any > 0, we have
Now this maximum is achieved at some point x M ∈ bdy . Therefore, u(x) ≤ u(X M ) for all x ∈ . Lemma 2.2. u(x, t) = β 1 cos(π x)e −τ t − β 2 cos(5 πx)e −ϑτ t is a solution to
which satisfy the boundary condition u x (0, t) = 0 = u(1, t) and u t (x, 0) = 0 f or 0 ≤ t < ∞,
and subject to the initial condition
Proof. We search for a nontrivial solution of equations (4)- (5)-(6) of the form u(x, t) = F (x)G(t). Substituting in (5) gives F (x)G (t) − F (x)G(t) = 0 and therefore
is the eigenvalue problem. For λ < 0 , let λ = −η 2 where η > 0. We have 
As a consequence, G n (t) = e −(2n−1)
2 τ where n = 1, 2, 3, .... Therefore,
satisfies equations (4) and (5) for every integer N ≥ 1 and every choice of constants a 1 , a 2 , ..., a N . In order to satisfy equation (6), we must obtain
+a 3 cos( 5πx 2 ) + ...
for all 0 ≤ x ≤ 1. Therefore, we take N = 3 and a 1 = β 1 , a 2 = 0 and a 3 = −β 2 . As a result, we derive the solution as u(x, t) = β 1 cos(π x)e −τ t − β 2 cos(5 πx)e −ϑτ t .
3 Main Result Lemma 3.1. u(x, t) = β 1 cos(π x)e −τ t − β 2 cos(5 πx)e −ϑτ t is the only solution to equations (4)-(6) by the maximum principle.
Proof. We wish to show that the solution we obtained is the only one solution. Now, we suppose that u ≡ w in . Then we merely subtract equations and let v = u − w. Then ∆v = 0 in and v = 0 on bdy . By Theorem 2.1., we have 0 = v(x m m) ≤ v(x) ≤ v(x M ) = 0 f or all x ∈ .
(13)
As a consequence, both the maximum and minimum of v(x) are zero. This implies that v = 0, and it follows that u = w. So, the solution we derived is the only one solution.
