During the past few decades, missing-data problems have been studied extensively, with a focus on the ignorable missing case, where the missing probability depends only on observable quantities. By contrast, research into non-ignorable missing data problems is quite limited. The main difficulty in solving such problems is that the missing probability and the regression likelihood function are tangled together in the likelihood presentation, and the model parameters may not be identifiable even under strong parametric model assumptions. In this paper we discuss a semiparametric model for non-ignorable missing data and propose a maximum full semiparametric likelihood estimation method, which is an efficient combination of the parametric conditional likelihood and the marginal nonparametric biased sampling likelihood. The extra marginal likelihood contribution can not only produce efficiency gain but also identify the underlying model parameters without additional assumptions. We further show that the proposed estimators for the underlying parameters and the response mean are semiparametrically efficient. Extensive simulations and a real data analysis demonstrate the advantage of the proposed method over competing methods.
Introduction
Missing data is a ubiquitous problem in many areas, such as survey sampling, epidemiology, economics, sociology, and political science. Data may be missing because, for example, not every individual is sampled due to cost or inconvenience, or a sampled individual fails to report critical statistics. Missing-data problems have been studied extensively during the last few decades. Most research focuses on missing data that are ignorable or missing at random in the sense that the missing probability or propensity score is a function only of the observed data (Little and Rubin, 1987, 2002; Rubin, 1987) .
Non-ignorable missing or missing-not-at-random data occur if the propensity score depends on the missing data, even conditionally on the observed data. Let D be the missing indicator of the variable of interest Y associated with some covariate variables X, and D = 1 if Y is observed and D = 0 otherwise. Non-ignorable missing implies that the propensity score pr(D = 1|x, y) = pr(D = 1|X = x, Y = y) depends on y and possibly on x. Inference for non-ignorable missing data is more challenging than that for ignorable missing data for at least two reasons. First, the equality pr(y|x, D = 1) = pr(y|x, D = 0), which holds for ignorable missing data, does not hold for non-ignorable missing data. This implies that simply ignoring the missing data can lead to substantial selection bias (Groves et al., 2004) .
Second, unlike the ignorable missing case, the propensity score and the regression likelihood function are tangled together in non-ignorable missing-data problems, and hence cannot be estimated separately.
These challenges require new modelling strategies for non-ignorable missing data. The most popular strategy is to make assumptions about pr(D = 1|x, y) and pr(y|x), based on the selection model factorization pr(y, D|x) = pr(D|x, y)pr(y|x) of Little and Rubin (1987, 2002) . Postulating parametric models (Greenless et al., 1982; Baker and Laird, 1988; Liu and Zhou, 2010) on both pr(D = 1|x, y) and pr(y|x) is at risk of model mis-specification (Little, 1985) . Meanwhile completely nonparametric models for pr(D = 1|x, y) and pr(y|x) may make some model parameters not identifiable (Robins and Ritov, 1997) . Attention has been paid to the case where one of these probabilities is parametric or semiparametric and the other is left unspecified. Tang et al. (2003) made a parametric assumption for pr(y|x) and left pr(D = 1|x, y) unspecified. Many researchers considered a parametric model for pr(D = 1|x, y) and a nonparametric model for pr (y|x) . See Qin et al. (2002) ; Chang and Kott (2008) ; Kott and Chang (2010) ; Morikawa and Kim (2016) ; Morikawa et al. (2017) and Ai et al. (2018) . Kim and Yu (2011) proposed linking pr(y|x, D = 1) and pr(y|x, D = 0) by a semiparametric exponential tilting model, but a validation sample is required to estimate the tilting parameter in the semiparametric model. An alternative approach is to make parametric model assumptions on the observed Y given X ( Lee and Marsh, 2000; Riddles et al., 2016 ). An obvious advantage of this model over a completely parametric model for pr (y|x) is that it is checkable with available data.
Another layer of complication in non-ignorable missing-data problems is that the underlying parameters for the propensity score and regression likelihood function may not be identifiable even if both of them are assumed to follow completely parametric models. Wang et al. (2014) found that the model parameters can be identifiable given an instrument variable, which is correlated with the response variable but is independent of the propensity score conditional on the response variable. This strategy was further used by Zhao and Shao (2015) to identify the model parameters in generalized linear models based on non-ignorable missing data. Miao et al. (2016b) systematically investigated the identification of non-ignorable missing data via an ancillary variable, which is equivalent to Wang et al. (2014) 's instrument variable. Their general finding is that under non-ignorable missing data, many commonly used models are identifiable, and thus lack of identification is not an issue in many situations.
There have been many estimation approaches for identifiable model parameters developed in recent years, including pseudo-likelihood approaches (Tang et al., 2003; Zhao and Shao, 2015) , empirical likelihood method (Zhao et al., 2013; Tang et al., 2014) , and the generalized method of moments with an instrument variable (Wang et al., 2014; Shao and Wang, 2016; Shao, 2018) . See Tang and Ju (2018) for a review of the most recent advances in dealing with nonignorable missing data. Under parametric models for both the propensity score and the observed Y given X, Riddles et al. (2016) proposed an estimating equation method based on Louis (1982) 's mean score equation, although their estimator is generally not efficient. When assuming a parametric model only for pr(D = 1|x, y), Morikawa et al. (2017) proposed an estimating equation method by plugging-in a nonparametric estimator of pr(y|x, D = 1), which suffers from the curse of dimensionality and requires a bandwidth selection. Morikawa and Kim (2016) derived the semiparametric efficiency lower bound under the same assumptions. However, their semiparametrically efficient estimator requires explicit non-parametric estimation, also suffering from the curse of dimensionality and requiring a bandwidth selection. To avoid this dilemma, Ai et al. (2018) proposed a new estimation method based on the generalized method of moments with a diverging number of estimating equations. As the number of estimating equation increases, their estimator attains the semiparametric efficiency lower bound of Morikawa and Kim (2016) . However, the constrained generalized method of moments may have numerical convergence problems, especially when some of the estimating equations are highly correlated.
In this paper, we consider parametric models for both pr(y|x, D = 1) and pr(D = 1|x, y).
In particular, we assume that pr(D = 1|x, y) follows a logistic regression model,
which is commonly used in practice. Under these assumptions, we find that the two distribution pairs {pr(y|x, D = 1), pr(y|x, D = 0)} and {pr(x|D = 1), pr(x|D = 0)} satisfy two density ratio models (Anderson, 1979, DRMs) , see Equations (2.5) and (2.6), which share some key unknown parameters. We give an easy-to-check condition to verify the identifiability of the model parameters. This condition is satisfied by many existing identification conditions such as the existence of an instrument or ancillary variable (Wang et al., 2014; Miao et al., 2016a) . For parameter estimation, the completely observed covariate data can be used to estimate the key unknown parameters, which can be further used to estimate pr(y|x, D = 0), since pr(y|x, D = 1) can be estimated directly using the conditional maximum likelihood method. These, together with the empirical distribution of D, lead to estimation of the conditional density pr(y|x); consequently the characteristics of Y can be consistently estimated.
Given the completely observed covariate data and the fact that {pr(x|D = 1), pr(x|D = 0)} follows a DRM, we use Owen (1988 Owen ( , 2001 )'s empirical likelihood (EL) to estimate the underlying parameters. Since Owen's seminal paper, the EL has become remarkably popular because it has many nice properties corresponding to those of parametric likelihood methods, e.g., it is range-preserving, transformation-respecting, and Bartlett correctable and it obeys Wilks' theorem (Hall and La Scala, 1990; DiCiccio et al., 1991; Qin and Lawless, 1994) . The DRM-based EL has been demonstrated to be very flexible and efficient, and it has attracted much attention in recent decades; see Qin and Zhang (1997) , Chen and Liu (2013) , Cai et al. (2007) , and the references therein.
We show that the maximum EL estimators of the underlying parameters are asymptotically normal, and the EL ratio for all the parameters follows an asymptotically central chisquare distribution. This makes it much more convenient to conduct hypothesis testing or construct confidence intervals for these parameters. We propose a maximum likelihood estimator (MLE) for the marginal mean of the response variable, and we establish its asymptotic normality. We further show that the proposed MLEs for all parameters attain the corresponding semiparametric efficiency lower bounds under parametric assumptions for the propensity score and the conditional density of Y given X and D = 1. Compared with the existing methods, the proposed maximum semiparametric full likelihood approach has at least the following advantages:
1. It is able to identify the underlying parameters whether an instrument variable exists or not if the conditions in Proposition 1 are satisfied. The methods of Shao and Wang (2016) , Riddles et al. (2016) , Morikawa et al. (2017) , Morikawa and Kim (2016) and Ai et al. (2018) all require an instrument variable. Further, it is able to produce consistent estimators for all the model parameters, if they are identifiable. Extra information about the parameter γ in (1.1) is not needed.
2. It applies to data of any dimension and is free of bandwidth selection. The methods of Kim and Yu (2011) , Shao and Wang (2016) , Morikawa and Kim (2016) , and Morikawa et al. (2017) all suffer from the curse of dimensionality and bandwidth selection, and may not work well for multivariate covariates. Ai et al. (2018) 's method has an increasing calculation burden as the number of estimating equation increases.
3. Existing methods handling non-ignorable missing-data problems under semiparametric setups are mainly based on estimating equations and may not be the most efficient in general. Since full likelihood approaches are generally the most efficient, it can be expected that the proposed maximum semiparametric full likelihood approach would outperform the existing methods. Even though Morikawa and Kim (2016) calculated the semiparametric efficiency lower bound with the specification of propensity score only, their lower bound is not achievable unless the conditional density of Y given (X, D = 1) is fully specified. In this paper we show that with the knowledge of pr(y|x, D = 1), Morikawa and Kim (2016) 's method is no longer optimal anymore.
Our new lower bound is lower than theirs.
4. Our method is also applicable to retrospectively collected data. For example, when the number of nonresponse individuals (with D = 0) is large, we can randomly select some covariate x from them to save cost. Based on this data together with the fully observed data, our method still provides valid inference about the underlying population. However, the existing methods may produce biased estimators because they are designed for prospective data.
The rest of this paper is organized as follows. In Section 2, we introduce the proposed model, show its equivalence to two DRMs, and provide sufficient conditions for the identifiability of the model parameters. Section 3 presents the proposed semiparametric DRM-based EL method and the resulting MLEs for the underlying parameters and the mean of the response variable; Their asymptotic normalities and semiparametric efficiencies are also established. Section 4 reports extensive simulation results. A real-life set of data is analyzed for illustration in Section 5. Section 6 provides concluding remarks. All technical details are given in the Appendix.
2 Model and its identifiability 2.1 Model set-up
. . , n} are n independent and identically distributed copies of (Y, X, D), where the covariates x i are always observed, and y i is observed if and only if d i = 1. We assume that the missing probability satisfies the logistic regression model in
The parameter γ is called the tilting parameter (Kim and Yu, 2011) . It quantifies the extent to which the model departs from ignorable missing, and γ = 0 corresponds to the ignorable missing-data case. We are interested in estimating the underlying parameters (α * , β, γ) and the marginal mean µ of Y .
Based on the observed data, the full likelihood is
Unlike the case of ignorable missing, here pr(D = 1|x, y) and pr(y, x) can not be separated and hence can not be separately estimated. To make inference based on the full likelihood, one may postulate parametric assumptions on pr(D = 1|y, x) and pr(y|x), which are sensitive to model mis-specification (Little, 1985; Kenward and Molenberghs, 1988) .
We crack this nut by an alternative method. The logistic regression model (1.1) is equivalent to the two-sample DRM (Qin and Zhang, 1997) pr
where α = α * + log{η/(1 − η)} and η = pr(D = 1) is the probability of being observed.
Clearly, η can be consistently estimated by data and is therefore identifiable. Then the identifiability of α * is equivalent to that of α. is impossible to estimate pr(y|x, D = 0) since γ is unknown in general. As a consequence, the conditional approach is not viable, as demonstrated by Kim and Yu (2011) , who rely on external data to identify γ. In practical applications, however, external data are often unavailable, which makes the estimation of γ impossible. Miao et al. (2016a) pointed out that even under full parametric models for pr (D = 1|x, y) and pr(y|x), the underlying model parameters may not be identifiable. This phenomenon also arises under Model (2.6), where even pr(x|D = 1) is completely known, the model parameters in (2.6) may not be identifiable. We present a simple-to-check sufficient condition for the identifiability of the underlying parameters in (2.6). We have assumed that ξ is identifiable.
Model identifiability
Hence, we focus here on the identifiability of the parameters α, β, and γ. Given the data
. . , n}, the conditional density functions pr(x|D = 0) and pr(x|D = 1) are clearly identifiable and can be consistently estimated by, for example, the kernel method.
The log ratio log{pr(x|D = 0)/pr(x|D = 1)} is also identifiable. Since
the model identification is equivalent to the identification of the parameters α, β, and γ in
Proposition 1. Let S be the common support of pr(x|D = 0) and pr(x|D = 1), and
is identifiable.
Next we apply the above proposition to some special cases. We need the concept of an instrument variable, which can be helpful to identify γ. Suppose x can be written as
and pr(y|x) = pr(y|z, u) depends on z and possibly on u, then z is an instrument variable. That is, an instrument variable is defined to be a covariate that does not affect the missingness but may affect the conditional distribution of the response variable.
With the above preparation and Proposition 1, we find that (α, β, γ) is identifiable in the following two cases. 
positive integer k, and continuous functions
where 1, x, g 1 (x), . . . , g k (x) are linearly independent, and a j (γ) (j = 1, . . . , k) are not equal to the zero functions. If
As an application of the above results, we consider the normal model in which f (y|x, ξ) is
We have the following observations:
which together with Lemma 1 implies that (α, β, γ) is not identifiable.
(III) If b 2 (ξ) = 0 and b 4 (ξ) = 0, then
If further γ = 0, then Proposition 1 implies that (α, β, γ) is identifiable. Otherwise,
3 Semiparametric empirical likelihood inference
Empirical likelihood
Suppose there are n 1 completely observed data and n 2 partially observed data. Without loss of generality, we assume that
2) can be written as
by assumption, it follows from η = pr(D = 1) and Equation (2.6) that the full log-likelihood isl = ℓ 1 (η) +l 2 , where
is the marginal likelihood based on the d i 's, and
We leave the conditional density pr(x|D = 1) completely unspecified, and use the celebrated EL method of Owen (1988 Owen ( , 1990 to handle it. Let p i = pr(
where F (x|D = 1) is the cumulative distribution function corresponding to the density pr(x|D = 1). Following the principle of EL,l 2 becomes an empirical log-likelihood
where the p i 's are subject to the constraints
Maximizingl 2 with respect to the p i 's, we arrive at
where λ is the solution to
Substituting these p i 's intol 2 leads to the profile log-likelihood of θ,
The profile log-likelihood of (η, θ) is then defined as
Estimation of the underlying parameters
With the profile log-likelihood of (η, θ) in (3.10), the MLE of (η, θ) is
Equivalently,η maximizes ℓ 1 (η), which givesη = n 1 /n, andθ = (α,β
The likelihood ratio function of θ is defined as
Next we study the large-sample properties of the MLE and the likelihood ratio. Denote the truth of (η, θ) by (θ 0 , η 0 ) with
and we write π(x) = π(x; θ 0 , η 0 ) for abbreviation. Let d θ denote the dimension of θ and e 1 be a d θ × 1 vector with the first component being 1 and the remaining components 0.
Finally, define
where ∇ θ is the differentiation operator with respect to θ, I
, and B ⊗2 = BB ⊤ for any matrix or vector B.
Theorem 1. Assume Conditions A1-A4 in Appendix 1. Suppose that the logistic regression model in (1.1) holds with (α 0 , β 0 , γ 0 ) in place of (α, β, γ), and that the density function of Y
Theorem 1 implies that the MLEs of all the parameters are asymptotically normal. The likelihood ratio for the parameters follows a central chisquare limiting distribution, which makes the resulting hypothesis testing or interval estimation about θ very convenient. Although the proposed approach is developed based on prospective data, we emphasize that it can also apply to retrospectively collected data. This is because the subsequent inferences are mainly based on ℓ 2 or equivalentlỹ
which is actually a retrospective log-likelihood. If η = pr(D = 1) orη is available, based on retrospectively collected data, the proposed approach can still make valid inference.
Given the MLE of all the underlying parameters, we are able to construct the MLE of the population mean µ of the response Y . Under our model, µ depends not only on the underlying parameters θ but also on pr(x|D = 1) or the corresponding cumulative distribution function F (x|D = 1). With the MLEsθ andη = n 1 /n, we show in the supplementary material that λ = n 2 /n, whereλ satisfies (3.9) withθ in the place of θ. With (3.8), the MLE of p i iŝ
Accordingly the MLE of
, where for two vectors x 1 and x 2 , x 1 ≤ x 2 implies that the inequality holds elementwise.
Estimation of the response mean
To obtain the MLE of the response mean µ, we write µ in terms of the underlying parameters η, θ, and F (x|D = 1) as follows:
where in the last step we replace pr(y|x, D = 1) and pr(x|D = 1)dx by f (y|x, ξ) and
We use the normal model as an illustrating example: f (y|x, ξ) is chosen to be the density function of N µ(x, ξ), σ 2 (x, ξ) . In this example, the proposed mean estimator in (3.12)
The next theorem establishes the asymptotic normality of the proposed estimatorμ in (3.12).
Theorem 2. Under the conditions of Theorem 1, as n goes to infinity,
When Wald-type intervals are constructed for µ based on Theorem 2, we need a consistent estimator of σ 2 , which can be constructed based on consistent estimators of A, Var{K(X; θ 0 , η 0 )}, and V . Reasonable estimators for these three quantities arê
These estimators are consistent because (θ,η) is consistent and K is smooth in all its arguments. Consequently a consistent estimator of σ 2 iŝ
.
(3.14)
Semiparametric efficiency
We make the same model assumptions as Riddles et al. (2016) : the logistic model in (1.1) for the propensity score and a parametric model f (y|x, ξ) for pr(y|x, D = 1), and leave pr(x|D = 1) completely unspecified. Therefore our model setup is semi-parametric. Next we show that the estimators (θ,η) andμ, which are built on the above semi-parametric model, are semiparametrically efficient.
Theorem 3. Under the conditions of Theorem 1, the MLEs (θ,η) andμ are both semiparametrically efficient in sense that their asymptotic variances attain the corresponding semiparametric efficiency lower bounds.
We make some comments on Theorem 3 and the results in Riddles et al. (2016) , Morikawa and Kim (2016) and Ai et al. (2018) . Note that Riddles et al. (2016) 's estimator was constructed under the same model assumptions as ours. Theorem 3 implies that the asymptotic variance of their mean estimator is no less than σ 2 , the asymptotic variance of the MLEμ and also the semiparametric efficiency lower bound for estimating µ.
When only the parametric propensity score assumption is made, Morikawa and Kim (2016) derived the semiparametric efficiency lower bound for the parameter of interest such as the response mean, and proposed two adaptive estimators whose asymptotic variances attain the lower bound. Ai et al. (2018) proposed an estimation method based on the generalized method of moments, and showed that as the number of moments increases appropriately their estimator also attains the lower bound of Morikawa and Kim (2016) . According to Tsiatis (2006) , the semiparametric efficiency lower bound is equal to the supremum of the asymptotic variances of the MLEs under all parametric submodels. Since the model assumptions in Morikawa and Kim (2016) is weaker than ours, the set of all parametric submodels considered in Morikawa and Kim (2016) contains all parametric submodels considered in this paper. Consequently, when the parameter of interest is the response mean, the semiparametric efficiency lower bound of Morikawa and Kim (2016) is no less than σ 2 .
Hence the asymptotic variances of Morikawa and Kim (2016) 's two adaptive estimators and Ai et al. (2018) 's estimator are no less than that of our estimatorμ.
Model checking
Based on the completely observed data {(y i , x i , d i = 1), i = 1, . . . , n 1 }, we can directly examine the correctness of the model assumption pr(y|x, D = 1) = f (y|x, ξ). One method for this is Ducharme and Ferrigno (2012) 's omnibus goodness-of-fit test for conditional distributions. Another question about the proposed model is the reliability of the parametric model assumption on the propensity score pr(D = 1|x, y). Since we do not observe
. . , n}, we do not have direct data to check this. However, the question can be answered indirectly by testing the goodness-of-fit of the DRM (2.6).
The latter problem has been studied by many researchers and can be solved by the tests of Qin and Zhang (1997) , Cheng and Chu (2004) , Bondell (2007) , and others. We generate data from the following three examples. We choose pr(D = 1|x, y) = 1/{1 + exp(−1.7 − 0.4u + 0.5y)} and set pr(y|x, D = 1) = f (y|x, ξ) to the density function of N µ(x), σ 2 , where µ(x) = 2.5−u+1.5z and σ 2 = 1 or 4.
Example 3. The covariate x follows N(2, 1). We choose pr(D = 1|x, y) = 1/{1+exp(−2.7− 0.4x + 0.5y)} and set pr(y|x, D = 1) = f (y|x, ξ) to the density function of N µ(x), σ 2 e 0.5x , where µ(x) = 2 − x + x 2 and σ 2 = 1 or e 0.7 . 
Point estimation
In this section, we evaluate the performance of the five mean estimators in terms of the relative bias (RB) and mean square error (MSE). We set n = 500 and 2000 for all the three examples, and use 2000 for the number of repetitions in all our simulations. The simulation results are summarized in Table 2 .
It is worth mentioning that we encountered some numerical problems in the implementation of Morikawa and Kim (2016) 's adaptive estimatorμ t , in Example 1 with n = 500, 2000
and σ 2 = 4, Example 2 with n = 500 and σ 2 = 4, and Example 3 with n = 500 and σ 2 = e 0.7 .
Morikawa and Kim (2016)'s algorithm either does not converge or produces too big (greater than 5) or too small (less than 0) mean estimates. Throughout the simulation study, the performance ofμ t are evaluated based only on the estimates between 0 and 5.
We first look at the results for Example 1. When σ 2 = 1, the relative biases of the pro- errors in all examples, while the ideal estimatorȳ has small relative biases and the smallest mean square errors in all situations. When σ 2 is small, the proposed estimator has almost the same performance as the ideal estimatorȳ, indicating that it is nearly optimal and can be hardly improved.
Interval estimation
This section is devoted to comparing the coverage of Wald confidence intervals based on µ,μ t , andȳ r . The nonparametric bootstrap method with 200 bootstrap samples is used to estimate the asymptotic variance for each of the three mean estimators. Although the variance estimator in (3.14) can be used in the Wald-type confidence intervals based onμ, its complicated form makes it more difficult to calculate than bootstrap variance estimate.
The bootstrap method is quite computationally intensive forμ np . For example, in Example 1, it takes around 9 minutes and 2 hours respectively to calculate the bootstrap variances forμ np for a single replication when n = 500 and n = 2000. Hence we do not include it for comparison. Again the number of repetitions is 2000 in all cases. The simulation results are summarized in Table 3 .
In replaced by 6, which is the nearest integer to the observed mean of the response y. We treat all the variables as continuous and suppose pr(D = 0|x, y) = 1/{1 + exp(α * + x ⊤ β + yγ)} and that f (y|x, ξ) is the density function of N µ(x, ξ), σ 2 (x, ξ) . We consider the following four scenarios of x, µ(x, ξ) and σ 2 (x, ξ):
We take x = x 1 and assume µ(x, ξ) = ξ 0 + ξ 1 x + ξ 2 x 2 and σ 2 (x, ξ) = exp(ξ 3 + ξ 4 x).
Model (1b):
We take x = (x 1 , x 2 ) ⊤ and assume µ(x, ξ) = ξ 0 +ξ 1 x 1 +ξ 2 x 2 +ξ 3 x 2 1 +ξ 4 x 1 x 2 +ξ 5 x 2 2 and σ 2 (x, ξ) = exp(ξ 6 + ξ 7 x 6 + ξ 8 x 7 ).
Model (1c):
We take x = (x 1 , x 2 , x 3 ) ⊤ and assume µ(x, ξ) = ξ 0 + ξ 1 x 1 + ξ 2 x 2 + ξ 3 x 3 + ξ 4 x 2 1 + ξ 5 x 1 x 2 + ξ 6 x 1 x 3 + ξ 7 x 2 2 + ξ 8 x 2 x 3 + ξ 9 x 2 3 and σ 2 (x, ξ) = exp(ξ 10 + ξ 11 x 1 + ξ 12 x 2 + ξ 13 x 3 ).
Model (1d):
We take x = (x 1 , x 2 , x 3 , x 4 ) ⊤ and assume µ(x, ξ) = ξ 0 + ξ 1 x 1 + ξ 2 x 2 + ξ 3 x 3 + ξ 4 x 4 + ξ 5 x 2 1 + ξ 6 x 1 x 2 + ξ 7 x 1 x 3 + ξ 8 x 2 2 + ξ 9 x 2 x 3 + ξ 10 x 2 3 and σ 2 (x, ξ) = exp(ξ 11 + ξ 12 x 1 + ξ 13 x 2 + ξ 14 x 3 + ξ 15 x 4 ). 
Discussion
In the development of our estimation procedure, we assume that the propensity score follows a logistic regression model only for convenience, since the logistic regression model has a close relationship with Anderson (1979) 's DRM. Our estimation procedure for the propensity score works for any parametric model provided it is identifiable.
Appendix 1: Regularity conditions for f (y|x, ξ)
The following regularity conditions on f (y|x, ξ) mimic those for the consistency and asymptotic normality of the MLE under a regular parametric model on pp. 144-145 of Serfling (1980) .
(A1) In a neighbourhood of ξ 0 , log{f (y|x, ξ)} is three-times differentiable with respect to ξ for any (y, x).
(A2) For (γ, ξ) in a neighbourhood of (γ 0 , ξ 0 ) and any x on S, the inequality e yγ f (y|x, ξ)dy < ∞ holds.
(A3) The matrix V defined in (3.11) is well defined and nonsingular.
(A4) There exists a function M(x) not depending on (γ, ξ) such that E{M(X)} < ∞ and
uniformly for (γ, ξ) in a neighbourhood of (γ 0 , ξ 0 ) and a neighbourhood of (0, ξ 0 ). Here
, and ∇ ξ,ξ,ξ f (y|x, ξ) are the first, second, and third derivatives of f (y|x, ξ) with respect to ξ.
Conditions A1 and A2 guarantee that the first partial derivatives of ℓ 2 (α, β, ξ, γ) are well defined for any data. Conditions A3 and A4 ensure that ℓ 2 (α, β, ξ, γ) can be approximated by its second-order Taylor expansion at (α 0 , β 0 , ξ 0 , γ 0 ) when (α, β, ξ, γ) lies in a neighbourhood of (α 0 , β 0 , ξ 0 , γ 0 ).
Appendix 2: Proof of Corollary 1
We first consider Part (a). Since z is an instrument variable, (2.6) becomes pr(x|D = 0) = exp{α + u ⊤ β + c(x, γ, ξ)}pr(x|D = 1).
The identification of (α, β, γ) is equivalent to the identification of (α,
Recall that f (y|x, ξ) = pr(y|x, D = 1). Then
Since z is an instrument variable, it follows that f (y|x, ξ) must depend on z, and so must c(x, γ, ξ). Suppose (α 1 , β 1 , γ 1 ) and (α 2 , β 2 , γ 2 ) satisfy
for all x, which implies
Since the left-hand side depends on z, while the right-hand side does not, we must have γ 1 = γ 2 , which further implies that α 1 = α 2 and β 1 = β 2 . This indicates that the parameters (α, β, γ) are identifiable, which completes the proof of Part (a).
We next consider Part (b). Suppose (α 1 , β 1 , γ 1 ) and (α 2 , β 2 , γ 2 ) satisfy
for all x ∈ S. According to the expression for c(x, γ, ξ 0 ), this implies that
Since 1, x, g 1 (x), . . . , g k (x) are linearly independent, it follows that
hold simultaneously. Because a 1 (γ 1 ), . . . , a k (γ 1 ) = a 1 (γ 2 ), . . . , a k (γ 2 ) for any γ 1 = γ 2 , the first equation implies γ 1 = γ 2 . Then the last two equations lead to α 1 = α 2 and β 1 = β 2 .
This completes the proof of Part (b) and that of Corollary 1.
Appendix 3: Preparation for proving Theorems 1-3 Re-expression
It can be verified that
where
and λ θ is the solution to ∇ λ h = 0.
Letλ be the solution to (3.9) withθ in place of θ. We first discuss some properties ofλ.
It can be verified that (θ,λ) satisfy
Note that
= 0 and
which converges in probability to λ 0 = 1 − η 0 .
For convenience of presentation, let ω = (θ ⊤ , λ) ⊤ . It can be verified thatω = (θ ⊤ ,λ) ⊤ is the solution to ∂h(θ, λ)/∂ω = 0. To investigate the asymptotic properties of (θ,λ), we need their approximations, which can be obtained via the second-order Taylor expansion of h(θ, λ)
In the next subsection, we derive the forms of ∂h(θ 0 , λ 0 )/∂ω and ∂ 2 h(θ 0 , λ 0 )/(∂ω∂ω ⊤ ) and study their properties.
First and second derivatives of h(θ, λ) at ω = ω 0
For convenience of presentation, we write π i = π(x i ). Denote
After some calculation, it can be verified that the second derivatives of h(θ, λ) at (θ 0 , λ 0 ) are
Some useful technical lemmas
When deriving the asymptotic distribution ofθ, we need to use
E{∇ λλ h(θ 0 , λ 0 )}, and the expectation and variance of u n defined in (A.3). We need the following lemma to simplify our calculation.
Lemma 1. The following equations hold:
which imply respectively Equations(A.4) and (A.5) by conditioning on (x i , d i = 1).
Equations (A.6) and (A.7) follows immediately from (A.5). To prove (A.8), by noticing
we have E{π(X)} = λ 0 and The final lemma presents the expectation and variance of u n .
Lemma 2. With u n defined in (A.3), we have E(u n ) = 0 and
Proof. The result E(u n2 ) = 0 follows from π(x) = pr(D = 0|X = x) and Equation (A.4).
For Var(u n ), we first calculate Var(u n2 ). It can be seen that
We have shown that e
It remains to calculate Var(u n1 ). Re-write
Since both u n11,i and u n12,i have mean zero, it follows from equality (A.4) that
. This proves Var(u n1 ).
We start with Part (a). Using a similar argument to that used in the proofs of Lemma 1 and Theorem 1 of Qin and Lawless (1994) , we haveθ
Next we investigate the asymptotic approximation ofθ.
The maximum likelihood estimatorθ of θ and the associated Lagrange multiplierλ must
Applying a first-order expansion to the left-hand side of the above equation gives
Recall that u n = (∇ θ h(θ 0 , λ 0 ), ∇ λ h(θ 0 , λ 0 )). Combining (A.10) and (A.11), we get
and V is nonsingular, the matrix W is nonsingular and its inverse W −1 is well defined. Since
we haveθ
With Lemma 2, we can verify that
Note that u n is the sum of independent and identically distributed random vectors. Hence,
in distribution. This completes the proof of Part (a).
Next, we consider Part (b). Recall that R(θ) = 2{ℓ 2 (θ)−ℓ 2 (θ)}. Then R(θ 0 ) = 2{h(θ,λ)− h(θ 0 , λ θ 0 )}, where λ θ 0 is the solution to ∂h(θ 0 , λ)/∂λ = 0.
Applying a second-order Taylor expansion to h(θ,λ) and using (A.12), we have
Following a similar argument to that for (A.15), we get
Combining (A.15) and (A.16) gives
Since W −1 are invertible, the matrix
1 is also invertible. Let
After some algebra, R(θ 0 ) can be written as
With Lemma 2, we can further verify that E(v n ) = 0 and
This completes the proof of Theorem 1 in the main paper.
Recall thatη = n 1 /n = 1 −λ with η 0 = pr(D = 1). Thenμ in (3.12) can be rewritten aŝ
Applying the first-order Taylor expansion and the law of large numbers, we havê
where A = E {∇ θ K(X; θ 0 , η 0 )} and B = E {∇ η K(X; θ 0 , η 0 )}. Hence, with Equation (A.12) andη = 1 −λ, we havê
We first argue that E{K(X; θ 0 , η 0 )} = µ. By (2.6), we have
It then follows that
After some calculus, we found that −B = A ⊤ e 1 /{(1 − η 0 )η 0 }. With (A.13), we have
Since E(u n1 |x 1 , . . . , x n ) = 0, we arrive at
Finally, By Lemma 2 and the central limit theorem and Slutsky's theorem, we have
This proves Theorem 2 of the main paper.
Appendix 6: Proof of Theorem 3 Preparations
The observed data are (d i = 1, x i , y i ) (i = 1, . . . , n 1 ) and (d i = 0, x i ) (i = n 1 + 1, . . . , n). We make two parametric assumptions:
Recall that η = pr(D = 1) and c(x, γ, ξ) = log e γy f (y|x, ξ)dy. Let ϑ = (β, γ, ξ) and r(x, ϑ) = x ⊤ β + c(x, γ, ξ), so that θ = (α, ϑ ⊤ ) ⊤ and t(x, θ) = α + r(x, ϑ). We have shown pr(y, x|D = 0) = exp{α + x ⊤ β + γy}pr(y, x|D = 1), pr(X = x|D = 0) = exp{α + r(x, ϑ)}pr(X = x|D = 1),
In addition,
where we have defined 
Here all except pr(X = x|D = 1) are completely parametric, and we regard pr(X = x|D = 1)
as an infinite-dimensional parameter, or simply pr(X = x|D = 1) ≥ 0, pr(X = x|D = 1)dx = 1. Therefore our imposed model is clearly semi-parametric.
Throughout this section, we use g(x, ζ) to denote a parametric submodel for pr(X = x|D = 1) with g(x, ζ 0 ) being the true model. The joint density function of (D, X,Ỹ ) is
It is worth noting that α is not free but is a function of (ϑ, ζ) and determined by 1 = exp{α + r(x, ϑ)}g(x, ζ)dx.
(A.18)
The following three functions will be useful in our proof:
where I e,−1 is I e without the first row.
Semiparametric efficiency of (θ,η)
We have shown that
Then the respective influence functions ofθ andη are
and ϕ η (D, X, Y ) = D − η 0 . We prove only the semiparametric efficiency ofθ; the semiparametric efficiency ofη can be proved in the same way with less algebra.
Referring to the established theory for the semiparametric efficiency bound, for example Chapter 3 of Bickel et al (1992) and Newey (1990) , we need to show only the following two results to establish the semiparametric efficiency ofθ:
(a)θ is a regular estimator of θ 0 ;
(b) there exists a parametric submodel with h ψ (d, x,ỹ) the joint density of (D, X,Ỹ ) such that the true model is h 0 (d, x,ỹ) and
Proof of (a)
By Theorem 2 in Newey (1990) , arguingθ is a regular estimator of θ 0 is equivalent to showing that
where throughout this section E takes expectation with respect to h(d, x, y; θ 0 , η 0 , ζ 0 ).
(1) Proof of Equality (A.19)
Since E{D∇ ξ log f (Y |X, ξ 0 )|X} = 0, it follows that
where we have used the definition
Taking derivative with respect to ϑ on both sides of (A.18) gives
This together with g(x, ζ 0 )dx = dF (x|D = 1) leads to
Therefore, we have
This proves (A.19).
(2) Proof of Equality (A.20)
Since Eϕ θ (D, X, Y ) = 0, we have
where the last equality holds because
This proves Equality (A.20).
(3) Proof of Equality (A.21)
we have
Taking derivative with respect to ζ on both sides of Eq (A.18) gives
which means Z 3 = 0. This proves Equality (A.21) and also completes the proof of (a).
Proof of (b)
Consider the following function
Suppose the support of (X, Y ) is compact, then it can be verified that the function
where E takes expectation with respect to
is a density function when ψ is small enough.
When ψ = 0, it reduces to the true joint density function h(d, x, y; α 0 , ϑ 0 , η 0 , ζ 0 ). It is easy to check that h ψ (d, x,ỹ) with small enough ψ is a parametric submodel and
This proves (b), and hence proves the semiparametric efficiency ofθ.
Semiparametric efficiency ofμ
The population mean can be expressed as 
The proposed mean estimator iŝ
We have shown in the proof of Theorem 2 that
which implies that the influence function ofμ is
Similar to the proof of the semiparametric efficiency ofθ, we need to show only the following two results to establish the semiparametric efficiency ofμ:
(a1)μ is a regular estimator of µ 0 ;
(b1) there exists a parametric submodel with h * ψ (d, x,ỹ) the joint density of (D, X,Ỹ ) such that the true model is h * 0 (d, x,ỹ) and
Proof of (a1)
Under the submodel g(x, ζ) for pr(X = x|D = 1), we can write µ as
By Theorem 2 in Newey (1990) , arguingμ is a regular estimator of µ 0 is equivalent to showing that Taking derivative with respect to ϑ on both sides of (A.18) gives 0 = {∇ ϑ α(ϑ 0 ) + ∇ ϑ r(x, ϑ 0 )} exp{α(ϑ 0 ) + r(x, ϑ 0 )}g(x, ζ 0 )dx.
Since g(x, ζ 0 )dx = pr(x|D = 1)dx = dF (x|D = 1), it follows that This proves Equality (A.24) and also completes the proof of (a1).
Proof of (b1)
Consider the following function This proves (b1), and hence the semiparametric efficiency ofμ.
