Somatic mutation detection requires distinguishing between somatic and germline (inherited) variants. Comparing between tumor and patient-matched control (normal) DNA sequencing data enables the removal of patient-specific inherited variants and locus-specific (e.g., alignment) artifacts affecting both samples. This variant detection paradigm provides sensitive and specific somatic mutation calls with low false-positive rates (\<0.5 mut/Mb)^[@R1]^, but it relies on obtaining sequencing data from matched normal healthy tissue free of contaminating tumor cells^[@R1]--[@R3]^. Procuring pure normal tissue, however, can be challenging^[@R4]--[@R7]^. Tumor-in-normal (TiN; tumor-sample DNA found in the normal sample ([Methods](#S1){ref-type="sec"} Eq. 1)) contamination arises from cancer (or pre-cancer) cell invasion into healthy compartments and is reported in leukemias^[@R6],[@R8],[@R9]^, breast, bladder, and gastric cancers^[@R10]--[@R12]^, among others. TiN contamination may cause methods to reject true somatic variants based on the presence of tumor-derived reads supporting the mutation in the matched normal tissue, decreasing sensitivity for mutation detection and leading to potential misinterpretation of patient sequencing data ([Supplementary Figure 1a](#SD1){ref-type="supplementary-material"}). To overcome these challenges, we developed *deTiN*, a method that estimates TiN and salvages many somatic mutations otherwise filtered out as germline or artifactual variants.

DeTiN models a normal sample as a mixture of normal with an unknown fraction of contaminating tumor cells. We estimate TiN, defined as the relative tumor DNA fraction in normal and tumor samples ([Methods](#S1){ref-type="sec"}), using two independent types of tumor-specific events: (i) somatic single nucleotide variants (SSNVs) and (ii) genomic regions of allelic imbalance (deletions, amplifications, copy-neutral loss-of-heterozygosity) extracted from allele-specific somatic copy number alterations (aSCNAs) ([Supplementary Figure 1b](#SD1){ref-type="supplementary-material"}, [Methods](#S1){ref-type="sec"}). DeTiN calculates posterior distributions over TiN values based on each of the two somatic event types separately, and then combines them to identify the maximum *a posteriori* (MAP) value (and confidence interval, [Methods](#S1){ref-type="sec"}). The estimated TiN is used to recover previously rejected SSNVs or indels ([Methods](#S1){ref-type="sec"}), deTiN probabilistically compares two scenarios for each candidate variant: that the alternate allele count in the normal represents either (i) an underlying germline variant, or (ii) a somatic variant coming from tumor DNA mixed in the normal according to the estimated TiN value ([Supplementary Figure 1b](#SD1){ref-type="supplementary-material"}, [Methods](#S1){ref-type="sec"}).

We performed *in silico* and *in vitro* simulation experiments to measure deTiN's accuracy in estimating TiN and its ability to recover SSNVs. Somatic mutations in pairs of tumors and artificially contaminated normal samples were first called using MuTect^[@R1]^ ([Methods](#S1){ref-type="sec"}), and then processed by deTiN. Comparing estimated against known simulated values, deTiN estimated TiN contamination with a mean absolute error of 0.01 (*in silico*) and 0.02 (*in vitro*) over the range of simulated TiN values ([Figure 1a](#F1){ref-type="fig"}--[b](#F1){ref-type="fig"}, [Supplementary Table 1](#SD3){ref-type="supplementary-material"}, [Supplementary Table 2](#SD4){ref-type="supplementary-material"}).

We quantified the impact of TiN contamination on SSNV detection sensitivity. MuTect^[@R1]^, VarScan^[@R3]^, and Strelka^[@R2]^ lost sensitivity to detect SSNVs at TiN\>0.02 ([Figure 1c](#F1){ref-type="fig"}--[d](#F1){ref-type="fig"} \[MuTect\], [Supplementary Table 1](#SD3){ref-type="supplementary-material"}, [Supplementary Table 2](#SD4){ref-type="supplementary-material"}, [Supplementary Figure 2](#SD1){ref-type="supplementary-material"} \[Strelka and VarScan\], [Supplementary Results](#SD2){ref-type="supplementary-material"}). TiN mostly affects mutations with high allele fraction in the tumor (AF) since they are more likely to be observed in the contaminated normal and cause the mutation caller to reject the somatic mutation. Indeed, mutations with AF\>0.3 exhibited lower sensitivity than those with AF\<0.3 (Mann-Whitney one tailed p=0.004 *in silico* TiN=0.2) ([Supplementary Fig. 3a](#SD1){ref-type="supplementary-material"}--[b](#SD1){ref-type="supplementary-material"}). Applying deTiN's mutation recovery step improved detection sensitivity across all TiN values ([Figure 1c](#F1){ref-type="fig"}--[d](#F1){ref-type="fig"}). At very high TiN (\>0.75), where germline SNPs were indistinguishable from somatic events, SSNV recovery was less effective. DeTiN-recovered mutations did not substantially increase false-positive rates ([Figure 1c](#F1){ref-type="fig"}--[d](#F1){ref-type="fig"}; [Supplementary Figure 3c](#SD1){ref-type="supplementary-material"}--[f](#SD1){ref-type="supplementary-material"}; [Supplementary Results](#SD2){ref-type="supplementary-material"}) and, as expected, were enriched with high AF events ([Supplementary Figure 3a](#SD1){ref-type="supplementary-material"}--[b](#SD1){ref-type="supplementary-material"}). High AF SSNVs are more likely clonal mutations, thus representing many initiating drivers and clinically important oncogenic events. We characterized deTiN's performance using simulated data over a range of tumor sample purities, sequencing depths, and mutation rates ([Supplementary Figure 4](#SD1){ref-type="supplementary-material"}; [Supplementary Results](#SD2){ref-type="supplementary-material"}).

Thus far, we assumed that all the tumor cells that contaminated the normal sample share the same somatic events (e.g., SSNVs and aSCNAs) with the tumor cells in the tumor sample. However, this assumption may be invalid if: (i) the tumor cells in a tumor-adjacent normal tissue sample (a common source of "normal" tissue) contain tumor subclones that differ from the dominant clone in the tumor sample, or (ii) normal-appearing cells are the descendants of a premalignant precursor and share a subset of clonal events with the neighboring tumor cells^[@R5],[@R11],[@R13]^. Thus, multiple TiN values may be required to describe the contaminating clones in a single normal sample.. The tumor and normal cell lines selected for the *in vitro* experiments provided a model to test this phenomenon. At each simulated TiN fraction, deTiN identified two distinct TiN levels: (i) the intended mixing fraction and (ii) a fraction corresponding to a shared precursor subclone ([Supplementary Figure 5](#SD1){ref-type="supplementary-material"}). Presence of the parental clone did not interfere with TiN estimation.

We applied deTiN to a whole-exome sequencing data cohort generated from 257 tumor-normal paired samples from chronic lymphocytic leukemia (CLL) patients^[@R9]^. Leukemic DNA was extracted from CD19^+^ selected cells; matched germline DNA was derived from either the negative fraction ('sorted CD19^--^ cells') or matched post-treatment samples without molecularly detectable disease (MRD^--^, [Figure 2a](#F2){ref-type="fig"}). DeTiN identified higher TiN contamination in sorted CD19^--^ cells than MRD^--^ samples ([Figure 2a](#F2){ref-type="fig"}; Mann-Whitney p\<0.001). In one case, the CD19^--^, but not the saliva-derived, normal sample was contaminated ([Supplementary Figure 6](#SD1){ref-type="supplementary-material"}, [Supplementary Results](#SD2){ref-type="supplementary-material"}). Consistent with the simulation results, mutation calling without deTiN on 171 tumors with CD19^--^ normals resulted in a markedly lower mutation rate (Mann-Whitney p\<0.001). Following deTiN application, CD19^--^ and MRD^--^ mutation rates became similar (p=0.56, [Figure 2b](#F2){ref-type="fig"}, [Supplementary Table 3](#SD5){ref-type="supplementary-material"}). The fraction of candidate mutations at dbSNP sites was not statistically different between tumor samples paired with CD19^--^ or MRD^--^ normals, suggesting that the putative false-positive SNV rate did not increase (p=0.27; [Supplementary Table 3](#SD5){ref-type="supplementary-material"}). DeTiN recovered mutations in known CLL drivers ([Figure 2c](#F2){ref-type="fig"})^[@R9]^ at previously reported hotspots, supporting their functional oncogenic role ([Figure 2d](#F2){ref-type="fig"})^[@R14]^.

We also assessed TiN prevalence in tumor-adjacent histologically normal tissue^[@R7],[@R15]--[@R17]^. Significant TiN was found in sequencing data from 161/1477 tumor and adjacent normal sample pairs (Prob\[TiN\>0.02\]\>0.95) ([Supplementary Table 4](#SD6){ref-type="supplementary-material"}). The fraction of samples containing detectable TiN varied by tumor type. Breast invasive carcinoma and testicular germ cell tumors (both non-TCGA cohorts) displayed significantly higher fraction of TiN\>0.02 cases (Mann-Whitney p\<0.01) and TiN levels/case ([Fig. 3a](#F3){ref-type="fig"}, [Supplementary Figure 7](#SD1){ref-type="supplementary-material"}), perhaps due to different tissue-collection protocols than TCGA. For 304/1477 cases, a matched germline peripheral blood sample was also available and was uncontaminated. Comparing the mutation calls detected using the tissue-adjacent and blood normal samples demonstrated deTiN's improved sensitivity ([Figure 3b](#F3){ref-type="fig"}; [Supplementary Results](#SD2){ref-type="supplementary-material"}).

In 8 selected high-TiN cases, histological review by a pathologist, blinded to the TiN estimates, identified areas of malignant cells in 3/8 cases (prostate adenocarcinoma cells; evidence of dysplastic glands; areas of pancreatic intraepithelial neoplasia-2 \[PANIN-2\] \[[Fig. 3c](#F3){ref-type="fig"}\]) but none in 8 uncontaminated (TiN=0) control cases. Notably, deTiN detected *KRAS* G12A mutations in one sample pair, and large copy number events were found in all 8 contaminated samples ([Figure 3c](#F3){ref-type="fig"}, [Supplementary Figure 8](#SD1){ref-type="supplementary-material"}), suggesting that somatic lesions can be present in histologically non-malignant tissue and occur before full transformation^[@R18]^. Since the sequencing samples originated from tissue blocks and the histologically evaluated image reflects only a single slice, we cannot rule out the presence of cancer cells in the sequenced sample due to spatial heterogeneity.

Spatial heterogeneity can result in 3 TiN contamination types: (i) clonal, sharing all somatic events at a consistent ratio; (ii) one or more sibling clones (e.g., precursor cells), sharing only a subset of events; and (iii) both (i) and (ii) ([Figure 3d](#F3){ref-type="fig"}). We identified 13 sample pairs from 6 different tumor types demonstrating sibling or mixture relationships ([Supplementary Table 5](#SD7){ref-type="supplementary-material"}). In one breast invasive carcinoma/adjacent normal pair, chr1q and chr16q amplifications were present in both samples but all other aSCNAs were absent, suggesting the amplifications occurred in a shared precursor clone ([Figure 3d](#F3){ref-type="fig"}----sibling model, [Supplementary Table 5](#SD7){ref-type="supplementary-material"}). In a prostate adenocarcinoma-adjacent normal, most aSCNAs were consistent with TiN=0.4, but some focal deletions were present at 0.7 TiN ([Fig. 3d](#F3){ref-type="fig"}----mixture model). Upon manual review of deTiN's output, 2 adjacent normal samples contained arm-level aSCNAs absent in the tumor. In one particularly striking case, deTiN's allele-specific model discerned that a chr1q amplification appearing in both breast carcinoma and its adjacent normal but on opposite alleles, demonstrating convergent evolution ([Supplementary Figure 9](#SD1){ref-type="supplementary-material"}).

In summary, deTiN is a mixture model integrating evidence from candidate somatic events and copy-number alterations to provide robust TiN estimates used to infer the somatic status of candidate variants. Our analysis quantified TiN in cases with both adjacent normal tissue and normal blood. In particular, TiN contamination may affect normal samples derived retrospectively from formalin-fixed, paraffin-embedded tumor blocks. Although no TiN was identified in 304 TCGA blood normal samples, TiN may be a factor in metastatic cases. TCGA samples, mostly obtained from untreated resected primary tumors, may have lower circulating tumor cells and DNA levels^[@R19],[@R20]^. DeTiN is currently used in large-scale cancer analyses and in the ICGC/TCGA Pan-Cancer Analysis of Whole Genomes (PCAWG, <https://dcc.icgc.org/pcawg>) project (See [Supplementary Note](#SD2){ref-type="supplementary-material"}, [Supplementary Table 6](#SD8){ref-type="supplementary-material"} and [Supplementary Figure 10](#SD1){ref-type="supplementary-material"} for details relating to running deTiN). Future developments of deTiN (or similar) methods can exploit additional data sources to improve accuracy, including independent sequencing (e.g., RNA-seq), additional patient-matched biopsies, and structural variants.

Online Methods: {#S1}
===============

Overview of deTiN {#S2}
-----------------

DeTiN measures TiN (*θ*) contamination by comparing sequencing data from matched tumor and normal samples. DeTiN uses two statistical (generative mixture) models to estimate TiN. The first uses allelic somatic copy number alterations (aSCNAs) and the second utilizes somatic single nucleotide variants (SSNVs). Each model generates a posterior probability distribution for TiN. If both models are used, deTiN computes the joint posterior distribution. DeTiN reports the maximum *a posteriori* point estimate for TiN and a 95% confidence interval based on each model and their combination. Next, deTiN uses the TiN estimate to reclassify candidate variants detected in the tumor sample, as either somatic or germline, based on the allele counts observed in the normal at these sites. Below, we describe the inference steps in which we estimate TiN using an Expectation-Maximization (EM) procedure using SSNVs, and maximum *a posteriori* estimation using aSCNAs, as well as the application of these estimates for somatic variant re-classification (*i.e*. rescuing previously rejected somatic variants).

### Defining TiN: {#S3}

DeTiN estimates the relative abundance of tumor DNA in the normal sample compared to the tumor sample. $$\theta = TiN = \left( \frac{DNA~from~tumor~cells~in~the~normal~sample~}{total~DNA~in~the~normal~sample} \right)\left( \frac{total~DNA~in~the~tumor~sample}{DNA~from~tumor~cells~in~the~tumor~sample} \right)$$ Note that, for simplicity, we define TiN as the relative abundance of DNA to circumvent the need to estimate the purity (percent tumor cells) and ploidy (average DNA content of the tumor cells) of the tumor sample. As such, in the uncommon scenario that the normal sample has a higher fraction of tumor-derived DNA compared to the tumor sample, TiN may theoretically exceed one. In our analysis, we assume that *TiN* ≤ 1 and in reality it is typically ≪ 1. If the purity (*α*) and ploidy (*τ*) of the tumor cells are known (or estimated, e.g. using ABSOLUTE^[@R21]^) then the TiN estimate (*θ*) can be used to calculate the actual fraction of tumor cells in the normal sample (*β*) using this equation ([Supplementary Figure 10](#SD1){ref-type="supplementary-material"}): $$\theta = \left( \frac{\beta}{\beta\tau + 2\left( 1 - \beta \right)} \right)\left( \frac{\alpha\tau + 2\left( 1 - \alpha \right)}{\alpha} \right)$$

Input Data: {#S4}
-----------

The raw inputs to deTiN are: (i) pre-filtered variants (including SNVs and indels, both somatic and germline, (see [Filtering of SSNVs](#S13){ref-type="sec"}) that are observed in the tumor sample, annotated with the corresponding read counts from both tumor and normal samples; and (ii) segmented tumor allele-specific copy number alterations (aSCNAs).

i.  For each variant *v*, we denote by *f*~*v*~^*n*^ and *f*~*v*~^*t*^ the underlying alternate allele fractions in the tumor (*t*) and normal (*n*), respectively. The variables follow Beta distributions, *f*~*v*~^*n*^ and *f*~*v*~^*t*^, conditional on the observed read counts for the reference and alternate alleles in the tumor and normal, (*r*~*v*~^*t*^, *r*~*v*~^*n*^) and (*a*~*v*~^*t*^, *a*~*v*~^*n*^). The total coverage in each sample (*h*~*v*~^*n*^, *h*~*v*~^*t*^) are taken as the sum of the alternate and reference counts (ignoring the other alleles). $$\left. f_{v}^{n} \middle| a_{v}^{n},r_{v}^{n} \right.\sim\text{Beta}\left( a_{v}^{n} + 1,r_{v}^{n} + 1 \right)\left. f_{v}^{t} \middle| a_{v}^{t},r_{v}^{t} \right.\sim\text{Beta}\left( a_{v}^{t} + 1,r_{v}^{t} + 1 \right)$$

ii. The aSCNA input data for the tumor is represented as **S** segments representing aSCNAs (see [Filtering of segments and SNPs](#S12){ref-type="sec"}), each with a corresponding tumor total copy ratio *R*~*s*~^*t*^ and a set of associated heterozygous germline SNPs within the segment, (*v*~1~...*v*~*Ns*~). Using the normal data, we first calculate the mean allele fraction (of the non-reference allele) across all heterozygous SNPs (*N*) to represent the balanced allele fraction (which can slightly deviate from 0.5 due to hybrid capture bias towards reference); $$\mu^{n} = \frac{1}{N}{\sum\limits_{v = 1}^{N}\frac{a_{v}^{n}}{a_{v}^{n} + r_{v}^{n}}}.$$

Model: {#S5}
------

DeTiN compares two models: (i) no tumor-in-normal, *H*~0~ where *θ* = 0; and (ii) some tumor-in-normal, *H*~1~ where 0 \< *θ* ≤ 1. The prior probability of *H*~1~, *π*, is set based on the estimated risk of contamination from malignant cells in the normal, which can depend on the tumor type and the type of the normal sample. For example, when using a tissue adjacent normal, we set *π* = 0.5, and when using a blood normal we use *π* = 0.05. Under model *H*~1~ we assume a uniform prior distribution for *θ*.

Model based on aSCNAs: {#S6}
----------------------

The model based on aSCNAs compares the tumor allelic imbalance with the allelic imbalance observed in the normal sample at the same genomic segment. Since aSCNAs may arise independently, we treat each segment as an independent measure of TiN. This enables the detection of multiple TiN values in one normal sample, representing different modes of contamination. Assuming we knew the segments TiN value (*θ*~*s*~), we could calculate, for each heterozygous SNP in the segment, the expected underlying allele fraction of non-reference reads in the normal sample (${\hat{f}}^{n}$) (see **Derivation of $f_{v}^{n}$ as a function of $R_{v}^{t}$ and *θ***): $$C_{s}^{n} = \frac{R_{s}^{t}}{R_{s}^{t}\theta_{s} + 2\left( {1 - \theta_{s}} \right)}\psi\left( f_{v}^{t} \right) = \left| {\mu^{n} - f_{v}^{t}} \right|{\hat{\text{f}}}_{v}^{n}\left( {f_{v}^{t},\theta_{s},C_{s}^{n}\left( {\theta_{s},R_{s}^{t}} \right)} \right) = \mu^{n} + \theta_{s}C_{s}^{n}\psi\left( f_{v}^{t} \right)$$

The expected normal allele fraction is equal to the tumor allele imbalance (*ψ*(*f*~*v*~^*t*^)) relative to the midpoint (*μ*~*s*~^*n*^) multiplied by TiN and the ratio of total copy ratios (*R*~*s*~^*t*^, *R*~*s*~^*n*^). The phase of the SNP, with respect to its neighbors, (*d*~*v*~^*t*^) is based on the tumor data and equals 1 if it is above the mid-point and −1 otherwise. Since the true somatic allele fraction of each SNP is unknown we integrate over the distribution of possible allele fractions (*f*) given the observed tumor reads. To calculate the likelihood function for each segment, we calculate the joint likelihood considering all SNPs in each segment.
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We perform k-means clustering on the segment TiN estimates (see [Clustering of aSCNA data](#S14){ref-type="sec"}) and calculate the posterior distribution of TiN over all clustered segments in a chosen cluster *K*: $$L\left( \theta \middle| {\mathbf{S},{\hat{\mathbf{f}}}^{\mathbf{n}},\mathbf{v}} \right) = {\prod\limits_{s \in K}{L_{s}\left( \theta_{s} \middle| {{\hat{\mathbf{f}}}^{\mathbf{n}},\mathbf{v}_{\mathbf{s}}} \right)}}$$

Inference using aSCNAs: {#S7}
-----------------------

We calculate the posterior probability for each value of *θ* (over a grid \[0, 0.01, 0.02, ..., 1\]) and determine *θ*~*aSCNA*~\*, the MAP estimate of *θ*.
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Model based on SSNVs: {#S8}
---------------------

The model based on SSNVs compares the tumor allele fractions of candidate variants with the allele fractions in the normal sample (*f*~*v*~^*n*^). For each candidate SSNV, *i*, we assign a latent Bernoulli indicator variable *z*~*i*~ which represents whether the SSNV is classified as a somatic mutation. The prior probability of a candidate SSNV being somatic, *ϕ*, is set based on the expected ratio of somatic to rare inherited germline variants, which varies by tumor type (e.g. the somatic mutation frequency in chronic lymphocytic leukemia is 1 mutation per megabase and the rate of rare germline SNPs is 10 mutations per megabase, therefore, *ϕ* is set to 1/11). For most sites with sufficient coverage (depth \> 20) the prior has effectively no impact on the classification as somatic mutation.

To calculate the probability of each variant being somatic, we consider the probability of the observed data under 3 scenarios. (i) The variant is a somatic mutation and thus the observed allele counts are due to TiN (*z*~*v*~ = 1, *a*~*v*~^*tin*^ = *f*~*v*~^*t*^*C*~*s*~^*n*^*θh*~*v*~^*n*^, *r*~*v*~^*tin*^ = *h*~*v*~^*n*^ − *a*~*v*~^*tin*^); (ii) The variant is a germline polymorphism and allele fraction is determined as described above (SNP) (*z*~*v*~ = 0, $a_{v}^{het} = {\hat{f}}_{v}^{n}\left( {\theta,f,C_{s}^{n}} \right)h_{v}$, *r*~*v*~^*het*^ = *h*~*v*~^*n*^ − *a*~*v*~^*het*^); and (iii) The variant is an artifact and the underlying allele fractions are equal in both samples (*z*~*v*~ = 0, *a*~*v*~^*t*^, *r*~*v*~^*t*^). *A priori* we consider candidate variants to be equally likely to be germline variants or sequencing artifacts. $${\left. {\hat{f}}_{v}^{n} \middle| \text{Somatic},z_{v} = 1 \right.\sim\text{Beta}\left( {a_{v}^{tin} + 1,r_{v}^{tin} + 1} \right)}{\left. {\hat{f}}_{v}^{n} \middle| \text{SNP} \right.\sim\text{Beta}\left( {a_{v}^{het} + 1,r_{v}^{het} + 1} \right)}{\left. {\hat{f}}_{v}^{n} \middle| \text{artifact} \right.\sim\text{Beta}\left( {a_{v}^{t} + 1,r_{v}^{t} + 1} \right)}$$ We compute the SSNV data log-likelihood for *θ* over all candidate variants: $$\left. p({\hat{f}}_{v}^{n} \middle| \text{SNP},\theta) = {\int_{0}^{1}\left. p({\hat{f}}_{v}^{n}\left( {\theta,f,C_{s}^{n}} \right) \middle| a_{v}^{n},r_{v}^{n})p(f \middle| a_{v}^{t},r_{v}^{t})df \right.} p({\hat{f}}_{v}^{n} \middle| \text{artifact}) = {\int_{0}^{1}\left. p(f \middle| a_{v}^{n},r_{v}^{n})p(f \middle| a_{v}^{t},r_{v}^{t})df \right.} p({\hat{f}}_{v}^{n} \middle| z_{v} = 0,\theta) = \lbrack\text{Pr}({\hat{f}}_{v}^{n} \middle| \text{SNP},\theta)(1 - \text{Pr}({\hat{f}}_{v}^{n} \middle| \text{artifact}){\rbrack + \lbrack}\text{Pr}({\hat{f}}_{v}^{n} \middle| \text{artifact})(1 - \text{Pr}({\hat{f}}_{v}^{n} \middle| \text{SNP},\theta)\rbrack p(\mathbf{\hat{f}}_{v}^{n} \middle| z_{v} = 1,\theta) = {\int_{0}^{1}\left. p({\hat{f}}_{v}^{n}\left( {\theta,f,C_{s}^{n}} \right) \middle| ,a_{v}^{n},r_{v}^{n})p(f \middle| a_{v}^{t},r_{v}^{t})df \right.} L(\theta \middle| \mathbf{\hat{f}}^{\mathbf{n}},\mathbf{v}) = \prod\limits_{v = 1}^{N}p\left( {\hat{f}}_{v}^{n} \middle| z_{v} = 1,\theta \right)^{z_{v}}p\left( {\hat{f}}_{v}^{n} \middle| z_{v} = 0,\theta \right)^{1 - z_{v}} l(\theta \middle| \mathbf{\hat{f}}^{\mathbf{n}},\mathbf{v}) = \sum\limits_{v = 1}^{N}\lbrack\left( z_{v} \right)\text{log}(p({\hat{f}}_{v}^{n} \middle| z_{v} = 1,\theta)) + \left( {1 - z_{v}} \right)\text{log}(p({\hat{f}}_{v}^{n} \middle| z_{v} = 0,\theta))\rbrack \right.$$

Inference using SSNVs: {#S9}
----------------------

To estimate TiN using SSNVs, we use the EM algorithm. Briefly, *θ* is initialized to 0, and expectation of the variant assignments (*z*~*v*~) are calculated given *θ*. Then we find *θ*~*SSNVs*~\* which maximizes the likelihood function (over a grid \[0, 0.01, 0.02, ..., 1\]). We repeat this procedure until the estimate on *θ* converges (typically in a few iterations).

E-step : E

θ

\[

z

v

\]

=

ϕ

p

(

f

\^

v

n

\|

θ

,

z

v

=

1

)

(

1

−

ϕ

)

p

(

f

\^

v

n

\|

θ

,

z

v

=

0

)

\+

ϕ

p

(

f

\^

v

n

\|

θ

,

z

v

=

1

)

M-step : 

θ

S

S

N

V

s

\*

=

a

r

g

m

a

x

θ

∈

\[

0

,

0.01

,

...

,

1

\]

\[

l

(

θ

\|

v

,

f

\^

n

,

E

θ

\[

z

\]

)

\]

Inference using the joint likelihood function: {#S10}
----------------------------------------------

The likelihood functions for SSNVs and aSCNAs are nearly independent since they are generated by distinct underlying processes and use different measurements. Therefore, when both data types are available, deTiN calculates the joint TiN estimate (*θ*\*) and posterior distribution by summing and normalizing the log-likelihood functions for SSNVs and aSCNAs. Next we compare the model *θ* = 0 to *θ* = *θ*\*: $${\theta^{\text{*}} = \underset{\theta \in {\lbrack{0,0.01,\ldots,1}\rbrack}}{\mathbf{argmax}}\lbrack l(\theta{|{\mathbf{S},\mathbf{\hat{f}}^{\mathbf{n}},\mathbf{v}) + l(\theta}|}\mathbf{v},\mathbf{\hat{f}}^{\mathbf{n}},\text{E}\left\lbrack \mathbf{z} \right\rbrack)\rbrack}{p\left( {\theta = \theta^{\text{*}}} \right) = \frac{\pi p\left( {\theta = \theta^{\text{*}}} \right)}{\pi p\left( {\theta = \theta^{\text{*}}} \right) + \left( {1 - \pi} \right)p\left( {\theta = 0} \right)}}$$

As a final step, if the model *θ* = *θ*\* is chosen we recalculate E\[z~*v*~\] given *θ*\* and classify as somatic candidate variants for which E\[z~*v*~\] \> *κ* (we use *κ* = 0.5). Finally, to remove variants that do not fit any of our models, we remove sites where the predicted normal allele fraction is unlikely given the observed normal allele counts.
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Derivation of *f*~*v*~^*n*^ as a function of *R*~*v*~^*t*^ and *θ*: {#S11}
-------------------------------------------------------------------

In order to estimate TiN we calculate the expected normal allele fraction of each variant given a TiN value, observed tumor allele fractions, and total copy ratio. We define the allele fractions and total copy ratios as follows, where *m* is the multiplicity of some variant *v*, *α* is the fraction of tumor cells in the tumor sample, *β* is the fraction of tumor cells in the normal sample, *q*~*v*~ is the local total copy number in the tumor sample, *τ* is the ploidy of the tumor cells, and 2 is the ploidy of normal cells, the allele fractions (*f*~*v*~^*n*^, *f*~*v*~^*t*^) and copy ratios (*R*~*v*~^*n*^, *R*~*v*~^*t*^) of variants in each sample follow: $$f_{v}^{n} = \frac{\beta m}{\beta q_{v} + 2\left( 1 - \beta \right)} f_{v}^{t} = \frac{\alpha m}{\alpha q_{v} + 2\left( 1 - \alpha \right)} R_{v}^{t} = 2\frac{\alpha q_{v} + 2\left( 1 - \alpha \right)}{\alpha\tau + 2\left( 1 - \alpha \right)} R_{v}^{n} = 2\frac{\beta q_{v} + 2\left( 1 - \beta \right)}{\beta\tau + 2\left( 1 - \beta \right)}$$

We then want to derive a factor *Z*, which allows us to translate tumor allele fractions *f*~*v*~^*t*^ to allele fractions in the normal *f*~*v*~^*n*^ given *θ*: $$f_{v}^{n} = f_{v}^{t}Z Z = \frac{f_{v}^{n}}{f_{v}^{t}} = \frac{\frac{\beta m}{\beta q_{v} + 2\left( {1 - \beta} \right)}}{\frac{\alpha m}{\alpha q_{v} + 2\left( {1 - \alpha} \right)}} = \frac{\beta\left\lbrack {\alpha q_{v} + 2\left( {1 - \alpha} \right)} \right\rbrack}{\alpha\left\lbrack {\beta q_{v} + 2\left( {1 - \beta} \right)} \right\rbrack} Z = \frac{\beta}{\alpha}\frac{\alpha q_{v} + 2\left( {1 - \alpha} \right)}{\beta q_{v} + 2\left( {1 - \beta} \right)}\frac{\alpha\tau + 2\left( {1 - \alpha} \right)\beta\tau + 2\left( {1 - \beta} \right)}{\alpha\tau + 2\left( {1 - \alpha} \right)\beta\tau + 2\left( {1 - \beta} \right)} Z = \frac{\beta\left\lbrack {\alpha\tau + 2\left( {1 - \alpha} \right)} \right\rbrack}{\alpha\left\lbrack {\beta\tau + 2\left( {1 - \beta} \right)} \right\rbrack}\frac{\beta\tau + 2\left( {1 - \beta} \right)}{\beta q_{v} + 2\left( {1 - \beta} \right)}\frac{\alpha q_{v} + 2\left( {1 - \alpha} \right)}{\alpha\tau + 2\left( {1 - \alpha} \right)} Z = \theta\frac{R_{v}^{t}}{R_{v}^{n}}$$

We can then show that *R*~*v*~^*n*^ = *θR*~*v*~^*t*^ + 2(1 − *θ*) and thus derive *C*~*s*~^*n*^: $$\theta R_{v}^{t} + 2\left( {1 - \theta} \right) = 2\frac{\beta}{\alpha}\frac{\alpha\tau + 2\left( {1 - \alpha} \right)}{\beta\tau + 2\left( {1 - \beta} \right)}\frac{\alpha q_{v} + 2\left( {1 - \alpha} \right)}{\alpha\tau + 2\left( {1 - \alpha} \right)} + 2 - 2\frac{\beta}{\alpha}\frac{\alpha\tau + 2\left( {1 - \alpha} \right)}{\beta\tau + 2\left( {1 - \beta} \right)} = 2\frac{\beta}{\alpha}\frac{\alpha q_{v} + 2\left( {1 - \alpha} \right)}{\beta\tau + 2\left( {1 - \beta} \right)} + 2\frac{\alpha\left\lbrack {\beta\tau + 2\left( {1 - \beta} \right)} \right\rbrack}{\alpha\left\lbrack {\beta\tau + 2\left( {1 - \beta} \right)} \right\rbrack} - 2\frac{\beta}{\alpha}\frac{\alpha\tau + 2\left( {1 - \alpha} \right)}{\beta\tau + 2\left( {1 - \beta} \right)} = 2\frac{\beta\alpha q_{v} + 2\beta - 2\beta\alpha + \alpha\beta\tau + 2\alpha - 2\beta\alpha - \beta\alpha\tau - 2\beta + 2\beta\alpha}{\alpha\left\lbrack {\beta\tau + 2\left( {1 - \beta} \right)} \right\rbrack} = 2\frac{\beta\alpha q_{v} - 2\beta\alpha + 2\alpha}{\alpha\left\lbrack {\beta\tau + 2\left( {1 - \beta} \right)} \right\rbrack} = 2\frac{\beta q_{v} + 2\left( {1 - \beta} \right)}{\beta\tau + 2\left( {1 - \beta} \right)} = R_{v}^{n} C_{s}^{n} = \frac{R_{v}^{t}}{R_{v}^{n}} = \frac{R_{v}^{t}}{\theta R_{v}^{t} + 2\left( {1 - \theta} \right)}$$

Finally we have the following expression translating a tumor allele fraction to a normal allele fraction given TiN: $$f_{v}^{n} = f_{v}^{t}\frac{\theta R_{v}^{t}}{\theta R_{v}^{t} + 2\left( {1 - \theta} \right)}$$

Filtering of segments and SNPs: {#S12}
-------------------------------

DeTiN uses only large segments (≥ 200 capture probes) that have at least 20 balanced heterozygous SNPs (ensuring the same number of SNPs with allele fractions below and above 0.5, in the normal sample, by downsampling the more abundant allele). DeTiN ensures an equal number of SNPs above and below 0.5 in the normal sample to remove mapping artifacts. Mapping artifacts are often associated with false-positive calls at low allele fractions. Therefore, segments that cover low mappability regions accumulate reads with errors. These errors tend to be at low allele fraction and some are mis-called as germline SNPs. Accumulation of these spurious germline SNPs can cause methods that estimate allelic copy numbers to incorrectly infer allelic imbalance at these loci. It is important to account for this accumulation of low allele fraction errors since they occur equally in the tumor and normal sample and thus will negatively impact the accuracy of deTiN.

After segment and variant filtering, for each segment *s* in the tumor data, we calculate the average absolute shift of the allele fractions from balance, *ψ*~*s*~^*t*^, and it's population variance, *σ*~*s*~^2^; $$\psi_{s}^{t} = \frac{1}{N_{s}}\sum\limits_{v = 1}^{N_{s}}\left| {\frac{a_{v}^{t}}{a_{v}^{t} + r_{v}^{t}} - \mu^{n}} \right|\sigma_{s}^{2} = \frac{1}{N_{s}}\sum\limits_{v = 1}^{N_{s}}\left( {\psi_{s}^{t} - \left| {\mu^{n} - \frac{a_{v}^{t}}{a_{v}^{t} + r_{v}^{t}}} \right|} \right)^{2}$$

DeTiN uses segments for which with (*ψ*~*s*~^*t*^) greater than *T*~*aSCNA*~ (we use 0.1) and absolute allele shift variance less than 0.025 (*σ*~*s*~^2^ \< 0.025).

Filtering of SSNVs: {#S13}
-------------------

DeTiN uses candidate SSNVs which are labeled somatic or rejected solely due to observing evidence in the normal. When using MuTect, SSNVs are considered candidates if and only if the judgement column is "KEEP" or the failure reasons column contains only "normal_lod" or "alt_allele_in_normal" or both. Next, we annotate each variant as representing a likely germline SNP or a potential SSNV based on its allele frequency in the ExAC database^[@R22]^. Variants with an ExAC population frequency ≥ 0.01 are considered germline SNPs and variants with \< 0.01 allele frequency are considered candidate SSNVs. Variants with less then 15 reads in either sample or below 15% allele fraction in the tumor are not used for TiN estimation but are considered for SSNV recovery.

Clustering of aSCNA data: {#S14}
-------------------------

In order to identify multiple modes of TiN contamination, deTiN perform's K means clustering on the posterior TiN distributions of the aSCNAs. DeTiN considers *K* ∈ {1, 2, 3} clusters and then performs model selection using the bayesian information criterion (BIC). When *N* is the total number of segments, *N*~*k*~ is the number of segments assigned to cluster *k*, *n*~*s*~ is the number of variants (*v*) in segment (*s*), *θ*~*v*~ refers to the MAP TiN estimate for a SNP, *μ*~*k*~ is the cluster center, and *RSS*~*k*~ is the residual sum of squares for k number of clusters. We determine the BIC score for each number of clusters: $$\text{RSS}_{k} = \sum\limits_{k = 1}^{K}\sum\limits_{s \in k}^{N_{k}}\sum\limits_{v = 1}^{n_{s}}\left( {\mu_{k} - \theta_{v}} \right)^{2}\text{BIC}_{k} = N\text{log}\left( \frac{RSS_{k}}{N} \right) + k\text{log}\left( N \right)$$

We disregard values of k for which the minimum distance between clusters is less then 2*σ*~*k*~, where *σ*~*k*~ represents the within cluster standard deviation for solution k. We then select the number of clusters (*K*\*) with the minimal BIC, and ensure that *BIC*~*k* \*  − 1~ − *BIC*~*k*~\* \> 10.

Role of tumor derived phasing in deTiN: {#S15}
---------------------------------------

Phasing information derived from the tumor sample is important because it reduces the uncertainty on the estimate of allele shift. Given a segment which has an allele shift in the tumor data, one would require two steps in order to estimate the allele imbalance in the normal: (i) comparing the evidence for allele shift with the evidence for balance (the null hypothesis); and (ii) estimating allele shift using the count data. Using the phasing data we can directly compute the best estimate of the allele shift. Without the phasing data, there is an additional step of accounting for the uncertainty of the phase of each SNP. In this scenario, each SNP has a probability, which depends on its allele counts, of representing the higher (allele fraction \> 50%) or lower allele (allele fraction \< 50%). For example, a SNP with 20 alternate reads and 20 reference reads has equal probability of belonging to each allele, but a SNP with 30 alternate reads and 10 reference reads is more likely to represent the higher allele. In the case of a small allele shift in the normal (ie. most SNPs are close to balance) or in cases of low coverage there is more uncertainty in the phase of the SNP. The uncertainty in the phasing yields greater uncertainty in the estimate of the allele shift in the normal because for each SNP we need to account for the probability of it being generated by each allele. Ignoring the phase information coming from the tumor sample produces less accurate results.

Data Generation: {#S16}
----------------

### *In-silico* simulations: {#S17}

We selected tumor-normal pairs, for *in-silico* simulations, from TCGA. We applied the following criteria to select samples: high coverage (200x in the tumor and 80x in the normal), high purity (ABSOLUTE^[@R21]^ purity estimate \> 95%), somatic mutation frequency \> 1 mutation / Mb, and at least one arm-level aSCNA. Applying this criteria resulted in 5 tumor - normal peripheral blood sample pairs from three tumor types (bladder cancer, glioblastoma multiforme (x3), and a malignant melanoma; [Supplementary Table 1](#SD3){ref-type="supplementary-material"}).

To create the simulations, we first down-sampled each bam file using SAMtools^[@R23]^ to establish uniform coverage (120x in tumors and 60x in the normals). Then, we down-sampled the normals and tumors in ratios corresponding to the TiN mixtures and mixed each of the resulting bam files and fixed read groups using picard tools. For example, to generate a 0.5 TiN simulation, we down-sampled a normal to 0.5 (30x) and down-sampled the matched tumor to 0.25 (30x), and then mixed them together to generate a 50% TiN mixture (at 60x).

### *In-vitro* simulations: {#S18}

To evaluate the performance of deTiN on experimentally derived sequencing data, we mixed tumor and normal cell lines in various ratios. For the tumor sample we selected the cell line CRL-2321D and for the normal CRL-2362D. DNA from these samples was mixed in equal amounts to generate a 0.5 TiN pool with total mass of 500ng. We then mixed pure tumor and pure normal with this pool to generate the other mixtures. Samples were volume checked using nanodrop to ensure we achieved the desired mixtures.

We then performed library preparation. Briefly, dsDNA was quantified by Picogreen fluorescence assay using provided DNA standards, 100ng of DNA were fragmented to obtain 150bp pieces by sonication using a Covaris E210 instrument. Solid phase reversible immobilization purification and library construction were performed using AMPure XP Beads, KAPA Library Preparation and KAPA Library Amplification Kits. Library preparation was performed in 96-well plates on an Agilent Bravo Liquid Handler.

Finally we performed hybrid selection, capture and sequencing. DNA was processed through two hybridization events using the Illumina Content Exome Rapid Capture Kit. Samples were normalized to 2ng/uL and pooled. Quantitative PCR (qPCR) was then performed on the pool in order to normalize it to 2nM, before using 0.1M NaOH to denature. Samples were sequenced on Illumina HiSeq2500 machines in Rapid Run mode using 76 base-pair, paired-end reads. The bam files generated by these experiments are publicly available on google cloud, bucket id: [fc-070aec01-a599-4fe3-9ed0-2f39288f912e](https://console.cloud.google.com/storage/browser/fc-070aec01-a599-4fe3-9ed0-2f39288f912e), firecloud: <https://portal.firecloud.org/#workspaces/broad-firecloud-testing/deTiN_release_data> and the Sequencing Read Archive ([PRJNA422575](https://www.ncbi.nlm.nih.gov//bioproject/PRJNA422575)).

Alignment/assembly and Quality control: {#S19}
---------------------------------------

Exome sequence processing was performed using established analytical pipelines at the Broad Institute. A BAM file was produced with the Picard pipeline (<http://picard.sourceforge.net/>), which aligns the tumor and normal sequences to the hg19 human genome build using Illumina sequencing reads. The BAM was uploaded into the Firehose pipeline (<http://www.broadinstitute.org/cancer/cga/Firehose>), which manages input and output files to be executed.

Quality control modules for assessment of genotype concordance and cross contamination using ContEst^[@R24]^ were applied within Firehose.

Mutation calling and copy number analysis: {#S20}
------------------------------------------

MuTect^[@R1]^, Strelka^[@R2]^, and Varscan2^[@R3]^ were applied to identify somatic single-nucleotide variants. Strelka^[@R2]^ was applied to identify small insertions or deletions. Variants were filtered by a panel of normal samples to remove sequencing variants as previously described^[@R9]^. Annotation of identified variants was done using Oncotator^[@R25]^.

Copy-ratios and germline SNPs were inferred using GATK's CNV analysis suite (<https://github.com/broad> institute/gatk). Briefly, read depth at capture probes in tumor samples was normalized using tangent normalization against a panel of normal samples. The resulting normalized coverage ratios are then segmented using the circular binary segmentation (CBS) algorithm. This data was then transformed into allelic copy number data via integration of data from informative inherited SNPs. MuTect's "call-stats" raw variant file, allelic copy number data, and inherited SNPs are the required inputs to deTiN. See below.

Statistics and data analysis: {#S21}
=============================

For *in-silico* simulation data points in [Figure 1a](#F1){ref-type="fig"}, [Figure 1c](#F1){ref-type="fig"}, and [Supplementary Figure 3a](#SD1){ref-type="supplementary-material"} show the weighted mean TiN estimate from 5 independent experiments (*n*=5 for each TiN level). Error bars in these figures show the standard error on the weighted mean. For *in-vitro* simulation data points in [Figure 1b](#F1){ref-type="fig"}, [Figure 1d](#F1){ref-type="fig"}, [Supplementary Figure 2 a](#SD1){ref-type="supplementary-material"}--[c](#SD1){ref-type="supplementary-material"}, and [Supplementary Figure 3b](#SD1){ref-type="supplementary-material"}, panels show results from a single experiment (*n*=1 for each TiN level). Error bars show the 95% confidence interval on the TiN estimate in [Figure 1b](#F1){ref-type="fig"} and show the 95% confidence interval on the sensitivity calculated using the beta distribution (MATLAB function "betapdf") in [Figure 1d](#F1){ref-type="fig"},[Supplementary Figure 2 a](#SD1){ref-type="supplementary-material"}--[c](#SD1){ref-type="supplementary-material"}, and [Supplementary Figure 3b](#SD1){ref-type="supplementary-material"}. TiN estimates and sensitivities are reported in [Supplementary Tables 1](#SD3){ref-type="supplementary-material"} and [2](#SD4){ref-type="supplementary-material"}. ROC curves and AUCs in [Supplementary Figure 3e](#SD1){ref-type="supplementary-material"}--[f](#SD1){ref-type="supplementary-material"} were calculated using the *in-vitro* sequencing experiment and the python package scikit-learn function "roc_auc_score". Error bars in [Supplementary Figure 3f](#SD1){ref-type="supplementary-material"} show the 95% confidence interval generated via bootstrapping (*n*=100 iterations). Error bars shown in [Supplementary Figure 4a](#SD1){ref-type="supplementary-material"}--[b](#SD1){ref-type="supplementary-material"},[d](#SD1){ref-type="supplementary-material"} are based on 100 iterations of downsampling. Error bars shown in [Supplementary Figure 4c](#SD1){ref-type="supplementary-material"} and e indicate 95% confidence interval on TiN estimate calculated using the *in-vitro* sequencing mixture.

Comparisons of TiN estimates and mutation rates shown in [Figure 2a](#F2){ref-type="fig"} and [Figure 2b](#F2){ref-type="fig"} were performed using a two-tailed Mann-Whitney Test (MATLAB function "ranksum"). For each panel *n*=257. Error bars shown in [Supplementary Figure 6b](#SD1){ref-type="supplementary-material"} (red) and [Figure 3c](#F3){ref-type="fig"} show one standard deviation on the allele fraction calculated using the beta distribution. Estimates and mutations are reported in [Supplementary Table 3](#SD5){ref-type="supplementary-material"}. Error bars in [Figure 3b](#F3){ref-type="fig"} show standard error on mean sensitivities (for TiN = 0:*n*=230; TiN=0.01:*n*=9; TiN = 0.03:*n*=9; TiN=0.07:*n*=4; otherwise no error bar is shown). Normal blood samples were used to generate "truth set" variants. Calls with lower than 10x coverage in tumor or normal samples and lower than 10% allele fraction in the tumor were excluded from this analysis.

Life Sciences Reporting Summary: {#S22}
--------------------------------

Further information on experimental design is available in the Life Sciences Reporting Summary.

Code availability: {#S23}
------------------

DeTiN is available for use [https://www.broadinstitute.org/cancer/cga/deTiN](https://broadinstitute.org/cancer/cga/deTiN) and source code is available at <https://github.com/broadinstitute/deTiN>. Furthermore deTiN is accessible using the Broad Institute's genomics analysis platform [firecloud](https://portal.firecloud.org/). Module: broadinstitute_cga/detin_v1.0. Data in this paper was generated using a MATLAB implementation of deTiN (<https://hub.docker.com/r/broadinstitute/detin_matlab>) which is available upon request but no longer being supported.

Data availability: {#S24}
------------------

Additionally, the in-vitro validation sequencing data is available on the Sequencing Read Archive ([PRJNA422575](https://www.ncbi.nlm.nih.gov/bioproject/PRJNA422575))
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![Results from *in silico* and *in vitro* validation of deTiN.\
(**a**) TiN estimates at different *in silico* simulated TiN levels. (**b**) deTiN estimates at different *in vitro* mixed TiN levels. MAE = mean absolute error. (**c**, **d**) Sensitivity to detect mutations with deTiN (red) and without deTiN (blue) at (**c**) different *in silico* simulated TiN levels and (**d**) *in vitro* mixed TiN levels. (**a, c**) deTiN results from *n*=5 *in silico* independent simulation experiments. Dots represent weighted average and error bars represent standard errors. (**b**, **d**) Results from *n*=1 sequencing experiment. Error bars depict 95% confidence intervals on TiN estimates. (**a, b**) Dotted blue lines indicate y=x.](nihms-964310-f0001){#F1}

![Application of deTiN to chronic lymphocytic leukemia (CLL) sequencing data.\
(**a**) TiN estimates for CD19^--^ selected (normal) blood compared with whole blood from minimal residual disease negative (MRD^--^) patients. Box plot: median TiN value (red line), box represents Q~1~ and Q~3~ quartiles, whiskers represent the most extreme data points that are not outliers. Outliers are denoted with red crosses and represent data points out side the range \[Q~1~ - 1.5 IQR, Q~3~ + 1.5 IQR\] where IQR is the interquartile range. *P* value is calculated using two-tailed Mann--Whitney test (*n*=257 independent patient samples). (**b**) Mutation rate in samples pre- and post-application of deTiN stratified by normal sample type. Box plot and *P* value as in panel a. (**c**) Heat map and bar plot illustrating recovery of SSNVs in the CLL cohort. Samples are in columns, genes in rows. Blue boxes indicate variants detected prior to deTiN ("without deTiN"); red boxes indicate additional variants recovered by deTiN ("with deTiN"). (**d**) Stick plots showing mutation data in *SF3B1* and *TP53*. Amino acid positions of recurrent COSMIC mutations are highlighted in teal. Blue circles indicate variants detected prior to deTiN; red circles indicate variants recovered by deTiN.](nihms-964310-f0002){#F2}

![Application of deTiN to analysis of solid tumors with adjacent normal controls.\
(**a**) Fraction of contaminated samples (pink; TiN≥0.02) when using different sources for normal tissue (tumor-adjacent normal tissue and peripheral blood) and, in cases with tumor-adjacent normal, stratified by tumor type. Asterisks represent non-TCGA cohorts. (**b**) Points show mean sensitivity for detecting mutations with deTiN (red) and without deTiN (blue). Means were derived from 256 of the 304 tumors that were matched with both a tumor-adjacent and a blood normal sample and had a sufficient number of somatic events to robustly estimate TiN (TiN = 0 \[*n=*230\]; TiN=0.01 \[*n=*9\]; TiN = 0.03 \[*n=*9\]; TiN=0.07 \[*n=*4\]; TiN=0.15 \[*n=*1\]; TiN=0.17 \[n=1\]; TiN=0.74 \[*n=*1\]; TiN=0.94 \[*n=*1\]). Error bars indicate standard error. (**c**) Histology images of selected adjacent tissue samples with evidence supporting TiN (*n*=1 patient sample for each image and plot). deTiN aSCNA data supporting TiN estimate is displayed for top two samples; points indicate allele-fraction of heterozygous germline SNPs, blue (tumor) and red (normal) points are used for TiN estimation, and grey points are not used by deTiN. The bottom plot displays deTiN somatic variant data supporting the TiN estimate for the bottom sample. Points indicate allele-fraction of variants in the tumor (x-axis) and normal (y-axis) samples; error bars indicate 95% beta confidence intervals. The green asterisk represents the *KRAS* G12V mutation, red points represent SSNVs recovered by deTiN, blue points are called before deTiN, and grey points are rejected by deTiN and MuTect as germline or artifact. Each plot displays data supporting TiN from a single tumor-normal pair corresponding to the image on the left (*n* = 1). (**d**) Illustration of three modes of contamination. Posterior distribution functions for TiN based on aSCNA data are shown clustered (red and orange) and unclustered for individual events (dashed grey). In the mixture scenario, TiN has two possible values: the lower represents events unique to the tumor cells (red) and the higher represents events shared between the tumor cells and the sibling precursor cells (orange).](nihms-964310-f0003){#F3}
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