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Preface
Statistical mechanics is a powerful approach to understanding complex physical
systems. The purpose of statistical mechanics is to construct methods which
can handle incompletely known systems; to describe the most likely behaviour
of a system; to work with time series data from experiments or numerical mod-
els. In this thesis we use statistical mechanics as a tool to show the importance
of conservation laws of a numerical method. Depending on what conserved
quantities the discrete system has, the statistical theory of this discrete system
varies. Therefore, the chosen method has an inuence on the statistical results
of the simulated model. In the thesis I show that statistical mechanics can be
also employed as a tool by a numerical analyst to verify the statistical accuracy
of a numerical method. This is very important issue for applications such as
climate variability, since in these applications long numerical simulations are
run for dynamical systems that are known to be chaotic, and for which it is
consequently impossible to simulate a particular solution with any accuracy in
the usual sense. Instead, the goal of such simulations is to obtain a data set
suitable for computing statistical averages or otherwise to sample the proba-
bility distribution associated with the continuous problem. Dierent numerical
discretizations have dierent discrete dynamics. Therefore it is crucial to es-
tablish the inuence that a particular choice of method has on the statistical
results obtained from simulations.
Another attractive application for statistical mechanics is the modeling of
sub-scale motion. Inviscid uid models are natural in a number of application
areas, such as atmosphere and ocean science. These ows are characterized
by conservation of energy, sensitive dependence on initial conditions, and the
cascade of vorticity to ever ner scales. For the simulation of such ows numer-
ically, the vorticity cascade presents the challenge that any direct discretization
of the equation of motion must eventually become underresolved. To address
this problem eectively requires modelling the sub-gridscale dynamics and their
inuence on the coarse scale. In the thesis, I show for a point vortex model that
these eects can be parameterized using an adapted 'mathematical thermo-
stat', a technique used in molecular simulations to model a system of particles
interacting at a constant temperature. I believe that this methodology can be
extended for more complex models with feasible applications in climate vari-
ability.
This project was funded in NWO Earth & Life Sciences Council Climate
Variability program, and it address the problems arising in numerical simula-
tions of geophysical uid dynamicsstatistical accuracy of methods, inuence
of conserved quantities of a method on statistics of the dynamics; and it proposes
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a new technique for modelling the sub-scale motion, which can be employed in
atmosphere and ocean science.
This thesis records the numerical mathematics research I conducted between
August 2005 and January 2010 in the Modeling, Analysis and Simulation (MAS)
department of the Centrum Wiskunde & Informatica (CWI) in Amsterdam.
Chapters 2 through 4 of this thesis have appeared as journal articles:
1. Chapter 2 is based on S. Dubinkina and J. Frank, Statistical mechanics of
Arakawa's discretizations, Journal of Computational Physics 227, pages
12861305, 2007.
2. Chapter 3 is based on S. Dubinkina and J. Frank, Statistical relevance
of vorticity conservation with the Hamiltonian particle-mesh method, ac-
cepted for publication in Journal of Computational Physics, 2010.
3. Chapter 4 is based on S. Dubinkina, J. Frank and B. Leimkuhler, A ther-
mostat closure for point vortices, submitted, 2009.
Chapter 1, the introductory chapter collects much of the background material
needed to read the rest of the thesis.
Svetlana Borisovna Dubinkina
Amsterdam, January 2010
Chapter 1
Introduction
In numerical simulations of climate variability, the ow of atmosphere and
oceans is known to be chaotic, and therefore the quantity of particular interest
is not a single solution trajectory, but rather an ensemble of possible motions of
the system given certain information about the behavior of this system. Then
statistical mechanics becomes useful, since it deals with the probability of a sys-
tem being in some state under known constraints. To derive a statistical theory
for a system, the system should be volume preserving and possess conserved
quantities. Ergodicity is usually taken as an assumption to relate dynamics to
statistical theory, and the validity of this assumption must be conrmed with
numerical experiments. Although a continuous model has conservation laws,
it is not clear that after implementing a numerical method, the corresponding
discrete model will also have an equivalence of them. This entirely depends on
properties of a numerical method. Therefore the statistical results of the dis-
crete model may depend (and they actually do) on the numerical method used.
And in an ample range of available numerical methods, it therefore becomes
even more crucial and pronounced to understand how the numerical method
inuences the statistical mechanics of a simulation.
Arakawa's schemes for 2D incompressible ow are a convenient subject to
investigate the importance of conservation because they satisfy one or both of
a pair of conservation laws, and they are constructed from identical discrete
operators, diering only in the order of application of these. If the operators
would commute in the discrete caseas they do in the continuousthe schemes
would be identical. Nonetheless we observe completely dierent equilibrium
behavior for these methods, see Chapter 2, and for the introduction to the
statistical mechanics see Section 1.3.
Symplectic or Poisson discretizations for Hamiltonian partial dierential
equations are constructed in such a way that the semi-discrete systems are
again Hamiltonian and possess an equivalence of conserved quantities of the
original continuous Hamiltonian systems. Because Hamiltonian structure plays
an important role in statistics, we might expect these methods to perform better
than standard methods in terms of statistical performance measures. This mo-
tivated us to derive in the thesis statistical theories for a Hamiltonian particle-
mesh method in the case of quasigeostrophic ow with topographic forcing, see
Chapter 3. For the introduction to the subject of Hamiltonian systems see
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Sections 1.1 and 1.2.
Another attractive employment of statistical mechanics is the modelling of
sub-gridscale closure of inviscid uid equations, since such ows, which model
essential components of atmosphere and ocean, support a vorticity cascade to
ever ner scales. Any nite discretization of these equations must become un-
derresolved, and we can use equilibrium statistical mechanics theory to repre-
sent the subgrid motions. In Chapter 4, we show for a point vortex ow on
a disc that this can be parameterized by using a mathematical thermostat, a
technique from molecular dynamics which allows to model a system in contact
with a reservoir of ne scale vorticity. In Section 1.3, we explain statistical me-
chanics in general, concept of mathematical thermostat, and dene statistical
temperature.
1.1 Hamiltonian systems and geometric integra-
tion
The continuum models studied in this thesis have a common mathematical
structure: that of Hamiltonian systems. Hamiltonian structure is also the point
of departure for statistical mechanics. We therefore review Hamiltonian struc-
ture for ordinary and partial dierential equations in this section, and we discuss
geometric integratorsnumerical methods that preserve Hamiltonian structure.
A geometric integrator is a numerical method which preserves some structural
properties of a given problem, e.g. symplecticity, rst integrals, symmetries.
Hamiltonian systems in turn are rich in such properties. Therefore this moti-
vates interest in geometric integration of Hamiltonian systems.
1.1.1 Hamiltonian systems
In the following section we consider Hamilton's principle for nite-dimensional
mechanical systems following the derivations described in [3, 42]. In the context
of geophysical uid dynamics see also [57, 73, 74, 82].
The canonical equation
Consider a mechanical system with d degrees of freedom. Its state can be
specied by the generalized coordinates q = (q1, . . . , qd)
T
as functions of time t.
The dynamics of the system are determined by the Lagrangian L, the dierence
between the kinetic and potential energies. The Lagrangian L = L(q, q˙) is a
function of the coordinates q and the velocities q˙, where the dots on q stand
for dierentiation with respect to time. The evolution of the system may be
determined from Hamilton's principle [42]
δ
∫ t0
0
Ldt = 0, (1.1)
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for arbitrary variations δqk that vanish at t = 0 and t = t0. From this variational
problem (1.1) follows Lagrange's equations of the system
d
dt
(
∂L
∂q˙
)
=
∂L
∂q
. (1.2)
Dene the conjugate momenta as
pk =
∂L
∂q˙k
(q, q˙), k = 1, . . . , d (1.3)
and the Hamiltonian
H ≡ pT q˙ − L(q, q˙)
as a function of q and p. This is the Legendre transformation of L with respect
to q˙. Under the assumption that q˙ may be expressed as a function of q and p
via (1.3), we can change variables to (q,p).
Hamilton's principle in terms of variables (q,p) leads to Hamilton’s canonical
equations
q˙k =
∂H
∂pk
(q,p), p˙k = −∂H
∂qk
(q,p), k = 1, . . . , d. (1.4)
The canonical equation (1.4) continues to hold if L(q, q˙, t), and hence H(q,p, t),
contains an explicit time-dependence.
It is useful to combine all the dependent variables in a 2d-dimensional vector
y = (q,p). Then (1.4) takes a simple form
y˙ = J∇yH, (1.5)
where J = (Jij) is the 2d× 2d skew-symmetric matrix
J =
(
0 1
−1 0
)
. (1.6)
Here 1 and 0 represent the unit and zero d× d matrices, respectively.
The Poisson bracket
An alternative form for a Hamiltonian system is the Poisson bracket, a skew-
symmetric, bilinear form. For two functions F (y) and G(y) this is dened
as
{F,G} = ∇yF (y)TJ∇yG(y). (1.7)
The Poisson bracket of a function F (y) with the Hamiltonian H(y) is a con-
venient notation for expressing the time-derivative of F along a solution to the
Hamiltonian system (1.5)
d
dt
F (y(t)) = {F,H} = ∇yFTJ∇yH = ∇yFT dy
dt
.
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Given a Poisson bracket and a Hamiltonian, the dynamical equations (1.5) can
be backed out
y˙k = {yk,H}, k = 1, . . . , 2d.
Generalized Hamiltonian systems are obtained by allowing J to be a skew-
symmetric operator, dependent on the coordinates y, i.e. J = J(y). The
Poisson bracket still takes the form (1.7), but is required to satisfy skew sym-
metry
{F,G} = −{G,F}
and the Jacobi identity
{E, {F,G}}+ {F, {G,E}}+ {G, {E,F}} = 0, ∀E,F,G.
These requirements translate into analogous properties for the matrix represen-
tation of J(y); respectively, J(y)T = −J(y) and
Jim
∂Jjk
∂ym
+ Jjm
∂Jki
∂ym
+ Jkm
∂Jij
∂ym
= 0, ∀i, j, k,
where repeated indices are summed from 1 to d. The Jacobi identity is trivially
satised by a constant J , so only skew-symmetry is needed in this case. Veri-
cation or construction of nonconstant Poisson brackets can be a complicated
task [49, 64].
The specic form (1.6) of J corresponding to (1.4) is called the canonical
form of a Hamiltonian system. Otherwise, the system is noncanonical. If J is
dependent on y, the system is called a Poisson system.
First integrals
For an ordinary dierential equation y˙ = f(y), a nonconstant function I(y)
is a rst integral if I(y(t)) = const. along any solution. In other words, each
solution is constrained to a level set of I.
d
dt
I(y(t)) = ∇yI(y)T f(y) = 0, ∀y.
In terms of the Poisson bracket, a rst integral is a function whose Poisson
bracket with H vanishes
{I,H} = 0.
A system may have more then one rst integral. In that case the initial condition
denes an intersection of the rst integrals and the solution evolves on this
intersection. The set of rst integrals foliate the phase space constraining the
dynamics, restricting the behavoir of a given trajectory. When one derives a
statistical theory, the aim is to construct the least biased distribution that still
reects given information about the system. This given information may be
formulated in terms of rst integrals of the system.
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Due to the skew symmetry of the bracket, the Hamiltonian is conserved for
any (autonomous) Hamiltonian system
dH
dt
= {H,H} = ∇yHTJ∇yH = 0.
In physical applications this often corresponds to conservation of total energy.
Other rst integrals in Hamiltonian systems arise due to continuous sym-
metries in the Hamiltonian, via Noether's theorem [64]. That is, if one can nd
a one parameter, continuous change of variables that leaves the Hamiltonian
invariant, then Noether's theorem identies a corresponding rst integral.
For noncanonical Hamiltonian systems, there are sometimes functions C(y),
called Casimirs, that vanish identically in the Poisson bracket with any other
function
{F,C} = 0, ∀F = F (y) ⇔ J∇yC = 0.
Casimirs are obviously rst integrals, related to singularity of J . Possession of
Casimirs is a property of the Poisson bracket, they do not depend on a particular
choice of the Hamiltonian. For canonical systems there are no Casimirs.
Symplectic structure
Consider an ordinary dierential equation y˙ = f(y) with the phase space R2d.
Dene the ow over time t as a mapping φt that advances the solution by time t,
i.e. φt(y
0) = y(t,y0), where y(t,y0) is the solution of the system corresponding
to the initial value y(0) = y0. A smooth map φt on the phase space R
2d
is called
a symplectic map with respect to the (constant and invertible) structure matrix
J if its Jacobian φ′t(y) satises
φ′t(y)
TJ−1φ′t(y) = J
−1, (1.8)
for all y in the domain of denition of φt.
Theorem (Poincare´, 1899). The ow map φt of a Hamiltonian system (1.5)
is symplectic.
Symplectic mappings are volume preserving. Taking the determinant of both
sides of (1.8) we have
|φ′t(y)|2
J−1 = J−1 .
Therefore |φ′t(y)| is either +1 or −1. Since at t = 0 |φ′0(y)| = 1, a continuity
argument shows that |φ′t(y)| = 1 for any t, i.e. the volume is preserved under
the symplectic mapping.
The ow map φt(y) of a Poisson system is a Poisson map, which satises
φ′t(y)J(y)φ
′
t(y)
T = J(φt(y)). (1.9)
This is the generalization of (1.8).
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1.1.2 Geometric integration
Geometric integrators are numerical methods that preserve geometric proper-
ties of the ow of a dierential equation, e.g. symplectic or Poisson integrators
for Hamiltonian systems, methods preserving rst integrals, etc. Preservation of
rst integrals plays an important role in statistical mechanics, because one of the
aims of statistical mechanics is to construct a proper average of desired quanti-
ties of a system under such constraints. Symplecticity gives volume preservation
of the Hamiltonian phase ow, and in addition, a numerical solution trajectory
on a short time scale stays close to the exact solution of the Hamiltonian system.
On ergodic time intervals, the solution drifts over multiple trajectories, while
preserving the phase density of solutions.
In the following section we consider processes which evolve continuously in
time only, that is having no continuous spatial structure. Therefore they can
be described by systems of ordinary dierential equations. In this section we
follow the derivations described in [35, 45, 79].
Symplectic integrators
Since symplecticity is a characteristic property of Hamiltonian systems accord-
ing to theorem of Poincaré, it is tempting to search for numerical methods that
share this property.
A one-step numerical method Φh : y
n+1 = Φh(y
n), tn+1 = tn + h is called
symplectic if the map yn → yn+1 is symplectic whenever the method is applied
to a smooth Hamiltonian system.
Here are some examples of symplectic methods: the symplectic Euler rule,
the implicit midpoint rule, the Störmer-Verlet scheme, the Gauss collocation
methods and other Runge-Kutta methods satisfying the symplecticity condition
on the coecients [77].
Some symplectic integrators preserve rst integrals of a system. For example,
implicit midpoint preserves any quadratic rst integral of the form I = 12y
TAy+
bTy for a constant symmetric matrix A and an ordinary dierential equation
y˙ = f(y). The symplectic Euler method and the generalized leapfrog method
preserve any rst integral of the form I = qTAp for the canonical variables
(q,p) of a Hamiltonian system.
Symplectic methods do not, in general, conserve the Hamiltonian H exactly.
In spite of this they do conserve it approximately. This good conservation of H
in symplectic integration is related to the existence and exact conservation of a
perturbed Hamiltonian as shown by backward error analysis.
Backward error analysis
The origin of backward error analysis dates back to [87] in numerical linear
algebra. For the study of numerical dierential equations, its importance was
recognized much later, see e.g. [4, 34, 69, 78]. In backward error analysis the
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numerical one-step map is interpreted as the ow of a modied dierential
equation, which is constructed as an asymptotic series.
Consider an ordinary dierential equation y˙ = f(y) with exact mapping
φt,f , and a one-step numerical method Φh(y): y
n+1 = Φh(y
n), tn+1 = tn+h. A
forward, or common, error analysis consists of the study of the error φh,f (y
n)−
Φh(y
n), i.e. the dierence between the exact solution and the numerically
computed approximation. The idea of backward error analysis is to derive a
modified differential equation
y˙ = f˜i(y, h), (1.10)
with
f˜i(y, h) = f(y) + hf1(y) + h
2f2(y) + · · ·+ hifi(y), (1.11)
where the expression for f˜i(y, h) depends on the numerical method Φh of the
original system y˙ = f(y) by using the Taylor expansion of the ow map φt,f˜i
with t = h at y = yn and comparing its Taylor expansion terms with the terms
of the numerical method Φh in powers of h. In general for a one-step method,
the series (1.11) diverges as i→∞ but may be optimally truncated as a function
of h.
Consider now a Hamiltonian system (1.5) with a smooth Hamiltonian H :
R
2d → R. If a symplectic method Φh(y) is applied to it, then the modied
vector eld f˜i(h) in the equation (1.10) is also Hamiltonian with a modied
Hamiltonian function H˜i(h). More precisely,
f˜i(y, h) = J∇yH˜i(y, h),
and the modied Hamiltonian H˜i(y, h) is close to the originally given Hamilto-
nian H(y), i.e.
|H˜i(y, h)−H(y)| = O(hp),
where p ≥ 1 is the order of the symplectic method Φh [4].
For the Hamiltonian system (1.5), the modied Hamiltonian H˜i(y, h) can
be written as
H˜i(y, h) = H(y) + hH1(y) + h
2H2(y) + · · ·+ hiHi(y),
where the set {Hi} depends on the symplectic method Φh as it was described
above, and where each Hi is a Hamiltonian of some Hamiltonian system.
Backward error analysis shows the advantages of using symplectic integra-
tors for Hamiltonian systems. It was shown in [35, 45, 79] that for a symplectic
integrator applied to an autonomous Hamiltonian system, modied autonomous
Hamiltonian problems exist so that the numerical solution of the original prob-
lem is the exact solution of the modied problem. On the contrary, when a
nonsymplectic integrator is used the modied system is not in general Hamilto-
nian anymore. For general Hamiltonians, in [33] it was proven that a symplectic
method Φh cannot exactly conserve energy. Nevertheless, the symplectic inte-
grators do a good job in preserving Hamiltonians approximately. Consider a
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Hamiltonian system with analytic H : K → R (where K ⊂ R2d is an open
subset), and apply a symplectic numerical method Φh(y) with step size h. If
the numerical solution stays in a compact subset of K, then there exists a ϑ > 0
such that
H˜i(y
n, h) = H˜i(y
0, h) +O(e−ϑ/2h),
H(yn, h) = H(y0, h) +O(hp)
over exponentially long time intervals nh ≤ eϑ/2h. In typical applications, the
Hamiltonian oscillates around its initial value with bounded amplitude O(hp).
In [70], it is proven that whenever the ow map of a given dierential equa-
tion possess some geometric properties such as existence of rst integrals, time
reversibility, preservation of volume, symplecticness, and the numerical dis-
cretization preserves these properties exactly, then the ow map of the modied
dierential equation will also satisfy these geometric properties.
Poisson integrators
Poisson integrators generalize of symplectic integrators to Poisson systems.
A numerical one-step method yn+1 = Φh(y
n), tn+1 = tn + h, is a Poisson
integrator for the structure matrix J(y), if the transformation yn → yn+1
respects the Casimirs and if it is a Poisson map (1.9) whenever the method is
applied to the Poisson system.
According to backward error analysis, if a Poisson integrator Φh is applied to
the Poisson system, then the modied equation is locally a Poisson system [35].
There is no general technique for constructing Runge-Kutta type Poisson
methods. The most generally applicable alternative is splitting methods, e.g. [50].
1.2 Hamiltonian fluid dynamics
The study of the dynamics of uids is one of the most attractive areas in applied
mathematics. The fact that uid dynamics is an attractive research area is due
to many reasons. Perhaps the most important one is the introduction of ecient
high resolution numerical simulations into uid dynamics as a research tool. The
signicance of this tool is especially pronounced in case of complex behaviour
of a system.
1.2.1 Hamiltonian PDEs
The dynamics of uids has both propagation in time and a spatial structure
and, hence, cannot be described by ordinary dierential equations (ODEs) any-
more but by partial dierential equations (PDEs). Many PDEs that arise in
physics can be viewed as innite-dimensional Hamiltonian systems. (Problems
described by ordinary dierential equations are nite-dimensional.) The nu-
merical integration of innite-dimensional Hamiltonian systems or Hamiltonian
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PDEs is much less explored than that of ODEs, since the solution behaviour of
PDEs is much more complex. Nevertheless, there exists a number of papers for
Hamiltonian PDEs [12, 14, 17, 24, 26, 27, 31, 32, 51, 83].
The nite-dimensional Hamiltonian system consists of a triple (K, {·, ·},H),
where the phase space K ⊂ R2d is an open subset, H : K → R is the Hamil-
tonian function, and {·, ·} is a Poisson bracket with structure matrix J(y),
see (1.7). When the phase space is innite-dimensional, we write the triple
as (K, {·, ·},H), and the Poisson operator as J , according to [64]. Typically K
consists of sets of smooth functions on a nite-dimensional space Y . An element
in K is denoted by u(y), y ∈ Y . The Hamiltonian H : K → R is a functional
on this space, and the bracket can be written as
{F ,G}[u] =
∫
Y
δF
δu
J (u)δG
δu
dy,
where δF/δu is the variational derivative dened by
lim
²→0
F [u+ ²δu]−F [u]
²
≡
∫
Y
δF
δu
δu dy
for appropriate δu. J (u) is, in general, a dierential operator, called the Poisson
operator.
Motivated by the success of symplectic integrators, a reasonable approach
to Hamiltonian PDEs is to try to discretize in space while preserving the sym-
plectic or Poisson structure. For canonical structure, it is a simple matter to
discretize the Hamiltonian functional with any desired quadrature. The result
is a Hamiltonian ODE to which symplectic integrators may be applied. For
Poisson systems, it is a signicant challenge to derive a discrete bracket that
preserves the Jacobi identity. If there are Casimirs, there should be some rem-
nant of these. For uids, there is an innite family, and only a nite number of
independent integrals can survive, if they constrain the discrete, nite dimen-
sional phase space.
On the other hand, since Lagrangian uid dynamics is canonical, one can
approximate the PDE solution with a set of moving particles interacting through
an appropriate potential energy function, and a Hamiltonian semi-discretization
will be obtained for any quadrature of the Hamiltonian. The set of nite-
dimensional Hamiltonian ODEs is then integrated in time using a suitable sym-
plectic or Poisson integrator.
Unfortunately, in the case of a Poisson PDE, unlike canonical Hamiltonian
PDEs, it is not possible to establish a common generic approach. For each
particular problem one has to develop a proper way of reducing the PDE to a
system of ODEs. We will consider the quasigeostrophic potential vorticity equa-
tion (a Hamiltonian PDE with Poisson structure), for which we will describe
several numerical methods.
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1.2.2 Eulerian and Lagrangian descriptions
Geophysical uid dynamics is the study of uid motion in the atmosphere and
the ocean. The rst step in this study is a choice of framework: Eulerian or La-
grangian. The Eulerian description is commonly used in literature, e.g. [52, 67],
it treats motion of the uid as a eld in which the velocity is to be determined
at all positions and times. The Lagrangian description regards the uid as a
continuous eld of particles, whose positions are to be determined [74].
In the Eulerian description, the independent variables are the space coordi-
nates x = (x, y, z) ∈ D and the time t. The dependent variables include the
velocity v(x, t) and the mass density ρ(x, t)
The noncanonical Poisson bracket for ideal uid ow in Eulerian variables,
according to [58], is
{F,G} =−
∫
D
dx
[
δF
δρ
∇x · δG
δv
− δG
δρ
∇x · δF
δv
+
(∇x × v
ρ
)
·
(
δG
δv
× δF
δv
)]
with Hamiltonian
H[v, ρ] =
∫
D
dx
[
v · v
2ρ
+ ρE(ρ)
]
.
Here x is an independent variable.
The Poisson bracket has an innite class of potential vorticity Casimirs of
the form
C[ρ] =
∫
D
dx ρf
(∇x × v
ρ
)
for an arbitrary function f .
In the Lagrangian description, each uid particle is assigned a label a =
(a, b, c) ∈ A. For example, the labels may be dened as the positions of particles
at the initial time. The independent variables are set of a, which are xed
for each particle, and the time t. The dependent variables are the position
coordinates x(a, t). The velocity of a particle is given by
v =
(
∂x
∂t
,
∂y
∂t
,
∂z
∂t
)
.
The mass density ρ is dened via Jacobian matrix |∂x∂a | as
ρ = ρ0
∂x∂a

−1
,
where ρ0 = ρ0(a) does not depend on time t.
Taking derivatives of the expression above leads to the continuity equation
dρ
dt
+ ρ∇x · v = 0.
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The Poisson bracket for ideal uid ow in Lagrangian variables is canonical
{F,G} =
∫
A
da
[
δF
δx
· δG
δv
− δG
δx
· δF
δv
]
with Hamiltonian
H[x,v] =
∫
A
da
[
v · v
2ρ0
+ ρ0E
(
ρ0
∂x∂a

−1
)]
.
Here x is a dependent variable.
The quasigeostrophic model
The two-dimensional quasigeostrophic potential vorticity (QG) equation [48,
67, 74] describes divergence-free ow over topography by
d
dt
q = 0, ∆ψ(x, t) = q(x, t)− h(x), (1.12)
where q is the potential vorticity (PV) eld, ψ is the stream function, and h is
the topography of the earth. The Laplacian operator is denoted by ∆ and the
material derivative by
d
dt =
∂
∂t + u · ∇. Here, the divergence-free velocity eld
u is related to the stream function by u = ∇⊥ψ, where ∇⊥ = (− ∂∂y , ∂∂x )T . We
consider the QG equation on a doubly periodic domain
x = (x, y) ∈ D ≡ [0, 2pi)× [0, 2pi).
Dene the operator J (q, ψ) = qxψy − qyψx. The QG model describes a
Hamiltonian PDE with Poisson structure [57],
{F ,G} =
∫
D
qJ
(
δF
δq
,
δG
δq
)
dx,
implying the conservation of the Hamiltonian or total kinetic energy
H = E = −1
2
∫
D
ψ · (q − h) dx
as well as the innite class of Casimir functionals
C[f ] =
∫
D
f(q) dx
for any function f for which the integral exists. Of specic interest are the
moments of PV
Cr =
∫
D
qr dx, r = 0, 1, 2, . . . , (1.13)
and in particular the circulation C1 and enstrophy C2.
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Preservation of the Casimir functionals follows from area-preservation under
the divergence-free velocity eld [55]. Dene a function G(σ, t) denoting the
measure of that part of the domain D for which the vorticity is less than σ:
G(σ, t) = meas{x ∈ D | q(x, t) < σ}.
We note that due to the divergence-free advection of q, this function is inde-
pendent of time,
∂G
∂t = 0. Dierentiating with respect to σ, the function
g(σ) =
∂G
∂σ
(1.14)
is preserved. For the case of a piecewise uniform PV eld, q(x, t) ∈ {σ1, . . . , σL},
this quantity g` = G(σ`+1)−G(σ`) is the measure of the vorticity level set σ`.
1.2.3 Numerical methods
In the following section we describe several numerical methods to solve the
quasigeostrophic model (1.12).
The Zeitlin method
Normal spectral methods for the QG equation preserve the energy and enstro-
phy at most. However, the Zeitlin method [88] is a spectral method which
preserves a Poisson structure, the Hamiltonian and 2M Casimirs in a (2M +
1)× (2M + 1) mode truncation.
The rst equation in (1.12) is transformed through two-dimensional Fourier
series taking the form of an innite system of ODEs
dqˆk
dt
=
∞∑
k′1,k
′
2=−∞
k′ 6=0
k × k′
|k′|2 qˆk+k′(qˆ−k′ − hˆ−k′). (1.15)
Here qˆk denotes the spectral coecient associated with the two-dimensional
wave vector k, whose components are integers. The skew-symmetric scalar
product k × k′ is k1k′2 − k2k′1, and the norm |k| is
√
k21 + k
2
2. Since q is real,
qˆ∗k = qˆ−k.
Zeitlin proposed the sine-bracket truncation of the equations. The nite-
dimensional set of equations for the Fourier coecients is then given by
dqˆk
dt
=
M∑
k′1,k
′
2=−M
k′ 6=0
1
²
sin(²k × k′)
|k′|2 qˆk+k′(qˆ−k′ − hˆ−k′), ² =
2pi
2M + 1
, (1.16)
where all indices are reduced modulo 2M + 1 to the periodic lattice −M ≤
k1, k2 ≤ M . The summation occurs on the (2M + 1) × (2M + 1) domain of
the Fourier coecients. For M → ∞ and given k and k′, ²−1 sin(²k × k′) =
k × k′ +O(²2), which gives consistency.
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This truncation possesses a Hamiltonian structure with symplectic operator
Jkk′ = −²−1 sin(²k × k′)qˆk+k′ ,
and Hamiltonian
H = E =
1
2
∑
k 6=0
|k|2|ψˆk|2 = 1
2
∑
k 6=0
|qˆk − hˆk|2
|k|2 . (1.17)
The symplectic matrix is skew-symmetric and satises the Jacobi identity. The
sine-bracket truncation (1.16) preserves the Hamiltonian (1.17) and 2M inde-
pendent Casimir invariants corresponding to the rst 2M moments of potential
vorticity. If in the Zeitlin method the Poisson discretization is integrated us-
ing the Poisson splitting of McLachlan [50], then these quantities are preserved
by the splitting (the energy is only preserved approximately, in the sense of
backward error analysis [35]).
Unfortunately, the Zeitlin method is limited to 2D incompressible ows on
periodic geometry.
Arakawa’s scheme
The Zeitlin method is the only known discretization with Poisson structure for
Eulerian uid models. For more general uid problems (compressible, non-
periodic boundary conditions, etc.) no Poisson discretizations are available.
How can we preserve at least some quantities? A well known scheme is Arakawa's
scheme [2] which preserves linear and quadratic invariants.
For a start we rewrite the rst equation in (1.12) as
qt = J (q, ψ), (1.18)
where the operator J is dened by
J (q, ψ) = qxψy − qyψx.
Arakawa's idea consists of several steps. First of all, he uses central dierences
for x- and y-derivatives. Then he rewrites the continuous J in three equivalent
forms based on the fact that the derivatives with respect to x and y commute in
the continuous case, namely J (q, ψ) = ∂x(qψy)−∂y(qψx) = ∂y(qxψ)−∂x(qyψ).
After discretizing these three equivalent forms of J and taking their average,
one gets four discrete non-equivalent right-hand sides of (1.18), therefore four
discretizations. Non-equivalence of the discrete right-hand sides is explained by
the fact that the product rule does not hold anymore in the discrete case. It
can be shown that one discretization does not conserve anything and, in fact,
is unstable; second one conserves only energy; third oneonly enstrophy; and
fourth one, which is an average of the previous three, conserves both energy and
enstrophy. It is worth mentioning that all these discretizations are also volume
preserving in the sense of the Liouville property, see Section (1.3). This is a
necessary ingredient for a statistical theory.
Arakawa's discretizations are explained in more detail in Chapter 2.
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The Hamiltonian particle-mesh method
The Hamiltonian particle-mesh (HPM) method approximates the solution of
an ideal uid ow using a set of moving particles that interact through an
appropriate potential energy function. The HPM method was originally de-
signed for rotating shallow water ow with periodic boundary conditions [25]
and extended to other physical settingsrotating two-layer shallow water model
with rigid-lid constraint, barotropic model, non-hydrostatic vertical slice model,
in [16, 17, 28, 83].
HPM is based on the Lagrangian formulation of uid dynamics, and a set
of moving point masses combined with a xed Eulerian grid. The spatially
truncated equations are canonical Hamiltonian and satisfy a Kelvin circulation
theorem [25]. Implementation of a splitting method in time to the semi-discrete
system of Hamiltonian ODEs gives symplecticity. Hence the HPM method
is symplectic, and one can construct a continuum velocity eld in which the
discrete particle velocities are embedded for all time. Energy is preserved ap-
proximately in the sense of backward error analysis, i.e. good long-time energy
conservation. Convergence of the method was considered in [56].
The idea of xing the potential vorticity rather than the mass to a particle
was originally proposed in this context for two-dimensional advection under in-
compressible ow elds in [17]. The result is a regularized point vortex method.
There the potential vorticity of a quasigeostrophic model is simply advected in
a divergence-free velocity eld, obtained by reconstructing the PV eld on a
uniform grid. The particle motion can be embedded in an area preserving ow
on the uid label space. Hence, the Casimirs (1.13) are trivially conserved if a
value of potential vorticity is simply assigned to each particle once and for all.
The semi-discrete system is still Hamiltonian, and can be integrated in time
using a symplectic integrator. Since the HPM method is symplectic, the phase
ow is volume preserving in the sense of the Liouville property, see Section (1.3),
which is a necessary ingredient for a statistical theory.
The HPM method for the quasigeostrophic model is explained in more detail
in Chapter 3.
1.3 Statistical mechanics of fluids
Statistical mechanics is a powerful tool for understanding complex physical sys-
tems, e.g. [23, 30]. There are dierent purposes of statistical mechanics. One
may consider a system for a very long time. Then the quantity of statistical
interest is the average behaviour of a system rather than the behaviour of a
system at a certain time. An example is a trac outside of your window. A
statistical quantity of interest may be the average speed of each car. Another
purpose of statistical mechanics is to design methods to handle systems which
are incompletely known. For example, if we do not know the initial conditions
of a system, and we want to know its most likely behaviour. This involves an
average over all possible states of the system with dierent initial conditions.
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Statistical mechanics is broadly employed in numerical simulations of molec-
ular dynamics and climate variability. Here either a system is very big (1023
molecules) or long time simulations are chaotic, or both. Moreover, dierent nu-
merical discretizations of a dynamical system have dierent discrete dynamics.
Therefore the statistical results can also be distinct.
The main premise of the equilibrium statistical theories of either continuous
or discrete dynamics is ergodicity relating the equilibrium distribution to the
dynamics. Necessary ingredients are conservation laws and volume preservation
of the phase ow. Therefore, to derive a statistical theory of a numerical method
the numerical method has to possess conservation laws, and the discrete phase
ow should be volume preserving. When one integrates a Hamiltonian system
with a symplectic integrator, there is an automatic conservation of discrete
analogues of the exact constants of motion and, because of symplecticity, there
is volume preservation. Ergodicity is dicult to show for nontrivial systems, so
this is usually taken as an assumption or 'approximation' which must be veried
with numerics.
The aim of the following section is to explain statistical mechanics, to give a
denition of dierent ensembles and purpose of each, and to discuss the concept
of ergodicity, entropy and temperature in statistical sense.
Statistical equilibrium
Consider an ordinary dierential equation y˙ = f(y) with the phase space K ⊂
R
2d
, then a probability distribution function ρ(y, t), ρ : K×R → R, for example,
over a set of uncertain initial conditions, is transported by the ow according
to
∂
∂t
ρ+∇y · ρf = 0.
Now consider a Hamiltonian system (1.5).
Theorem (Liouville, 1838). The phase ow of a Hamiltonian system (1.5)
is volume preserving [3].
For constant J this follows from the skew-symmetry of J , or equivalently,
the divergence-free nature of the canonical phase ow y. One says that the ow
has the Liouville property, if this ow satises Liouville's theorem, i.e. the ow
is volume preserving, i.e. the ow is divergence-free. The Liouville property
is a necessary ingredient for a statistical theory, since from it follows that the
probability measure is transported under the divergence-free ow. Therefore
before deriving a statistical theory, one has to prove that the phase ow is
divergence-free.
The transport equation in the case of a Hamiltonian system simplies to
∂
∂t
ρ+ J∇yH · ∇yρ = 0,
which is called the Liouville equation.
16 Chapter 1. Introduction
A steady state of the Liouville equation for the Hamiltonian ow,
∂ρ
∂t = 0,
is then
J∇yH · ∇yρ = 0,
which is often refered as an equilibrium probability distribution function. Note
that any function ρ(y) = ρ(H(y)) of the Hamiltonian is an equilibrium proba-
bility distribution, and to nd the proper probability, which corresponds to the
dynamics described by the ODE, is the topic of ergodic theory, see e.g. [68, 85].
To be more precise, let us dene the time average of a function F (y(t)) as
F ≡ lim
T→∞
1
T
∫ T
0
F (y(t))dt,
provided that the limit exists.
The ensemble average of F is dened as
〈F 〉 ≡
∫
K
F (y)ρ(y) dy ≡
∫
K
F ν(dy)
for a proper measure ν such that ν > 0 and
∫
K
ν(dy) = 1.
Ergodicity implies that the long time average is equivalent to the ensemble
average
F = 〈F 〉 (1.19)
with the probability measure ν or a reasonable approximation to it. Given the
probability measure ν it is a challenging task to prove the ergodicity, and we
will take it as an assumption.
1.3.1 Statistical ensembles
Let us introduce an important idea of microstate and macrostate of a system.
Consider a model in which uid motion is described by a set of moving particles.
Then amicrostate of such system can be described by positions of these particles,
and a macrostate is, for example, the observable energy which may correspond
to a large number of microstates.
Below we will explain this in more detail following the derivations described
in [10].
The microcanonical ensemble
Consider a discrete spaceK with a single macrostate given by the energyH = E.
Let y ∈ K. The subset
D(E) = {y ∈ K : H(y) = E}
consists of discrete states y with the same energy E.
Dene Ω(E) to be the total number of states y ∈ K with the energy E.
The microcanonical ensemble is the set of all y having H(y) = E. Assuming
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all such states are equally likely we dene the microcanonical density for the
discrete space
Prob{y |H = E} =

0, H(y) 6= E
1/Ω(E), H(y) = E.
The microcanonical entropy is dened as
S(E) = ln Ω(E).
Consider now a joint Hamiltonian system AB, which consists of two systems
A and B, with total energy E such that, the coupling element allows exchange
of the energy between systems A and B and adds neither new states to the
system nor new terms into the Hamiltonian.
A microstate of system A is dened as yA. If system A is in a microstate
yA with corresponding energy EA, then since there is total energy conservation,
system B should be in a state with the energy E −EA. The probability of the
microstate yA is
Prob{yA |H = E} =
ΩB(E −HA(yA))
N(E)
, (1.20)
where N(E) is a normalization constant such that∑
y
A
∈KA
Prob{yA |H = E} = 1 ⇔ N(E) =
∑
y
A
∈KA
ΩB(E −HA(yA)).
This is the microcanonical probability of a microstate. The microcanonical
probability of the macrostate HA = EA is the energy split
Prob{HA = EA |H = E} = ΩA(EA)ΩB(E − EA)
N(E)
with the normalization constant N(E).
The most probable macrostate can be found by maximizing the number of
states with the energy split over all possible states of system A with the energy
EA
max
EA
[ΩA(EA)ΩB(E − EA)] ,
which in terms of entropies gives
max
EA
[SA(EA) + SB(E − EA)] .
From the last expression it is clear that the most probable state is the maximizer
of the total entropy. When the joint system AB is very large, then it is possible
to make transition from the discrete phase space to a continuous one, and then
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the maximizer of the total entropy can be found analytically: the maximum
occurs at some E∗A where
S′A(E
∗
A) = S
′
B(E − E∗A),
and the prime denotes the derivative with respect to the argument. This has
motivated the denition of the microcanonical statistical temperature
S′(E) =
1
T .
Note that TA = TB at the most likely macrostate. In the literature one often
uses the inverse statistical temperature β = 1/T .
Now we show how to derive the microcanonical density for a continuous
phase space. The rest of the microcanonical statistical theory for a continuous
phase space follows automatically with sums replaced by integrals.
If the energy is the only conserved quantity of the system, then we consider
the subspace
D(E, dE) = {y ∈ A : H(y) ∈ [E,E + dE]}, (1.21)
with corresponding density
ρ(y) =

0, H(X) /∈ [E,E + dE]
1/vol{D}, H(X) ∈ [E,E + dE].
(1.22)
The density (1.22) is a stationary density, since for xed (E, dE) it depends
only on autonomous H. If we take the limit dE → 0, the density ρ is presented
only on the surface H = E. Then the microcanonical density for the continuous
phase space can be written down in terms of Dirac delta functions
ρ(y) =
1
Ω(E)
δ(H − E) with Ω(E) =
∫
K
δ(H − E) dy,
where Ω(E) is the measure of the surface H = E.
We want to underline that the microcanonical statistical mechanics is de-
rived assuming conservation of some quantities, e.g. energy. Therefore all pos-
sible states with these constant quantities, i.e. the macrostate, determine the
microcanonical ensemble.
The canonical ensemble
Consider again the joint system AB, but with the size of the system B much
larger then the size of the system A, the size of the system A may or may not be
large compared to unity. In this case the system B is called an energy reservoir
for the system A.
Now we would like to derive an equivalence of (1.20) for the described system.
First, let us write down (1.20) in terms of entropy:
Prob{yA |H = E} ∼ exp(SB(E − EA)).
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Since the function S is a slowly varying function in an ample range of possible
microstates of the large system B, in contrast to Ω which is not, we can write
down the Taylor expansion of SB(E−EA), and we truncate the series after the
rst term
SB(E − EA) ∼ SB(E) + S′B(E)(E −EA − E).
Absorbing SB(E) into the constant of normalization and noticing that S
′
B(E)
is the inverse temperature βB , we obtain
Prob{yA |H = E} ∼ exp(−βBEA).
This motivates the denition of the canonical probability density of a system in
contact with an energy reservoir in case of a discrete phase space
Prob{y |β} = 1
N(β)
exp(−βH(y)) and N(β) =
∑
y∈K
exp(−βH(y)). (1.23)
For a continuous phase space K, the sum in (1.23) is replaced by the integral
over K.
Sampling
Now that we have dened the statistical ensembles and the probability densities
associated with them, a question arises how to ensure sampling of these ensem-
bles. If we consider a system with conserved energy, and having ergodicity,
we can sample a microcanonical distribution of constant energy by simulating
the dynamics of the system for a long time. Then the ensemble originated by
the time series of the dynamics is equivalent to the microcanonical ensemble
associated with the constant energy.
There are several approaches to ensure sampling of a canonical distribution.
These approaches work in such a way that it either modies the dynamical sys-
tem or introduces a stochastic perturbation. The most known classical method
for sampling a canonical distribution is the Metropolis algorithm [53]. It is
based on a random choice of a state and acceptance of this state depending on
the probability which should be sampled. A popular methodology in molecular
dynamics to sample a canonical distribution is a mathematical thermostata
tool to model the system in thermal equilibrium with a reservoir. The thermo-
stat is responsible for the energy exchange between the system and the energy
reservoir such that the system stays at a given temperature, which forces sam-
pling of the canonical equilibrium distribution. Here are several thermostat
techniques. The classical ones are Langevin dynamics [80], which is a stochastic
thermostat, and deterministic thermostats such as the Nosé method [61, 62] and
the Nosé-Hoover method [37, 62]. In Langevin dynamics the combination of a
damping force and a stochastic term maintains the system at a given temper-
ature. Because of the presence of damping and the introduction of a random
forcing, the dynamics are not any longer Hamiltonian. The Nosé and Nosé-
Hoover methods preserve the Hamiltonian structure and achieve sampling by
working in an extended phase space.
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1.3.2 Information theory
We have considered the maximum entropy principle based on the maximization
of the number of states of a system and replacing this number by the total
entropy. There is an alternative approach to the maximum entropy principle
based on Shannon entropy of information theory, which is not derived from
physical principles.
Consider an innite dimensional phase space K (it could also be nite) with
an element of it denoted by y. Then the Shannon entropy, or information
entropy, is
S[ρ] = −
∫
K
ρ ln ρ dy. (1.24)
The concept of Shannon entropy plays the central role in information theory,
sometimes referred as measure of uncertainty [81]. The probability density func-
tion ρ is chosen to maximize S under constraints corresponding to observations
on the system. These minimal assumptions lead to the distribution of least
bias, i.e. the distribution which is most general and still explains the obser-
vations. We show that the microcanonical and canonical distributions are the
maximizers of Shannon entropy under suitable constraints.
Suppose that we have only one constraint on the probability density, namely
the normalization constraint ∫
K
ρ dy − 1 = 0. (1.25)
To ensure this constraint we need to include it in the action principle via La-
grange multiplier θ
δ
[
−
∫
K
ρ ln ρ dy − θ
(∫
K
ρ dy − 1
)]
= 0
for arbitrary variations δρ and δθ. After taking variations with respect to ρ we
have ln ρ = −1 − θ with θ determined by the normalization constraint (1.25).
Therefore
ρ =
1
vol{K} , and S
∗ = ln vol{K}
is the maximized entropy. Thus, with no further assumptions, the least biased
distribution is uniform.
Consider the phase space (1.21) with the microcanonical probability density
(1.22). Then it can be shown that this density is the maximizer of Shannon
entropy under both the normalization constraint (1.25) and the constraint that
the energy can only take values H ∈ [E,E+dE]. The corresponding maximized
Shannon entropy is S∗ = ln vol{D(E, dE)}.
The canonical distribution (1.23) is the maximizer of Shannon entropy as
well, but under other constraints, namely, under the normalization constraint
(1.25) and the constraint of observed mean energy U∫
K
Hρdy − U = 0, (1.26)
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for some xed U .
The action principle states that
δ
[
−
∫
K
ρ ln ρ dy − θ
(∫
K
ρ dy − 1
)
− β
(∫
K
Hρdy − U
)]
= 0
for arbitrary δρ, δθ and δβ. Here θ and β are Lagrange multipliers corresponding
to the normalization and the xed mean energy constraints respectively.
Taking variations with respect to ρ we obtain
ρ =
1
exp(1 + θ)
exp(−βH).
Since θ here corresponds to the normalization constraint, after renaming it as
N , it becomes clear that this is the canonical distribution (1.23).
Therefore the microcanonical and canonical distributions are the maximizers
of the Shannon entropy under suitable constraints. This can be extended to
a general system with more constraintsmore information about the system.
For example, if one considers a numerical method with some quantities, say,
preservation of energy, or any other information, then this information can be
used to construct the least biased density consistent with the observations.
The eectiveness of a density derived this way depends on the detail to
which known information about the system is included. For example, the
energy-enstrophy statistical theory for the quasigeostrophic model (1.12) based
on preservation of energy and enstrophy is a model and is incomplete [1], since
it takes into account only linear (circulation) and quadratic (enstrophy and en-
ergy) invariants, while we know that the quasigeostrophic model preserves an
innite number of Casimirs (1.13).
Another measure of informational content is relative entropy, also known as
the Kullback-Leibler's distance or the divergence [41]
S[ρ,Π] = −
∫
K
ρ ln
( ρ
Π
)
dy, (1.27)
where Π is a probability density over K representing an external bias due to
some additional information. For example, in the quasigeostrophic model (1.12)
there are an innite number of Casimirs (1.13). This means that formally one
has to consider an innite number of constraints on the entropy. To nd a
solution to all these constraints might be a dicult or even impossible task.
Instead of this, Π can be chosen such that it reects the Casimirs, and therefore
it gives an external bias on the spatial distribution of PV.
It can be shown that S is non-positive, and S is zero only if ρ ≡ Π every-
where. This explains the term distance for (1.27). The density Π is often called
a prior distribution and in a typical application Π is given and S is maximized
over possible choices of ρ.
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1.3.3 Statistical theories for quasigeostrophic flow
One conclusion of this thesis is that numerical methods can give completely
dierent statistical behaviour depending on their conservation properties. In
order to discuss statistical theories of numerical discretizations of the quasi-
geostrophic equation we want to describe, rst, several statistical theories for
the continuous quasigeostrophic model. Then the reader can more easily follow
the statistical theories derived for Arakawa's scheme in Chapter 2 and for the
Hamiltonian particle-mesh method in Chapter 3.
Energy-enstrophy statistical theory
The equilibrium statistical mechanical theory for 2D ideal uids was developed
by Kraichnan [40], Salmon et al. [76], and Carnevale & Frederiksen [11]. It is
based on a nite truncation of the spectral decomposition of the equations of
motion. Statistical predictions are obtained for the truncated system, and these
are extended to the innite dimensional limit. In this section we go through
the derivation of energy-enstrophy statistical theory described in [48] for a nite
truncation of the quasigeostrophic equation (1.12).
The Fourier space equation (1.15) of the quasigeostrophic model (1.12) is
derived through two-dimensional Fourier series. The standard truncation, the
Galerkin truncation of the quasigeostrophic equation (1.12) can be interpreted
as the Fourier space equation (1.15) limited to the nite (2M + 1)× (2M + 1)
domain of the Fourier coecients
dqˆk
dt
=
M∑
k′1,k
′
2=−M
k′ 6=0
k × k′
|k′|2 qˆk+k′(qˆ−k′ − hˆ−k′) (1.28)
with coecients qˆk having period (2M + 1) in k. The truncated potential
vorticity qM and stream function ψM have to satisfy the Poisson equation, the
second equation in (1.12) as well
∆ψM = qM − hM . (1.29)
Only linear and quadratic conserved quantities survive the truncation. There-
fore the truncated energy EM and the truncated enstrophy ZM are conserved
in the nite-dimensionally truncated dynamics
EM =
1
2
M∑
k′1,k
′
2=−M
k′ 6=0
|qˆk − hˆk|2
|k|2 =
1
2
M∑
k′1,k
′
2=−M
k′ 6=0
|k|2|ψˆk|2, (1.30)
ZM =
1
2
M∑
k′1,k
′
2=−M
k′ 6=0
|qˆk|2 = 1
2
M∑
k′1,k
′
2=−M
k′ 6=0
| − |k|2ψˆk + hˆk|2. (1.31)
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An (exact) steady state solution of the truncated equation (1.28) is
qM = µψM
with scalar µ, and it is nonlinearly stable for µ > −1.
The phase ow of (1.28) satises the Liouville property. To simplify the
index notation we rewrite {qˆk : k1, k2 ∈ [−M,M ]} = {qˆ1, . . . , qˆΛ} for some Λ.
Dene y = {Re qˆ1, Im qˆ1, . . . ,Re qˆΛ, Im qˆΛ}, y ∈ R2Λ ≡ Rd, then (1.28) can be
written in a compact form
dy
dt
= f(y) with f = (f1, . . . , fd)
such that fk does not depend on yk (fk depends on yk ⇔ in (1.28) k′ = 0, which
is excluded from the sum). This immediately implies the Liouville property,
since divyf = 0.
Having the Liouville property, we can derive a statistical theory based on
preservation of energy and enstrophy. This is called the energy-enstrophy sta-
tistical theory.
We maximize the Shannon entropy S of (1.24) under the following con-
straints
• ρ(y) ≥ 0;
• normalization constraint ∫
Rd
ρ(y) dy = 1;
• mean energy constraint 〈EM 〉 ≡
∫
Rd
EM (y)ρ(y) dy = E with xed E ;
• mean enstrophy constraint 〈ZM 〉 ≡
∫
Rd
ZM (y)ρ(y) dy = Z with xed Z.
The variational principle for nding the maximizer of S under the above con-
straints gives
G(y) = N−1 exp [−α (ZM + µEM )] , (1.32)
where µ and α are Lagrange multipliers corresponding to the mean energy and
mean enstrophy constraints, respectively, and N corresponds to normalization.
This is a Gibbs-like distribution.
The distribution exists if
N =
∫
Rd
exp [−α (ZM + µEM )] dy <∞.
To guarantee normalization we need to ensure that the coecients of the qua-
dratic terms in (1.32) with substituted truncated energy (1.30) and truncated
enstrophy (1.31), are negative. According to [48], this implies that
α > 0 and µ > −1.
It can be shown that G is a product of Gaussians, which allows derivation of
the mean eld equation for the nite-dimensional dynamics described by (1.28)
〈qM 〉 = µ 〈ψM 〉 .
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The mean state has to satisfy the Poisson equation (1.29) as well, thus
∆ 〈ψM 〉+ h = µ 〈ψM 〉 .
To derive the statistical theory for the innite dimensional QG equation, one
has to take the continuum limit as M → ∞ and check whether all predictions
hold.
Miller’s equilibrium theory
The energy-enstrophy statistical theory takes into account only linear and qua-
dratic invariants. But as we know the quasigeostrophic model preserves higher
Casimirs as well. There are statistical equilibrium theories for ideal uids, which
are based on conservation of all Casimirs, derived by Lynden-Bell [47], Robert
& Sommeria [71, 72], and Miller [54]. In this section we consider Miller's equi-
librium theory. It was originally developed for the Euler equations, which are
mathematically equivalent to the quasigeostrophic equation with trivial topog-
raphy.
For derivation of Miller's theory it is necessary to consider preservation of
the Casimir functionals (1.13) as the area preservation of PV levels (1.14). Then
the probability density function associated to the PV value σ at a point x ∈ D is
denoted by ρ(σ,x). Incompressibility implies the constraint
∫ +∞
−∞
dσ ρ(σ,x) =
1, and area preservation implies the constraint
∫
D
dx ρ(σ,x) = g(σ). Miller
discretized q on a lattice of ne size a, assuming constant values of PV σ` on
each cell ` of a ne mesh. Therefore the permutations of PV values {σ`} form
the microscopic conguration space. The macroscopic vorticity eld is the local
average of the microscopic eld on a coarse mesh. Using combinatorial analysis
and letting the size of the ne lattice a → 0, Miller maximizes the entropy for
ρ under the above constraints to arrive at the distribution
G = exp [−βσ〈ψ〉(x) + µ(σ)]∫ +∞
−∞
dσ exp [−βσ〈ψ〉(x) + µ(σ)]
,
where 〈ψ〉 is the implicitly dened expectation stream function, β determines
the energy and µ(σ) are Lagrange multipliers to ensure the area-preservation
constraint.
The main obstacle in setting up Miller's statistical theory for a dynamical
system is solving the nonlinear relations for 〈ψ〉.
Prior distribution
In the statistical theories of Lynden-Bell [47], Robert & Sommeria [71, 72],
and Miller [54], vorticity invariants are treated microcanonically in the sense
that µ(σ) is chosen as a Lagrange multiplier to satisfy constraints on the area
distribution function g(σ). An alternative approach developed by Ellis, Haven
& Turkington [22] treats vorticity invariants canonically, while enforcing the
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energy and circulation constraints microcanonically. Canonical treatment of
vorticity invariants results in the relative entropy, see (1.27),
S[ρ,Π] = −
∫
D
ρ ln
( ρ
Π
)
dx,
with prior distribution Π(σ) determined with respect to the vorticity invari-
ants. When a prior distribution is given, the statistical equilibrium state is
obtained by maximizing the relative entropy S[ρ,Π] at xed energy, circulation
and normalization condition.
The variational principle for nding the maximizer of relative entropy S
under the above constraints gives
G = Π(σ) exp [(−β〈ψ〉(x) + α)σ]∫ +∞
−∞
dσΠ(σ) exp [(−β〈ψ〉(x) + α)σ]
,
where β and α are Lagrange multipliers corresponding to the main energy and
circulation constraints, respectively.
Note an equivalence of Miller's and Ellis, Haven & Turkington's distribu-
tions, when eµ(σ) = eασΠ, i.e. µ(σ) = ln (eασΠ) .
Miller's statistical theory is based on the assumption that the ow is de-
scribed by 2D Euler equations, without forcing and dissipation. However, in
geophysical situations, the ow is forced and dissipated at small scales, which
destroys the conservation of Casimirs. Ellis, Haven & Turkington's equilibrium
theory takes care of this situation by xing the prior distribution instead of
vorticity invariants, since it is more easy to determine the prior distribution
from data than to determine higher moments of the atmospheric vorticity accu-
rately. For more comparison between Miller's and Ellis, Haven & Turkington's
statistical theories see Chavanis [13].
Overview of thesis
In Chapter 2, we will consider quasigeostrophic ow with topographic forc-
ing. We will construct statistical mechanical theories for the discrete dynamical
systems arising from three discretizations due to Arakawa [2] which conserve
energy, enstrophy or both. The referees to Sections 1.1 and 1.3 could be helpful
for the reader.
In Chapter 3, we will consider the Hamiltonian particle-mesh method for
quasigeostrophic ow over topography. We will propose Lagrangian and Eule-
rian statistical models for the discrete dynamics. The referees to Sections 1.2
and 1.3 could be helpful for the reader.
In Chapter 4, we will consider the point vortex ow on a disk. We will present
a closure for incompressible ideal uid ow in the form of the mathematical
thermostat. The referees to Section 1.3 could be helpful for the reader.
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Chapter 2
Statistical mechanics of Arakawa’s
discretizations
2.1 Introduction
In applications such as weather and climate predictions, long numerical simula-
tions are run for dynamical systems that are known to be chaotic, and for which
it is consequently impossible to simulate a particular solution with any accuracy
in the usual sense of numerical analysis. Instead, the goal of such simulations
is to obtain a data set suitable for computing statistical averages or otherwise
to sample the probability distribution associated with the continuous problem.
Dierent numerical discretizations have very dierent discrete dynamics,
however. Recent work on geometric integration [35, 45, 79, 84] relies on back-
ward error analysis, in which the numerical solution generated by a given
method is viewed as the exact solution of a perturbed problem. The properties
of dierent discrete dynamics become more pronounced when the numerical map
is iterated over a very large number of time steps. Therefore it is important to
establish the inuence that a particular choice of method has on the statistical
results obtained from simulations. Ideally, one would like to determine criteria
which a method should satisfy to yield meaningful statistics, and to understand
statistical accuracy in terms of discretization parameters.
To that end, in this chapter we consider three related discretizations for an
ideal uid in vorticity-stream function form, originally proposed by Arakawa [2].
The three discretizations conserve discrete approximations of energy, enstro-
phy, or both. We analyze the three methods through appropriate (trivial)
modications of the statistical mechanics theory of quasigeostrophic ow over
topographybased on the original work of Kraichnan [40], Salmon et al. [76] and
Carnevale & Frederiksen [11], and recently expounded in Majda & Wang [48].
The resulting theories predict entirely dierent statistical behavior for the three
methods. Numerical experiments with conservative and projected time inte-
grators agree with the statistical predictions, conrming that the conservation
properties of a discretization dene the backdrop, or climatic mean, against
which the dynamics takes place.
It should be mentioned at the outset that the energy-enstrophy statistical
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theory is a model and is known to be incomplete. In [1], Abramov & Majda
show that nonzero values of the third moment of potential vorticity can cause
signicant deviation from the statistical predictions. In Section 2.6 we use the
numerical setup of [1] to facilitate comparison with their results. We wish to
stress, however, that the focus of this thesis is not the statistical mechanics of
ideal uids per se, but rather the application of statistical mechanics as a tool
for the numerical analysis of discretizations.
The chapter is organized as follows. In Section 2.2 we briey recall the
quasigeostrophic potential vorticity equation and its conservation properties.
Section 2.3 we review Arakawa's discretizations, their conservation properties,
and prove that all of these dene divergence-free vector elds. In Section 2.4,
the equilibrium statistical mechanical theories are developed for the three dis-
cretizations. Most of this section is simply a summary of material in Chapters
7 and 8 of [48] for the energy-enstrophy theory. Once established, it is a simple
matter to extend the results to the cases in which only one of these quantities
is conserved, and we do this in Section 2.4.4. Time integration aspects are
discussed in Section 2.5. The numerical experiments conrming the statistical
predictions are presented in Section 2.6.
2.2 The quasigeostrophic model
This section addresses the statistical mechanics of conservative discretizations
of the quasigeostrophic potential vorticity model (QG) on a doubly periodic
domain, Ω = {x = (x, y) |x, y ∈ [0, 2pi)}. The QG equation [67, 74] is
qt = J (q, ψ), (2.1a)
∆ψ = q − h, (2.1b)
where the potential vorticity (PV) q(x, t), the stream function ψ(x, t), and the
orography h(x) are scalar elds, periodic in x and y with period 2pi. The Laplace
operator is denoted by ∆, and the operator J is dened by
J (q, ψ) = qxψy − qyψx. (2.2)
The QG equation is a Hamiltonian PDE [57] having Poisson bracket
{F ,G} =
∫
D
qJ
(
δF
δq
,
δG
δq
)
dx (2.3)
and Hamiltonian functional
E [q] = −1
2
∫
D
ψ · (q − h) dx. (2.4)
The Poisson bracket is degenerate with Casimir invariants the generalized en-
strophies C [f ] = ∫
D
f(q) dx for arbitrary function f , see Section 1.1. Of par-
ticular interest are the PV moments Cr =
∫
D
qr dx, r = 1, 2, . . . The most
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important of these are the total circulation
C ≡ C1 [q] =
∫
D
q dx. (2.5)
and the second moment of vorticity, i.e. the enstrophy
Z ≡ 1
2
C2 [q] = 1
2
∫
D
q2 dx. (2.6)
2.3 Spatial semi-discretization
We rst consider the discretization of (2.1) in space only. The resulting system
of ordinary dierential equations will be referred to as the semi-discretization,
and we will primarily be concerned with its analysis and statistical mechanics.
When discretizing Hamiltonian PDEs, it is advisable to consider the dis-
cretizations of the Poisson bracket and the Hamiltonian separately. As noted in
[51], if a discrete Poisson bracket can be constructed to maintain skew-symmetry
and satisfy the Jacobi identity, then any quadrature for the Hamiltonian will
yield a semi-discretization that is a Hamiltonian ODE, and consequently will
conserve energy and (possibly some subclass of) Casimirs. From the point of
view of statistical mechanics, it is also natural to consider the discretizations of
the bracket and the Hamiltonian separately. The bracket ensures the conserva-
tion of energy and enstrophy and preservation of volume, which are necessary
ingredients for the existence of a statistical theory at all. But only the con-
served quantities themselves enter into the probability distribution. Thus the
predictions of the theory depend only on the discretization of these conserved
quantities. The discretization of the Hamiltonian (2.4) amounts to a choice for
the discrete Laplacian in (2.1b) and will be treated latter. The bracket will be
discretized with (generalized) Arakawa schemes in Section 2.3.1.
For Eulerian uid models, the only known discretization with Poisson struc-
ture is the sine-bracket truncation of Zeitlin [88], which is limited to 2D, incom-
pressible ows on periodic geometry, see Section 1.2. This truncation conserves
M polynomial enstrophies on an M ×M grid. Its statistics are investigated
in [1]. For more general uid problems, no Poisson discretizations are avail-
able. In lieu of a semi-discretization with Poisson structure, one may attempt
to construct discretizations which conserve desired rst integrals and are volume
preserving. The ow of energy is important for statistics, and the spatial dis-
cretization determines the local ow. In numerical weather prediction, energy
conserving discretizations were advocated by Lorenz in 1960 [46]. Motivated by
Lorenz's work, Arakawa [2] constructed discretizations that conserved energy,
enstrophy or both. As we will see, these discretizations are also all volume
preserving.
We discretize (2.1) on a uniform M ×M grid. Let ∆x = ∆y = 2pi/M and
consider a grid function q(t) ∈ RM×M , with components qi,j(t) ≈ q(i∆x, j∆y, t),
i, j = 0, . . . ,M − 1, where periodicity is realized by identifying the indices M
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and 0. We think of q as a vector in an M2-dimensional phase space; that is,
we identify R
M2
and R
M×M
, and use vector notation, e.g., ΨTq for the vector
inner product of two such vectors.
Spectral solution of the stream function
The linear elliptic PDE (2.1b) is solved using the Fourier spectral method. Let
the Fourier transform of q ∈ RM×M be dened by
qˆ = Fq ⇐⇒ qˆk,` = 1
M
M−1∑
i,j=0
qi,je
−i(ik+j`), k, ` = −M/2 + 1, . . . ,M/2.
(2.7)
The inverse transform is F−1 = F∗, and Parseval's identity reads∑
i,j
q2i,j =
∑
k,`
|qˆk,`|2.
Equation (2.1b) is solved exactly in Fourier-space. Denote the discrete
Laplace operator by ∆M :
∆Mψ = q − h ⇐⇒ −(k2 + `2)ψˆk,` = qˆk,` − hˆk,`, k, ` = −M/2 + 1, . . . ,M/2.
(2.8)
This relation is solved for stream function eld ψ with mean zero. The inverse
Laplacian restricted to the hyperplane ψˆ0,0 ≡ 0 is denoted by ∆−1M , i.e.
ψ = ∆−1
M
(q − h) ⇐⇒ ψˆk,` =
{
0, k = ` = 0,
−(qˆk,` − hˆk,`)/(k2 + `2), otherwise.
2.3.1 Arakawa’s discretizations
Arakawa [2] constructed nite dierence discretizations of (2.2) that preserve
discrete versions of energy (2.4), enstrophy (2.6), or both. We consider gen-
eralizations to Arakawa's discretizations with the Nambu bracket approach of
[75].
Let Dx and Dy denote discretization matrices that (i) are skew symmetric:
DTx = −Dx, DTy = −Dy, and (ii) approximate the rst derivative in x and y,
respectively:
(Dxq)i,j ≈ qx(i∆x, j∆y), (Dyq)i,j ≈ qy(i∆x, j∆y).
Arakawa's classical discretizations [2] use the central dierences
(Dxq)i,j =
qi+1,j − qi−1,j
2∆x
, (Dyq)i,j =
qi,j+1 − qi,j−1
2∆y
, (2.9)
and these will also be used in our numerical experiments. However, we wish
to stress that the statistical predictions in Section 2.4 remain unchanged for a
dierent choice of (skew-symmetric) Dx and Dy.
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Denote the element-wise product of two vectors by (u ∗ v)i,j = ui,jvi,j . The
scalar product
uT (v ∗w) =
∑
i,j
ui,jvi,jwi,j (2.10)
is fully symmetric with respect to the vectors u, v and w.
Arakawa's discretizations can be viewed as discrete approximations to the
equivalent formulations of (2.2)
J (q, ψ) = qxψy − qyψx,
J (q, ψ) = ∂x(qψy)− ∂y(qψx),
J (q, ψ) = ∂y(qxψ)− ∂x(qyψ),
and are given by
J0(q,ψ) = (Dxq) ∗ (Dyψ)− (Dyq) ∗ (Dxψ), (2.11)
JE(q,ψ) = Dx(q ∗Dyψ)−Dy(q ∗Dxψ), (2.12)
JZ(q,ψ) = Dy(ψ ∗Dxq)−Dx(ψ ∗Dyq), (2.13)
and the average of these
JEZ(q,ψ) =
1
3
[J0(q,ψ) + JE(q,ψ) + JZ(q,ψ)] . (2.14)
That is, the semi-discretizations are dened by (2.8) and
d
dt
q = J(q,ψ) (2.15)
for J taken to be one of (2.11)(2.14).
The Arakawa schemes are interesting for us, because they are all based on the
standard central dierence operators applied in various `conservation forms' and
hence, for short simulations with smooth solutions, there is often little noticeable
dierence between dierent discretizations. One might therefore expect that
they yield similar statistics. On the contrary, the long-term statistics dier
greatly.
The conservation properties of these three discretizations were established
for the case of second order dierences (2.9) in [2]. The case (2.14) has been gen-
eralized using the Nambu bracket formalism [59, 60, 75]. Dene the associated
bracket (the gradients are with respect to q)
{F,G,H}0 = −∇FTJ0(∇G,∇H), (2.16)
{F,G,H}E = −∇FTJE(∇G,∇H), (2.17)
{F,G,H}Z = −∇FTJZ(∇G,∇H), (2.18)
{F,G,H}EZ = 1
3
({F,G,H}0 + {F,G,H}E + {F,G,H}Z) (2.19)
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for arbitrary dierentiable F (q), G(q), H(q) : RM
2 → R.
The derivative dF/dt of any function F (q) along a solution q(t) to the
discrete equations (2.15) is given by the associated bracket of F with ZM and
EM :
dF
dt
= {F,ZM , EM}. (2.20)
where EM and ZM are discrete approximations to the energy
EM (q) = −1
2
ψT (q − h)∆x∆y = 1
2
∑
k,`
(k2 + `2)|ψˆk,`|2∆x∆y (2.21)
and enstrophy
ZM (q) =
1
2
qTq∆x∆y =
1
2
∑
k,`
|qˆk,`|2∆x∆y. (2.22)
This fact can be used to prove the conservation properties of the various dis-
cretizations.
The proofs rely on the antisymmetry of (2.16) with respect to its last two
arguments,
{F,G,H}0 = −{F,H,G}0,
as well as the identities
{F,G,H}E = {G,H,F}0, {F,G,H}Z = {H,F,G}0,
all of which follow from the skew-symmetry of Dx and Dy and the symmetry
of (2.10).
Taking F ≡ EM in (2.20), it follows that for JE ,
dEM
dt
= {EM , ZM , EM}E = {ZM , EM , EM}0 = 0.
Similarly, taking F ≡ ZM in (2.20), it follows that for JZ ,
dZM
dt
= {ZM , ZM , EM}Z = {EM , ZM , ZM}0 = 0.
The bracket (2.19) is fully antisymmetric in all three arguments (hence it is a
proper Nambu bracket), and therefore conserves both EM and ZM . Finally,
taking F = CM =
∑
i,j qi,j ∆x∆y, one can show that all of the discretizations
(2.16)(2.19) conserve total circulation.
In reference to their conservation properties, we will refer to the discretiza-
tions (2.11)-(2.14) as the 0, E, Z and EZ discretizations, respectively.
One can check that a solution of the form q = µψ, µ a scalar, is an exact
steady state for the 0 and EZ discretizations. Such a solution is not, in general,
a steady state solution for the E and Z discretizations. However, the limit cases
{ψ ≡ 0, q = h} and {q ≡ 0,ψ = −∆−1
M
h} obviously are steady states to those
discretizations.
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2.3.2 Volume preservation
In addition to conservation, a second important ingredient for statistical me-
chanics is the preservation, by the ow map, of the phase space volume element.
In this section we demonstrate that each of the discretizations from Section 2.3.1
is volume preserving. Let us dene the matrix D(a) = diag(a) to be the diag-
onal matrix whose diagonal elements are the components of the vector a (i.e.
D(a)ij = aiδij).
Recall that for an ODE
y′ = f(y)
the divergence of the vector eld f satises
div f = tr(f ′),
where f ′ denotes the Jacobian matrix of f . In particular, for a matrix A,
divAf(y) = tr(Af ′). Furthermore, for
y′ = f(y) = g(y) ∗ h(y)
it holds that
f ′ = D(g)h′ +D(h)g′.
In the following calculations we make ready use of the commutative and
transpose properties of the trace tr(AB) = tr(BA) = tr(BTAT ). We also need
the following properties of our discretization matrices. The dierence operators
Dx and Dy are given by symmetric nite dierence stencils, are skew-symmetric
and commute DxDy −DyDx = 0. The discrete inverse Laplacian matrix ∆−1M
is symmetric and represents a (global) central nite dierence stencil. In this
case, the matrices Dx∆
−1
M
and Dy∆
−1
M
have zeros on the diagonal.
Let us write the discretizations (2.11)(2.13) as functions of q only
J0(q) = (Dxq) ∗ (Dy∆−1M q)− (Dyq) ∗ (Dx∆−1M q), (2.23)
JE(q) = Dx(q ∗Dy∆−1M q)−Dy(q ∗Dx∆−1M q), (2.24)
JZ(q) = Dy
(
(Dxq) ∗∆−1M q
)−Dx ((Dyq) ∗∆−1M q) . (2.25)
Proposition 2.1. The vector elds dened by (2.23)(2.25) and their average
JEZ = (J0 + JE + JZ)/3 are divergence free.
Proof. We calculate, for (2.23),
div J0(q) = tr
(
D(Dy∆
−1
M
q)Dx
)
+ tr
(
D(Dxq)Dy∆
−1
M
)
− tr (D(Dx∆−1M q)Dy)− tr (D(Dyq)Dx∆−1M ) = 0, (2.26)
since each term is the trace of the product of a diagonal matrix and a matrix
with zero diagonal.
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For (2.24),
div JE(q) = tr
(
Dx
[
D(q)Dy∆
−1
M
+D(Dy∆
−1
M
q)
])
− tr (Dy [D(q)Dx∆−1M +D(Dx∆−1M q)])
= tr(D(q)[Dy∆
−1
M
Dx −Dx∆−1M Dy])
+ tr
(
DxD(Dy∆
−1
M
q)−DyD(Dx∆−1M q)
)
= 0.
The term in bracket in the last expression is identically zero by symmetry
considerations.
Similarly, for (2.25) we have
div JZ(q) = tr
(
Dy
[
D(∆−1
M
q)Dx +D(Dxq)∆
−1
M
])
− tr (Dx [D(∆−1M q)Dy +D(Dxq)∆−1M ])
= tr
(
D(∆−1
M
q) [DxDy −DyDx]
)
+ tr
(
D(Dxq)∆
−1
M
Dy −D(Dyq)∆−1M Dy
)
= 0.
Finally, discretization EZ is divergence-free because it is a linear combina-
tion of divergence-free vector elds. ¤
2.4 Energy-enstrophy statistical theory
The equilibrium statistical mechanical theory for 2D ideal uids was developed
by Kraichnan [40], Salmon et al. [76], and Carnevale & Frederiksen [11]. It is
based on a nite truncation of the spectral decomposition of the equations of
motion. Statistical predictions are obtained for the truncated system, and these
are extended to the innite dimensional limit, see Section 1.3.3.
Here we would like to adapt the analysis to the semi-discretizations out-
lined in the previous section. For the discretization EZ, which conserves both
energy and enstrophy, the analysis is identical to the spectral case developed
by Carnevale & Frederiksen [11]. Consequently, most of the material in Sec-
tions 2.4.1, 2.4.2 and 2.4.3 is simply summarized from Chapters 7 and 8 of
Majda & Wang [48]. In Section 2.4.4 we modify the statistical predictions of
the energy-enstrophy theory to the cases of only one quantity conserved.
As previously noted, semi-discretization of (2.1) using the bracket (2.14)
yields a system of M2 ordinary dierential equations having the Liouville prop-
erty and two rst integrals that approximate the energy (2.21) and enstrophy
(2.22).
1
Due to the Liouville property, one can speak of transport of probability
density functions by this semi-discrete ow, and consider equilibrium solutions
to Liouville's equation. Any normalized function of the two rst integrals is an
equilibrium distribution.
1All discretizations also conserve the discrete total circulation CM =
P
i,j qi,j∆x∆y. Since
CM is a linear first integral, any standard integrator will conserve it exactly in time. A nonzero
value of CM will give a constant displacement in (2.32). For a periodic domain one may assume
that CM = 0 so that its effects can be ignored. We do so in the numerical experiments.
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We note in advance that that a solution of the semidiscrete equations (2.15)
is constrained to the intersection of hypersurfaces dened by the relevant rst in-
tegrals of the the discretization. The probability distributions obtained from the
maximum entropy theory have nonzero probability everywhere in phase space,
and as such, are a very crude approximation to the statistics of a single tra-
jectory. Nonetheless, we will see that the maximum entropy theory accurately
predicts the dierences in long term averages observed for the discretizations
(2.12)(2.14). More on this will be said in Section 2.5.
2.4.1 Mean field predictions
The equilibrium distribution of least bias maximizes entropy under the con-
straints imposed by conservation of energy and enstrophy. Let y parameterize
the M2 dimensional phase space; that is, each y ∈ RM×M corresponds to a
particular realization of the grid function (or discrete eld) q. Consider the
class of probability distribution ρ : RM×M → R on phase space, satisfying
ρ(y) ≥ 0,
∫
RM×M
ρ(y) dy = 1. (2.27)
The least biased distribution ρ∗ maximizes the entropy functional
S [ρ] = −
∫
RM×M
ρ(y) ln ρ(y) dy (2.28)
under constraints on the ensemble averages of energy:∫
RM×M
EM (y)ρ(y) dy − E∗M = 0, (2.29)
and enstrophy: ∫
RM×M
ZM (y)ρ(y) dy − Z∗M = 0, (2.30)
where E∗M and Z
∗
M are prescribed values. Additionally, there is the constraint
implied by (2.27). Using the method of Lagrange multipliers, the maximizer is
the Gibbs-like distribution (i.e. ρ∗ = G)
G(y) = N−1 exp [−α (ZM (y) + µEM (y))] , (2.31)
where N , α and µ are chosen to ensure (2.27), (2.29) and (2.30).
The expected value of a function F (y) is the ensemble average of F with
the measure G, denoted
〈F 〉 =
∫
RM×M
F (y)G(y) dy.
The mean state is obtained from the observation〈
∂ZM
∂y
+ µ
∂EM
∂y
〉
=
∫
RM×M
(
∂ZM
∂y
+ µ
∂EM
∂y
)
N−1e−α(ZM (y)+µEM (y)) dy
= −α−1
∫
RM×M
∂
∂y
G(y) dy = 0,
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assuming G decays suciently fast at innity. Since ∇qEM = −ψ and ∇qZM =
q, the mean eld relation
〈q〉 = µ〈ψ〉 (2.32)
follows. In other words, the ensemble averages of potential vorticity and stream
function are linearly related. Combining (2.32) with the second relation of (2.1)
yields a modied Helmholtz problem for the mean stream function given µ:
(µ−∆M)〈ψ〉 = h. (2.33)
2.4.2 PV fluctuation predictions
In this section we adapt the point statistics of Majda & Wang [48] to yield
predictions in terms of potential vorticity. The mean state (2.32) is a nonlinearly
stable equilibrium [11]. Solutions to (2.1) may be decomposed into mean and
uctuation parts
q = 〈q〉+ q′, ψ = 〈ψ〉+ ψ′, 〈q〉 = µ〈ψ〉.
The uctuation quantities satisfy
q′t = J(〈q〉,ψ′) + J(q′, 〈ψ〉) + J(q′,ψ′), ∆Mψ′ = q′. (2.34)
This dierential equation has the rst integral
IM (q
′) = Z ′M + µE
′
M , Z
′
M =
1
2
(q′)Tq′∆x∆y, E′M = −
1
2
(ψ′)Tq′∆x∆y.
(2.35)
One can also set up a statistical mechanics for the uctuation equations and
obtain predictions. To do so, let
pˆk,` =
(
1 +
µ
k2 + `2
)1/2
qˆ′k,`. (2.36)
Then the Fourier transform of (2.35) gives
IM =
1
2
∑
k,`
(
1 +
µ
k2 + `2
)
|qˆ′k,`|2∆x∆y =
1
2
∑
k,`
|pˆk,`|2∆x∆y = 1
2
∑
i,j
p2i,j∆x∆y.
(2.37)
The maximum entropy condition for this rst integral yields the Gibbs distri-
bution G(p) = N−1 exp [−βIM (p)], which is the product of identical Gaussian
distributions with mean zero and standard deviation
ηp =
√
2〈IM 〉
M2∆x∆y
=
√
〈IM 〉
2pi2
.
The energy is equipartitioned.
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Let us also assume that the pi,j are independent. Let P = a
Tp denote
a linear combination of the pi,j . Since these are identically distributed, P is
Gaussian with variation
η(P )2 = aTa η2p = |a|2η2p.
From (2.36) we have
q′ = F−1 diag
((
1 +
µ
k2 + `2
)−1/2)
Fp = Ap,
where A is real and symmetric. It follows that the q′i,j at each grid point i, j
are identically normally distributed with mean zero and variance
η2q = |a|2η2p = |a|2
〈IM 〉
2pi2
, (2.38)
where for a we can take any row of A.
2.4.3 Approximation of µ and α
The ensemble averages of energy and enstrophy can be split into a mean part
and a uctuation part [11, 48]:
〈EM 〉 = EM (〈q〉) + E′M , 〈ZM 〉 = ZM (〈q〉) + Z ′M , (2.39)
where, using (2.33),
EM (〈q〉) = −1
2
〈ψ〉T (〈q〉 − h)∆x∆y = 1
2
M/2∑
k,`=−M/2+1
(k2 + `2)|hˆk,`|2
(µ+ k2 + `2)2
∆x∆y,
(2.40a)
E′M =
1
2α
M/2∑
k,`=−M/2+1
1
µ+ k2 + `2
, (2.40b)
and
ZM (〈q〉) = 1
2
〈q〉T 〈q〉∆x∆y = 1
2
M/2∑
k,`=−M/2+1
µ2|hˆk,`|2
(µ+ k2 + `2)2
∆x∆y, (2.41a)
Z ′M =
1
2α
M/2∑
k,`=−M/2+1
k2 + `2
µ+ k2 + `2
. (2.41b)
Given guesses for µ and α, it is straightforward to compute 〈EM 〉 and 〈ZM 〉
by solving (2.40) and (2.41) and then substituting into (2.39). To estimate µ
and α, we proceed iteratively to implicitly solve (2.29) and (2.30) under that
assumptions E∗M ≈ E0 and Z∗M ≈ Z0.
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2.4.4 Alternative statistical theories
In this section we derive alternative statistical models for the cases where either
energy or enstrophy, but not both, is conserved numerically.
Energy-based statistical mechanics
For a semi-discretization that only preserves the energy EM , the least biased
distribution (2.31) becomes
GE(y) = N−1 exp [−λEM (y)] .
The mean eld prediction (2.32) gives
〈ψ〉 ≡ 0, 〈q〉 = h. (2.42)
The uctuation dynamics (2.34) becomes
q′t = JE(h + q
′,ψ′), ψ′ = ∆−1
M
q′,
which preserves the pseudo-energy
IM = −1
2
(ψ′)Tq′∆x∆y = E′M ≈ E0
We dene
pˆk,` =
qˆ′k,`
(k2 + `2)1/2
.
The uctuation Gibbs distribution is again Gaussian with ηp = (〈IM 〉/2pi2)1/2.
The standard deviation ηq of the uctuation vorticity is given by (2.38) with
A = (−∆M)1/2.
Enstrophy-based statistical mechanics
For a semi-discretization that only preserves the enstrophy ZM , the least biased
distribution (2.31) becomes
GE(y) = N−1 exp [−λZM (y)] .
The mean eld prediction (2.32) gives
〈q〉 ≡ 0, 〈ψ〉 = −∆−1
M
h. (2.43)
The uctuation dynamics (2.34) becomes
q′ = JZ(q
′, 〈ψ〉+ ψ′), ψ′ = ∆−1
M
q′,
and the pseudo-energy is just the enstrophy, i.e.
IM =
1
2
(q′)Tq′∆x∆y = Z ′M ≈ Z0.
The uctuation Gibbs distribution is Gaussian with pˆk,` = qˆ
′
k,` and
ηq =
√
〈IM 〉
2pi2
.
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2.5 Time integration
To test the statistical predictions of the previous section with computations, the
semi-discretizations of Section 2.3 must be supplemented with a time stepping
scheme. One would prefer to have a scheme that conserves the invariants EM
and ZM in time whenever these are rst integrals of the spatial discretization.
Additionally, one would like to have a scheme that preserves volume. There is
much literature on the preservation of rst integrals under discretization; see
[35] for an overview. Much less is known about preserving volume.
Time discretizations
Since both invariants EM and ZM of the discretizations are quadratic functions
of q, they are automatically conserved if the equations are integrated with a
Gauss-Legendre Runge-Kutta method [35]. The simplest such method is the
implicit midpoint rule
qn+1 − qn
∆t
= J
(
qn+1 + qn
2
,
ψn+1 + ψn
2
)
.
The discretization is also symmetric, and in the case of zero topography h(x) ≡
0, preserves the time reversal symmetry t 7→ −t, q 7→ −q of (2.1). Although
it is symplectic for Hamiltonian systems with constant structure operators, the
midpoint rule is not volume preserving in general. Indeed, it does not preserve
volume exactly for our discretizations. However, numerical experiments indicate
that volume is approximately conserved on long intervals, even for a relatively
large step size.
The implicit midpoint rule requires the solution of a nonlinear system of
dimension M2 at every time step. As a more ecient alternative, we can take
any explicit Runge-Kutta method and project the solution onto the integral
manifolds as desired. Let the Runge-Kutta method be represented by a map
qn+1 = Φ∆t(q
n) and compute a predicted step
q∗ = Φ∆t(q
n).
Then project q∗ onto the desired constraint manifolds by solving
qn+1 = q∗ + g′(q∗)Tλ,
g(qn+1) = 0
for λ, where g(q) : RM×M → Rr, r the number of rst integrals, and λ ∈ Rr is
a vector of Lagrange multipliers. For example, we can take (r = 3)
g(q) =

EM (q)− E0ZM (q)−Z0
CM (q)− 0

 ,
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where the last constraint ensures that there is no drift in total vorticity. At each
time step, projection requires solving a small nonlinear problem of dimension
r. Projected Runge-Kutta methods will not preserve volume in general.
Time averages
Our interest is in the statistics applied to numerical data obtained from sim-
ulations over long times. To apply the theory from the previous sections, we
additionally have to assume that the semi-discrete dynamics are ergodic. De-
note the time average of a quantity F (q(t)) by
FT =
1
T
∫ t0+T
t0
F (q(t)) dt.
Then the assumption of ergodicity implies that the long time average converges
to the ensemble average
F = lim
T→∞
FT = 〈F 〉.
On the other hand, suppose one chooses discrete initial conditions to have
a prescribed energy and enstrophy consistent with the continuum problem, i.e.
EM (q(0)) = E0, ZM (q(0)) = Z0.
Then it is clear that since EM (q(t)) = EM (q(0)) and ZM (q(t)) = ZM (q(0)) are
conserved, the dynamics only samples at most a codimension two subspace of
R
M×M
, so one may ask to what extent the averages will converge. Indeed, one
has inequality
EM = 〈EM 〉 6= E0, ZM = 〈ZM 〉 6= Z0,
in general. By analogy with molecular dynamics, the Gibbs distribution (2.31)
determines expectations in the canonical ensemble, whereas a constant energy-
enstrophy simulation determines expectations in the microcanonical ensemble
(assuming ergodicity). It is only in the `thermodynamic limit' M → ∞ that
these averages coincide, giving equality in the above relations.
2.6 Numerical experiments
For the numerical experiments we use the test problem of [1]. The grid resolution
is M = 22. The orography is a function of x only, specically
h(x, y) = 0.2 cosx+ 0.4 cos 2x.
(As a result the predicted mean elds q and ψ should be functions of x only.)
The integrations were carried out using a step size of ∆t = 0.1.
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For initial conditions we take a uniformly random eld
2 q = (qi,j), i, j =
1, . . . ,M and project this onto the constraints
EM (q) = E0, ZM (q) = Z0, CM (q) = 0.
The same initial condition is used for all simulations. The discrete energy and
enstrophy were taken to be E0 = 7 and Z0 = 20.
With these values prescribed, the statistical predictions of Section 2.4 can
be computed for the three discretizations (2.12), (2.13), and (2.14). The La-
grange multiplier µ is computed using the procedure described at the end of
Section 2.4.3. Fluctuation statistics apply to the time series of PV at an arbi-
trarily chosen monitor point on the grid qmon = q3,12.
For the energy-enstrophy theory we obtain the mean state (2.32) and esti-
mates
EZ : µ = −0.730, 〈qmon〉 = −0.341, ηq = 0.970. (2.44)
For the energy theory of Section 2.4.4 we obtain the mean state (2.42) and
estimates
E : 〈ψ〉 ≡ 0, 〈qmon〉 = 0.0740, ηq = 5.36. (2.45)
For the enstrophy theory of Section 2.4.4 we obtain the mean state (2.43) and
estimates
Z : µ = 0, 〈qmon〉 = 0, ηq = 1.01. (2.46)
The discretization (2.11), which conserves neither energy nor enstrophy, was
found to be exponentially unstable under time discretization by the implicit
midpoint rule, and no experiments with that discretization will be reported
here.
Results using implicit midpoint
We rst present results obtained using the implicit midpoint discretization in
time. The nonlinear relations were solved using xed point iteration to a toler-
ance of 10−13, which was the smallest tolerance that gave convergence at each
step size for all discretizations. The solutions were averaged over the interval
103 ≤ t ≤ T , for T = 104, 105 and 106. Averages were computed from time
t = 1000 to allow the initially uniformly random initial condition to de-correlate,
and this time is consistent with that used in [1] for a spectral discretization.
Given the average elds q and ψ, the best linear t to (2.32) yields an
estimate of the Lagrange multiplier µ, i.e.
µ =
ψ
T
q
ψ
T
ψ
.
2Experiments with smooth initial conditions typically show no noticable difference, how-
ever.
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The relative change in energy and enstrophy for each discretization is plotted
in Figure 2.1 on the interval [0, 105]. The relative change is dened as
∆EnM =
EnM − E0
E0 , ∆Z
n
M =
ZnM −Z0
Z0 .
For the EZ discretization, both quantities are conserved up to the tolerance of
the xed point iteration, which leads to a small drift of magnitude 3 × 10−11
(relative) over this interval. For the E discretization, energy is conserved to
the tolerance of the xed point iteration, but enstrophy makes a rapid jump
to a mean state roughly 30 times its initial value and subsequently undergoes
bounded uctuations with amplitude about 10 × Z0. In contrast, for the Z
discretization, enstrophy is similarly conserved, but energy drifts gradually with
a negative trend, to about 25% of its initial value.
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Figure 2.1: Relative change in energy and enstrophy with EZ (left), E (mid-
dle) and Z (right) discretizations.
Long-time mean fields
The time-averaged stream function ψ obtained by averaging over the interval
[103, 104] is shown in Figure 2.2 for the three EZ, E and Z discretizations. Also
shown is a scatter plot of the locus (ψi,j , qi,j) and a linear best t to this data
for the respective discretizations.
For the EZ discretization, the mean stream function is similar to that pre-
dicted by the energy-enstrophy statistical theory (2.32), with µ = −0.734. For
the E discretization, the mean stream function satises ψ ≈ 0, consistent with
(2.42), and the linear regression is inaccurate. For the Z discretization, we ob-
serve a similar mean state with µ = −0.715 on this averaging interval, which is
inconsistent with prediction (2.46).
In Figures 2.3 and 2.4 we examine more closely the mean elds for the EZ
and Z discretizations, for longer averaging times of T = 105 and T = 106.
For the energy-enstrophy discretization (2.14) in Figure 2.3, the mean eld
appears to converge to an equilibrium state with µ ≈ −0.732. The tendency
in Figure 2.4 is toward a mean eld with zero vorticity, consistent with (2.43).
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However the relaxation time is much longer than for the other discretizations.
For T = 106, the mean ow has µ = −0.0529. Note that the relation q = µψ
approximates the data well for all averaging times, however. Below in this
section, we show that the convergence of the Z discretization is in agreement
with the EZ predictions on short time intervals, so that we can think of the
system staying near statistical equilibrium with slowly drifting energy.
PV fluctuation statistics
In Figure 2.5, the time series for potential vorticity qmon at an arbitrarily cho-
sen grid point (3, 12) is analyzed. As discussed in Section 2.4.2, the statistical
theory for uctuations predicts that the PV should be distributed normally
about the mean eld according to (2.44)(2.46). For the longest simulation
time of T = 106, the EZ discretization exhibits Gaussian uctuations with
mean qmon = −0.395 and standard deviation η = 0.927; the E discretization
with mean qmon = −0.0093 and standard deviation η = 5.35; and the Z dis-
cretization with mean qmon = −0.0575 and standard deviation η = 1.05. These
observations are approximately in agreement with (2.44)(2.46).
We mention that the value µ = −0.732, to which the EZ discretization
seems to relax, corresponds to a mean energy value of 〈EM 〉 = 7.07. For this
value of mean energy, the prediction of Section 2.4.2 gives η = 0.928, which is
much closer to the value observed in Figure 2.5. This indicates that for implicit
midpoint, the mean energy is somewhat preturbed from the microcanonical
energy E0.
Time-dependent energy-enstrophy model
In Figure 2.6, the convergence of µ is plotted as a function of averaging interval T
for both the Z and EZ discretizations. The EZ dynamics relaxes very rapidly
to give µ ≈ −0.73, whereas the Z dynamics converges rather slowly towards
µ = 0.
Given the relatively fast relaxation of the energy-enstrophy conserving dis-
cretization to statistical equilibrium (2.32) and the slow drift of energy in Fig-
ure 2.1 for the enstrophy conserving discretization (2.13), a natural model for
the approach to equilibrium would be to consider a state qT = µTψT with µT
corresponding to the instantaneous energy EM (T ). To test this idea, we dene
ψT =
1
NT
NT+N0∑
n=N0
ψn, qT =
1
NT
NT+N0∑
n=N0
qn,
where T = NT ·∆t, and
µT =
(ψT )
TqT
(ψT )
TψT
.
The energy of the associated equilibrium state is denoted EM (µT ) and is deter-
mined from the relations in Section 2.4.3. This energy is plotted in Figure 2.7
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Figure 2.2: Mean fields with averaging time 104, EZ (left), E (middle), and
Z (right). The insets show the best linear fit to the relation ψi,j = µqi,j at all
grid points.
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Figure 2.3: Mean fields for EZ discretization with averaging times 104 (left),
105 (middle), and 106 (right). The insets show the best linear fit to the relation
ψi,j = µqi,j at all grid points.
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Figure 2.4: Mean fields for discretization JZ with averaging times 10
4 (left),
105 (middle), and 106 (right). The insets show the best linear fit to the relation
ψi,j = µqi,j at all grid points.
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Figure 2.5: Fluctuation statistics for the potential vorticity about the pre-
dicted mean. Solid line is a Gaussian fit to the numerical observation. Dash
line is the predicted distribution. Discretizations EZ, E, and Z in left, middle
and right columns. Integration intervals of 104, 105 and 106 in top, middle and
bottom rows.
next to the actual discrete energy function, for increasing averaging intervals
T = 10, T = 100 and T = 1000. The agreement supports this model. That
is, the Z dynamics relaxes on a fast time scale to the statistical equilibrium
predicted by energy-enstrophy theory for the instantaneous energy, while the
energy drifts on a slow time scale towards the equilibrium state predicted by
the enstrophy theory.
Results using projected Heun’s method
Besides preserving quadratic rst integrals exactly, the implicit midpoint rule
is symmetric. It is unclear what eect, if any, this may have on statistics.
Furthermore, the implicit midpoint rule is fully implicit and therefore not a
very practical choice for integrating a nonsti system such as (2.1). For these
reasons we repeat the experiments of the previous section using the second
order, explicit Runge-Kutta method due to Heun [36], coupled with projection
onto the discrete energy and/or enstrophy manifolds. It should be noted that
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Figure 2.6: Convergence of parameter µT as a function of the averaging in-
terval T for the EZ and Z discretizations.
Heun's method is linearly unstable with respect to a center equilibrium, and
it is only due to projection that we can carry out long integrations with this
method.
Figure 2.8 compares the convergence of the parameter µT as a function of
T for the implicit midpoint and projected Heun integrators for the EZ and Z
discretizations. In both cases, it appears that the projected method approaches
equilibrium faster than implicit midpoint.
Figures 2.9, 2.10 and 2.11 are analogous to Figures 2.2, 2.3 and 2.4 for
implicit midpoint. Again we note that the projected method converges more
rapidly and more accurately to the mean states (2.44)(2.46).
The uctuation statistics for the projection method are illustrated in Figure
2.12. Here, too, we see that the projection method is very close to the statis-
tically predicted value for mean and standard deviation of PV uctuations in
(2.44)(2.46). However, it is important to note that since a measure of pre-
dictability is the deviation from the statistical equilibrium, a numerical method
that approaches equilibrium excessively fast is undesirable from a prediction
perspective.
Discrete volume preservation
Although the spatial discretizations were shown to be volume preserving, neither
the implicit midpoint rule nor the projected Heun integrator preserves volume
for the discrete map. To get an impression of the degree of volume contraction,
we computed the determinant of the Jacobian of the discrete ow maps, e.g.
cn = det
(
dqn+1
dqn
)
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Figure 2.7: Energy drift with Z discretization, compared to the energy asso-
ciated with the best linear fit µT with averaging intervals T = 10, T = 100 and
T = 1000.
in each time step. The cummulative volume ratio was dened to be
V n =
n∏
m=0
cm.
This volume ratio is plotted as a function of time in Figure 2.13 for the
implicit midpoint and projected Heun methods. In both cases, a grid of size
M = 12 was and step size ∆t = 0.1 were used. The EZ discretization (2.14) was
employed, with in the second case, projection onto the energy and enstrophy
manifolds.
Remarkably, the implicit midpoint rule conserves volume to within 3×10−3
over the entire interval, exhibiting only a small positive drift.
For the projected method, volume is greatly contractedto 10−4 at time
t = 10 (100 time steps).
2.7 Conclusions
We have constructed statistical mechanical theories for three conservative dis-
cretizations of the quasigeostrophic model due to Arakawa [2], based on conser-
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Figure 2.8: Convergence of µT as a function of averaging interval T for EZ
(left) and Z (right) discretizations, comparing the projected Heun’s method and
implicit midpoint.
vation of energy, enstrophy, or both. Numerical experiments indicate that the
statistical theories can give insight into the long time behavior of the discretiza-
tions, making this approach a useful tool for numerical analysis.
Time integration of the semi-discretization was done with the symmetric im-
plicit midpoint methodwhich automatically conserves any quadratic rst in-
tegrals of the semi-discrete systemand with a projected Runge-Kutta method.
Long time averages with the implicit midpoint discretization relax to the pre-
dicted equilibrium at a slower rate than for the projected method, suggesting
that implicit midpoint has higher potential for prediction. The implicit mid-
point rule was also found to approximately conserve volume for long time inter-
vals. This is in stark contrast to the projection method, for which phase space
volume is rapidly contracted.
The three statistical theories predict dramatically dierent behavior, and
this is conrmed by the numerical experiments. In other words, the three dis-
cretizations exhibit dramatically dierent behavior in simulations over long in-
tervals. The statistical equilibrium states dene a backdrop on which the dis-
crete dynamics occurs, and that backdrop depends on the conservation prop-
erties of the spatial discretization. Assuming the energy-enstrophy theory to
be correct, it is thus essential for any code to preserve both quantities (under
semi-discretization) if statistical consistency is desired. The results of this work
make a strong argument for the use of conservative discretizations in weather
and climate simulations.
On the other hand, it has been shown by Abramov & Majda [1] that the
energy-enstrophy theory is incomplete. In [1], the Poisson discretization of
[88] is integrated using the Poisson splitting of McLachlan [50]. The semi-
discretization preserves, in addition to the Hamiltonian, M Casimirs corre-
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Figure 2.9: Same as Figure 2.2, but using projected Heun’s method.
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Figure 2.10: Same as Figure 2.3, but using projected Heun’s method.
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Figure 2.11: Same as Figure 2.4, but using projected Heun’s method.
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Figure 2.12: Same as Figure 2.5, but using projected Heun’s method.
Figure 2.13: Volume contraction ratio for implicit midpoint (left) and pro-
jected Heun (right) methods, EZ discretization (2.14), M = 12, 104 time steps.
sponding to the rst M moments of potential vorticity (PV), and these are
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preserved by the splitting (the energy is only preserved approximately, in the
sense of backward error analysis [35]). Abramov & Majda give convincing evi-
dence that nonzero values of the third moment of PV, when conserved by the
discretization, can signicantly skew the predictions of the standard theory of
[11, 40, 48, 76]. In Chapter 3 we will consider statistical theories for the Hamil-
tonian particle-mesh method, which in addition to the energy preserves any
fumction of PV on the particles.
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Chapter 3
Statistical mechanics of the
Hamiltonian particle-mesh
method
3.1 Introduction
Computational applications in atmosphere and ocean science often involve the
simulation of geophysical uids on time intervals much longer than the Lya-
punov e-folding time. In these instances the goal of simulation is the evaluation
of statistical quantities such as averages and correlations. It is therefore impor-
tant to investigate the accuracy of numerical discretizations in the context of
statistical averages.
The Hamiltonian particle-mesh (HPM) method was originally proposed in
the context of rotating shallow water ow in periodic geometry in [25] and
extended to other physical settings in [16, 17, 29, 83]. The uid is discretized
on a nite set of Lagrangian particles that transport the mass of the uid and
persist during the ow evolution. The HPM method is symplectic, and one
can construct a continuum velocity eld in which the discrete particle velocities
are embedded for all time. The continuum velocity eld satisies a Kelvin
circulation theorem, implying material conservation of potential vorticity and
invariance of the innite family of Casimir functionals, see [28].
For the case of ideal uid ow in two dimensions, the HPM variant was
described in [17]. We will apply the HPM method to the quasigeostrophic
potential vorticity equation describing a 2D barotropic ow over topography.
Here, it is the potential vorticity (PV), and not the mass, that is xed on each
particle and advected in a divergence-free velocity eld. In this case we show
that the particle motion may be embedded in an area-preserving ow on the
uid label space. Hence, an arbitrary function of PV may be integrated by
quadrature over label space and is therefore conserved. On the other hand, this
trivial conservation is apparently due to the fact that a value of PV is assigned
to each particle once and for all, and does not imply any reduction of the number
of degrees of freedom of the ow evolution in the sense of, say, a discrete energy
conservation law. In fact, the method makes use of a secondary (coarse-grain)
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vorticity eld, dened on a uniform grid, and numerical simulations indicate
that only energy and linear functionals of PV are conserved at this macroscopic
scale.
Consequently, one may question to what degree the PV conservation of the
HPM method is meaningful. Long time simulations of nonlinear dynamical
systems are typically inaccurate in a pointwise sense and rather are carried out
with the goal of sampling an equilibrium probability distribution over the phase
space under an assumption of ergodicity. The relevant statistical equilibrium
distribution is a function of the conservation laws that restrict the dynamics.
Hence, if the PV conservation by HPM is truly trivial, the statistics should ad-
here to that of an energy-circulation equilibrium theory, whereas a meaningful
PV conservation should lead to a richer statistical equilibrium. In this chap-
ter we will show that the PV conservation of HPM signicantly inuences the
statistics of simulation data obtained with the HPM method.
Sophisticated statistical equilibrium theories for ideal uids are based on
conservation of generalized enstrophiesthe integrals over the domain of arbi-
trary functions of PVor, equivalently, on the area-preservation property of
the velocity eld. An equilibrium theory with microcanonical treatment of vor-
ticity invariants was developed independently by Lynden-Bell [47], Robert &
Sommeria [71, 72], and Miller [54]. An alternative approach that treats vor-
ticity invariants canonically was developed by Ellis, Haven & Turkington [22],
see Section 1.3.3. See also Chavanis [13] for a comparison of the two. Our nu-
merical method has features in common with the model used to construct the
latter continuum theory (specically, a natural two-scale structure), and in this
chapter we derive analogous discrete statistical equilibrium models based on
both Lagrangian (Section 3.4) and Eulerian (Section 3.5) uid considerations
and compare these models with simulations (Section 3.6).
We wish to emphasize here that the objective of this chapter is to show
that the discrete statistics of the HPM method are in good agreement with
predictions of the modern continuum theory. This implies that the contruction
of the HPM method respects the dynamical considerations that go into the
theory, and that for the numerical experiments included, the discrete ow is
suciently ergodic to observe convergence of the ensemble averages.
The quasigeostrophic potential vorticity (QG) equation [48, 67, 74] describes
barotropic divergence-free ow over topography
d
dt
q(x, t) = 0, ∆ψ(x, t) = q(x, t)− h(x), (3.1)
where q is the potential vorticity (PV) eld, ψ is the stream function, and h is
the topography of the earth. The Laplacian operator is denoted by ∆ and the
material derivative by
d
dt =
∂
∂t + u · ∇. Here, the divergence-free velocity eld
u is related to the stream function by u = ∇⊥ψ, where ∇⊥ = (− ∂∂y , ∂∂x )T . In
this chapter we consider the QG equation on a doubly periodic domain
x = (x, y) ∈ D ≡ [0, 2pi)× [0, 2pi).
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The QG model describes a Hamiltonian PDE with Lie-Poisson structure
[74], implying the conservation of the total kinetic energy
H = −1
2
∫
D
ψ · (q − h) dx (3.2)
as well as the innite class of Casimir functionals
C[f ] =
∫
D
f(q) dx (3.3)
for any function f for which the integral exists. Of particular interest are the
PV moments:
Cr =
∫
D
qr dx, r = 1, 2, . . . , (3.4)
and especially the circulation C1 and enstrophy C2.
Preservation of the Casimir functionals follows from area-preservation under
the divergence-free velocity eld [55]: Dene a function G(σ, t) denoting the
measure of that part of the domain D for which the vorticity is less than σ:
G(σ, t) = meas{x ∈ D | q(x, t) < σ}. (3.5)
We note that due to the divergence-free advection of q, this function is inde-
pendent of time
∂G
∂t = 0. Dierentiating with respect to σ, the function
g(σ) =
∂G
∂σ
(3.6)
is preserved. For the case of a piecewise uniform PV eld, q(x, t) ∈ {σ1, . . . , σΛ},
the quantity g` = G(σ`+1)−G(σ`) is the measure of the vorticity level set σ`.
3.2 Review of continuum statistical equlibrium
theories
Given a (spatially) discrete approximation q(t) to the solution q(x, t) of (3.1),
obtained from a numerical simulation, one would like to analyze the accuracy
of computed averages of functions of the solution. For example, the long time
average of a function F (q(t)) of the PV eld is denoted
F = lim
T→∞
1
T
∫ t0+T
t0
F (q(t))dt.
If the discrete dynamics is ergodic with respect to a unique invariant measure
p(q) on the phase space, then the long time average is equivalent to the ensemble
average with respect to p,
〈F (q)〉 =
∫
F (q)p(q) dq,
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where the integral is over the (function) space of PV elds, and it suces to
derive the invariant measure associated with the numerical method, and analyze
this with respect to what is known about the continuum model.
In an eort to characterize the long time mean behavior of ideal uids and
explain their tendency to organize into large-scale coherent structures, a number
of authors have applied ideas from statistical mechanics. The pioneering work
was that of Onsager [65], which addressed the statistical mechanics of a nite
point vortex model. He observed that for a bounded domain, the available phase
space must eventually decrease as a function of increasing system energy, lead-
ing to negative temperature regimes in the microcanonical statistical ensemble.
He also predicted that in a heterogeneous system of like-signed and oppositely-
signed vortices of varying strengths, the large vortices would tend to cluster so
as to achieve maximum disorder with minimum degrees of freedom, like-signed
vortices at negative temperatures and vice-versa. These predictions were con-
rmed numerically in [9], and this problem under the inuence of mathematical
thermostat will be considered in Chapter 4.
Statistical mechanics theories based on a Fourier-spectral truncation of the
Euler equations were proposed by [11, 40, 76], see also Section 1.3.3. The
spectral truncation preserves circulation C1 and the quadratic functions E and
C2 only. Consequently, a treatment based on constrained maximum entropy (for
an introduction, see [48]) yields Gibbs-like distributions p(q) over the vorticity
eld, with Gaussian distribution of local vorticity uctuations. The energy-
enstrophy theory predicts a linear relation between ensemble average stream
function and potential vorticity:
〈q(x)〉 = µ〈ψ(x)〉, (3.7)
for a scalar µ depending on the observed energy and enstrophy, where the
ensemble average is dened with respect to integration over an appropriate
function space in this case.
Given that it is not just the enstrophy C2 but any functional C[f ] that is
invariant under the continuum ow of (3.1), it is natural to ask what eect
the more general conservation laws have on statistics. Abramov & Majda [1]
investigated the statistical signicance of the higher PV moments Cr, r > 2, nu-
merically using the Poisson discretization of Zeitlin [50, 88], which conserves M
Casimirs of an M ×M - mode truncation, see Section 1.2. Computing the long
time averaged PV and stream function elds, they observed increasing discrep-
ancy relative to the linear mean eld theory (3.7), as a function of increasing
skewness C3 of the initial condition, thus proving the statistical relevance of this
quantity.
Statistical equilibrium theories incorporating the full family of Casimirs im-
plied by the preservation of area (3.5) were independently proposed by Lynden-
Bell [47] in the context of astrophysics, and Miller [54, 55] and Robert & Som-
meria [71, 72], see Section 1.3.3. These original theories used a microcanonical
treatment of the Casimirs C[f ]. That is, the equilibrium distribution is de-
rived by minimizing entropy under constraints of energy and the entire family
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of Casimirs. More recently, Ellis, Haven & Turkington [22] proposed an alter-
native theory featuring canonical treatment of the Casimirs, in which the point
statistics of PV is described by a prior distribution, see Section 1.3.3. In all of
these papers, a coarse-grain potential vorticity eld is described by a probability
density over the class of ne-grain PV distributions at each point in the domain.
In Chapter 2 we analyzed energy and enstrophy conserving nite dierence
methods for the QG model under topographic forcing, and observed that the
discrete time-averaged mean elds q and ψ obtained depend heavily on the
conservation properties of the discretizations used. For a discretization that
conserves energy only, the predicted mean eld is uniformly zero velocity 〈Ψ〉 =
0. Given that the only dynamically conserved quantities of the HPM method
are energy and total circulation (see below), any departure from the trivial
mean eld is an indication of the statistical relevance of the other conserved
quantities, namely the area measure (3.5).
3.3 Hamiltonian particle-mesh method
The Hamiltonian particle-mesh (HPM) method is a numerical discretization of
inviscid uid dynamics that retains Hamiltonian structure. The method makes
use of a Lagrangian uid description, to advect uid particles while conserving
energy, and an Eulerian grid for evaluating derivatives using nite dierences.
The method was adapted for 2D incompressible ow in [17].
3.3.1 HPM description
The PV eld is discretized by introducing a set of K discrete particles with xed
potential vorticity Qk, k = 1, . . . ,K. The particles have time-dependent posi-
tion Xk(t) ∈ D, and are advected in a divergence-free velocity eld according
to
d
dt
Xk = ∇⊥Ψ(x, t)
∣∣
x=Xk(t)
where the stream function Ψ is described below.
We also make use of a uniform M ×M grid on D, with grid spacing ∆x =
∆y = 2pi/M , and denote gridpoints by xi. Given a discrete stream function
Ψi(t) on the grid, we construct a continuous eld via
Ψ(x, t) =
∑
i
Ψi(t)φi(x), (3.8)
where φi(x) = φ(
x−xi
∆x ) is a compactly supported basis function satisfying
symmetry, normalization and partition of unity properties, respectively:
φ(x) = φ(−x),
∫
D
φ(x) dx = 1,
∑
i
φi(x) = 1, ∀x ∈ D. (3.9)
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In our implementation we use the tensor product of normalized cubic B-splines
φ(x) = φ0(x)φ0(y), where
φ0(r) =


2
3 − |r|2 + 12 |r|3, |r| ≤ 1,
1
6 (2− |r|)3, 1 < |r| ≤ 2,
0, otherwise.
The discrete stream function Ψi(t) is obtained by solving a Poisson equation
on the grid. Given a discrete grid-based PV eld qi(t) we solve
∑
j
∆ijΨj = qi − hi (3.10)
where hi = h(xi) is the topography function sampled at gridpoints and ∆ij
is an appropriate discretization of the Laplacian. In our implementation, we
use a spectral approximation and FFTs, but a nite dierence formula may be
sucient.
Finally, the PV eld on the grid is approximated from the particles using
the relation
qi(t) =
∑
k
Qkφi (Xk(t)) . (3.11)
In [28] it is shown that the above formula samples the exact solution of a con-
tinuity equation of the form qt + ∇ · (quˆ) = 0 with density function q(x, t) =∑
kQkφ(x−Xk) and auxiliary velocity eld uˆ(x, t) appropriately dened. In
the present case, although the particle velocity eld is given by ∇⊥Ψ(x, t) and
is therefore divergence-free, this will only hold in an approximate sense for the
auxiliary velocity eld uˆ(x, t).
In the present context of vortex dynamics, the HPM method is related to
the classical point vortex ow (see [15] and references therein). The singular
point vortices have been regularized by convolution with the basis functions
φ. The Eulerian grid reduces the complexity of vortex-vortex interactions from
O(K2) to O(K lnK) (using FFT). The construction of the method preserves
the Hamiltonian structure of the point vortex ow. However, as noted in the
introduction, the HPM method was originally in the setting of compressible
ow and is in this sense applicable to more general uids than the point vortex
model.
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3.3.2 Properties of the discretization
By construction, the numerical method described above denes a Hamiltonian
system. The Hamiltonian is
H(X) = −1
2
∑
i
Ψi(qi − hi)∆x2
= −1
2
∑
i,j
[(∑
k
Qkφi(Xk)
)
− hi
]
(∆−1)i,j
[(∑
`
Q`φj(X`)
)
− hj
]
∆x2.
(3.12)
Introducing phase space coordinates X = (X1, . . . ,XK , Y1, . . . , YK)
T
and sym-
plectic two-form structure matrix
B =
[
0 −diag Q
diag Q 0
]
,
the equations of particle motion are described by
B
dX
dt
= ∇H(X).
The Hamiltonian is a rst integral of the dynamics and approximates the total
kinetic energy. Additionally, the phase ow is symplectic and consequently
volume-preserving on R
2K
.
To integrate the numerical discretization in time we use the implicit midpoint
rule:
B
Xn+1 −Xn
∆t
= ∇H
(
Xn+1 + Xn
2
)
.
The numerical map is symplectic for this problem, implying that volume is
preserved in the 2K-dimensional phase space of particle positions. Also the
energy is well-preserved, with uctuations bounded by a term of O(∆t2) for
long times, consistent with theory reported in [35, 45], see also Section 1.1.
Since the particle PV values Qk, k = 1, . . . ,K are xed for the duration of
the computation, PV is conserved along particle paths for any motion of the
particles. However, since the Qk play the role of parameters in the specication
of HPM, their conservation does not imply a reduction in degrees of freedom
of the dynamics in the way exact conservation of H does. On the other hand,
the motion of the particles is not arbitrary, but area-preserving in the sense
described next. The combination of material conservation of PV in an area-
preserving ow is the essential feature of the ne scale motion of ideal uids
that enters into the modern statistical mechanics theories.
Given an arbitrary continuous motion of the particles Xk(t), equations
(3.11), (3.10) and (3.8) dene a continuum approximate stream function Ψ(x, t),
with velocity eld
U(x, t) = ∇⊥Ψ(x, t).
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Let us dene label coordinates a = (a, b) on D and the Lagrangian ow χ(a, t) :
D × R → D induced by Ψ(x, t):
∂
∂t
χ(a, t) = U(χ(a, t), t), (3.13)
Since ∇ ·U ≡ 0, the Lagrangian ow χ is area-preserving on D. That is,
|det ∂χ
∂a
| ≡ 1.
This property is retained under temporal semi-discretization with the implicit
midpoint rule. That is, the mapping χn(a) 7→ χn+1(a) is area-preserving.
On the other hand, for the numerical method, the particle motion Xk(t) is
just given by
Xk(t) = χ(Xk(0), t),
i.e. the particle motion is embedded in its own Lagrangian ow. Therefore, the
discrete particle motion is area-preserving in the sense that it can be embedded
in an area-preserving ow.
Typically, we initialize the particles on a uniform grid
1
with spacing ∆a =
∆x/κ for some positive integer κ. Let ak ∈ D denote the initial position of the
kth particle. Let Ak denote the set of labels in the grid cell centered at ak:
Ak = {a ∈ D : |a− ak|∞ < ∆a
2
}.
Then D = ∪kAk. Dene a piecewise constant initial vorticity eld through
Q0(a) =
∑
k
Qk1k(a), (3.14)
where 1k is the characteristic function on Ak. This vorticity eld is transported
by the ow χ(a, t) via
Q(χ(a, t), t) = Q0(a). (3.15)
Given any function f(Q), we have∫
D
f(Q(x, t)) dx =
∫
D
f(Q(χ(a, t), t))
∣∣ det ∂χ
∂a
∣∣ da
=
∫
D
f(Q0(a))
∣∣ det ∂χ
∂a
∣∣ da
=
∑
k
f(Qk)
∫
Ak
∣∣det ∂χ
∂a
∣∣ da
=
∑
k
f(Qk)|Ak|
= ∆a2
∑
k
f(Qk), (3.16)
1For an arbitrary initial particle configuration, the subsequent quadrature could be carried
out on the Voronoi cells.
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which is constant. In particular, the area associated with any particular level
set of PV is conserved.
In this sense we see that the ne scale particle ow trivially conserves all
Casimirs, and in particular the polynomials functions
Cr = ∆a
2
∑
k
Qrk, r = 1, 2, . . . .
However, this property does not transfer to the gridded PV eld q. That is, the
grid-based analogs
Cˆr = ∆x
2
∑
i
qri , r = 1, 2, . . .
are not conserved in general. The sole exception is the total circulation Cˆ1 for
which we have, using the third property of (3.9),
Cˆ1 =
∑
i
qi∆x
2 =
∑
i
∑
k
Qkφi(Xk)κ
2∆a2 =
∑
k
Qkκ
2∆a2,
which is independent of time. For arbitrary nonlinear f(q), one would not
expect the quantity
∑
i f(qi)∆x
2
to be invariant in general.
In Figure 3.1 we plot the relative drift
εrel[H](t) =
∣∣∣∣H(t)−H(0)H(0)
∣∣∣∣
in the quantities H and Cˆr, r = 2, . . . 4 as a functions of time during a typical
simulation (the experiment described in Section 3.6.3, for the case γ = 0, δ =
90). The circulation is preserved to machine precision and is not shown. The
energy oscillations are bounded by
εrel[H](t) < 2.1× 10−4,
and the bound decreases quadratically with stepsize. The higher order vorticity
moments are not preserved, and encounter relative drifts
max
t
εrel[Cˆ2](t) = 0.74, max
t
εrel[Cˆ3](t) = 16.9, max
t
εrel[Cˆ4](t) = 16.5.
Clearly, these are not conserved.
In some cases, it is useful to consider the bulk motion of the uid to be
prescribed by a time dependent stream function Ψ(x, t), and consider the motion
of a typical particle embedded in the ow. The motion of such a particle satises
a nonautonomous Hamiltonian system. This point of view and its coupling to
the dynamics is studied in [5]. The parcel Hamiltonian becomes
H˜ =
∫
q0(a)Ψ(χ(a, t), t) da,
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Figure 3.1: Relative change in energy H and higher vorticity moments Cˆ2,
Cˆ3, Cˆ4 during the simulation described in Section 3.6.3, for the case γ = 0,
δ = 90.
and the dynamics on label space (3.13) satisfy
q0(a)
d
dt
χ(a, t) = J
δH˜
δχ
= q0(a)∇⊥Ψ(χ(a, t), t), ∀a.
where J =
(
0 1
−1 0
)
.
Similarly, for the HPM discretization,
Qk
∂
∂t
Xk = J∇Xk(t)H˜ = Qk∇⊥Ψ(Xk(t), t), (3.17)
where
H˜ =
∑
k
QkΨ(Xk(t), t). (3.18)
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3.4 A Lagrangian statistical model based on
canonical particle distributions
Due to its Lagrangian nature, the HPM method has similarities with the point-
vortex method whose statistical mechanics was considered by Onsager [65]. The
particle motion can be considered a regularized point vortex method. The phase
space of the HPM method is bounded: it is simply DK . In contrast to the point
vortex method, the range of energy for the HPM method is also bounded (for
nite Qk, k = 1, . . . ,K). If one considers possible congurations for a given
energy, as the energy level becomes large enough the available phase space
eventually starts to decrease. In other words, the HPM method supports a
negative temperature regime.
In this section we construct a statistical equilibrium theory in the natural
phase space of HPM particle positions Xk ∈ D. However, in some cases it
may be preferable to directly consider the statistics of the coarse-grain vorticity
eld q on the grid (3.11), which allows comparision with the existing equilibrium
eld theories. In the next section we present an Eulerian approximate statistical
model from this point of view. To distinguish the two, we refer to the theory in
this section as the Lagrangian statistical mechanical model.
Let us consider the statistics of a single distinguished particle in contact
with the reservoir formed by all other particles. Recall that the motion of such
a particle obeys a nonautonomous Hamiltonian system (3.17) with Hamiltonian
(3.18). The energy contribution of particle k is QkΨ(Xk, t). We expand the
stream function about the ensemble mean eld
Ψ(x, t) = 〈Ψ(x)〉+ δΨ(x, t).
Neglecting the long time eects of the perturbation part δΨ, we obtain the
canonical distribution for a distinguished particle (see Section 1.3.1 about canon-
ical sampling)
ρk(x) =
1
ζk
exp [−β〈Ψ(x)〉Qk] , ζk =
∫
x∈D
exp [−β〈Ψ(x)〉Qk] dx. (3.19)
Figure 3.2 compares typical functions ρk(x) with histograms of position data
for two arbitrarily chosen particles with Qk+ = 1.098 and Qk− = −2.165 ob-
tained from HPM simulations with normally distributed {Qk}. We observe
good agreement. Due to the choice of topography in Section 3.6 and normally
distributed Qk, the distributions ρk are uniform in the y direction.
The one-particle canonical statistics can be used to construct a mean eld
theory. For particle k the one-particle statistics is (3.19). This quantity gives
the probability that Xk is near x ∈ D. Next consider coordinates Ξ =
(ξ1, ξ2, . . . , ξK) ∈ DK on the particle phase space, and the product distribution
ρ(Ξ) =
∏
k
ρk(ξk),
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Figure 3.2: Histograms of x-component of position for two distinct particles
(dash line), compared with the predicted canonical distribution (solid line).
which governs the probability of particle congurations under the modelling
assumption that the particle positions are independent.
To each Ξ ∈ DK , is an associated grid-based PV eld q(Ξ) with
qi(Ξ) =
∑
k
Qkφi(ξk).
The ensemble average PV eld is
〈qi〉 =
∫
qi(Ξ)ρ(Ξ) dΞ,
which can be simplied as follows
〈qi〉 =
∫
DK
∑
k
Qkφi(ξk)
∏
`
ρ`(ξ`) dξ1 · · · dξK
=
∑
k
Qk
∫
D
φi(x)ρk(x) dx
=
∑
k
Qk
∫
D
φi(x) exp [−β〈ψ(x)〉Qk] dx∫
D
exp [−β〈ψ(x)〉Qk] dx
=
∑
k
Qk〈φi〉k
where 〈·〉k is the ensemble average in the measure (3.19).
If we consider a piecewise constant vorticity distribution with K` particles
with PV σ`, the relations above can be expressed as
〈qi〉 =
∑
`
σ`K`
∫
D
φi(x) exp [−β〈ψ(x)〉σ`] dx∫
D
exp [−β〈ψ(x)〉σ`] dx =
∑
`
σ`pi,` (3.20)
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where
pi,` = K`〈φi〉`. (3.21)
This quantity is the proportion of time that a particle with PV σ` spends within
the support of grid point xi, weighted by the kernel function, times the number
of such particles.
To compute the mean state, we approximate the integral in (3.20) by quadra-
ture at the grid points
〈qi〉 ≈
∑
`
σ`K`
∑
j φi(xj) exp [−β〈ψj〉σ`]∑
j exp [−β〈ψj〉σ`]
.
This relation is solved together with
∆ij〈ψj〉 = 〈qi〉 − hi,
and the constraint relation
H(〈q〉) = H0,
which species the value of β.
Our Lagrangian statistical theory for the HPM method is analogous to the
canonical theory of Ellis, Haven & Turkington [22], inasmuch as the energy
is treated microcanonically through the specication of β, and the ne-scale
vorticity conservation is treated canonically.
3.5 Eulerian statistical model for HPM
The continuum statistical mechanics theories of Miller [54, 55] and Robert
[71, 72] can be constructed using a two-level discretization of the continuum
vorticity eld. The microscopic conguration space consists of permutations of
a piecewise uniform vorticity eld, assuming constant values on each cell of a
ne mesh. The macroscopic vorticity eld is the local average of the micro-
scopic eld on an embedding coarse mesh. The continuum theory is obtained
by rst letting the ne mesh size tend to zero for xed coarse grid mesh size,
and subsequently taking the continuum limit of the coarse mesh.
A similar approachneglecting the continuum limitscan be used to con-
struct a discrete statistical model for the HPM method. Keeping in mind the
interpolating continuum ow (3.15), we dene p`i to be the probability of ob-
serving Q(xi, t) = σ` near grid point xi. Then p
`
i has the properties∑
i
p`i∆x
2 = g`,
∑
`
p`i = 1. (3.22)
The rst of these says the area of PV level sets is conserved and is the discrete
analog of (3.6). The second says the ow is incompressible.
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It is natural to associate p`i with the characteristic functions at the grid
points, smoothed by the HPM basis functions φ. Denote by K` the index set of
particles with vorticity level σ` (` = 1, . . . ,Λ, for some Λ ≤ K):
K` = {1 ≤ k ≤ K : Qk = σ`}.
Dene the function
ϕ`i =
∑
k∈K`
φi(Xk)
1
κ2
.
If the particles are initialized on a uniform grid of spacing ∆a = ∆x/κ, for
κ ≥ 1 an integer, then ϕ`i has the required properties (3.22). To construct a
Miller/Robert theory for the HPM method, we would initialize the particles on
such a uniform grid, and consider permutations of the Qk as an approximation
of the conguration space.
The motion of particles in the HPM method conserves energy, as pointed
out in the Section 3.3. It is therefore necessary to further restrict the sample
space to those permutations of PV that preserve the initial energy to within
some tolerance. Dene the coarse grain mean potential vorticity by
〈qi〉 =
∑
`
p`iσ`, (3.23)
the coarse grain mean stream function by
∆〈Ψ〉 = 〈q〉 − h, (3.24)
and the energy of the mean eld by
H(〈q〉) = −1
2
〈Ψ〉T (〈q〉 − h) ∆x2.
Substituting ϕ`i for p
`
i in (3.23), the above denitions are consistent with the
(coarse-grain) grid quantities q, Ψ and H given in (3.11), (3.10), and (3.12),
respectively.
A microcanonical statistical model analogous to the Miller/Robert approach
proceeds at this point by introducing the Shannon information entropy
S[p] = −
∑
i,`
p`i ln p
`
i , (3.25)
and maximizing this function with respect to p`i subject to contraints of observed
values of energy, H(〈q〉) = H0, and the conditions (3.22).
Instead we take here the alternative approach proposed by Ellis, Haven &
Turkington [22], which assumes a canonical ensemble with respect to the higher
order Casimirs, as determined by a prior distribution over pointwise vorticity,
in combination with a microcanonical distribution with respect to H and C1.
This is consistent with observations of inviscid uids, where H and C1 depend
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only on the large scale vorticity whereas the Cr, r > 1 depend on the ne scale
detailed vorticity and the length scale of averaging. To that end we drop the
requirement that p`i satisfy the rst condition of (3.22).
Given a set of particles initialized on a uniform grid with PV values Qk,
k = 1, . . . ,K, we consider the associated piecewise constant continuum vorticity
eld as described in (3.14)(3.15). To each vorticity level set σ`, ` = 1, . . . ,Λ
we associate the fractional area
Π` =
K`∆a
2
|D| ,
where K` is the number of particles with vorticity σ` and |D| is the total area
of D. Note that ∑` Π` = 1. We take Π` to be the prior distribution on PV.
Given no other information about the ow, Π` is the probability of observing
PV value σ` at an arbitrarily chosen point in D. The probability is uniform in
space.
To determine the probability distribution p`i we maximize the relative en-
tropy
S[p,Π] = −
∑
i,`
p`i ln
p`i
Π`
. (3.26)
Given no other information about the system, we can maximize this entropy
as a function of p`i to nd
p`i = Π`,
which is the prior distribution at each point on the grid, conrming the earlier
statement.
Instead we wish to maximize (3.26) subject to microcanonical constraints
on the energy
E˜ = H(〈q〉)−H0 = 0, (3.27)
and the circulation
Γ˜ = Cˆ1(〈q〉)− Cˆ1(q(0)) = 0, (3.28)
as well as the normalization constraints
N˜i =
∑
`
p`i − 1 = 0, ∀i. (3.29)
Introducing Lagrange multipliers β, α and λi, respectively, for these con-
straints, we solve
∂S
∂p`i
+ β
∂E˜
∂p`i
+ α
∂Γ˜
∂p`i
+
∑
j
λj
∂N˜j
∂p`i
= 0.
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The respective derivatives are
∂S
∂p`i
= −(ln p
`
i
Π`
+ 1),
∂E˜
∂p`i
=
∑
j
∂H
∂〈qj〉
∂〈qj〉
∂p`i
= −
∑
j
〈Ψj〉σ`δij ∆x2 = −〈Ψi〉σ` ∆x2,
∂Γ˜
∂p`i
= σ`∆x
2,
∂N˜j
∂p`i
= δij .
Putting this all together, an extreme entropy state must have
ln p`i = ln Π` − 1− β〈Ψi〉σ` + ασ` + λi,
where a constant ∆x2 has been absorbed into α and β. Solving for p`i yields
the equilibrium distribution
p`i = N
−1
i exp [(−β〈Ψ〉i + α)σ`] Π`, (3.30)
where β and α can be chosen to satisfy the contraints (3.27) and (3.28), and
the partition function Ni is given by
Ni =
∑
`
exp [(−β〈Ψ〉i + α)σ`] Π`. (3.31)
The relation (3.30) can be combined with (3.23) and (3.24) to solve for
prospective mean elds. The mean stream function 〈Ψ〉 is found by solving
∑
j
∆ij〈Ψj〉 =
∑
` σ` exp [(−β〈Ψi〉+ α)σ`] Π`∑
` exp [(−β〈Ψi〉+ α)σ`] Π`
− h(xi). (3.32)
together with the constraints (3.27) and (3.28).
The EHT theory is microcanonical with respect to the energy and circula-
tion, in the sense that the parameters β and α are chosen as Lagrange multipliers
to ensure that the resulting mean eld assumes desired values of these quanti-
ties. It is canonical with respect to higher order Casimir's in the sense that the
ne scale vorticity is specied as a distribution.
3.6 Numerical Verification of the HPM Statis-
tical Equilibrium Theories
In this section we compare the predicted mean elds 〈q〉 and 〈Ψ〉 of the discrete
equilibrium statistical models from the previous sections, with long time aver-
age mean elds q and Ψ computed from numerical simulations with the HPM
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method, under the assumption that the simulated solution is approximately er-
godic. It should be noted that the probability distributions (3.21) and (3.30)
predict much more than just the mean states 〈q〉 and 〈Ψ〉, so our comparison
is necessarily a limited one. Yet from a numerical point of view, correct repre-
sentation of the mean state is a minimal requirement, as it sets the statistical
background for dynamics.
The theoretical mean elds (3.20) and (3.32) based on the Lagrangian and
Eulerian statistical models are computed numerically. Due to pointwise conser-
vation of PV on the particles, and the construction (3.11), the space of grid-
based PV elds is bounded, as is the partition function (3.31). For a given
particle eld Q and values for the constraints we solve for the mean elds (3.20)
and (3.32) plus associated Lagrange multipliers using a modied Newton iter-
ation. These elds are compared with average elds generated by long time
simulations.
For the numerical simulations we use the test setup of Abramov & Majda[1].
We choose grid resolution M = 24. The topography is a function of x only,
specically
h(x, y) = 0.2 cosx+ 0.4 cos 2x,
which is intended to make departures from Gaussian PV theory readily observ-
able (see below).
The integrations were carried out using a step size of ∆t = 2/M on the
interval t ∈ [0, t0 + T ]. The solutions are averaged over the time interval t ∈
[t0, t0+T ], where t0 is the time required for decorrelation of the initial condition.
In all experiments we use t0 = 10
3
and T = 104. Longer simulations with
T = 106 were also run with no observable dierence in the results. The implicit
midpoint rule nonlinear relations were solved to machine precision.
All simulations were carried out with κ = 1. Together with the low value of
M , this implies the simulations were highly under-resolved. This has the double
eect of allowing us to stretch the limits of the discrete statistical models, for
which various approximations were made, and to allow the system to sample
the available phase space (assuming ergodicity) in a reasonably short simulation
interval.
We construct initial conditions with a desired prior distribution and energy
value. The mean state (3.30) is fully dened by these quantities. If the dynamics
is suciently ergodic, then the time average mean stream function Ψ and mean
potential vorticity q should agree with the ensemble averages (3.24) and (3.23)
Given a continuous prior distribution on vorticity Π(σ), we dene particle
PV values Qk as follows. The number of particles is K = κ
2M2. We discretize
the range of vorticity σ into Λ equal partitions of size ∆σ where
σ` = σ0 + `∆σ, ` = 1, . . . ,Λ.
We choose the number of particles with vorticity σ`+1/2 = (σ` + σ`+1)/2 to be
K`+1/2 = bK
∫ σ`+1
σ`
Π(σ) dσc.
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Any remainder particles are assigned the values of the consecutive most probable
level sets.
The particles are initially placed on a uniform grid of spacing ∆a = ∆x/κ
in each direction. Using Monte Carlo simulations, the PV values are randomly
permuted until a conguration is found within desired total energy (grid func-
tion) H0± 0.01. In all simulations, the target energy was H0 = 7, and the total
circulation was C1(Q) = 0, consistent with [1]. The Lagrange multipliers β and
α follow from the constraints of total energy and circulation.
3.6.1 Normally distributed PV
From the classical energy-enstrophy theory of Kraichnan and others [11, 40, 76]
it is known that if the PV eld is normally distributed, the mean eld relation
should be linear of the form (3.7). To verify this for the HPM method, we draw
the particle vorticities from a zero-mean Gaussian prior distribution
Qk ∼ Π(σ) = exp
(
− σ
2
2θ2
)
.
In this case the EHT theory yields (in the semi-discrete case)
pi(σ) = N
−1
i exp [−β〈Ψi〉σ] Π(σ)
which is continuous in the PV σ. This density can be exactly integrated to yield
the linear mean eld relation
〈qi〉 = −βθ2〈Ψi〉.
We choose β and θ to specify energy H0 = 7 and enstrophy C2 = 40.
In the left panel of Figure 3.3, the locus of data points (Ψi, qi) is plotted for
the time-averaged elds. The vorticity-stream function relation is nearly linear
as predicted. Due to the nite sampling of the Gaussian distribution, the sim-
ulation data is not precisely linear. The Eulerian statistical model (3.30) yields
a more linear mean eld prediction (dash line), but the Lagrangian statistical
model (3.21) more precisely ts the simulation data (solid line).
Due to the linearity and isotropy of (3.7) and (3.8), the mean stream function
〈ψ〉 satises a Helmholtz equation and is expected to be independent of y due
to the special choice of topography. In the right panel we observe that the mean
stream function is indeed independent of y.
3.6.2 Skew PV distributions
In [1], Abramov and Majda show that nonzero values of the third moment of po-
tential vorticity can cause signicant deviation from the statistical predictions
of the normally distributed PV case. They use the Poisson discretization of
Zeitlin [88] to solve the QG model. On an M ×M grid the Zeitlin method con-
serves energy and approximations of the rst M moments of potential vorticity
Cˆr, r = 1, . . . ,M , see Section 1.2
3.6. Numerical Verification of the HPM Statistical Equilibrium Theories 71
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
q¯
Ψ¯
 
 
0 2 4 6
0
1
2
3
4
5
6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Figure 3.3: Normally distributed PV on the particles. The scatter plot of mean
fields (left) with linear fit: points are locus (qi,Ψi), the theoretical prediction
based on (3.21) is solid line and on (3.30)—dash line. Mean stream function
(right).
We generate initial conditions Q from the shifted gamma-distribution [13]:
Π(σ) =
1
C2|λ|R
(
1
C2λ
(σ + λ−1);
1
C2λ2
)
,
where R(z; a) = Γ(a)−1za−1 exp(−z) for z ≥ 0 and R = 0 otherwise with the
Gamma function Γ, and
γ =
C3
C
3/2
2
= 2C
1/2
2 λ
is the skewness of the distribution. We take C2 = 40 and γ = 0, 2, 4 and 6 to
compare the results of [1] with the HPM method.
Figures 3.4 and 3.5 gives the (Ψi, qi) loci for the time-averaged elds, for
these values of γ. Figure 3.6 illustrates the associated mean stream functions.
The solutions are reminiscent of those reported in [1], but there are some dif-
ferences due to the details of the methods.
For the case γ = 0, the energy-enstrophy theory predicts a linear relation
(3.7) between mean PV and mean stream function, as well as a layered mean
stream function. These predictions are conrmed in the upper left panels of
Figures 3.4, 3.5 and 3.6. For γ > 0, there is signicant nonlinearity in the mean
eld relation and vortical structures observable in the mean stream function.
Also shown in Figures 3.4 and 3.5 are the theoretical mean states predicted
by the discrete statistical equilibrium theories in Sections 3.4 and 3.5. The
Lagrangian statistical model (3.20) is shown in Figure 3.4 and the Eulerian
model (3.32) in Figure 3.5. Both models predict the mean states very well.
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Figure 3.4: Locus (qi,Ψi) for skewed PV distributions, γ=0, 2, 4 and 6
(points). The theoretical prediction based on (3.21) (line).
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Figure 3.5: Locus (qi,Ψi) for skewed PV distributions, γ=0, 2, 4 and 6
(points). The theoretical prediction based on (3.30) (line).
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Figure 3.6: Mean stream functions (time averages) for skewed PV distribu-
tions, γ=0, 2, 4 and 6. For nonzero skewness γ 6= 0 the stream function is
two-dimensional, despite one-dimensional topography.
3.6.3 PV distributions with kurtosis
Abramov & Majda [1] also conjecture that the higher-order moments Cr, r ≥ 4,
are statistically irrelevant for predicting the large-scale mean ow, based on the
observation that the experiments agreed well with the energy-enstrophy mean
eld theory (3.7) in the case γ = 0, despite the fact that the moments Cˆr, r ≥ 4
were nonzero as arbitrarily determined by their initialization procedure, and
conserved by the method.
To investigate this conjecture we choose initial distributions Q having skew-
ness γ = 0 and nonzero kurtosis (scaled fourth moment of PV),
δ =
C4
C22
− 3.
In this case we generated the initial particle PV eld by rst drawing the Qk
from a uniform distribution and then projecting onto the constraint set {H0 =
7, C1 = 0, C2 = 40, C3 = 0, C4 = (δ + 3)C
2
2}.
Figures 3.7 and 3.8 show the mean eld relations (qi,Ψi) for increasing δ = 0,
10, 50 and 90.
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Figure 3.7: Locus (qi,Ψi) for kurtotic PV distributions, δ=0, 10, 50 and 90
(points). The theoretical prediction based on (3.21) (line).
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Figure 3.8: Locus (qi,Ψi) for kurtotic PV distributions, δ=0, 10, 50 and 90
(points). The theoretical prediction based on (3.30) (line).
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Figure 3.9: Mean stream functions (time averages) for kurtotic PV distribu-
tions, δ=0, 10, 50 and 90. For nonzero kurtosis δ 6= 0 the stream function is
two-dimensional, despite one-dimensional topography.
The corresponding mean stream functions are shown in Figure 3.9. We
observe that nontrivial kurtosis may also signicantly inuence the mean eld
statistics, which disproves the conjecture of [1].
Again we observe in Figures 3.7 and 3.8 that both (3.20) and (3.32) do an
excellent job of predicting the mean states.
3.7 Conclusions
The HPM method, as adapted for 2D incompressible ow, conserves total en-
ergy by construction. Each particle is assigned a constant value of potential
vorticity at initialization, and this discrete PV eld is conserved point-wise, as
the particles evolve in the divergence-free ow. In this sense, PV conservation
induces no reduction in degrees of freedom on the dynamics. At the coarse
scale, the vorticity eld on the mesh satises conservation of energy and to-
tal circulation, but exhibits signicant drift for nonlinear PV functionals. This
is consistent with what would be observed if a coarse-graining procedure were
applied to a real inviscid ow.
A maximum entropy theory based only on energy and circulation would
predict zero mean ow (i.e. 〈ψ〉 ≡ 0). In contrast to this prediction, we have
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demonstrated in this chapter that the HPM method has a much richer statistical
mechanics, with nonlinear mean eld relations similar to those of [1], and consis-
tent with the canonical EHT theory [22]. In particular, we have demonstrated
that both the third and fourth moments of PV (C3 and C4) can signicantly af-
fect the mean eld relation. The latter result disproves a conjecture of Abramov
& Majda [1].
We have also presented two statistical mechanics models for the HPMmethod,
a Lagrangian and an Eulerian model. The Eulerian model is analogous to the
EHT theory, which uses a canonical treatment of ne-scale vorticity in the form
of a prior distribution, and enforces conservation of energy and total circulation
through the use of Lagrange multipliers. In the present case, the prior distribu-
tion characterizes the particle vorticity eld, and the energy and circulation are
conserved at the grid scale. The Lagrangian statistical model is constructed on
the phase space of particle positions, considering each particle to be immersed in
a reservoir dened by the mean ow. The ne scale, particle statistics are given
by canonical ensemble distributions, and the temperature parameter is used as
a Lagrange multiplier to enforce energy conservation. Mean states computed
with both statistical models compare very well with the long time simulation
data.
Although PV is simply assigned to particles and its conservation does not
imply any dynamic constraint on the evolution, an appeal to the Lagrangian
statistical model suggests that a particle's PV value determines its response to
the mean ow, and thereby its residence time in any particular region of the ow
domain. Via the basis functions φ, the local residence time is translated to the
grid scale where the coarse-grain dynamics is governed by energy conservation.
The essential ingredients of the Miller/Robert and EHT statistical theories
are the ne scale point-wise advection of PV and the coarse scaling associated
with the stream function, under the constraint of energy conservation. The
HPM method retains these features under discretization, and for this reason its
equilibrium statistics are analogous to those theories. From the numerical ex-
periments we can conclude that the HPM method is free of articial dissipation
or other errors that might destroy the equilibrium statistical mechanics. For the
experiments conducted, the discrete dynamics is also suciently ergodic that
the averages are well approximated.
Chapter 4
A thermostat closure for point
vortices
4.1 Background
Inviscid uid models are natural in a number of application areas, such as
atmosphere and ocean science, where the Reynolds numbers are so large as to
be eectively innite. These ows are characterized by conservation of total
energy, the cascade of vorticity to ever ner scales, and sensitive dependence on
initial conditions [74].
For the numerical simulation of such ows, the lack of a viscous diusion
length scale presents the challenge that due to the vorticity cascade, any direct
discretization of the equations of motion must eventually become underresolved,
as vorticity is transported to scales below the grid resolution. It therefore be-
comes necessary to close the numerical model by some means. Any nite nu-
merical discretization implies a closure of some kind, whether explicitly modeled
or implied by the discretization [21].
The most common approach is the introduction of articial viscosity, ei-
ther through modication of the uid equations to include (hyper-)viscosity, or
through the use of stabilized discretizations, for which the viscous terms appear
in a modied equation analysis [38]. In either case the viscous length scale
must be on the order of the grid resolution to be eective. One disadvantage
with a viscous closure model is that it precludes an upscale cascade of vorticity,
thereby suppressing hydrodynamic instabilities in geophysical ows, especially
in three dimensions. Alternatively, methods can be constructed that preserve
the discrete total energy exactly. However, this is achieved via a nonphysical
re-injection of the energy from sub-gridscale vorticity at the large scales [63].
A proper closure model should distinguish between resolved and unresolved
scales and account for the exchange between these. In this chapter we consider a
simple two-scale point vortex ow, consisting of a small number of vortices with
large circulation and a very large number of vortices with a much smaller cir-
culation. We seek a simplied computational model for the aggregate behavior
of the small-scale point vortices.
The situation is reminiscent of statistical mechanics in the canonical ensem-
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ble, in which a system of particles is in thermal equilibrium with a reservoir.
This point of view has been exploited by Bühler [9] in a numerical/statistical
investigation of the work of Onsager [65], and our goal here is to reproduce
the results of [9] without explicitly accounting for the individual motions of the
reservoir of small vortices.
A thermostat is a tool used in molecular dynamics to model a system in
thermal equilibrium with a reservoir; such thermostats may be either stochastic
(e.g. Langevin dynamics) or deterministic. In a Langevin dynamics simula-
tion a stochastic perturbation is introduced in the force eld together with a
dissipative term; these terms are maintained in balance so as to preserve the
canonical ensemble. With a dynamical (or deterministic) thermostat, by con-
trast, the system is augmented by a few degrees of freedom that model the
exchange with the reservoir. The goal of thermostating is to force the system
to sample the canonical equilibrium distribution at a given temperature by con-
tinually perturbing it. A benet of the dynamical models is that it is possible
to conserve structure (e.g. Hamiltonian structure) in the augmented dynamics.
A motivation for using this approach is that if the perturbation is small, the
dynamics will still correspond to physical dynamics (in contact with a reservoir)
on an intermediate timescale. Some examples of important deterministic ther-
mostating methods are the Nosé method [61, 62], which preserves Hamiltonian
structure at the expense of a continuous rescaling of time, the Nosé-Hoover
method [62, 37] which recovers the linear time but loses canonical Hamiltonian
structure, the Nosé-Poincaré method of Bond, Laird & Leimkuhler [6] which
is canonically Hamiltonian, and a generalization of the Nosé-Hoover approach
for Hamiltonian systems with Poission structure [8]. Deterministic thermostats
have also been coupled with Langevin models in [44] for example.
In this chapter we propose the use of a thermostat to model the unresolved
vorticity and its exchange in a simple point vortex model. We will model both
an innite reservoir as in classical thermodynamics, and a nite reservoir as has
been used in the experiments of [9]. Statistics of the thermostated dynamics
will be compared with the results of Bühler [9]. In 4.2 we make use of a
generalized thermostat which can be used to force a Hamiltonian system to
sample a general class of equilibrium distributions. The point vortex model and
its statistical mechanics is reviewed in 4.3. In 4.4 we present the details of
the thermostated numerical methods considered, including the models for nite
and innite reservoirs. Finally, in 4.5 the numerical schemes are veried by
comparison with results from the literature.
4.2 Generalized thermostats
Consider an open subset D ⊂ Rd and a deterministic dierential equation
X˙ = f(X), X(t) ∈ D, f : D → Rd. (4.1)
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A probability distribution ρ(X, t) ∈ D × R → R, ρ ≥ 0, on D is transported
under the vector eld f according to the continuity equation
∂
∂t
ρ(X, t) +∇ · ρ(X, t)f(X) = 0. (4.2)
This continuity equation implies that
∫
D
ρ dX = 1 for all t > 0 if this holds
at t = 0. An equilibrium distribution is a stationary solution of (4.2). In this
chapter we will be concerned primarily with systems of the form
X˙ = J(X)∇H(X), X(t) ∈ D, JT = −J, H : D → R. (4.3)
The function H is a rst integral of (4.3), typically the energy. If J is indepen-
dent of X, then this denes a (generalized) Hamiltonian system. Otherwise,
one must also show that J(X) satises the Jacobi identity, in which case the
system is Poisson. We make the weaker assumption that the vector eld on the
right side of (4.3) is divergence-free, i.e. ∇ · f(X) ≡ 0, so that the transport
equation (4.2) simplies to the Liouville equation
d
dt
ρ(X, t) =
∂
∂t
ρ(X, t) + f(X) · ∇ρ(X, t) = 0. (4.4)
An equilibrium distribution
∂ρ
∂t ≡ 0 must satisfy
f(X) · ∇ρ(X) ≡ 0.
Note that any function ρ(X) = ρ(H(X)) that depends on X through a rst
integral is an equilibrium distribution. If (4.1) has additional rst integrals
I2(X), . . . , Ip(X), then any distribution ρ(H, I2, . . . , Ip) is also an equilibrium
distribution. The ensemble average of a function F (X) with respect to the
equilibrium distribution ρ(X) is
〈F 〉 ≡
∫
D
F (X)ρ(X) dX.
Given their ample supply, the degree to which a given equilibrium distribution is
meaningful largely depends on whether the solution to the dierential equation
is ergodic in that distribution such that the long time average of any function
F (X(t)) of the solution
F ≡ lim
T→∞
1
T
∫ T
0
F (X(t)) dt,
converges to the ensemble average in the distribution, i.e. satises
F = 〈F 〉
for almost any solution trajectory. If this is the case, the equilibrium distribution
characterizes the long time behavior of solutions of the dierential equation.
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The microcanonical ensemble [39] applies to an isolated system at constant
energy, and is the singular measure on the energy level set containing the initial
condition
ρν ∝ δ(H(X)−H0), (4.5)
where H0 = H(X(0)). This ensemble is appropriate for a numerical simulation
with an energy conserving discretization.
A system in contact with a large reservoir does not conserve energy, but
rather exchanges it with the reservoir. If it is in thermal equilibrium with a
reservoir of statistical temperature β−1, then the appropriate ensemble is the
canonical ensemble [39] with Gibbs measure
ρ(X) = N−1 exp [−βH(X)] , (4.6)
where N =
∫
D
exp [−βH(X)] dX. It is clear, however, that a single solu-
tion of the system (4.3) will not be ergodic in the Gibbs measure, since with
probability one it will sample the constant energy surface containing the ini-
tial condition, whereas (4.6) assigns nonzero probability to all energy surfaces.
Instead, to model a system in thermal equilibrium with a reservoir, one must
devise a method whose dynamics samples phase space with probability given
by the canonical distribution (4.6). The development of methods that do just
this constitutes an active eld of research. A number of techniques have been
developed for sampling in a given distribution, including Monte Carlo schemes,
which generate random congurations or trajectories according to the chosen
distribution; Langevin thermostats, in which the original system of ordinary
dierential equations is augmented by stochastic forcing and generalized dis-
sipation terms; and deterministic thermostats, in which the reservoir itself is
modelled using a small number of additional degrees of freedom. The latter
approaches have the advantage that they generate plausible solution behavior,
and can be used to compute correlations.
In the next two sections we describe generalized Langevin dynamics and
generalized stochastic Bulgac-Kusnezov thermostats for sampling in a wide class
of equilibrium distributions for Hamiltonian systems.
4.2.1 Langevin thermostat
If one integrates (4.3) numerically using a symplectic integrator, the Hamilto-
nian will typically be well-conserved. As a result, the solution will not sample
phase space with the measure (4.6) above, but instead will stay near the initial
energy level set (at best sampling ρν). For some applications it is desirable
to construct a perturbed dynamical system that does sample ρ while retaining
something of the dynamical behavior of (4.3). In this way one can construct a
plausible (representative) behavior of the system if it were exchanging energy
with the reservoir according to ρ.
One approach to sample a given equilibrium distribution augments (4.3)
with carefully tuned noise and dissipation terms:
X˙ = f(X) + g(X) + Λ(X)w˙(t), (4.7)
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where g(X) : D → Rd, Λ(X) ∈ Rd×d is a matrix valued function, and w(t) is a
vector Wiener process, i.e. the wi(t), i = 1, . . . , d, are scalar Gaussian random
variables with mean zero and increments wi(t)−wi(s) ∼ N (0, t−s). Phase space
densities are transported by the ow of (4.7) according to the Fokker-Planck
equation (see, for example [66])
∂
∂t
ρ(X, t) = −∇ · ρ(X, t)(f(X) + g(X)) + 1
2
∇ ·∇ · ρ(X, t)Λ(X)ΛT (X), (4.8)
where g(X) must be determined such that the desired equilibrium distribution is
a stationary solution of (4.8). If ρ depends on X only through its Hamiltonian
ρ(X) = ρ(H(X)), then the Hamiltonian dynamics drops out of the Fokker-
Planck equation, since
∇ · ρ(H(X))J∇H(X) = ρ∇ · J∇H − ρ∇H · J∇H = 0
by the divergence free nature of the Hamiltonian ow and conservation of energy.
The Fokker-Planck equation reduces to
∂
∂t
ρ(X, t) = −∇ · ρ(X, t)g(X) + 1
2
∇ · ∇ · ρ(X, t)Λ(X)ΛT (X).
The right hand side is zero if
−ρ(X)g(X) + 1
2
∇ · ρ(X)Λ(X)ΛT (X) = 0.
For the canonical equilibrium distribution (4.6), we can solve this for g(X)
(suppressing the dependence on X in the notation):
ρg(X) =
1
2
ρ∇ · ΛΛT − 1
2
βρΛΛT∇H = ρ
(
1
2
∇ · ΛΛT − 1
2
βΛΛT∇H
)
.
For Λ(X) constant, this becomes
g(X) = −1
2
βΛΛT∇H(X).
Hence, the Langevin dynamics is
X˙ = J∇H(X)− β
2
ΛΛT∇H(X) + Λw˙. (4.9)
If the ow map is in addition ergodic with respect to ρ, then the generalized
Langevin dynamics (4.7) can be used to sample the canonical distribution at
inverse temperature β.
Remark. For Λ = Λ(X) locally dened the noise is multiplicative, one must
specify whether the Itô or Stratanovich interpretation is used, and numerical
methods must be carefully constructed to maintain accuracy.
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4.2.2 A generalized Bulgac-Kusnezov method
The following approach generalizes the Bulgac-Kusnezov method [8] and oers
additional exibility. The method has been proposed for canonical sampling
in the molecular dynamics setting in [43]; here we treat an arbitrary smooth
ensemble and apply it to the uid vortex model. We introduce a new variable
ζ ∈ R and functions s(X, ζ) : D × R → Rd and r(X, ζ) : D × R → R and form
the coupled system
X˙ = J∇H(X) + s(X, ζ), (4.10)
ζ˙ = r(X, ζ). (4.11)
We ask that the following extended measure be invariant under the Liouville
equation:
ρ˜(X, ζ) ∝ exp [−βF (X)− αG(ζ)] (4.12)
for F and G appropriately dened functions. In the case of (4.6) we will take
F ≡ H, but we consider this more general formulation for now. Note that after
integration over ζ, this measure is of the form (4.6). The stationarity condition
for the transport equation (4.2) is
∇ · ρ˜ (f + s) + ∂ζ(ρ˜r) = 0, with f = J∇H(X).
Some calculations give
0 = (f + s) · ∇ρ˜+ ρ˜∇ · (f + s) + r ∂
∂ζ
ρ˜+ ρ˜
∂
∂ζ
r
= −βρ˜∇F · (f + s) + ρ˜∇ · (f + s)− αρ˜r ∂
∂ζ
G+ ρ˜
∂
∂ζ
r
= ρ˜
(
−β∇F · (f + s) +∇ · s− αr ∂
∂ζ
G+
∂
∂ζ
r
)
,
where the divergence-freedom of the Hamiltonian vector eld is used in the last
inequality.
Next we make some simplifying assumptions. First we assume the thermo-
stat variable ζ to be normally distributed, taking G(ζ) = ζ2/2. We also assume
that r depends only on X, i.e. r(X, ζ) = r(X). The stationarity condition
consequently reduces to
0 = −β∇F · (f + s) +∇ · s− αrζ.
We wish to use this relation to dene r. Note that
ζr(X) =
1
α
(∇ · s− β∇F · (f + s)) . (4.13)
Since ζ may be zero, each term on the right should either vanish or have precisely
a factor ζ as on the left. Candidate equilibrium distributions for (4.3) typically
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have functional dependence via the Hamiltonian. If we assume that F (H(X)),
then the skew-symmetry of J implies
∇F · f = F ′(H(X))∇H · J∇H ≡ 0.
If additionally we assume s(X, ζ) to be linear in ζ, i.e.
s(X, ζ) = s1(X)ζ, s1(X) ∈ Rd,
then we nd that
r(X) =
1
α
(∇ · s1(X)− β∇F · s1(X)) (4.14)
is a solution of (4.13).
Specic choices of the functions F (X) and s1(X) will be treated in Sec-
tion 4.4.
In general, the thermostated dynamics so dened will not be ergodic in the
invariant measure (4.12). To improve ergodicity, a Langevin term may be added
to (4.11). See also [44].
X˙ = J∇H(X) + s1(X)ζ, (4.15)
ζ˙ = r(X)− αλ
2
2
ζ + λw˙. (4.16)
Since the noise enters through ζ, it inuences X(t) only after integration, so its
eect on the dynamics is smoothed.
Remark. In the important special case F (X) = F (H(X)), if we choose
s1 such that ∇ · s1 ≡ 0, then the system (4.15)-(4.16) can be cast in the form
of a generalized Langevin thermostat (4.9) as discussed in the previous section.
Dene the augmented system
X˜ =
(
X
ζ
)
, J˜(X˜) =
[
1
FH
J βαs1(X)
−βαs1(X)T 0
]
,
H˜(X, ζ) = F (H(X)) +
α
2β
ζ2.
(4.17)
Then (4.15)-(4.16) with (4.14) takes the form
d
dt
X˜ = J˜∇H˜ − α
2
ΛΛT∇H˜(X˜) + Λw˙ (4.18)
with Λ =
(
0
λ
)
.
4.3 Statistical mechanics of point vortices
The motion ofM point vortices with circulation strengths Γi ∈ R, i = 1, . . . ,M ,
and positions xi(t) ∈ R2 is given by the Hamiltonian system
Γix˙i = K
∂H
∂xi
, i = 1, . . . ,M, (4.19)
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where K = ( 0 1−1 0 ), and the Hamiltonian
H = − 1
4pi
∑
i<j
ΓiΓj ln(|xi − xj |2)
represents the kinetic energy.
If there are Γi with both positive and negative circulations, then the motion
of point vortices is unbounded on the plane. A bounded ow can be ensured
by imposing periodicity, which alters the Green's function in the Hamiltonian
[86]. Alternatively, ow on a disc of radius R can me modeled by dening a set
of image vortices
Γ′i = −Γi, x′i = xi
R2
|xi|2 , i = 1, . . . ,M
which ensure that the velocity eld observed by any point vortex is tangent to
the wall. In the disc model, which we adopt in this chapter, the Hamiltonian
has three terms due to: the original pair potential, the self-interaction, and the
interaction terms of each vortex with the images of the others:
H = − 1
4pi
∑
i<j
ΓiΓj ln(|xi − xj |2) + 1
4pi
∑
i
Γ2i ln(R
2 − |xi|2)+
1
4pi
∑
i<j
ΓiΓj ln(R
4 − 2R2xi · xj + |xi|2|xj |2).
(4.20)
To cast the system (4.19) in the form (4.3), we dene X = (xT1 , · · · ,xTM )T ,
H = H(X), and
J =


Γ−11 K
.
.
.
Γ−1M K

 .
Besides the kinetic energy, the point vortex ow on the disc conserves the
total angular momentum, dened as
Mˆ =
1
2pi
∑
i
Γi|xi|2. (4.21)
In general there will be an exchange of momentum between the strong vortices
and the reservoir. However on average we would expect the angular momentum
of both strong and weak vortex sets to be approximately constant. In fact, it
would be straightforward to model the exchange of angular momentum using the
thermostat as well. This would require knowledge of the variance of the angular
momentum of the reservoir. In this chapter we assume the momentum exchange
with the reservoir is negligible, and we can show that Mˆ is a conserved quantity
of the thermostated dynamics. Experiments with Langevin dynamics indicate
4.3. Statistical mechanics of point vortices 85
signicant drift in angular momentum. To correct this, one could construct
a projection of the noise term Λ(X) onto the angular momentum manifold.
However, this comes at the cost of multiplicative noise.
The phase space of the point vortex ow consists of the direct product of
M copies of the domain. If the domain is bounded, so is the phase space. The
energy H is unbounded on the phase space however: as xi → xj , the logarithm
tends to −∞; if Γi and Γj are like-signed, H → +∞, if oppositely-signed, H →
−∞. In particular, if a particle collides with the wall, H → −∞. As noted by
Onsager [65], if we dene Ω(E) to be the measure of the set of congurations in
phase space for which H ∈ [E,E+dE], then we must have limE→±∞Ω(E) = 0.
In other words, since the phase space is bounded, the measure of available
phase space must eventually decrease as an increasing function of energy. The
situation is in contrast to other n-body problems encountered in chemistry and
astronomy, where the positive denite kinetic energy terms can accommodate
any amount of energy, and the measure of available phase space is a monotone
increasing function of energy.
Consequently, the microcanonical entropy S(E) = ln Ω(E) must attain a
maximum for some E∗. The microcanonical temperature is dened to be
T −1ν = ddE lnS(E). As temperature varies from −∞ to ∞ along the real line,
the associated energy states vary from E > E∗ to E < E∗ through innity. In
other words temperature passes through zero via a collision. This has impor-
tant consequences for thermostating, since it implies that that the vortices will
collapse to the wall if the temperature changes sign continuously.
Recall that extreme values of the energy H are associated with close ap-
proaches between vortices or image-vortices. As noted by Bühler [9], for a
homogeneous system with Γi = Γ, the energy largely governs the dynamics,
since collisions have to occur roughly at constant energy. The situation is more
interesting in a heterogeneous system with vortices of greatly diering strength.
Onsager predicted that for such systems, extreme values of energy would in-
crease the probability of clustering of like-signed or opposite-signed vortices,
with a preference for the strongest ones, such that most of the energy would
reside in a few degrees of freedom. As a result, the small vortices would roam
aimlessly about, not developing into coherent structures, but exhibiting large
entropy.
Bühler discusses Onsager's ideas in the context of the canonical ensemble
applied to the strong vortices, which constitute a system in `thermal' equilibrium
with the reservoir of weak vortices. He veries Onsager's predictions using
numerical experiments with a system of 100 point vortices, four having strength
±10pi and the rest having strength ±2pi. In each group, half the vortices had
positive circulation and half negative. Experiments were carried out for extreme
positive, neutral and extreme negative inverse statistical temperatures βν =
T −1ν in the microcanonical sense. In each case the strong vortices had the same
(nearly steady state) initial conguration, so the dierences in energy were only
due to the random placement of weak vortices. Simulations were run on a
long time interval, and statistics were recorded for the distance between like
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and opposite signed strong vortices, distance from the wall, and energy in the
strong vortices. Bühler distinguishes between a theoretical innite reservoir and
the nite reservoir comprised of the 96 weak vortices. In the innite reservoir
case, the canonical probability measure only exists for a nite interval of inverse
temperature β, whose boundary corresponds to collisions. This situation is due
to the availability of an innite amount of energy in the reservoir, and has
implications for thermostating in the canonical ensemble. Specically, if one
thermostats in the canonical ensemble and increases β beyond its admissible
range, the vortices will collapse onto the boundary. Bühler also points out
that the contact with a nite reservoir will suppress this collapse, allowing
thermostating at all temperatures. This is because there is a nite amount
of energy in the nite reservoir, and this eectively bounds the closeness of
approach of any two vortices from below. The probability of a close approach
becomes very small. The probability of H = E for a system in contact with a
nite reservoir decays like exp(−γE2) with E for some γ > 0.
4.4 A thermostated integrator for point vortices
Our goal is to apply the generalized Bulgac-Kusnezov thermostat from Sec-
tion 4.2.2 to the point vortex ow of Section 4.3. In this section we ll in the
details of the method. First, in Section 4.4.1 we specify two equilibrium distri-
butions corresponding to the cases where the reservoir of small scale vorticity is
nite or innite. In Section 4.4.2 we dene a thermostat function s1 such that
the generalized Bulgac-Kusnezov thermostat is a Langevin thermostat. We de-
scribe the numerical method used to integrate the model adaptively in time in
Section 4.4.3 and the means of computing the temperature in Section 4.4.4.
4.4.1 Infinite and finite reservoir ensembles
As discussed in [9] the behavior of a thermostated point vortex system can
vary considerably depending on whether the reservoir is nite or innite. In
the case of an innite reservoir, as the temperature of the reservoir is pushed
toward zero, the subsystem may draw an arbitrarily large amount of energy
from the reservoir, leading to collisions between individual vortices or with the
wall. For a nite reservoir, there is a limited amount of energy available such
that a collision may only occur if a collision with opposite energy occurs at the
same time, and this is improbable. Specically, in the case of a nite reservoir
with normally distributed reservoir energy, the equilibrium distribution takes
the form
ρ˜(X) = exp
[−βH(X)− γH(X)2] .
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For the generalized thermostat (4.10)(4.11) we can model both nite and in-
nite reservoirs. For a nite reservoir we take
F (X) = H(X) +
γ
β
H(X)2,
r(X) =
1
α
(∇ · s1(X)− (β + 2γH(X))∇H · s1(X)) ,
(4.22)
and for an innite reservoir γ ≡ 0 in the expressions above.
4.4.2 Choice of s1
We make the following choice for the function s1 in (4.14):
s1(X) = −


K x1|x1|
.
.
.
K xM|xM |

 . (4.23)
The ow of the vector eld s1 preserves the distance of each point vortex from
the center of the domain. Consequently the thermostated system (4.15)-(4.16)
preserves the angular momentum (4.21).
Furthermore, this choice of s1 is divergence-free:
∇ · s1(X) ≡ 0,
implying that the thermostated dynamics is a generalized Langevin system
(4.18), and that the integral H˜ in (4.17) with F (H(X)) from (4.22) is pre-
served in the limit λ→ 0 of zero noise and dissipation.
4.4.3 Implementation details
In our numerical implementation, time stepping was done using a splitting ap-
proach. We solved alternately the deterministic thermostat system and the
stochastic equation for the thermostat variable. The deterministic system is
solved with the implicit midpoint rule
Xn+1 −Xn
τ
= J∇H(Xˆ)− s1(Xˆ)ζˆ , (4.24)
ζn+1 − ζn
τ
= r(Xˆ), (4.25)
where Xˆ = (Xn+1 + Xn)/2 and ζˆ = (ζn+1 + ζn)/2.
The remaining vector eld is an Ornstein-Uhlenbeck equation
ζ˙ = −αλ
2
2
ζ + λw˙
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with exact solution
ζn+1 = exp[−ετ ]
(
zn + λ
√
e2ετ − 1
2ε
∆w
)
, (4.26)
where ε = αλ2/2 and ∆w ∼ N (0, 1). A full time step of size ∆t is constructed
by solving (4.26) with τ = ∆t/2 composed with (4.24)(4.25) with τ = ∆t
composed with a second solution of (4.26), τ = ∆t/2.
During a close approach of two vortices, equivalently when the strong vortex
energy is large in magnitude, accuracy and stability considerations motivate the
use of an adaptive time-stepping strategy. Given a stepsize ∆tn in the nth time
step, the subsequent time step is found by solving
∆tn∆tn+1 = e(X
n)2∆s2. (4.27)
Here, ∆s is a uniform timestep under the time transformation t = e·s, and e is a
monitor function that measures the stiness of the local solution. This adaptiv-
ity approach is explicit and time-reversible whenever the numerical integrator
is symmetric. For our experiments we use
e(x) = min
i6=j
|xi − xj |,
where the minimization is over all vortices and image vortices.
4.4.4 Computation of temperatures
We check the inverse temperature β and reservoir variance γ numerically as-
suming ergodicity. For some function a(X) : D → Rd and an equilibrium
distribution ρ(X) = exp
[
−β∗H˜(X)
]
∇ · ρ(X)a(X) = a(X) · ∇ρ(X) + ρ(X)∇ · a(X)
= −β∗ρ(X)a(X) · ∇H˜ + ρ(X)∇ · a(X).
Formally integrating over phase space∫
D
∇ · ρ(X)a(X)dX = − β∗
∫
D
ρ(X)a(X) · ∇H˜ dX +
∫
D
ρ(X)∇ · a(X)dX.
(4.28)
The expression on the left is zero if either ρ or a is zero on the boundary ∂D
of phase space. The boundary of D consists of congurations for which at least
one point vortex is located on the boundary of the disc. Such a conguration
has energy H → −∞. Likewise, there are points in phase space where two
or more point vortices collide and the Hamiltonian tends to ±∞. The Gibbs
distribution (4.6) can be normalized only for β on an open interval [9]:
β ∈
( −8pi
Γ2M
,
+4pi
Γ2
)
. (4.29)
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To carry out the integration (4.28), we choose a for the form:
a = b/ρ, ρ(X) = exp [−βH(X)] ,
where β is the desired inverse temperature and b(X) is some function with b = 0
at the boundary of the phase space. In this case, the expression for β∗ simplies
to
0 = −β∗〈a · ∇H˜〉+ 〈∇ · a〉.
If the ow is ergodic, then the ensemble averages can be replaced with time
averages
β∗ = ∇ · a/a · ∇H˜,
and the disagreement of β∗ and β serves as a simple check for nonergodicity. For
the innite reservoir, H˜ = H, and for the nite reservoir, H˜ = H + γ∗/β∗H2,
yielding
0 = −β∗〈a · ∇H〉 − 2γ∗〈a ·H∇H〉+ 〈∇ · a〉.
Choosing two independent functions a1 = b1/ρ and a2 = b2/ρ, where b1 and b2
are identically zero on ∂D, these equations yield a linear system for β∗ and γ∗.
For our experiments we chose
b1 = ∇H
∏
i
(R2 − |xi|2)|xi|2, b2 = ∇H
∏
i
(R2 − |xi|2)2|xi|4,
ρ = exp(−βH − γH2),
where β is one of the three inverse temperatures (4.30) and γ is either 0 for
the innite reservoir or the corresponding reservoir variance (4.31) for the nite
reservoir.
Figure 4.1 illustrates convergence of β∗ to the values of β (4.30) for both
the innite and nite reservoir, as well as convergence of γ∗ to γ (4.31) for the
nite reservoir.
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Figure 4.1: Convergence of inverse temperature β and reservoir variance γ for
high (A), medium (B) and low (C) temperature states. Left: infinite reservoir
β∗. Middle: finite reservoir β∗. Right: finite reservoir γ∗.
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4.5 Numerical experiments
For all of the numerical experiments using four strong vortices, the initial con-
guration consists of point vortices with circulations and positions given by
[9]:
Γ1 = Γ3 = 10pi, Γ2 = Γ4 = −10pi,
x1 = (3, 0), x3 = (−3, 0), x2 = (0, 3), x4 = (0,−3).
For both the nite and innite reservoir thermostat we choose negative, neutral
and positive inverse temperatures
β = {−0.006,−0.00055, 0.01}. (4.30)
Our choice of β is such that it is close to the theoretical upper limit in (4.29)
for high temperature, and it is close to the theoretical lower limit in (4.29) for
low temperature.
The size of the reservoir is dened by γ. In the case of an innite reservoir
γ ≡ 0, for a nite reservoir
γ = β/(−2E0) with E0 = {628, 221,−197}. (4.31)
In all experiments, we take α = 0.5 and λ =
√
0.4.
We integrated the thermostated dynamics over the interval t ∈ [0, T ] with
T = 12000 using the time transformation (4.27) and xed transformed time
steps ∆s = ∆t0/e(X(0)) with ∆t0 = 0.001. The sampling was performed over
the time interval [T0, T ] with T0 = 1500, to allow decorrelation of the initial
conditions. The resulting time series was sampled uniformly in time in cycles
of δt = 0.01, to produce the histograms shown in Figures 4.64.9.
4.5.1 Ergodicity tests
The extended measure (4.12) is Gaussian in the thermostat variable ζ. If the
time dynamics is ergodic with respect to (4.12), we expect the time series ζ(t)
to be normally distributed, i.e. ζ ∈ N (0, α−1). A histogram of the values of ζ is
shown in Figure 4.2 for the neutral case β = −0.00055. The normal distribution
ρ(ζ) =
√
α
2pi exp(−α2 ζ2) is also plotted in the gure. The agreement is good,
indicating ergodicity with respect to ζ.
As a second indication of ergodicity, we plot the motion of a single vortex
x1(t) in Figure 4.3. The motion appears well-mixed. The density of points
along the trajectory is greater where either the local velocity x˙1 or the local
time step ∆tn is small.
4.5.2 Momentum conservation
The function s1(X) in (4.23) is chosen to preserve angular momentum (4.21) of
the strong vortex set under the thermostated dynamics. Figure 4.4 shows the
angular momentum Mˆ as a function of time for the three temperatures. We
observe that Mˆ is preserved to the relative precision of the xed point iteration
used to solve (4.24)(4.25).
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Figure 4.2: Distribution of thermostat (dash line), Gaussian fit (solid line).
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Figure 4.3: Motion of a single vortex x1(t) on the interval t ∈ [0, 1000] for
β = −0.00055.
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Figure 4.4: Momentum for high (A), medium (B) and low (C) temperature
states for finite reservoir size. Infinite reservoir gives a similar behavior.
4.5.3 Temperature effects
In this section we attempt to reproduce the experiments of Bühler using ther-
mostated large point vortices. We conduct experiments using both the innite
reservoir canonical distribution ((4.22) with γ ≡ 0) and the nite reservoir
distribution ((4.22) with γ 6= 0).
The time evolution of the kinetic energy of strong vortices is displayed in
Figure 4.5 for both the innite and nite reservoir models, showing that the
thermostat drives the energy evolution towards the desired temperature. Figure
4.6 shows the probability distributions of the kinetic energy of the vortices. For
the nite reservoir thermostat, the means and variances are similar to those of
[9].
Figure 4.7 displays the histogram of distances |xi − xj | between like-signed
vortices. Bias in favor of small separations is evident at negative temperatures,
consistent with Onsager's predictions. The distributions are very similar to
those obtained by Bühler [9]. For the innite reservoir model, there is a large
peak in the distribution at |xi − xj | ≈ 1 which is inconsistent with Bühler's
simulations. This occurs because too much energy is drawn from the reservoir.
The comparison is recovered in the nite reservoir model.
Figure 4.8 shows the histograms of the distance between opposite-signed
vortices. In this case, there is a somewhat milder bias towards close approaches
at negative temperatures, in keeping with Onsager's ideas. The bias is less
pronounced because the close approaches between a point vortex and its oppo-
site signed image across the domain boundary are not included in this statistic.
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Figure 4.5: Time evolution of energy H(t) for infinite (left) and finite (right)
reservoirs. Inverse temperatures: β = 0.01 (solid line), β = −0.00055 (line with
x-mark), β = −0.006 (dash line).
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Figure 4.6: Distribution of energy for high (A), medium (B) and low (C)
temperature states. Top: Infinite reservoir size. Bottom: Finite reservoir size.
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Figure 4.7: Interparticle spacing among same-signed vortices for high (A),
medium (B) and low (C) temperature states. Top: Infinite reservoir size. Bot-
tom: Finite reservoir size.
Again the histograms are in excellent agreement with the simulation data of
[9], for the nite reservoir simulation. For an innite reservoir, the positive
temperature histogram is more peaked.
Figure 4.9 shows histograms of the vortex distance from the origin. For
positive temperature, the vortices accumulate near the wall. The nite reservoir
gures are in excellent agreement with those of [9]. For the innite reservoir, the
peak at |xi| ≈ 4.9 is closer to the wall than for the nite reservoir, indicating that
more energy is drawn from the reservoir in this case. At negative temperature,
the vortices avoid the wall with high probability.
To observe the eects of temperature on a larger collection of vortices, we
also simulated a set of with M = 12, under the same conditions as above at
the extremal temperatures β = −0.006 and β = 0.01. The initial positions in
both cases were dened as shown in Figure 4.10 in the left panel. The middle
and right panels of Figure 4.10 show characteristic snapshots for each case. The
linked animations illustrate the dynamics for positive and negative temperature
regimes on a short interval t ∈ [1500, 1500.1]. At positive temperatures, vortices
cluster in oppositely signed pairs, or translate parallel to the boundary of the
domain. Because oppositely signed pairs translate normal to the dipole axis
until they collide with another vortex or the boundary, these pairs are short
lived. In contrast, for negative temperatures the vortices separate into two
relatively stable regions of positive and negative circulation. Figure 4.11 shows
a snapshot of the stream function from the positive and negative temperature
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Figure 4.8: Interparticle spacing among opposite-signed vortices for high (A),
medium (B) and low (C) temperature states. Top: Infinite reservoir size. Bot-
tom: Finite reservoir size.
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Figure 4.9: Distribution of distance from origin for high (A), medium (B)
and low (C) temperature states. Top: Infinite reservoir size. Bottom: Finite
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simulations. For negative temperatures the vorticity is more concentrated in
two counter-rotating patches.
Figure 4.10: Snapshots of the case M = 12: the initial vortex placement
(left), β = 0.01 (middle) and β = −0.006 (right), black or white color indicates
positive or negative circulation. For positive temperature, clustering occurs
pairwise; for negative temperature, large counter-rotating regions occur.
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Figure 4.11: Snapshots of the stream function for case M = 12, β = 0.01
(left) and β = −0.006 (right). For negative temperature, clustering of like-
signed vortices yields two strong counter-rotating vortices.
4.6 Conclusions
In this chapter we provide proof of concept that the energy exchange between
large scale point vortices with a reservoir of small scale point vortices can be
well modeled with a simple thermostat device that adds only a single degree of
freedom to the phase space of the large scale ow. Specically, we are able to
recover the canonical statistics of the strong vortices, as obtained from direct
numerical simulations in [9]. By constructing a thermostat for general energy-
dependent equilibrium distributions, we model a canonical ensemble with a
nite reservoir.
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Summary
The research in this thesis is devoted to the statistical mechanics and numerical
modelling of geophysical uid dynamics.
The results of statistical analysis of simulation data obtained from long time in-
tegrations of geophysical uid models greatly depend on the conservation prop-
erties of the numerical discretization used. In Chapter 2, this is illustrated for
quasigeostrophic ow with topographic forcing, for which a well established sta-
tistical mechanics exists. We constructed statistical mechanical theories for the
discrete dynamical systems arising from three discretizations due to Arakawa
(J. Comput. Phys., 1966) which conserve energy, enstrophy or both. Numerical
experiments with conservative and projected time integrators have shown that
the statistical theories accurately explain the dierences observed in statistics
derived from the discretizations.
In Chapter 3, we conducted long-time simulations with a Hamiltonian particle-
mesh method for ideal uid ow, to determine the statistical mean vorticity eld
of the discretization. We proposed Lagrangian and Eulerian statistical models
for the discrete dynamics, and compared them against numerical experiments.
The observed results are in excellent agreement with theoretical models, as well
as with the continuum statistical mechanical theory for ideal ow developed by
Ellis, Haven & Turkington (Nonlinearity, 2002). In particular the results veried
that the apparently trivial conservation of potential vorticity along particle
paths using the HPM method signicantly inuences the mean state. As a
side note, the numerical experiments showed that a nonzero fourth moment of
potential vorticity can inuence the statistical mean.
Inviscid uid models are characterized by conservation of energy, sensitive de-
pendence on initial conditions, and the cascade of vorticity to ever ner scales.
For numerical simulations of such ows, the vorticity cascade presents the chal-
lenge that any direct discretization of the equation of motion must eventually
become underresolved. To address this problem eectively requires modelling
the subgrid scale dynamics and their inuence on the coarse scale. In Chapter 4,
using the point vortex ow on a disc as a prototype, we presented a closure for
incompressible ideal uid ow in the form of a generalized thermostating de-
vice, a technique used in molecular simulations to model a system of particles
interacting at a constant temperature. We showed that the thermostat can
model either an innite or nite reservoir with stochastically forced thermostat
variables. Numerical experiments are in excellent agreement with the two-scale
simulations of Bühler (Phys. Fluids, 2002).
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Samenvatting
Het verrichte onderzoek, weergegeven in dit proefschrift, gaat over de statistis-
che mechanica en het numeriek modelleren van geofysische vloeistofdynamica.
Uit de statistische analyse van de simulatiegegevens, verkregen door middel
van lange tijdintegraties, is gebleken dat de resultaten sterk afhangen van de
gebruikte numerieke discretisatie. In Hoofdstuk 2 hebben we dit geillustreerd
aan de hand van een quasi-geostrosche stroming met topograsche forcing,
waarvoor er een goed ontwikkelde theorie in de statistische mechanica bestaat.
We hebben statistisch-mechanische theorieën voor de discrete dynamische sys-
temen opgebouwd ten gevolge van de drie discretisaties van Arakawa (J. Com-
put. Phys., 1966), die de energie, enstroe, of beide behouden. De numerieke
experimenten met de behoudende integrators, evenals de geprojecteerde tijdin-
tegrators, hebben aangetoond dat de statistische theorieen de verschillen in de
statistieken, welke van de discretisaties afgeleid zijn, nauwkeurig verklaren.
In Hoofdstuk 3 hebben we lange tijdsimulaties uitgevoerd, waarbij we ge-
bruik gemaakt hebben van een zogenaamde 'Hamiltonian particle-mesh' meth-
ode voor de ideale vloeistofstroming, om een statistisch-gemiddelde vorticiteits-
veld voor de discretisatie te bepalen. We hebben de statistische modellen van
Lagrange en Euler voor de discrete dynamica ontwikkeld en vervolgens getest
door middel van numerieke experimenten. De verkregen resultaten zijn in goede
overeenstemming met de theoretische voorspellingen, evenals met de continue
statistisch-mechanische theorie voor de ideale vloeistofstroming, die werd on-
twikkeld door Ellis, Haven & Turkington (Nonlinearity, 2002). De resultaten
bevestigen met name dat de gemiddelde toestand aanzienlijk wordt beinvloed
door het blijkbaar triviale behoud van de potentiele vorticiteit langs de deelt-
jespaden, bij het gebruik van de HPM-methode. Terzijde willen we tevens
opmerken dat, zoals uit de numerieke experimenten is gebleken, een vierde
ongelijk-nul moment kan het statistische gemiddelde beinvloeden.
Viscositeitsvrije vloeistofmodellen worden gekenmerkt door het behoud van
energie, sterke gevoeligheid voor de beginvoorwaarden, en een cascade aan vor-
ticiteit op een steeds jnere schaal. Echter, een dergelijke vortisiteitscascade
presenteert een uitdaging voor de numerieke simulaties van zulke stromingen,
gezien het feit dat de directe discretisatie van de bewegingsvergelijking uitein-
delijk geen goed opgeloste oplossingen meer oplevert. Om dit probleem eectief
aan te pakken is het vereist om de dynamica op de onder-rooster schaal te mod-
elleren, evenals de invloed daarvan op het grove rooster. In Hoofdstuk 4 hebben
we een afsluiting voor de onsamendrukbare ideale vloeistofstroming gepresen-
teerd, in de vorm van een gegeneraliseerd apparaat voor een gewenste tem-
peratuur, waarbij we gebruik hebben gemaakt van de puntvortex stroming op
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een schijf als prototype. Deze techniek wordt gebruikt voor moleculaire simu-
laties, en met name, om de interacties van een deeltjes-systeem op constante
temperatuur te modelleren. We hebben aangetoond dat de termostaat een
oneindig of eindig reservoir met stochastisch gedwongen termostaatvariabelen
kan modelleren. Numerieke experimenten zijn in uitstekende overeenkomst met
de twee-schalige simulaties van Bühler (Phys. Fluids, 2002).
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