We introduce a constrained nonlinear least-squares algorithm to be used in estimating the parameters in the H,G 1 ,G 2 phase function. As the algorithm works directly in the magnitude space, it will surpass the possible bias problem that may be present in the existing H,G 1 ,G 2 fit procedure when applied to lowaccuracy observations with large magnitude variations. With constraints on the photometric phase-curve shape parameters G 1 and G 2 , it guarantees a physically reasonable phase-curve estimate. With a new data set of 93 asteroids, we reassess the two-parameter version of the H,G 1 ,G 2 function. Finally, we introduce a one-parameter version of the phase function that can give a suggestion of the asteroids taxonomic group based only on its phase curve. A statistical model selection procedure is presented that can automatically select between the different versions of the photometric phase functions. An online tool that implements these algorithms is introduced.
Introduction
The reliable estimation of the absolute magnitude H for an asteroid from the photometric observations is extremely important. The absolute magnitude • 0 tion procedure to select the best version to be used with a particular data set.
We have developed an online tool that implements the algorithms (Sec. 4), and
show one application example with the near-Earth asteroid (144411) 2004 EW9 in Sec. 4.1.
The H,G 1 ,G 2 phase function
The H,G 1 ,G 2 photometric phase function is already extensively presented in Muinonen et al. [4] , thus we recall here only a short summary of the key concepts. The data to be modeled consists of triplets (α i , V (α i ), σ i ), where α is the phase angle between the Sun and the observer, as seen from the target.
V (α) is the reduced observed magnitude at phase angle α, and σ is the error (standard deviation) of the observation. Note that σ is always included in the H,G 1 ,G 2 . If it is not given in the data, an implicit value of 0.03 mag is used.
There is also an implicit assumption in the model that the error distribution in the reduced magnitude value is symmetric.
In the (reduced) magnitude value space, the H,G 1 ,G 2 model is of form
where H, G 1 , and G 2 are the parameters of the model, and Φ i are the basis functions. The basis functions are composite functions consisting of linear parts (in Φ 1,2 ), constant part (in Φ 3 ), and parts defined by cubic splines ξ(α) (see Appendix A for details of the spline implementation). The model is valid from α = 0
• to 150
• , and the basis functions are given in Table 1 . For convenience, we also give the tabulated values of the basis functions in Appendix B.
In the original H,G 1 ,G 2 , the fit between the data and the model is not done in the magnitude values, but in flux values. The magnitudes V are converted to flux F with a nonlinear relation F = 10 −0.4V . After the conversion, the model in Eq. (1) can be written as
with relations H = −2.5 log 10 (a 1 + a 2 + a 3 ), G 1 = a 1 a 1 + a 2 + a 3 , G 2 = a 2 a 1 + a 2 + a 3 .
The error in the magnitude space, σ, converts into the flux space, σ F , depending also on the corresponding magnitude value V , by σ F = 10 −0.4V 10 0.4σ − 1 .
Finally, the H,G 1 ,G 2 function in the flux space (Eq. (2)) is fitted to data (α i , F i ) using the linear least-squares method with the weights 1/σ 2 F,i , and the parameter values in the magnitude space are received by applying Eq. (3) to the estimates ( a 1 , a 2 , a 3 ).
The error for the parameter estimates ( H, G 1 , G 2 ), as well as other quantities derived from the fit, such as the photometric phase coefficient k = − 1 5π 30G1+9G2 G1+G2 , are estimated using Monte Carlo simulation with the H,G 1 ,G 2 function. It is assumed that the linear estimates ( a 1 , a 2 , a 3 ) follow the three-dimensional normal distribution. The covariance matrix of the distribution is Σ = (X X)
where X is the model matrix with the weighted values of the base functions at observed phase angles,
2 ). The error for ( H, G 1 , G 2 ) can then be assessed by computing standard deviation or quantiles from that simulated sample. Using quantiles for error estimation is preferred since the distribution for the nonlinear parameters can be non-symmetric. 
H,G
Introducing these conditions will require changing the linear least-squares method for fitting the model with the data into a general (nonlinear) constrained leastsquares method.
Bias in the magnitude space with the linear fit in the flux space
The parameter of the greatest importance with the H,G 1 ,G 2 model is the predicted absolute magnitude H of the target. Observations are generally given in magnitudes and not in flux, and data is visualized in phase-magnitude plots.
As mentioned earlier, the original H,G 1 ,G 2 model implicitly assumes symmetric distribution of errors in magnitude values. All these support the general idea that the fit should be unbiased in the magnitude space. Therefore, there is some controversy, at least in theory, in the fact that the function is defined to be fitted in the flux space. Since the transformation between the magnitude and the flux, F = 10 −0.4V , is nonlinear, the fit cannot be (strictly) unbiased in both spaces, and the error distribution cannot be (strictly) symmetric in both spaces.
As the least-squares fit is done in the flux space, the model cannot be unbiased in the magnitude space. As the error distribution is assumed symmetric in the magnitude space, it cannot be symmetric in the flux space. However, the least-squares fit assumes the errors to be symmetric. In what follows we try to assess the amount of the bias.
We limit ourselves to the simple case with two observations V 1 , V 2 that are done with the same phase angle, and have the same error σ. The estimate for V is simply the (weighted) mean of the magnitudes,
When we move to the flux space, and convert the magnitudes and errors to flux, the weighted mean in flux is
Plugging in 
Let us consider the bias b = V − V F when the two observations are δ magnitude apart from each other, i.e., V 2 = V 1 + δ. In that case, b = δ 2 + 5 log 100 1 + 10 0.4δ − 5 log 100 1 + 10 0.8δ .
The bias, as a function of the difference δ between the two observations, is plotted in Fig variation' means variation between observations with similar phase angles (say,
• apart), and not the complete variation over all the phase angles. With highquality observations of large/bright targets, the bias should not be a problem.
With small near-Earth objects, for example, one can easily find targets where the local variation in the observations exceeds 0.3 mag.
Implementation of the nonlinear fit
In the previous sections 3.1-2, we gave two reasons for using the constrained nonlinear least-squares method to fit the observations and the model, namely the need to constrain the possible values of the model parameters, and to reduce the bias. The nonlinear least-squares method is quite straightforward to implement in a computing environment, where a constrained nonlinear optimization algorithm is available. The target function g to be minimized is
where (α i , V i , σ i ) are the ith phase angle, observed magnitude, and error in the data, and V (α) is from Eq. (1). The constraints, as given in Sec. 3.1, are implemented so that there is an additional penalty factor if the parameter values do not meet the constraints. In our example implementation (see Sec. 4), we are using the derivative-free simplex optimization code COBYLA for finding the best constrained estimate for the parameters (H,
) from the linear fit in the flux space can be used as the starting values for the optimization.
The method to assess the error estimate for the nonlinear fit needs to differ from the one for the linear fit (see Sec. 2). We cannot assume anymore that the linear parameters would be normally distributed. If there would not be any parameter constraints, we could approximate the error in nonlinear parameters by the normally distribution. However, this approximation is poor if the estimated parameter values are close to the limits set by the parameter constraints
To estimate the parameter errors correctly, we can use the so-called bootstrapping method. With the regression problem, the choice is to bootstrap the residuals [6] . In practice, this means that we will form new bootstrap samples (with replacement) from the fitted model and its residuals. Using the estimated parameter values ( H, G 1 , G 2 ) we can compute the estimated model value at the original phase angles, V i = V (α i ; H, G 1 , G 2 ), and the residuals of the fit,
The k bootstrap samples have the same size n as the original data. In the bootstrap sample j, the ith phase-magnitude pair (α
i ) is formed by randomly selecting a number η ∈ [1, n], and then adding the ηth residual to the ith phase angle -magnitude estimate pair
Actually, note that the errors σ i in the observations need to be taken into account if all the observations do not share the same error value. We do this by using standardized residuals in Eq. (10) . So, in fact, we will use s η = Vη− Vη ση instead of the e η 's. As the weights are already included in the bootstrapped magnitudes, a non-weighted nonlinear least-squares fit is used in computing the bootstrapped best-fit parameters.
All the k bootstrap samples {(α
. . , n} should have the same statistical properties as the original one. By fitting the nonlinear model to the bootstrap samples, we receive a sample of k parameter vectors {(H (j) , G
1 , G
2 ) | j = 1, . . . , k}, and can assess the error in the parameters by computing standard errors or quantiles from these.
One can easily notice that the abovementioned method of estimating the errors in the parameters is far more computing-intensive than the method with the linear fit. Both methods will require simulation, but with the linear fit one needs only to draw random numbers from a three-dimensional normal distribution. With the bootstrap method one needs to iterate the nonlinear optimization for every bootstrap sample, i.e., k times. The number of all the different bootstrap samples for a target with n observations is 2n−1 n . For n = 8 this number could still be feasible, 6,435 combinations. The next case of n = 9 gives already 24,310 combinations, so in practice one has to accept a reasonably large k for the error limits to converge, preferably several hundreds or thousands.
Revisiting the H,G 12 model
Muinonen et al. [4] noticed that there is a strong correlation between the G 1 and G 2 parameters with the collection of 22 objects that were analyzed in the article. They decided to benefit from this by introducing a two-parameter model, the so-called H,G 12 model. The 'metaparameter' G 12 was related to the G 1 and G 2 by a piecewise linear function that modeled the correlation between G 1 and G 2 . The relation was piecewise because the E-type asteroids were behaving differently from the others, and needed a distinct treatment.
The H,G 12 function can be estimated with linear least squares in flux space separately for the two parts of the piecewise relation, but a nonlinear method is needed for the error analysis.
Recently, Shevchenko et al. [2] gathered data of phase-magnitude observations at small phase angles for 93 asteroids. We were able to collaborate so that the H,G 1 ,G 2 function was fitted to their data using the constrained nonlinear method described in Secs. 3.1-3. The complete list of the targets and the estimated H,G 1 ,G 2 parameter values are found in Table 3 in [2] . This set of data gave us an excellent opportunity to revisit the G 12 relation with over 4 times more objects.
The larger data set continues to support the previous result that the Etypes behave differently in the (G 1 , G 2 )-space, see Fig. 2 . Furthermore, also the D-types seem to be off from the general trend. In [4] , the E-types were separated from the rest of the asteroids both in G 1 and in G 2 . With the recent data, however, we start to see S-and M-type asteroids that have similar G 1 values than the E-types. It seems that the piecewise linear model in [4] is not the best approach. We propose to supersede the previous H,G 12 model with a new H,G * 12 model where one linear function of first degree is used to model the G 1 , G 2 correlation for the asteroids excluding the E-and D-types, and the Eand D-types will be handled separately. This separate modeling is described in Sec. 3.5.
Our suggestion for the two-parameter H,G * 12 phase function is to model the G 1 , G 2 correlation for all the taxonomic types except the E-and D-types with a first degree linear model y = β 0 + β 1 x. Since we can estimate the error for both the G 1 and G 2 parameters, we will fit the model to the data using the (weighted) total least squares (TLS, i.e., orthogonal regression) method [7] . The TLS fit gives us a line from (G 1 , G 2 ) 1 = (0, 0.53513350) to (G 1 , G 2 ) 2 = (0.84293649, 0). Still, we could benefit from an estimate of the absolute magnitude H of the object, even though the uncertainty of this estimate would be large. For this purpose, we introduce the one-parameter version of the H,G 1 ,G 2 function, the H function that can be applied even to targets having only one observation.
As we constrain the
Shevchenko et al. [2] constructed the average values for the G 1 , G 2 parameters that can be applied to the one-parameter model. By fitting only the H parameter we are only changing the level of the magnitude model, and not the shape. Therefore it suits well to have a small set of possible model shapes, and then select the best based on the goodness of the fit.
The average values for the G 1 , G 2 parameters for asteroid classes E, S, M, C, P, and D were given in [2] . The values were computed by minimizing the combined model g(H i , G 1 , G 2 ) (see Eq. (9)) for all the targets in a specific asteroid class at the same time. The absolute magnitude H i was left to vary from one asteroid to another, but all the asteroids shared the G 1 , G 2 values, i.e., the shape of the photometric phase curve. It can be seen from [2, Table 4 ] that the S-and M-type asteroids have very similar G 1 , G 2 parameters. That is why we choose to build our one-parameter H model as a set of 5 one-parameter models that correspond to E-, S/M-, C-, P-, and D-type asteroids. Figs. 3(a) -(e) show the model, observations, and the values of the fitted G 1 , G 2 for these five types.
The additional value in this kind of an approach is that we can directly suggest a best-fit asteroid class for an object. The H model is based in minimizing Eq. (9) but with constant values of G 1 , G 2 , so g H (H) := g(H, G Figs. 3(a) -(e). It can easily be seen from Eq. (1) that, once the parameters G 1 , G 2 are taken as constants, the estimate for H is just the weighted mean as
Automatic selection between three-, two-and one-parameter models
To summarize Secs. To compare models with different numbers of parameters, we need to penalize the SSE with the number of parameters p. In statistics this is done using the adjusted R 2 , Mallows's C p , Akaike information criterion, or the Bayesian information criterion (BIC). We prefer to use the last one. The BIC for our models is
where p is the number of parameters in the model. The smaller the value of BIC, the more preferred the model.
Using BIC, we can fit all the seven models to data, and sort the models from the best to the worst fit. With this automated procedure, the user should not need to decide herself if, e.g., the H,G * 12 function should be used or if there is enough data for applying the full H,G 1 ,G 2 function. In addition, the five one-parameter models corresponding to main asteroid taxonomic types are also ordered, and we receive a suggestion of the most probable taxonomic class for our object.
Online implementation
The new functionality in the H,G 1 ,G 2 phase function that we propose in Sec. 3 is fully implemented in a web-based online tool [8] . Tools for photometric phase curve fitting with the H,G 1 ,G 2 function as it was accepted by the IAU are already available 1 . The existing implementation is available in Fortran 77, Fortran 2003, Mathematica, Java, and Python programming languages. For this latest development, we wanted to offer a platform-independent implementation that does not require any specific computing environment. Therefore we decided to implement the functionality as a web-based application that will run in a web-browser.
Our online H,G 1 ,G 2 tool (Online Calculator for Photometric phase-curves, OCP) is implemented using the standard languages in the WWW pages, HTML5
and CSS for describing the layout of the page, and JavaScript for implementing the algorithms. The JavaScript runs completely on the client side, i.e., using the resources on the user's computer. The OCP uses two third-party JavaScript libraries, JSCobyla2 [10] and Flotr2 [11] which are both included in the OCP, and their use requires no action from the user. The JSCobyla2 implements the Cobyla-algorithm [5] for the constrained nonlinear derivative-free optimization, and the Flotr2 is used to create the figures of the fitted H,G 1 ,G 2 function.
The view of the OCP user interface is shown in Fig. 4 . First, the user can upload the input file that contains the phase angles and the observed reduced magnitudes of the target. The loaded value pairs are shown on the page. Second, the user can choose to compute either the linear or the nonlinear H,G 1 ,G 2 fit to the data. The OCP will report the best model, based on the BIC statistics (see Sec. 3.6). Also the taxonomic class that fits the best with the observations among the five single-parameter H models is reported. Finally, a complete list of all the seven fitted models is reported.
Once the fits are ready, the user can choose the model to which the error estimates are simulated and the figure with the fit and the observations is plotted. The errors are reported as −σ and σ-limits for the parameters, but to be exact, the limits are the 68.3 % confidence interval limits. For normally distributed data, the one-σ interval holds the 68.3 % of the data around the best-fit estimate. For non-symmetric distributions (e.g., error distribution for G 1 or G 2 close to zero or one) the interval is not symmetric around the best-fit estimate and cannot be described with a single σ-value. The simulation of the error bounds is usually very fast for linear fits, typically it takes a few seconds.
For nonlinear fits the error simulation will take longer, typically some tens of seconds.
Finally, an ASCII-text report of the results can be generated for exporting to other programs. The observations and the best fit are reported, and tabulated values of the fitted model are given.
Application to one near-Earth asteroid
We will show, as an example, the performance of the linear and nonlinear We have 30 observations by Pan-STARRS, ranging from 1.45
• to 42.8
• . We decided to drop one outlier, which had ∼ 2 mag larger magnitude than the other observations around that phase angle. Including all the observatories, the data has 1379 observations from 0.25
• to 125.7
• . The data is publicly available from the IAU Minor Planet Center, but the magnitudes have been corrected to all the available data are shown. In both cases, the H,G 1 ,G 2 fits have been carried out using only the Pan-STARRS data.
Conclusions
We offer updated versions of the algorithms that are used to fit the photometric H,G 1 ,G 2 phase function. These algorithms are based on the constrained nonlinear least-squares fit and the automatic model selection using the Bayesian information criterion. With these updates, the H,G 1 ,G 2 function can be better applied to observations with large magnitude variations, and to targets with only a few observations.
The proposed two-parameter function H,G * 12 is estimated using a much larger set of targets that was possible with the original H,G 12 model. We are able to simplify the G 1 , G 2 relation from the composite linear relation with two functions into a single linear relation. In addition, we recognize five distinct shapes for the photometric phase curve that are related to the asteroid taxonomic types E, S/M, C, P, and D. The automatic model selection criterion both gives the best-fit taxonomic type for the target, and also helps to decide which model to choose among the three-, two-, and one-parameter functions.
We provide these updated methods, together with the original linear fit 
