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Over 50 years of solar magnetohydrodynamic wave theory has fo-
cussed on waveguides in symmetric plasma environments. Yet
the Sun’s inhomogeneous atmosphere supports waveguides held in
asymmetric equilibrium. In this thesis, we break this symmetry
by studying a slab waveguide model embedded in an asymmetric
external plasma with three approaches:
• Eigenvalue problem: We derive the dispersion relation and
show that asymmetric eigenmodes have mixed properties of
the traditional sausage and kink modes.
• Ray theory: We demonstrate how a ray theoretic approach
can be used to derive this dispersion relation, giving an intu-
itive description of asymmetric leaky modes.
• Initial value problem: An initial perturbation of an asymmet-
ric slab evolves, in general, through a series of three phases:
the initial phase, the period before collective modes are ex-
cited; the impulsive phase, where leaky modes can dominate;
and the stationary phase, where trapped modes dominate for
an indefinite time period. We show that, in general, the im-
pulsive phase for a slab is significantly shorter than for a mag-
netic flux tube. We then show that an asymmetric slab of cold
plasma does not have a stationary phase because the principal
kink mode in an asymmetric slab is leaky.
Next, we derive two magneto-seismology techniques to estimate the
magnetic field strength in asymmetric solar waveguides. We apply
this novel technique to a series of solar chromospheric fibrils as a
proof of concept with estimated values of the Alfvén speed that
agree with estimates using traditional techniques.
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The Sun is hot. It is so hot that thermal energy overcomes the electromagnetic
force between subatomic particles so that they struggle to form neutral atoms.
Instead the hottest regions of the Sun are composed of a fully ionised soup
of electrons and nuclei known as plasma. Due to the dissociation of charges
in a plasma, it can conduct electricity and therefore has an associated mag-
netic field. This magnetic field interacts with the fluid in a nonlinear coupling
between the magnetic field and the plasma motion. This coupling can be
described mathematically by the theory of magnetohydrodynamics (MHD).
The Sun’s atmosphere, particularly the most extended region, known as
the corona, is dominated by a complex, dynamic, and inhomogeneous mag-
netic field. This magnetic field contributes to the astronomical energy that
drives many of the most energetic events in the solar system, including jets,
eruptions, and flares. These dynamic solar events, as well as convectional
buffeting from the bubbling interior Sun, drive waves in the solar atmosphere
which can be guided by the inhomogeneous magnetic field. What differentiates
these waves from waves in fluids, such as sound waves in air, is the contribution
of the magnetic field to the waves’ restoring force. These waves are known as
magnetohydrodynamic waves. MHD waves whose restoring force is a combi-
nation of the pressure gradient and the magnetic force, but not other forces
such as gravity and Coriolis which are neglected in this thesis, are known as
magneto-acoustic waves.
Observations of MHD waves in the Sun’s atmosphere can be used to ap-
proximate plasma parameters, such as the magnetic field strength, that are
difficult to measure using traditional methods that involve analysis of light
spectra (Nakariakov and Verwichte, 2005; De Moortel and Nakariakov, 2012).
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This is accomplished by comparing observations of MHD waves in the so-
lar atmosphere to theoretical results from studying MHD wave propagation
in model waveguides that approximate those in the solar atmosphere. This
emerging field is inspired by the Earth seismology and is known as solar
magneto-seismology (SMS) (Erdélyi, 2006). A brief history of SMS is given
in Section 5.1.2. Accurate approximations of plasma parameters in the solar
atmosphere are useful for a number of reasons. For numerical solutions to
accurately model the solar conditions, we need realistic input parameters. On
a more fundamental level, cataloguing realistic solar parameters can provide
evidence for or against various hypothetical mechanisms leading to, for exam-
ple, instability, magnetic reconnection, and waves. Some of these phenomena
contribute to the onset of solar flares and coronal mass ejections, which pose
a significant threat to modern society on Earth (Cabinet Office, 2015). SMS
is introduced and discussed in more depth in Chapter 5.
Improvements in the spatial-resolution of solar telescopes have driven a
new era of solar physics. Of particular interest to this thesis are observa-
tions of MHD waves. Some of the first identifications of MHD waves came
from non-thermal broadening of transition region and coronal spectral lines
(Doschek et al., 1976; Zirker, 1993). Later, slow MHD waves were observed
in coronal plumes (DeForest and Gurman, 1998; Ofman et al., 1999, 2000),
and in coronal loops (Nakariakov et al., 2000; Robbrecht et al., 2001). Fast
MHD waves were famously imaged in coronal loops at the end of the millen-
nium with the TRACE solar observatory (Aschwanden et al., 1999; Nakari-
akov et al., 1999). In more recent years, improvements in spatial resolution
of observational instrumentation have suggested that these waves are not one-
dimensional oscillations like those along a guitar string, but instead they have
complex structure in three-dimensions. The precise form of this structure is
dictated by the parameters of the inhomogeneous plasma. One characteristic
of this structuring is asymmetry - the difference in plasma parameters on each
side of a structure. This asymmetry of MHD waveguides is the focus of this
thesis. In order to motivate the study of asymmetric MHD waves, we first
introduce the mathematical framework of MHD.
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1.2 Magnetohydrodynamics
1.2.1 The equations of ideal magnetohydrodynamics
The Sun’s plasma, just like all ordinary matter in the Universe, is made up of
particles1, but MHD waves are a macroscopic phenomenon. This means that
MHD waves have characteristic length-scales much larger than the mean free
path, that is, the average distance a particle will travel before colliding with
another2. This means that the Knudsen number, the dimensionless parameter
defined by the ratio of the mean free path to a characteristic length scale, in
the Sun is much less than unity. Additionally, we assume that the length-
scales of interest are much larger than the Debeye length, so that the fluid
can be treated as a charge-neutral plasma rather than merely a collection
of charged particles. This motivates the continuum assumption, where the
fluid is considered to fill up the space in which it is contained, so that small-
scale inhomogeneities caused by particle dynamics are negligible. This means
that we have a coherent notion of fluid velocity, v(x, t), density, ρ(x, t), and
pressure, p(x, t), as functions of continuous position, x, and time, t.
The universe gifts us fundamental laws that are obeyed by all classical
mechanics systems upon which we can build our framework. Firstly, the con-
servation of mass tells us that the change in mass in a fixed volume is due
only to mass entering or leaving the volume. The rate of change of density in











and the rate of mass flux into this volume, whose bounding surface we denote







−∇ · (ρv) dx, (1.2)
by use of the divergence theorem. Equations (1.1) and (1.2) must be equal for
any volume V so the integrands must be equal, that is
∂ρ
∂t
+∇ · (ρv) = 0, (1.3)
known as the continuity equation.
1Atomic or subatomic particles, depending on the temperature, and hence ionisation, of
the solar plasma.
2The mean free path in the Sun ranges from approximately 1 cm in the solar interior to
1 km in the sparse corona.
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Secondly, the conservation of momentum tells us that the momentum in a
volume V that moves with the fluid is only changed by forces exerted on the












where D/Dt = ∂/∂t+ v · ∇ is the derivative observed when moving with the
fluid, known as the material derivative. The forces acting upon the fluid are
either surface forces (such as the pressure gradient force and viscosity) that act
on an internal or external surface, or body forces, b, (such as the gravitational
and magnetic forces) that act on the whole volume. The surface forces form a
stress tensor σ, so that the total force exerted on a volume of fluid is∫∫
S






(∇ · σ + b) dx, (1.5)
using the divergence theorem. Equations (1.4) and (1.5) must be equal for any




= ∇ · σ + b. (1.6)
Motivated by the large role they play in the dynamics of small to medium
scale solar phenomena, in this thesis we focus on the effects of magnetic and
pressure forces and neglect other forces such as gravity and viscosity. Denoting
the magnetic field and permeability by B and µ, respectively, the magnetic
force felt by a (non-relativistic) fluid element is (∇×B)×B/µ. By neglecting
viscosity, we can write the stress tensor as σ = −pI, where I is the 3×3 identity







Finally, conservation of entropy occurs during processes that are adiabatic
and reversible. The entropy per unit mass, s, for an ideal fluid is given by






where Cv and γ are the specific heat at constant volume and the adiabatic
index, respectively. Entropy is conserved when moving with the fluid, which,









which we call the energy equation because it can also be interpreted as the
fundamental law of conservation of energy.
Equations (1.3), (1.9), and the three components of (1.7) are a system of
five equations that relate eight unknowns (ρ, p, and three components of v and
B). Three additional equations are required to close the system. To establish
these additional equations, we use Ohm’s Law, which asserts that the current




(E + v ×B), (1.10)
where η is the magnetic diffusivity and E is the electric field. In this thesis,
we are concerned with plasmas where resistive effects, including magnetic re-
connection and diffusion, are neglected. Therefore, we omit the left hand side
of this equation to give
E + v ×B = 0. (1.11)
Faraday’s law of electromagnetism relates the gradient of the electric field to
the change in magnetic field:
∇× E = −∂B
∂t
. (1.12)




= ∇× (v ×B). (1.13)
Equations (1.3), (1.7), (1.9), and (1.13) constitute a complete set of equations
that describe the evolution of an ideal plasma and are known as the ideal MHD
equations.
In addition, Gauss’ Law, which states that ∇ ·B = 0, puts a constraint on
the choice of initial magnetic field. Integrating Equation (1.13) with respect
to time shows us that initial satisfaction of Gauss’ Law ensures its satisfaction
for all later time.
1.2.2 Ideal magnetohydrodynamic behaviour
The ideal plasma assumption approximates the plasma to be perfectly con-
ducting. Ideal plasmas behave in unique and surprisingly simple ways that
will be discussed in this subsection. We will briefly discuss the decomposition
of the Lorentz force into magnetic tension and pressure, the conservation of
magnetic flux, and the conservation of magnetic field lines.
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Magnetic field lines, or just field lines, are lines parallel to the magnetic
field, B. The local field line density is proportional to the local strength of the
magnetic field. Magnetic field lines are fictitious and are conceived of merely
for ease of understanding and visualisation.
1.2.2.1 Magnetic tension and pressure
The Lorentz force in the momentum Equation (1.7) can be decomposed using











The first term on the right hand side is the magnetic tension force which
acts normal to B. It acts to straighten out curved magnetic field lines and
its strength is proportional to the field line’s curvature. The second term on
the right-hand side is the magnetic pressure force which acts along a negative
gradient in magnetic field strength. It acts to spread out magnetic field lines
in the sense that magnetic field lines that are close together will have a force
pulling them apart.
1.2.2.2 Magnetic flux conservation
The magnetic flux through a surface S which moves with the plasma and is




B · ds. (1.15)
The magnetic flux can change in two ways: when the magnetic field B changes
with S held fixed, and when the flux swept out by the C is moved with the











B · v × dl, (1.16)
where dl is an element parallel to curve C. Using Stokes’ Theorem on the












Using the induction equation, Equation (1.13) it is clear that the change in
the magnetic flux vanishes. Therefore, magnetic flux is conserved in an ideal
plasma.
6
This result has the important corollary that the magnetic field lines are
frozen to the plasma. That is, wherever the magnetic field moves, the plasma
follows, and vice versa. In other words, plasma elements that initially occupy
the same field line will always do so in ideal MHD. This is known as Alfvén’s
frozen flux theorem.
1.3 Waves in the solar atmosphere
1.3.1 Magnetohydrodynamic waves in a homogeneous
plasma
Whilst the Sun’s atmosphere is in reality inhomogeneous, it is instructive to
first study the MHD waves that propagate in a homogeneous plasma. We start
with the ideal MHD equations derived in Section 1.2.1,
∂ρ
∂t
















= ∇× (v ×B). (1.21)
Consider a stationary homogeneous plasma with equilibrium magnetic field
given by B0 = (0, 0, B0), without loss of generality. Each physical quantity can
be written as a sum of its equilibrium quantity and a perturbation from that
equilibrium, namely, f = f0 + f
′, where f is a placeholder for variables ρ, p,v,
and B. The equilibrium plasma is stationary and homogeneous, so v0 = 0,
and each equilibrium variable is uniform in space. By considering just small
perturbations from equilibrium, i.e. f ′  f0 for each physical quantity, we
can remove the non-linearity from the governing equations. Substituting this
form of the variables into the ideal MHD equations and neglecting terms of




















= ∇× (v′ ×B0), (1.25)
where c0 =
√
γp0/ρ0 is the sound speed. This system of equations can be
combined into the generalised wave equation
∂2v
∂t2
= c20∇(∇ · v) +
1
µρ0
(∇× (∇× (v ×B0)))×B0, (1.26)
where we have dropped the apostrophe on v for brevity. The form of this
equation motivates a search for solutions of the form
v(x, t) = v̂ei(k·x−ωt), (1.27)
corresponding to plane-waves with wavenumber vector k, circular frequency
ω, and amplitude v̂ that is spatially uniform. This reduces Equation (1.26) to
an eigenvalue problem with eigenfrequency ω2, namely
ω2v̂ = c20k(k · v̂) +
1
µρ0
(k× (k× (v̂ ×B0)))×B0. (1.28)
With the aim of first studying a limiting solution, the ratio of the first term









where vA = B0/
√
µρ0 is the Alfvén speed. When the sound speed dominates
the Alfvén speed3, and assuming that k·v̂ 6= 0 so that the fluid is compressible,
taking the dot product of k and Equation (1.28) leads to ω = ±kc0. These
solutions correspond to forwards and backwards propagating sound waves.
They are longitudinal waves that propagate isotropically in a homogeneous
fluid.
3This is known as the high beta limit. Here, beta refers to the plasma beta parameter




When neither the sound speed or Alfvén speed dominates, we can write
Equation (1.28) in component form asω2 − k2xc20 − (k2x + k2z)v2A 0 −k2xk2zc200 ω2 − k2zv2A 0
−kxkzc20 0 ω2 − k2zc20
v̂xv̂y
v̂z
 = 0, (1.30)
where, without loss of generality, we have let k = (kx, 0, kz). For there to exist




ω4 − ω2k2(c20 + v2A) + k2k2zc20v2A
]
= 0, (1.31)
where we have defined k2 = k2x + k
2
z .
The first set of solutions to Equation (1.31) are ω = ±kzvA. These solutions
correspond to forward and backwards propagating Alfvén waves4. They are
transverse oscillations of the magnetic field that can propagate in any direction
apart from perpendicular to the magnetic field and transport energy parallel
to the magnetic field. They are described as purely magnetic waves because
they are not associated with a density perturbation.























A is known as the tube speed or cusp speed, so called
because it is the phase speed of slow waves in a thin magnetic flux tube (see
Section 1.3.2.3). These solutions are magneto-acoustic waves, which are oscil-
lations restored by a combination of both the pressure gradient and Lorentz
forces. The solutions with the higher frequency (and hence faster phase speed)
are known as fast magneto-acoustic waves and the solutions with the lower fre-
quency are known as slow magneto-acoustic waves. Physically, perturbations
in the fast mode are restored by the pressure gradient and Lorentz forces work-
ing in phase, whereas perturbations in the slow mode are restored by the forces
working in anti-phase, leading to a less strong restoring force for slow modes.
1.3.2 Magnetohydrodynamic waves in inhomogeneous
plasma
To progress towards an understanding of MHD waves in the solar atmosphere,
we now study MHD waves in simple inhomogeneous plasma configurations. In
4Named after Hannes Alfvén, whose original derivation of this solution earned him the
Nobel prize in Physics (Alfvén, 1942).
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this subsection, we review the theory of linear MHD waves propagating along
simple inhomogeneous structures: a tangential interface (Section 1.3.2.1), a
symmetric slab (Section 1.3.2.2), and a magnetic flux tube (Section 1.3.2.3).
1.3.2.1 Tangential interface
MHD wave propagation along a tangential interface, where the magnetic field
is tangential to the interface, was studied by Nye and Thomas (1976). Here,
we follow a popular version of the derivation by Roberts (1981a). Consider a




B− if x ≤ 0,
B+ if x > 0.
(1.33)
The interface between the two regions is at x = 0, without loss of generality.
Given a magnetic field that is initially tangent to the interface, the magnetic
field must be tangent to the interface for all time due to ideal magnetic flux
conservation (see Section 1.2.2.2).
To derive the dispersion relation, first we seek plane wave solutions to
the linearised ideal MHD equations, Equations (1.22)-(1.25) by assuming that
parameters behave like f(x) = f̂ ei(kz−ωt), where k and ω are the wavenumber
and angular frequency of the waves that propagate in the z-direction. They are
then combined to show that the transverse velocity perturbation, v̂x, satisfies
a Helmholtz differential equation for each of the two plasma regions, denoted
by subscript − and +, namely
v̂′′x −m2±v̂x = 0, where m2± =







where ′ = d/dx and ωA± = kvA±, ω± = kc±, and ωT± = kcT±, are each region’s
respective Alfvén, sound, and tube frequency. Solutions to this equation are a
linear combination of exponential functions, e±m±x, ifm2± > 0, or trigonometric
functions, cosm±x and sinm±x, if m
2
± < 0. We restrict our model to waves
trapped by the slab by imposing the boundary condition v̂x → 0 as |x| → ∞.
This ensures that m2± > 0, leading to solutions of the form
v̂x(x) =
{
Aem−x, if x ≤ 0,
Be−m+x, if x > 0,
(1.35)
where A and B are constant with respect to x. This equation describes the
distribution of oscillation amplitudes across the waveguide and is known as
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an eigenfunction5. The boundary conditions across the interface are that the
velocity and total (gas plus magnetic) pressure are continuous6. Applying
these boundary conditions leads to a system of linear algebraic equations in
the unknowns A and B. The requirement that there exist non-trivial solutions
is that the determinant of this system be zero. This gives us the dispersion
relation, namely
ρ+m−(ω
2 − ω2A+) + ρ−m+(ω2 − ω2A−) = 0. (1.36)
The solutions to this equation correspond to surface magneto-acoustic modes.
These are modes whose eigenfunction decays exponentially away from the in-
terface and owe their existence to the interface. The radicals in m± resist the
use of analytical methods to find the solutions, unless further approximations
are made (see Section 2.3.1).
There also exist Alfvén modes, which are sometimes referred to as shear
Alfvén modes in the slab geometry, which we decoupled from the magneto-
acoustic modes due to our choice of ansatz. Alfvén modes propagate along the
magnetic field and perturb it tangentially to the interface, without perturb-
ing the density. Since the perturbations are tangential to the interface, each
magnetic isosurface, defined as a surface of constant magnetic field, is free to
oscillate independently (in ideal MHD). These Alfvén modes are local modes
in that they only oscillate a strict subset of the whole domain, therefore, they
do not owe their existence to the interface, and are therefore not discussed in
any more detail here.
1.3.2.2 Symmetric slab
MHD wave propagation along a symmetric magnetic slab was studied by
McKenzie (1970). It was later studied by Roberts (1981b) and Edwin and
Roberts (1982), whose derivation we follow here. Consider a plasma at equi-
librium with piecewise uniform magnetic field given by
B0(x) =
{
Bi if |x| ≤ x0,
Be if |x| > x0.
(1.37)
Here, the word symmetric refers to the reflectional symmetry of the waveg-
uide over the x = 0 plane. We refer to eigenmodes of symmetric waveguides
5We use the term eigenmode to refer to the whole solution, i.e. an eigenfrequency and
its associated eigenfunction. Eigenmodes are also known as normal modes.
6These boundary conditions are equivalent to the familiar kinematic and dynamic bound-
ary conditions on a free surface (Goedbloed and Poedts, 2004).
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as symmetric modes. Any waveguide or eigenmode that is not symmetric is
referred to as asymmetric7.
Following the same derivation as in Section 1.3.2.1, we can derive the dis-
persion relation for transverse eigenmodes of a symmetric slab, namely




Ae − ω2) tanhmix0 + ρime(ω2Ai − ω2), (1.39)
Dk(ω) = ρemi(ω
2
Ae − ω2) cothmix0 + ρime(ω2Ai − ω2), (1.40)
where mi and me are defined in the fashion equivalent to Equation (1.34).
Therefore, either Ds = 0 or Dk = 0. Solutions to Ds = 0 are the eigenfrequen-
cies of sausage modes and solutions to Dk = 0 are the eigenfrequencies of kink
modes. For sausage modes, the boundaries of the slab oscillate in anti-phase
and for kink modes, they oscillate in phase.
Whilst the sign of m2e must be negative to ensure that the perturbation is
attenuated away from the slab, the sign of m2i can be positive or negative. If
m2i > 0, then the velocity perturbation within the slab is a linear combination
of exponential functions. Modes of this type are known as surface modes. If
m2i < 0, then the velocity perturbation within the slab is a linear combination
of trigonometric functions. Modes of this type are known as body modes.
Exponential functions are monotonic, so there is only one way in which an
internally exponential function can satisfy the continuity conditions at the in-
terfaces. This means that for both sausage and kink varieties, there exists only
one surface mode. On the other hand, trigonometric functions are periodic,
so there is an infinite number of ways in which an internally trigonometric
function can satisfy the continuity conditions at the interfaces. This means
that for both sausage or kink varieties, there exist an infinite number of body
modes, each with a different integer number of nodes and anti-nodes within
the slab.
There also exist Alfvén modes that behave in the same way as the tangential
interface because they perturb the plasma tangentially to the interfaces.
7Some publications have used the terms symmetric mode and anti-symmetric mode to
refer to the sausage and kink eigenmodes of a symmetric slab or tube. This is motivated
by the symmetry/anti-symmetry of the eigenfunctions over the axis of the waveguide. In
this thesis, we use the terms sausage mode and kink mode instead of symmetric mode and
anti-symmetric mode to avoid confusion.
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1.3.2.3 Magnetic flux tube
MHD wave propagation along a magnetic flux tube was first studied mathe-
matically by Defouw (1976) and Ryutov and Ryutova (1976). Later, Edwin
and Roberts (1983) studied the same problem in the format followed here.
Consider a plasma at equilibrium, in cylindrical geometry r = (r, φ, z), with




Bi if r ≤ r0,
Be if r > r0.
(1.41)
We seek solutions of the form f(r) = f̂(r)ei(kz+mφ−ωt). Note that this form
necessitates that m ∈ Z, to maintain azimuthal continuity in each variable.
Then, dropping the hat for brevity, the perturbation in total pressure, pT ,




p′T − (m2i +
m2
r2
)pT = 0. (1.42)
Outside of the tube, an equivalent equation, with subscripts e is satisfied.
For m2i > 0, this is the modified Bessel’s equation of integer order m and
for m2i < 0, it is Bessel’s equation of integer order m. Requiring that the
perturbations approach zero far from the tube outside means that for r > r0,
pT (r) = AKm(mer), (1.43)
where Km is the modified Bessel function of the second kind with m
2
e > 0,
and A is a constant to be determined. Inside the tube, we require that the
perturbation remain finite as r → 0, so for r > r0,
pT (r) = BIm(mir), (1.44)
where Im is the modified Bessel function of the first kind and B is a constant
to be determined. Either m2i > 0 or m
2
i < 0. If m
2
i < 0, then Equation (1.44)
can be formulated in terms of the Bessel function of the first kind, Jm, because
Im(iz) ∝ Jm(z). Also, each modified Bessel function of integer order, when
considered as functions of their order, are even functions (i.e. I−n(z) = In(z)
and K−n(z) = Kn(z)), modes with negative orders are identical modes to their
positive order counterparts. Applying the boundary conditions of continuity
in normal velocity and total pressure using Equations (1.44) and (1.43) leads
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Similar to the symmetric slab, eigenmodes for which m2i > 0 are surface
modes and eigenmodes for which m2i < 0 are body modes. Body modes can
have any positive integer number of radial nodes and anti-nodes within the
tube. The integer m is half the number of azimuthal nodes. In particular,
modes for which m = 0 have no azimuthal nodes and therefore correspond to
axisymmetric perturbations. These are known as sausage modes. Modes for
which m = 1 have two azimuthal nodes and are known as kink modes. Modes
for which m > 1 are known as fluting modes.
There also exist torsional Alfvén modes which oscillate individual magnetic
isosurfaces. As with the magneto-acoustic modes, they can oscillate with any
even number of azimuthal nodes. They perturb plasma orthogonal to, and
therefore do not perturb, the tube boundary.
1.4 Thesis outline
The remainder of this thesis is structured as follows:
• Chapter 2: We establish and solve the eigenvalue problem for MHD
waves propagating along a magnetic slab waveguide where the exter-
nal plasma is asymmetric. This is the simplest MHD waveguide that
demonstrates asymmetry. The dispersion relation is derived and is solved
analytically under certain approximations, and numerically. The eigen-
modes can exist as a generalisation of the traditional sausage and kink
modes. Two implications for solar observations are discussed. First,
we establish the existence of quasi-symmetric eigenmodes. These are
modes that have symmetric amplitudes on the waveguide interfaces even
though they propagate along asymmetric waveguides, which could lead
to misidentification of eigenmodes. Secondly, we discuss the difficulty of
distinguishing an asymmetric MHD wave from a superposition of sym-
metric MHD waves in solar atmospheric structures.
• Chapter 3: We introduce ray optics as a mathematical model of MHD
wave propagation. We introduce the ambiguities that arise in MHD ray
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optics due to the anisotropy of the magnetic field. Then we derive the dis-
persion relation for the asymmetric slab using ray optics. This approach
provides an intuitive notion of lateral wave leakage as transmission of
wave power due to partial internal reflection.
• Chapter 4: We establish and solve the initial value problem (IVP) of
MHD waves propagating along a magnetic slab waveguide. First, we
solve the IVP under the assumption that the plasma is incompressible.
Along the way, we revisit and correct a major error in a related paper by
Rae and Roberts (1981) that solves an initial value problem of surface
MHD waves on a tangential interface. Finally, we solve the more diffi-
cult IVP under the zero-beta assumption, showing that the perturbed
waveguide evolves through three phases: the initial phase, the impulsive
phase, and the stationary phase. We show that the impulsive phase is
much shorter for a slab waveguide than a cylindrical waveguide.
• Chapter 5: We derive two new inversion techniques that use the symme-
try of asymmetric MHD waves to diagnose parameters of the background
plasma that are otherwise impossible to measure. We coin these tech-
niques the amplitude ratio method and the minimum perturbation shift
method. This is the first time that a solar magneto-seismology technique
has employed the asymmetry of MHD waves. By diagnosing the Alfvén
speed in five chromospheric fibrils, we perform a first use of the ampli-
tude ratio method on solar observations. Our results corroborate with
previous analyses of chromospheric fibrils that use different methods.
• Chapter 6: A summary and discussion of the conclusions of this thesis.






The aim of this chapter is to investigate the physics of asymmetric MHD
waves as an eigenvalue problem (EVP). To isolate the behaviour introduced
when symmetry is broken, it is instructive to analyse a simple model that
supports asymmetric MHD waves. That way, any novel behaviour can be un-
ambiguously attributed to the asymmetry of the model rather than another
factor. The simplest model of an asymmetric waveguide is an asymmetric mag-
netic slab1, breaking the symmetry of the symmetric magnetic slab analysed
in Section 1.3.2.2 and by Roberts (1981b).
The EVP approach to MHD wave problems was first employed by Alfvén
(1942) to derive the theoretic existence and propagation speed of magnetically
driven waves in the fluid, the result that awarded him the Nobel Prize in
Physics in 1970. He showed that in a homogeneous plasma there are three
types of waves that propagate, as shown in Section 1.3.1. The wave with
intermediate speed became known as the Alfvén wave. This theoretical result
sparked the search for Alfvén waves across several areas of plasma physics, from
experimental, with early detection in magnetised mercury (Lundquist, 1949),
sodium (Lehnert, 1954), and bismuth (Hess and Hinsch, 1973), to geophysics,
with a surprisingly early detection of Alfvén waves in the Earth’s ionosphere,
driven by a nuclear weapon test (Berthold et al., 1960).
More relevant to the present thesis is that the discovery of Alfvén waves
got the solar physics world asking the question: are there Alfvén waves on
the Sun? The difficulty in establishing a confident affirmative answer to this
question is that, in structured plasma like that of the solar atmosphere, MHD
1More precisely, the simplest model of an asymmetric MHD waveguide is an interface
between different plasmas; the asymmetric slab is the simplest asymmetric waveguide that
can oscillate in a collective body mode (see Section 2.2.3).
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waves demonstrate mixed properties (Goossens et al., 2009, 2012, 2019). By
this we mean that, in general, they can propagate both vorticity (like Alfvén
waves do) and compression (like magneto-acoustic waves do). In some circum-
stances, such as when the plasma is cold, the fast kink magneto-acoustic wave
is almost completely incompressible, and therefore produces a similar observa-
tional signature to Alfvén wave. These nearly incompressible kink modes have
rather confusingly become known as Alfvénic and have ubiquitous presence
in the solar atmosphere (Tomczyk et al., 2007). This explains the erroneous
detection of Alfvén waves in the corona (Tomczyk et al., 2007), which are more
likely to have been kink waves (Van Doorsselaere, Nakariakov and Verwichte,
2008; Erdélyi and Taroyan, 2008). More likely observations of Alfvén waves
have since been made in X-ray jets (Cirtain et al., 2007) and in magnetic
bright points (Jess et al., 2009). A review of the theory and observations of
solar Alfvén waves was conducted by Mathioudakis et al. (2013).
After the detection of ubiquitous MHD waves in the solar atmosphere,
whether they be Alfvén, Alfvénic, or another kind entirely, comes the ques-
tion: do they contribute to the heating of the corona? This question must be
answered in two parts: (1) is there enough energy transported in these waves to
heat the corona? and (2) is there a mechanism for converting this wave energy
into thermal energy? Withbroe and Noyes (1977), amongst others, have shown
that an energy input of 102 − 104 W m−2 is required to balance the thermal
losses from radiation and solar wind in order to maintain the corona’s high
temperatures of approximately 2 MK. Many acclaimed Alfvén wave observa-
tional studies have estimated the energy density transported by the observed
MHD waves to be sufficient. This has been backed up by numerical studies
that show that sufficient energy can be found in, for example, high-frequency
torsional Alfvén waves (Srivastava et al., 2017). A number of mechanisms for
dissipating this wave energy into the coronal environment have been proposed,
including phase mixing (Heyvaerts and Priest, 1983) and resonant absorption
(Ionson, 1978), that can significantly shorten the time-scale for energy dissipa-
tion by resistive or viscous processes. MHD waves remain a strong candidate
for explaining the unexpectedly high coronal temperatures but the matter is
far from settled. The current status of MHD wave heating is reviewed by a
number of papers (Mathioudakis et al., 2013; De Moortel and Browning, 2015).
A selection of MHD waveguides have been investigated with an EVP ap-
proach. The first non-uniform plasma system that was investigated with an
EVP was the tangential interface between semi-infinite plasma regions with
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distinct parameters (Zajtsev and Stepanov, 1975; Roberts, 1981a; see Sec-
tion 1.3.2.1). They showed the existence of trapped MHD surface waves that
can be either fast or slow, depending on the phase difference between the pres-
sure gradient and magnetic restoring forces. The contact discontinuity, where
the magnetic field intersects the interface, was shown by Vickers et al. (2018)
to contain most of its oscillatory power in modes that leak energy laterally
away from the interface. Two parallel tangential interfaces, in the form of a
symmetric slab waveguide, were shown by Roberts (1981b) and Edwin and
Roberts (1982) to oscillate in both surface and body modes, depending on
whether the spatial signature of the wave is evanescent or oscillatory within
the slab (see Section 1.3.2.2).
Modelling the cylindrical nature of coronal loops, focus moved towards
cylindrical waveguides. This began with an investigation by Defouw (1976);
Ryutov and Ryutova (1976); Edwin and Roberts (1983) into the oscillatory
modes of straight cylindrical flux tubes of infinite length (see Section 1.3.2.3).
They showed the existence of fluting modes, which have azimuthal wavenumber
m ≥ 2, in addition to the already familiar sausage (m = 0) and kink (m = 1)
modes. Inhomogeneities in the solar atmosphere are such that it is unlikely
that the axisymmetry of a circular cross-sectional cylinder will be sufficient
to model coronal loops. To accommodate the diversion from axisymmetry,
elliptical cross-sectional tubes were investigated by Gu and Qiu (1980), Rud-
erman (2003), Erdélyi and Morton (2009), and Morton and Ruderman (2011).
The sausage mode (and other even-ordered azimuthal modes) differs from its
counterpart in circular cross-sectional tubes only by it’s phase speed, whereas
the kink mode (and other odd-ordered azimuthal modes) splits into two modes
with axial displacement polarized along the major and minor axes.
Other EVP investigations of MHD waves have studied the effect of cur-
vature, including a curved magnetic slab (Verwichte et al., 2006a,b) and a
semi-toroidal loop (Van Doorsselaere et al., 2004). The semi-toroidal loop is
a mathematical model that approximates coronal loops well. It was shown
that curvature has no first-order effect on the frequency and damping time of
kink quasi-mode oscillations. This result has justifiably made the solar physics
community more comfortable applying the more simple theory of MHD waves
in straight waveguide models to curved solar structures. The effects of curva-
ture on coronal loop kink oscillations is reviewed by Van Doorsselaere et al.
(2009).
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Loop systems above active regions are often observed to oscillate collec-
tively and even single coronal loops have been hypothesised to have a multi-
stranded fine structure (Aschwanden et al., 2000), motivating the study of
mathematical models of adjacent flux tubes. Luna et al. (2008) showed nu-
merically that a system of two adjacent flux tubes of equal parameters oscillates
in four trapped eigenmodes: two where the tubes oscillate in phase and two
in anti-phase. Van Doorsselaere, Ruderman and Robertson (2008) generalised
this to a system of two distinct flux tubes. This is discussed in more detail as
an example of an asymmetric MHD waveguide in Section 2.5.
What this chapter does to build upon previous studies is to focus on the
features of asymmetric MHD eigenmodes by building up from the simplest
asymmetric MHD waveguide. In particular, we determine how asymmetry
of MHD waveguides is manifested in MHD waves, the effects of varying the
asymmetry, and how this affects observational wave signatures in the solar
atmosphere.
In Section 2.2, we introduce the general asymmetric slab model and de-
rive the dispersion relation for its trapped eigenmodes. Since the dispersion
relation for the general model is not analytically solvable to the best of our
knowledge, we consider a simplification with non-magnetised external plasma,
which yields analytical solutions under certain approximations in Section 2.3.1
and numerical solutions more generally in Section 2.3.2. We study the fully
general eigenmodes in Section 2.4. We briefly overview the insights from other
asymmetric waveguides including multi-layered plasma, distinct adjacent flux
tubes, and non axisymmetric flux tubes in Section 2.5. We cover the conclu-
sions of this chapter in Section 2.6.
Section 2.3 is based on Allcock and Erdélyi (2017) and Section 2.4 is based
on my contribution to Zsámberger et al. (2018).
2.2 Asymmetric slab
2.2.1 Model description
Figure 2.1 illustrates the construction of the mathematical model of an asym-
metric slab, where a three-dimensional, unbounded, inviscid plasma is sepa-





ρ1, p1, B1 ρ0, p0, B0 ρ2, p2, B2
Figure 2.1: The equilibrium state inside the slab, (|x| ≤ x0) and outside the
slab, (x < −x0 and x > x0). The red arrows illustrate magnetic field lines,
B(x)ẑ, and the dashed black lines indicate the boundaries of the slab.
equilibrium magnetic field is in the z-direction and has magnitude
B(x) =

B1 if x < −x0,
B0 if |x| ≤ x0,
B2 if x > x0,
(2.1)
where Bj, for j = 0, 1, 2, are constant. Within each region, denoted by sub-
scripts 0, 1, and 2, the plasma is uniform and the equilibrium plasma pres-
sure, density, and temperature are denoted by pj, ρj, and Tj, respectively, for
j = 0, 1, 2. This defines an isolated waveguide, by which we mean there are no
adjacent waveguides that can affect or be affected by the oscillations.
To ensure that the model is in equilibrium, the total pressure in each ex-


























, for i, j = 0, 1, 2, (2.3)
where we define the sound and Alfvén speeds in each region by cj =
√
γpj/ρj
and vAj = Bj/
√
µρj, respectively, for j = 0, 1, 2. The adiabatic index
2 is
denoted by γ.
2.2.2 The dispersion relation
In the derivation of the dispersion relation, we decompose the linearised ideal
MHD equations into Fourier components then combine them into an ordinary
2The adiabatic index is assumed uniform across the whole domain under the single-fluid
approximation.
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differential equation (ODE) for the transverse velocity perturbation for each
of the three plasma regions. After finding the general solution to each of these
ODEs, we match the solutions across each interface at ±x0. The condition
for the existence of non-trivial solutions will specify discrete eigenfrequencies
for a given wavenumber. This is the dispersion relation. In mathematical
terms, we convert a set of partial differential equations into ordinary differential
equations, then into algebraic equations, then into a single equation. Taking
it from a form that we cannot solve into a form that we can.
2.2.2.1 Derivation
We begin with the ideal MHD equations, linearised around a static equilibrium
with subscripts j, Equations (1.22)-(1.25). Taking the partial derivative with







































(∇ · v). (2.6)
Seeking solutions of the form f(x, t) = f̂(x) exp{i(ly + kz − ωt)}, where k =
(0, l, k) is the wavenumber vector and ω is the angular frequency, for v in
Equation (2.5) gives
(k2v2Aj − ω2)v̂y = l((c2j + v2Aj)(iv̂′x − lv̂y − kv̂z) + kv2Aj v̂z), (2.7)
where ′ = d/dx. If the component of the wavenumber in the y-direction is
zero, i.e. l = 0, then this equation reduces to
(k2v2Aj − ω2)v̂y(x) = 0, (2.8)
which yield two solutions. Firstly, ω2 = k2v2Aj is a solution corresponding to
shear Alfvén waves with different phase speed for each magnetic iso-surface
(in this case the isosurfaces are surfaces parallel to the yz-plane). The second
solution is v̂y(x) = 0 for all x and therefore vy = 0, i.e. waves without
perturbation component along the slab and perpendicular to the magnetic
field. These solutions correspond to magneto-acoustic modes. Thus we have a
decoupling of the Alfvén modes from the magneto-acoustic modes.
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Focusing from here on magneto-acoustic modes, we seek solutions of the
Fourier form
v(x, t) = (v̂x(x)e
i(kz−ωt), 0, v̂z(x)e
i(kz−ωt)). (2.9)
This restricts the investigation to magneto-acoustic waves propagating parallel
to the equilibrium magnetic field, with velocity perturbation amplitude v̂x(x) in
the x-direction, and v̂z(x) in the z-direction. With this ansatz, Equation (2.5)
degenerates and Equations (2.4) and (2.6) become
− ω2v̂x = (c2j + v2Aj)(v̂′′x + ikv̂′z)− v2Ajikv̂′z − v2Ajk2v̂x, (2.10)
− ω2v̂z = c2j ik(v̂′x + ikv̂z). (2.11)
These equations can be combined to give an ordinary differential equation for
v̂x, namely
v̂′′x −m2j v̂x = 0, where m2j =






This is identical to the corresponding equation governing, for example, a tan-
gential interface or a symmetric slab, derived in Sections 1.3.2.1 and 1.3.2.2 by
Roberts (1981a) and Edwin and Roberts (1982).
Solutions of Equations (2.12) are a linear combination of hyperbolic func-
tions or trigonometric functions depending on the sign of the non-zero term
m2j . Given that the trigonometric functions are identical to hyperbolic func-
tions with imaginary sign, we progress from here with hyperbolic functions
only, without loss of generality. We restrict our model to waves trapped by
the slab by imposing the boundary condition v̂x → 0 as |x| → ∞. Thus, the
general solution for the velocity perturbation in the x-direction is
v̂x(x) =

A(coshm1x+ sinhm1x), if x < −x0,
B coshm0x+ C sinhm0x, if |x| ≤ x0,
D(coshm2x− sinhm2x), if x > x0,
(2.13)
where A, B, C, and D are arbitrary constants (with respect to x). The remain-
ing boundary conditions are continuity of velocity and total pressure across the
slab boundaries at x = ±x0.
With the aim of finding an expression for the total pressure perturbation,
the Equations (1.22) and (1.24) can be combined to give
∂p
∂t
= −ρjc2i∇ · v. (2.14)
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Using the above equation and the z-component of Equation (1.25), the pertur-
bation in total pressure (plasma pressure, p, plus magnetic pressure, BjBz/µ)










, for j = 0, 1, 2. (2.16)
Ensuring continuity of velocity and total pressure across the slab boundaries
gives four coupled algebraic equations, namely
c1 − s1 −c0 s0 0
0 c0 s0 s2 − c2
Λ1(c1 − s1) Λ0s0 −Λ0c0 0














where cj = coshmjx0 and sj = sinhmjx0 for j = 0, 1, 2, for brevity. The
condition for the existence of non-trivial solutions to this system of equations
is that the determinant of the matrix is zero. Applying this condition gives us
the dispersion relation for an asymmetric slab, namely
(Λ20 + Λ1Λ2) + Λ0(Λ1 + Λ2) coth 2m0x0 = 0. (2.18)
By expanding each Λj, we can write this dispersion relation in familiar variables
as
m20(ω




















coth 2m0x0 = 0.
(2.19)
2.2.2.2 First-order asymmetric slab
There is a key qualitative difference between waves propagating along sym-
metric and asymmetric magnetic slabs. The dispersion relation governing an
asymmetric slab is a single equation, whereas the dispersion relation govern-
ing a symmetric slab (Roberts, 1981a) consists of two independent equations,
corresponding to the sausage and kink eigenmodes. This corresponds to mixed
properties of the asymmetric eigenmodes.
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Under the approximation that the densities and temperatures of the ex-
ternal plasma are approximately the same, the dispersion relation, Equa-
tion (2.19), can be factorised to give the approximate dispersion relation
[Λ0(Λ1 + Λ2) + 2Λ1Λ2 tanhm0x0] [Λ0(Λ1 + Λ2) + 2Λ1Λ2 cothm0x0] = 0.
(2.20)
To show this, define each bracket as the functions
Ds(ω) := Λ0(Λ1 + Λ2) + 2Λ1Λ2 tanhm0x0, (2.21)
Dk(ω) := Λ0(Λ1 + Λ2) + 2Λ1Λ2 cothm0x0. (2.22)
Their product is
Ds(ω)Dk(ω) = [Λ0(Λ1 + Λ2) + 2Λ1Λ2 tanhm0x0]
[Λ0(Λ1 + Λ2) + 2Λ1Λ2 cothm0x0]
=Λ20(Λ1 + Λ2)















When the plasma parameters on each side of the slab are approximately equal,




= 1 +O(ε2). (2.25)
Therefore,




Therefore, to linear order of waveguide asymmetry, if the dispersion relation,
Equation (2.18) is satisfied, then either Ds(ω) = 0 or Dk(ω) = 0, which
completes the proof of Equation (2.20).
The expressions for the variables Λi for i = 0, 1, 2 in Equations (2.16) can




















This equation is now in a form similar to the dispersion relation corresponding
to MHD waves along a symmetric magnetic slab,
ρime(ω





(mix0) = 0, (2.28)
where internal and external parameters are denoted by subscripts i and e.
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2.2.3 Asymmetric eigenmodes
There is a rich spectrum of MHD eigenmodes on an asymmetric magnetic
slab. The key distinctions of these modes from the eigenmodes of a symmetric
slab are discussed in this subsection. To aid the reader’s understanding, we
have created over a hundred three-dimensional animations of symmetric and
asymmetric eigenmodes in a magnetic slab, available at Allcock and Erdélyi
(2018a). The videos visualise the oscillations in the slab boundaries, magnetic
field, density, and velocity field. The eigenmodes in visualised are:
• Alfvén modes:
– Oscillating on a single magnetic isosurface.
– Oscillating on multiple magnetic isosurfaces.
• Symmetric slab:
– Fast and slow, sausage and kink surface modes.
– Fast and slow, 1st, 2nd, and 3rd order sausage and kink body modes.
• Asymmetric slab:
– Fast and slow, sausage and kink surface modes.
– Fast and slow, 1st, 2nd, and 3rd order sausage and kink body modes.
That is 33 different eigenmodes visualised with 12 different camera angles and
a corresponding dispersion diagram.
The dispersion relation for a symmetric slab, Equation (2.28), consists of
two decoupled equations that correspond to the two types of eigenmodes sup-
ported by the slab: the sausage and kink MHD waves. In an asymmetric slab,
the sausage and kink modes are modified by the external density difference,
causing an asymmetry of the oscillation amplitude on each side of the slab
(for visualisation see Figures 2.2a and 2.2b). We call these asymmetric quasi-
sausage and quasi-kink eigenmodes. In a symmetric slab, sausage modes are
characterised by an undisplaced slab axis in the centre of the slab. In an asym-
metric slab, this undisplaced position is shifted towards the side of greatest
external density for quasi-kink modes and towards the side of lowest external
density for quasi-sausage modes. For symmetric kink modes, the width of the
perturbed slab remains constant along the slab, but this characteristic is lost













Figure 2.2: Quasi-kink and quasi-sausage modes with external density ordering
ρ1 > ρ2. The red arrows illustrate the perturbed magnetic field, the thick
solid black lines illustrate the perturbed slab boundaries, and the dashed lines
illustrate the future position of the slab boundaries after half a period.
Additionally, this shows that it is the phase of the boundary oscillations
that is a more fundamental distinguishing characteristic of sausage and kink
modes. For this reason, when we refer to quasi-sausage and quasi-kink modes
of an asymmetric slab, we refer strictly to modes which oscillate the waveguide
boundaries in anti-phase and in-phase, respectively.
A key characteristic of kink modes of a symmetric waveguide (slab or tube)
is that they are, to a first approximation when the wavelength is much longer
than the waveguide is wide, incompressible (Goossens et al., 2009). That is,
the density perturbations are small compared to the perturbations in other
parameters, such as velocity and magnetic field strength3. This is largely a
result of the waveguide’s cross-sectional width remaining constant throughout
the oscillation. However, quasi-kink modes do not preserve the cross-sectional
width. Therefore, they are, in general, compressible. The compressibility of a
kink-like eigenmode is a similar result to Verwichte et al. (2006a), who showed
that the kink mode of a curved slab waveguide does not preserve cross-sectional
width and is therefore compressible.
The differences between symmetric and asymmetric eigenmodes are sum-
marised in Table 2.1.
Sausage and kink modes are further categorised into surface and body
modes. Surface modes are waves more enhanced at the slab boundaries,
whereas body waves are characterised by oscillations permeating spatially
throughout the slab, having their maximum amplitude within the slab. Mathe-
matically, surface waves correspond to exponential solutions of Equation (2.13)
within the slab. This occurs when m20 > 0, which occurs when the phase speed,






< cT or min{c0, vA} <
ω
k
< max{c0, vA}. (2.29)
Body waves correspond to trigonometric solutions of Equation (2.13) within
the slab. Most notably, this means that there can be any number of nodes
within the slab where the plasma is unperturbed, so that there exist an infinite








For a surface mode (Figures 2.3a and 2.3b), the wave power distribution
across the slab has a single minimum. The displacement of this minimum from
the centre of the slab is a consequence of the asymmetry in the external plasma.
The intensity of the maximum amplitudes on the left and right boundaries of
the slab is different, reflecting the asymmetry in the external plasma.
Body modes are also affected by the asymmetric external environment (Fig-
ures 2.3c and 2.3d). Local maxima and minima in wave power are shifted
towards the external plasma of higher density for a quasi-kink body mode
and towards the external plasma of lower density for a quasi-sausage mode.
However, this is a much weaker effect than for surface modes because the eigen-
frequencies of body waves do not depend strongly on the parameters of the
external plasma, and therefore they do not depend strongly on the asymmetry
of the waveguide, as shown in Sections 2.3.1 and 2.3.2. The same can be said
for the eigenfunctions of body modes. These results agree with the intuition
that because the majority of the wave power is confined to within the slab,
rather than its boundaries, the body modes don’t feel the external plasma as





















































































































































































(d) Quasi-sausage body mode
Figure 2.3: The transverse velocity perturbation amplitude, v̂x as a function of
the transverse spatial coordinate, x, for quasi-sausage and quasi-kink modes in
an isolated magnetic slab with external density ordering ρ1 > ρ2. The vertical
black lines illustrate the boundaries (at ±x0) of the slab (shaded region).
2.3 Asymmetric slab in a non-magnetic envi-
ronment
Much of the interesting physics due to waveguide asymmetry is exhibited by
a magnetic slab with non-magnetic external plasma.
By letting B1 = B2 = 0, the plasma in the asymmetric external regions is




















coth 2m0x0 = 0, (2.31)















(m0x0) = 0. (2.32)
2.3.1 Analytical solutions
Analytical solutions to the dispersion relation can only be made under fur-
ther assumptions about the plasma. In this section, incompressible (Sec-
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tion 2.3.1.2), zero-beta (Section 2.3.1.3), thin slab (Section 2.3.1.4), and wide
slab (Section 2.3.1.5) approximations are explored. First, we deal with spuri-
ous solutions in Section 2.3.1.1.
2.3.1.1 Spurious solutions
There are three sets of spurious roots to the dispersion relation given by ω =
±kvA0, ω = ±kc0, and ω = ±kcT0. To treat these cases we refer back to the
ODE for v̂x(x) within the slab, Equation (2.12).
When ω = ±kcT0, m0 is singular, in which case the solution to Equa-
tion (2.12) is v̂x(x) = 0 within the slab. From Equation(2.11), it follows that
v̂z ∝ v̂′x, we therefore also have v̂z(x) = 0. Given that we are assuming ideal
plasma so that the magnetic flux is frozen to the plasma, this means that there
is no magnetic field perturbation either. Therefore, ω = ±kcT0 is a spurious
solution.
When ω = ±kc0, we have m0 = 0, therefore Equation (2.12) has general
solution v̂x(x) = Bx + C for constants B and C. Equation (2.11) further
shows that v̂′x = 0. Therefore, B = 0 and v̂x(x) = C. The z-component of
Equation (1.25) tells us that b̂z ∝ v̂′x and so b̂z = 0, therefore the magnetic











within the slab, for constant C2. To balance total pressure over each interface
we must have C = 0. This means that vx(x) = 0 within the slab and therefore
across the whole domain. Therefore the pressure outside the slab is zero (since
it is proportional to v̂′x = 0), and by matching pressure, it is zero within the
slab. Therefore this solution is the trivial solution rather than a wave.
On the other hand, when ω = kvA, the total pressure amplitude, P̂ (x), is
such that
P̂ (x) = v̂′x(x)

Λ1/m1, if x < −x0,
Λ0/m0, if |x| ≤ x0,














(the derivation for this still holds). Note that the singularity due to the division
by m20 is regularised by the factor of k
2v2A− ω2 in Λ0. Therefore, since v̂′x = B
is constant in the slab, then so is P̂ . When we match the total pressure over
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the boundaries we find that the slab must be symmetric. Therefore B = 0 to
ensure that the velocity profile is symmetric. Therefore v̂′x = B = 0, so there
is no pressure perturbation. In particular, there is no pressure perturbation
outside the slab, which implies that there is no velocity perturbation outside
the slab, because they both depend on the same constants. Therefore by
continuity of velocity and the fact that it is constant within the slab, the
velocity perturbation is zero everywhere. Therefore there is no wave.
2.3.1.2 Limiting case - incompressible
Compressibility is essential for the propagation of sound waves. Consider the
dispersion relation, Equation (2.31), in the limit of incompressibility, that is,
when γ → ∞. In this limit, the sound speeds become unbounded and the
tube speed in the slab behaves like cT0 → vA0. This means that mj → k for












coth 2kx0 = 0. (2.36)
This is a special case of a dispersion relation previously derived by Ruderman
(1992), who found solitons propagating on a system of N tangential disconti-
nuities. Equation (2.36) is a quadratic equation in ω2 which has solutions
ω2 = k2v2A0




















These solutions hold for all kx0 > 0 and describe surface modes with sub-
Alfvénic phase speed. The solution found by the plus (minus) on the numerator
is the sausage (kink) eigenfrequency. Since coth θ > 1 for all positive θ, and
therefore σ2−4ρ1ρ2/ρ20 > 0, these eigenfrequencies are real, as we would expect
from spectral theory.
Figures 2.4a-2.4d illustrate that in a thin (kx0  1) incompressible slab,
the phase speeds of these modes approach zero or the Alfvén speed. In a
symmetric wide incompressible slab, the phase speeds converge to the same
speed (Figure 2.4a), whereas in an asymmetric slab, the phase speeds converge
to different speeds (Figures 2.4b-2.4d) that depend upon the values of the
external densities. This observation is mirrored by both fast and slow surface
31











(a) ρ1/ρ0 = 2, ρ2/ρ0 = 2











(b) ρ1/ρ0 = 10, ρ2/ρ0 = 2











(c) ρ1/ρ0 = 10, ρ2/ρ0 = 0.1











(d) ρ1/ρ0 = 100, ρ2/ρ0 = 0.1
Figure 2.4: The behaviour of the modes in an incompressible slab. The fast
surface modes and all the body modes degenerate leaving two sub-Alfvénic
surface modes. (a) A symmetric slab, (b)-(d) asymmetric slabs.
32
modes in the more general solutions of a compressible slab solved numerically
to give Figure 2.8a.
One might ask whether the notion of incompressible asymmetric modes is
coherent given that the cross-sectional width variation appears to be associ-
ated with density perturbation. It is true that incompressible quasi-sausage
and quasi-kink modes do not preserve cross-sectional width, however, they do
this in a way that does not perturb density. This is achieved by virtue of a
significant longitudinal velocity component. The longitudinal velocity allows
plasma to flow from sections of the waveguide that have been narrowed by the
wave to widened sections.
2.3.1.3 Limiting case - low-beta
The case when the magnetic pressure strongly dominates the gas pressure
within the slab, i.e. β := 2µ0p0/B
2
0  1, is known as the low-beta approxi-
mation. This approximation is equivalent to the Alfvén speed dominating the
sound speed in the slab and provides a good approximation of the solar coronal
environment. In this section, the results are to quadratic order in β.
Under this speed ordering, m20 ≈ k2 − ω2/v2A. After a numerical investi-
gation, it is clear that the frequency of waves in this approximation satisfies
ω2  k2v2A, in which case m20 ≈ k2 provides a valid approximation. This
means that m20 > 0 and the solutions are surface modes. For a symmetric
slab of low-beta plasma (e.g. Roberts 1981b), the dispersion relation reduces
to a quadratic expression in ω2 whose solutions are the fast sausage and kink



















where ce is the external sound speed, along with a spurious solution.
Unfortunately, for the more general case of an asymmetric slab of low-beta
plasma, the dispersion relation does not reduce to an analytically solvable
equation. However, we find numerically that there are two fast surface modes.
The quasi-sausage surface mode is not present for small kx0, but becomes a
solution at an intermediate value of kx0 with phase speed ω
2/k2 = min (c21, c
2
2).
The quasi-kink surface mode is present for all values of kx0. Qualitatively, the
solutions for a low-beta plasma are analogous to the fast quasi-sausage and
quasi-kink mode solutions, discussed later in Sections 2.3.1.4 and 2.3.1.5.
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2.3.1.4 Limiting case - thin slab
Consider the case where the wavelength, λ, is much greater than the width of
the slab, 2x0, i.e 2x0/λ = kx0/π  1, or equivalently kx0  1.
First, consider the quasi-sausage surface modes, which are governed by











− 2ω2m20x0 = 0. (2.40)
Clearly, ω2 = k2v2A is a solution, but as noted in Section 2.3.1.1, it is spurious.
The other solution for ω2 behaves like ω2 → k2c2T0 as kx0 → 0. To first order
in kx0, this solution is a slow quasi-sausage surface mode given by
ω2 = k2c2T0

















which is less than k2c2T0 and exists only when c1 > cT0 and c2 > cT0.
It is interesting to note that if c1 = c2 = ce (and therefore ρ1 = ρ2 = ρe
by Equation (2.3)), then there exists a second solution to Equation (2.40).


















in the thin slab limit. This is a fast sausage surface mode, and it degener-
ates (as a solution in the thin slab limit) as c1 and c2 become distinct. This
mode can still exist with a phase speed below the cut-off at min(c1, c2) (see
Section 2.3.2.2).
Next, consider quasi-kink surface mode solutions in the thin slab limit,
which are governed by the coth version of Equation (2.32), for m20 > 0. As


































This is a slow quasi-kink surface mode that behaves like ω/k → 0 in the thin
slab limit.
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For body waves in the thin slab approximation, following the same proce-
dure as for surface waves turns out to be fruitless, so we must reconsider our
assumptions. Unfortunately, letting m0x0 → 0 as kx0 → 0, whilst valid for
surface modes, is not valid for body modes. Instead, we must consider the sce-
nario where m0x0 remains finite as kx0 → 0. This can occur only if |m20| → ∞
as kx0 → 0. To ensure that |m20| → ∞, we are restricted to solutions that
behave like ω2 → k2c2T0 as kx0 → 0. Considering Equation (2.32), this can
only be the case when m20 < 0, i.e. only for body modes. To find these solu-
tions, set ω2 = k2c2T0(1 + ν(kx0)
2) for some ν > 0 that is to be determined.
To see why this form has been chosen, a substitution into the definition of
m20 demonstrates that |m20| → ∞ and m0x0 remains bounded as kx0 → 0, as
required. Using this ansatz, Equation (2.27) has a countably infinite set of











, for j = 1, 2, . . . . (2.44)














, for j = 1, 2, . . . . (2.45)
Equations (2.44) and (2.45) show us that to quadratic order in kx0 the quasi-
sausage and quasi-kink body modes do not depend on the external environ-
ment parameters. The effects of external density and temperature are felt in
the higher order terms, which explains why Equations (2.44) and (2.44) are
identical to the corresponding solutions in a thin symmetric slab derived by
Roberts 1981b. This also explains theoretically why body modes only weakly
depend on the asymmetry of the external plasma, as discussed in the context
of solar atmospheric magnetic field diagnostics in Chapter 5.
2.3.1.5 Limiting case - wide slab
The wide slab approximation the limit of the slab width being is much larger
than the wavelength, i.e. when kx0  1. To understand the properties of the
eigenfrequencies in a wide asymmetric slab, it is instructive to return to the
dispersion relation in lambda notation, Equation (2.18). For surface modes
in the slab, the wide slab approximation implies that m0x0  1, therefore
cothm0x0 ≈ 1 (this is verified a posteriori by Roberts, 1981b). Under this
approximation, Equation (2.18), becomes
(Λ0 + Λ1)(Λ0 + Λ2) = 0, (2.46)
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which gives us two families of solutions, one satisfying Λ0 + Λ1 = 0 and the
other satisfying Λ0 + Λ2 = 0. These are equivalent to
ρ0mj(ω
2 − ω2A0) + ρjm0ω2 = 0, (2.47)
for j = 1, 2, respectively. This equation is the same as the dispersion relation
governing surface waves along a single interface between a magnetized and a
non-magnetized plasma, Equation(1.36) for vA1 = vA2 = 0. Hence, the surface
mode solutions of a wide asymmetric slab are precisely those that propagate
along each interface independently. This corroborates our intuition that, as the
slab width increases, the interfaces have diminishing influence on each other.
In the wide slab limit, the interfaces have no influence on each other at all,
allowing each to oscillate independently with its own characteristic frequency.
Unfortunately, the body waves have no parallel in the single interface model
because body waves in a slab owe their existence to both of the two interfaces.
In the wide slab limit, body waves behave like ω2 → k2c20 as kx0 → ∞. To
see this, substitute the ansatz ω2 = k2c20 (1 + ν/(kx0)
2) into the dispersion










, j = 1, 2, . . . (2.48)







, j = 1, 2, . . . (2.49)
in the wide slab limit. These solutions are valid only when vA0 > c0.
This analysis may be repeated for vA0 < c0 to find that, in the wide slab









, for j = 1, 2, . . . (2.50)







, for j = 1, 2, . . . . (2.51)
These solutions demonstrate that, to quadratic order in 1/kx0, the wide slab
body modes are independent of the external plasma parameters. Therefore,
Equations (2.48)-(2.51) are identical to the body mode solutions in a wide
symmetric slab (Roberts, 1981b). Equations (2.41)-(2.45), (2.48) and (2.49)
also appear in Li et al. (2013) for a symmetric magnetic slab with shear flow
when the shear flow speed is set to zero.
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2.3.2 Numerical solutions
Numerical methods are required to investigate solutions to the asymmetric
slab dispersion relation, Equation (2.31), without having to rely on further
approximations. Focus is placed on the additional physics that arises from the
asymmetry of the external plasma.
2.3.2.1 Description of numerical procedure
To solve Equation (2.31) numerically, view the left-hand-side as a function
D(ω) of the wave frequency, ω, and wavenumber k. This function is known as
a dispersion function. This means that for a given wavenumber value, we are
solving a simple root-finding problem, where the aim is to find the zeros of the
dispersion function. To accomplish this, we use the secant method. The Secant
method is a standard root-finding procedure that is equivalent to the Newton-
Raphson method utilising a finite difference approximation to the derivative of
the dispersion function. This method is chosen because the derivative of the
dispersion function is not easily derived analytically. The cost is that the secant
method has an order of convergence of the golden ratio, ψ ≈ 1.618, which is
smaller than the order of convergence of the Newton-Raphson method, which
is 2.
For a range of values of the non-dimensionalised half slab width, kx0, we
use the secant method to iterate towards the many zeroes of the dispersion
function. The algorithm is most unstable for very large and very small values
of kx0 due to the different sheets of the function being very close together
(small kx0) or the solution curves having approximately zero gradient (large
kx0). Therefore, a middle value of kx0 is first used with a range of initial
values. Then, working outwards form the middle, the initial values for the
secant method applied to the next values of kx0 are the roots found from the
previous step. This process is continued until zeroes of the dispersion function
are found for the whole range of kx0 values.
2.3.2.2 Dispersion diagrams
Figure 2.5 illustrates the solutions to the dispersion relation, Equation (2.31),
for two orderings of the characteristic speeds. Figure 2.5a illustrates the spec-
trum of modes we would expect to find in the corona and Figure 2.5b illustrates
the spectrum of modes we would expect to find in the photosphere.
In both coronal and photospheric conditions, there are slow sausage and
kink surface modes (illustrated by the lowest red lines) and an infinite sequence
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(a) vA0 > c0




















(b) vA0 < c0
Figure 2.5: Dispersion diagram for the dispersion relation, Equation (2.31).
The surface (body) modes are in plotted red (blue) and the sausage (kink)
modes are represented by solid (dashed) lines. The density ratios are ρ1/ρ0 =
1.5 and ρ2/ρ0 = 2, and the characteristic speed orderings are c2 = 1.2c0 and
(a) vA0 = 1.3c0 and (b) vA0 = 0.9c0.
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of slow sausage and kink body modes (illustrated by the slowest blue lines).
Each sausage body mode propagates faster than its corresponding kink mode,
which agrees with the analytical solutions in Equations (2.44), (2.45), (2.48)-
(2.51).
In coronal conditions, there exist fast sausage and kink surface modes with
phase speeds between c0 and min c1, c2. Figure 2.5a shows that the minimum
of c1 and c2 becomes a new cut-off, causing the fast kink surface mode to
transform into a slow kink first-order body mode for smaller values of kx0. In
Section 2.3.2.3, the precise value of this critical wavenumber is determined and
the eigenfunction is analysed across this transition.
In photospheric conditions, there exists an infinite sequence of fast sausage
and kink body modes with phase speeds between c0 and min c1, c2. For values
of the slab width below a cut-off value (that is unique for every order of body
mode), these modes cease to be trapped by the slab and leak energy into the
surrounding plasma. In Section 2.3.2.4, the precise value of these cut-off values
is determined.
2.3.2.3 critical wavenumber for kink mode transformation
First, we derive an analytical expression for the critical wavenumber, over
which the slow kink first-order body mode transitions into a fast kink surface









T − c20(1 + ν))
, (2.52)












Substituting these into the dispersion relation for quasi-kink modes, neglecting
terms of quadratic and higher order in ν, and solving for kx0 gives us the critical

















(c21 − c20)(c22 − c20)
. (2.55)
Across this transitional value, the eigenfunction changes functional form
inside the slab from trigonometric to exponential function (see Figure 2.6).
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Figure 2.6: The eigenfunction of the transitional kink mode. The critical
wavenumber occurs between kx0 = 4 and kx0 = 5.
2.3.2.4 Fast mode cut-off
If c1 = c2, we have a symmetric slab and therefore no fast mode cut-off. Let
c1 6= c2 and let ω = min(kc1, kc2). Without loss of generality, consider the case
where c1 < c2 so that m1 = 0. Therefore,
m20 =















Substituting these expressions in the dispersion relation and solving for kx0


















For surface modes, m20 > 0, therefore the argument of the tanh
−1 term is
real, so that Equation (2.57) admits a single solution. This corresponds to the
cut-off value for the fast sausage surface mode in Figure 2.5a.
For body modes, m20 < 0, therefore the argument of the tanh
−1 term is
imaginary. Defining n ∈ R as n = im and utilising the fact that tanh−1(ix) =





















for j ∈ Z and tan−1p refers to the principal value of the inverse tan function, i.e.
the value in the range (−π/2, π/2). This infinite set of solutions corresponds
to the infinite set of fast sausage and kink body modes, each of which has a
cut-off, as seen in Figure 2.5b.
When the slab is symmetric, the cut-off for both the fast sausage surface
mode and the fast sausage first-order body mode are zero. See this by setting
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c1 = c2 in the argument of tanh
−1 and tan−1p in Equations (2.57) and (2.58),
respectively. This means that the modes cease to have a cut-off at all and
exist for all values of the slab width, kx0, which corroborates with the results
of Roberts (1981b).
2.3.2.5 Varying the degree of asymmetry
First, consider a magnetised slab with symmetric non-magnetic external plasma,
as described by Roberts (1981b) and summarised in Section 1.3.2.2. Fig-
ures 2.7a-2.7c illustrate how varying the ratio of external to internal density
affects the propagation speeds of the slow kink and sausage surface modes. An
increase in the density ratio, ρe/ρ0, causes a decrease in the propagation speed
of the slow modes. The fast surface modes demonstrate an identical behaviour
(not shown). The body modes are weakly dependent on the external density,
so that the propagation speed decreases only negligibly as the density ratio
increases.
More generally, consider an asymmetric slab whose equilibrium conditions
are given by Figure 2.1. Figures 2.8a-2.8e illustrate the behaviour of the slow
surface modes as the external density on one side of the slab is varied while
holding fixed the other external density. The slice where ρ1/ρ0 = 2 corresponds
to a symmetric slab, where the usual behaviour is observed: that the phase
speeds of the two slow surface modes converge to a speed that is slower than
the tube speed, cT0, as the slab width increases. However, as the external
densities become distinct, the phase speeds of these modes no longer converge
to the same value in the wide slab limit. This can also be seen in Figures 2.5a
and 2.5b.
For a wide slab width, kx0  1, Figure 2.8e illustrates that the eigen-
frequencies of the slow surface modes possess a wave phenomenon known as
avoided crossing. An avoided crossing occur when the phase speeds of two
wave modes avoid intersecting when a parameter of the system is varied. This
occurs when there are constraints preventing two solution from being equal
and it demonstrates a transferral of properties between the two modes. Anal-
ysis of this phenomenon can be used to give insight into the modal structure.
There is rich literature regarding avoided crossings for the eigensolutions of a
wide range of physical processes including coupled spring oscillations in classi-
cal mechanics (Novotny, 2010) and energy level repulsion in quantum physics
(Naqvi and Brown, 1972). In MHD wave theory, the subject has been cov-







































(b) ρeρ0 = 0.1











(c) ρeρ0 = 10
Figure 2.7: The effect of varying the ratio, ρe/ρ0, of the slab density to the
symmetric external density, on the dispersion of the slow surface modes of
a magnetic slab in a symmetric external plasma. The red and blue surfaces
correspond to the kink and sausage modes, respectively. Panels (b) and (c) are
slices of panel (a) at specific values of ρe/ρ0. These slices are superimposed onto











































(b) kx0 = 0.01















(c) kx0 = 0.1















(d) kx0 = 1















(e) kx0 = 3
Figure 2.8: (a) The slow quasi-sausage (blue) and quasi-kink (red) surface
mode solutions of the dispersion relation (Equation (2.19)) are plotted showing
the variation of the dispersion as the ratio of one external density to the internal
density is changed. The other density ratio is held fixed at ρ2/ρ0 = 2. The
characteristic speed orderings are c2 = 0.7c0, vA = 0.4c0, and c1 varies to
satisfy equilibrium pressure balance, given by Equation (2.3). Panels (b)-(e)
are slices of panel (a) for specific values of the non-dimensional slab width,
kx0.
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waves in a magnetically stratified plasma by Abdelatif (1990) and Mather and
Erdélyi (2016).
In the present study, the avoided crossing occurs between quasi-kink and
quasi-sausage surface solutions to the asymmetric slab. This explains why the
dispersion relation does not decouple into two equations (Section 2.2.2.2). Fig-
ure 2.9 demonstrates that during the transition across the avoided crossing, the
quasi-sausage and quasi-kink modes exchange the slab boundary upon which
the largest perturbation occurs. For example, the left plots of Figure 2.9b show
that the quasi-sausage mode has its highest amplitude on the interface of high-
est local phase-speed (equivalently, lowest external density). The quasi-kink
mode demonstrates the opposite behaviour. The central plots show the special
case of a symmetric slab, where ρ1 = ρ2, demonstrating the spatial antisymme-
try and symmetry in the symmetric sausage and kink mode, respectively. As
the left external density, ρ1, dominates the right external density, ρ2, the right
plots of Figure 2.9b show that, again, the quasi-sausage mode has its higher
amplitude on the interface of higher local phase-speed, but this is now on the
other interface. By the term local phase speed, we are referring to the phase-
speed that a slow surface mode propagating along that interface would have if
the other interface were not there. Each interface of an asymmetric magnetic
slab has a distinct local phase-speed and they are inversely proportional to the
density in the non-magnetic region (Roberts, 1981a).
When they exist, the fast quasi-sausage and quasi-kink surface modes
demonstrate an identical behaviour (not shown). As demonstrated analyti-
cally in Equations (2.44), (2.45) and (2.48)-(2.51), the body modes are not
dependent on internal or external densities to quadratic order in kx0. This
means that body modes demonstrate only a weak dependence on the external
densities, and an avoided crossing does not occur between these modes.
2.3.3 Analogy to coupled spring and mass oscillator
One particularly interesting characteristic of asymmetric eigenmodes is that
the interface which oscillates with the highest amplitude is different for sausage
and kink modes. This characteristic changes across the avoided crossing, as
shown in Figure (2.9). To investigate this further, we propose an analogy with
a coupled mechanical simple harmonic oscillation system4.
4More information on coupled simple harmonic oscillators can be found in Novotny
(2010).
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Figure 2.9: (a) The slow surface mode solutions of the dispersion relation,
Equation (2.19), are plotted showing the variation of the dispersion as the
ratio of one external density to the internal density is changed. The other
density ratio is held fixed at ρ2/ρ0 = 2 and the non-dimensionalised slab width
kx0 = 1.5. The characteristic speed orderings are c2 = 0.7c0, vA = 0.4c0, and
c1 varies to satisfy equilibrium pressure balance, given by Equation (2.3). The
parameters at each blue and red dot in panel(a) are used to plot the spatial
variation of the transverse displacement perturbation, ξ̂x, given by panel (b).
The upper (lower) plots in panel (b) correspond to the quasi-sausage (quasi-
kink) mode solutions.
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Figure 2.10: The variation (or lack of) of the first three slow sausage and kink
body eigenfunctions as the asymmetry in the background plasma is varied.
The first, third, and fifth rows are kink modes and the second, fourth, and
sixth rows are sausage modes. The density ratio ρ1/ρ0 is varied while the
other density ratio is held fixed at ρ2/ρ0 = 2.0. Therefore, the middle column
of panels for which ρ1/ρ0 = 2.0 corresponds to a symmetric slab.
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Consider a system of two identical masses of mass m between two fixed
walls, with light springs connecting the left wall to the left mass, the masses
together, and the right mass to the right wall (Figure 2.11a). The springs
have spring constants k1, k0, and k2, respectively. The coordinates x1 and x2,
which give the displacements of the two masses at time t, uniquely specify the











−k1 − k0 k0






Looking for wave solutions of the form x1(t) = x̂1e
−iωt, and similar for x2(t),
and defining ωj = kj/m for j = 0, 1, 2, gives(
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For non-trivial solutions to exist, the matrix must be singular. For this to
occur, its determinant must vanish, i.e.
(ω21 + ω
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. (2.62)
Thus, there are two eigenfrequences of the system. This is to be expected
because the system has two degrees of freedom: the one-dimensional move-
ment of each of the two masses. The eigenfunctions (i.e. the values of x̂1
and x̂2) associated with these eigenfrequencies are found by substituting the
eigenfrequencies back into Equation (2.60). Thus, we find that the ratio of the
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. (2.64)
where W = ω20/(ω
2
2 − ω21). Without loss of generality, let ω2 > ω1 so that
W > 0. Then, considering Equation 2.64, the eigenmode with eigenfrequency
ω+ gives x̂1/x̂2 < 0, i.e. the masses oscillate in anti-phase. This is known
as the breathing mode and is equivalent to the sausage mode of the MHD















Figure 2.11: A coupled mechanical oscillator gives an analogy to the eigen-
modes of symmetric and asymmetric magnetic slabs. Spring constants are
denoted k, with a thicker spring corresponding to a higher spring constant.
Figures (a) and (d) show the symmetric and asymmetric spring systems in
equilibrium. Figures (b) and (c) show the normal modes of a symmetric sys-
tem. Figures (e) and (f) show the normal modes of an asymmetric system
with spring constants k2 > k1. In each panel, the vertical dashed lines give the
positions of the red masses at equilibrium.
masses oscillate in phase. This is known as the sloshing mode and is equivalent
to the kink modes of the MHD slab model.
Comparing with the magnetic slab model, the three springs here correspond
to the three regions of plasma, and the masses to the plasma interfaces. The
breathing mode has highest amplitude on the mass connected to the external
spring with lowest spring constant and the sloshing mode has highest amplitude
on the mass connected to the external spring with highest spring constant
(shown analytically in Appendix A). A higher spring constant in this model
is analogous to a lower density plasma in the magnetic slab model. This is
because a higher spring constant in an uncoupled spring-mass system gives a
higher characteristic frequency. This gives motivation as to why the surface
modes of the asymmetric magnetic slab have higher amplitudes on different
sides for quasi-sausage and quasi-kink modes.
2.4 Asymmetric slab in a magnetic environ-
ment
Now we return to the general model for a magnetic slab, that is, a magnetic
slab with asymmetric external environment.
The eigenfrequencies of the magnetic slab with asymmetric external envi-
ronment are illustrated in Figure 2.12 and are broadly similar to the slab in
a non-magnetic environment. The main difference is in the existence of slow
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surface and slow body modes for a single set of waveguide parameters. This
is true for conditions intermediate between those typical for the corona and
photosphere. This can be seen in Figure 2.12b, where there is a family of slow
body modes. A deeper analysis of the magnetic slab with asymmetric external
environment is given by Zsámberger et al. (2018).
2.4.1 Implications for observations
Accurate mode identification is a key aspect of SMS. Different modes can differ
in characteristics such as damping rate, phase and group speed, and, most rel-
evant to this Thesis, response to waveguide asymmetry. Therefore, inaccurate
mode identification can lead to significant error in diagnosis of background pa-
rameters. This subsection warns observational solar physicists of two possible
ways in which errors in mode identification could be made due to waveguide
asymmetry.
2.4.1.1 Quasi-symmetric eigenmodes
It is possible for asymmetric MHD waves to have similar observational quali-
ties to symmetric MHD waves. This can occur when the restoring force (that
is, the sum of the pressure gradient and Lorentz forces) of MHD perturbations
is equal at both interfaces. This can occur in an asymmetric slab when the
asymmetry in the pressure gradient force is precisely balanced by the asym-
metry in the Lorentz force. We describe an eigenmode with this property as
a quasi-symmetric mode. Equivalently, we define quasi-symmetric modes to
be eigenmodes which have equal amplitude on each boundary of the slab5.
This is equivalent to setting v̂x(−x0) = −v̂x(x0) for quasi-sausage modes and
v̂x(−x0) = v̂x(x0) for quasi-kink modes. The aim in this subsection is to prove
that the necessary and sufficient condition for the existence of quasi-symmetric
eigenmodes of an asymmetric magnetic slab is
ρ1
m1
(k2v2A1 − ω2) =
ρ2
m2
(k2v2A2 − ω2), (2.65)
for a given frequency, ω, and wavenumber, k.
To show that Equation (2.65) is sufficient for there to exist quasi-symmetric
modes, consider an asymmetric magnetic slab with parameters that satisfy
5If we further specify that the penetration depth of perturbations in the external plasma
be equal on each side of the slab, so that the eigenfunction is symmetric, then it must be
the case that the external parameters are equal and we have a symmetric slab.
49
(a) vA0 > c0
(b) vA0 < c0
Figure 2.12: The dispersion diagram for the an asymmetric magnetic slab with
external magnetic field. The solutions are found by numerical solution of the
dispersion relation, Equation (2.19), for given waveguide parameters. The red
lines illustrate quasi-sausage modes and the blue lines illustrate quasi-kink
modes. Panel (a) shows the existence of a family of slow body modes and fast
surface modes. Panel (b) shows the existence of a family of slow body modes,
a slow quasi-sausage and quasi-kink surface mode, a fast quasi-kink surface
mode, and a family of fast body modes, the slowest of which being a first
order fast quasi-sausage mode that exists as a body mode for slab waveguides
thinner than a critical width, and as a surface mode for wider slabs. Note that
the slow modes are still trapped for small values of kx0.
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Equation (2.65). Under this supposition, the transverse velocity perturbation
solution for quasi-sausage modes reduces to
v̂x(x) =

A(coshm1x+ sinhm1x) if x < −x0,
C sinhm0x if |x| ≤ x0,









, C is arbitrary. (2.67)
We have denoted cj = coshmjx0 and sj = sinhmjx0, for j = 1, 2, for brevity.
The solution within the slab, |x| ≤ x0, is an odd function of x, therefore
v̂x(x0) = −v̂x(−x0). Therefore Equation (2.65) is a sufficient condition for the
existence of quasi-symmetric modes. For quasi-kink modes, a similar proof is
followed, where we find that v̂x(x) is an even function within the slab.
To show that Equation (2.65) is necessary for there to exist quasi-symmetric
modes, consider an asymmetric magnetic slab which supports quasi-symmetric
modes. The transverse velocity perturbation solution is given by
v̂x(x) =

A(coshm1x+ sinhm1x) if x < −x0,
B coshm0x+ C sinhm0x if |x| ≤ x0,














C = −Λ0c0 + Λ2s0
Λ0s0 + Λ2c0
C, (2.71)
C is arbitrary, (2.72)












B = −Λ0s0 + Λ2c0
Λ0c0 + Λ2s0
B, (2.75)
B is arbitrary, (2.76)
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for quasi-kink modes. Given the supposition that the slab supports quasi-
symmetric modes, we have, for quasi-sausage modes,











c0 − s0, (2.78)
=⇒ Λ0c0 + Λ1s0 = 0. (2.79)
Similarly, taking the second expression for B, we deduce that
Λ0c0 + Λ2s0 = 0. (2.80)
By subtracting Equation (2.80) from Equation (2.79), it follows that Λ1 =
Λ2, which is equivalent to Equation (2.65). This concludes the proof that
Equation (2.65) is a necessary condition for the existence of quasi-symmetric
quasi-sausage modes. For quasi-kink modes, a similar proof can be followed to
show that v̂x(x0) = v̂x(−x0) implies Equation (2.65). This completes the proof
that Equation (2.65) is a necessary and sufficient condition for the existence
of quasi-symmetric modes.
The main consequence of this result is that one can not conclude from an
observation of a MHD wave that appears symmetric (i.e. that the boundary os-
cillations have equal amplitudes) that the underlying waveguide is symmetric.
This fallacy could lead to incorrect mode identification and therefore erroneous
diagnosis of the background plasma.
Is it possible to differentiate between a symmetric and a quasi-symmetric
eigenmode? Theoretically, the answer to this question is yes. Quasi-symmetric
modes have symmetric amplitudes at the boundaries but they have asymmetric
penetration depths into the external plasmas (see Figure 2.13). In theory,
one could track the attenuation of the oscillation amplitude of plasma away
from the slab on each side. If the attenuation is asymmetric, the mode is
likely to be quasi-symmetric and the underlying waveguide asymmetric. In
practice, however, this will prove difficult. Although we currently have the
required spatial resolution for measuring the spatial attenuation of MHD waves
in isolated waveguides, solar structures are unlikely to be sufficiently isolated
to allow for good measurements of spatial attenuation.
2.4.1.2 Asymmetric mode or a superposition of symmetric modes?
A second implication that asymmetric eigenmodes have for mode identification
in solar observations is that a waveguide oscillating in an asymmetric mode













(b) Quasi-symmetric quasi-kink mode
Figure 2.13: The eigenfunctions of a quasi-symmetric modes. The (absolute)
oscillation amplitude is equal on each boundary so such a mode could be
misidentified as a symmetric mode. An example of a difference between a
quasi-symmetric mode and its symmetric counterpart is that quasi-symmetric
modes have asymmetric penetration depth.
Consider how one has traditionally identified sausage and kink eigenmodes
of a symmetric waveguide. To identify sausage modes, it has been presumed
sufficient to identify oscillation in the cross-sectional width. To identify kink
modes, previous studies have presumed it to be sufficient to identify pertur-
bation of the waveguide axis (for example, Morton et al., 2012). The mixed
characteristics of sausage and kink modes in asymmetric waveguides (see Ta-
ble 2.1) tell us that these two characteristics are necessary but not sufficient
for identification of the respective modes.
To appreciate the potential misidentification, consider a hypothetical ob-
servation of a waveguide in the solar atmosphere from which oscillations can
be identified in both the cross-sectional width and the axis (for example, Fig-
ure 5.7b). A naive approach would be to assume that the waveguide is sym-
metric, so that the only explanation for the cross-sectional oscillation is a
symmetric sausage mode and the only explanation for the axial oscillation
is a symmetric kink mode. One might then conclude that the observation
is a superposition of a sausage mode and a kink mode. However, as can be
seen in Table 2.1, if the waveguide is instead asymmetric (and the asymmetry
need only be small, such that it might not be directly observable) then both
the oscillation in cross-sectional width and the axial oscillation could be due
to asymmetric eigenmodes. Therefore, the correct identification could be a
quasi-sausage mode, quasi-kink mode, or superposition of both types. More
information is required in order to confidently identify a mode.
One possible resolution to this problem is to measure the background pa-
rameters on each side of the waveguide to determine the degree of asymmetry
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before identifying the modes. If the waveguide is determined to be symmet-
ric, symmetric modes can be identified. If not, the more general asymmetric
modes can be identified.
One problem with this approach is that determining the key background
parameters, the density and magnetic field strength, is often very difficult and
estimates will have an associated uncertainty large enough that it would often
not be possible to rule out the possibility of asymmetry. Another problem with
this approach is that even relatively small degrees of waveguide asymmetry can
cause significant asymmetry in the eigenmodes. For example, the second panel
of Figure 2.9b shows a case where the ratio of the external densities is only
ρ2/ρ1 = 2/1.5 = 1.33 (i.e. a relative difference of 33%), yet the asymmetry
in the eigenfunctions, measured, for example, by the ratio of the oscillation
amplitudes at each interface, is approximately |ξ̂x(x0)/ξ̂x(−x0)| ≈ 4 for quasi-
kink modes and 0.25 for quasi-sausage modes, i.e. a relative difference of
approximately 400%, easily sufficient to show up in observations. This is an
increase in the relative difference of a factor of 12.
A second resolution is to independently measure the propagation speeds of
the cross-sectional width oscillation and axial oscillation. Distinct eigenmodes
propagate at distinct phase-speeds6. If, in fact, the observation is of a super-
position of symmetric sausage and kink eigenmodes, then each eigenmode will
propagate at a distinct phase speed. Specifically, the cross-sectional oscillation
will propagate at a different speed to the axial oscillation, and the oscillations
will become out of phase. Whereas, if the oscillations in cross-sectional width
and axis are both due to a single asymmetric eigenmode, then they will both
share the same propagation speed and remain in phase. If different propaga-
tion speeds between these oscillations can be identified, then it will more likely
be a superposition of symmetric modes than asymmetric modes.
One problem with this approach is that often only a small number of pe-
riods are observed before either the wave is damped or the waveguide disap-
pears from observational view or breaks up7. When only a small number of
periods are observed, there are often either too few periods to observe the
cross-sectional width oscillations breaking phase with axial oscillations, or er-
rors in the phase-speed measurements too large to determine a difference. A
second problem is that for some equilibrium parameters, the phase speeds of
the symmetric sausage and kink eigenmodes are very similar so would require
6This is an example of the uniqueness of eigenvalues in Sturm-Liouville systems (see, for
example, Boyce and DiPrima, 2012).
7A notable exception to this are decayless kink oscillations (Nisticò et al., 2013).
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many periods before breaking phase. For example, this is true for body modes
in most parameter regimes and for surface modes in a wide slab.
2.5 Other asymmetric waveguides
For completion, we briefly discuss studies of other MHD waveguides that dis-
play asymmetric properties.
2.5.1 Further study of asymmetric slab waveguides
Since the development of the theory of asymmetric slab MHD waveguides in the
papers on which this chapter is based (Allcock and Erdélyi, 2017; Zsámberger
et al., 2018), there have been further advancements. Zsámberger and Erdélyi
(2020) studied an asymmetric slab with magnetised external plasma envi-
ronment in a variety of limiting cases, with effectively the same results as
were derived in this chapter without an external magnetic field. Oxley et al.
(2020b) and Oxley et al. (2020a) studied a bounded asymmetric slab. The
boundaries in the longitudinal direction create nodes of the MHD eigenmodes,
which in this case are standing rather than propagating. They characterise the
eigenmodes and derive an initial application of this waveguide for magneto-
seismology.
2.5.2 Multi-layered plasma
Shukhobodskaia and Erdélyi (2018) and Allcock et al. (2019) studied a waveg-
uide formed by an arbitrary number of parallel tangential discontinuities. This
model generalises the asymmetric slab waveguide studied in depth in this chap-
ter. The eigenfunctions, i.e. the distribution of wave amplitude transversely
across the waveguide for each eigenmode, are not at all simple. For trapped
modes, the eigenfunction must be evanescent in the external plasma regions.
However, the eigenfunction can be either evanescent or spatially oscillatory in
each internal region. This allows for parts of the waveguide to oscillate like
a body mode and other parts like a surface mode. Each pair of interfaces
can oscillate in phase or in anti-phase, each internal region can oscillate like a
body or a surface mode, and each eigenmode can be of either fast or slow va-
riety, depending on the phase of the pressure gradient and magnetic restoring
forces. Each combination corresponds to a distinct mode. An additional inter-
face increases the number of distinct eigenmodes by a factor of approximately
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four8. The precise combination of eigenmodes driven in a physical system is
dependent on the distribution of the driver across the waveguide as well as the
plasma parameters.
This work corroborates with the work of Ruderman (1992), who studied
soliton propagation along a waveguide formed by an arbitrary number of tan-
gential discontinuities, with magnetic field in each plasma region in an arbitrary
tangential direction.
Plasma with multiple layers is present in several parts of the solar atmo-
sphere. Gravitational stratification, as well as other currently unknown effects,
stratify the solar atmosphere into approximately radial layers. Large gradients
between plasma of different parameters are present, for example, between the
chromosphere and the corona. Inhomogeneities in the lower solar atmosphere
can form waveguides that have an approximately multi-layered structure. For
example, the atmosphere above elongated magnetic bright points and clusters
of elongated sunspots or sunspots with several light bridges (and corresponding
overlying light walls) can form horizontally layered systems.
Where these models of multi-layered waveguides might fail is in the as-
sumption that the whole waveguide oscillates collectively. For this to occur,
the wavelength must be the same order as the characteristic length scale of the
waveguide, otherwise, each interface will oscillate independently. For example,
the atmosphere above granules in quiet Sun regions is structured with mag-
netic bright points and has length scale around the size of granules, which is on
the order of 1 Mm (Rast, 2003). MHD oscillations in these structures also have
wavelength on the order of 1 Mm (Jafarzadeh et al., 2017). Therefore, it is
likely that a multi-layered waveguide formed of several magnetic bright points
and adjacent over-granule atmosphere will oscillate collectively. On the other
hand, a structure with characteristic length-scale of 1 Mm, oscillating with
wavelength 1 km is unlikely to oscillate collectively. In this case we would ex-
pect oscillations to be locally distributed, perhaps manifested as surface modes
localised to the interfaces between the plasma regions.
8Due to the infinite number of body modes, the set of eigenmodes of a multi-layered
waveguide with more than one interface has cardinality ℵ0 (aleph-null, the cardinality of the
natural numbers). In particular, these sets are the same cardinal size. Instead, we can use
the number density to get a feel for the number of eigenmodes. The number density of a set
gives the asymptotic proportion of elements of the set compared to the natural numbers from
1 to n as n → ∞. It is in the number density sense that an additional interface increases
the size of distinct eigenmodes by a factor of approximately four.
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2.5.3 Non-stationary plasma
Barbulescu and Erdélyi (2018) studied the onset of the Kelvin-Helmholtz in-
stability (KHI) in asymmetric magnetic slab waveguides. The KHI owes its
existence to velocity shear and, for a given model, there exists a critical dif-
ference in flow speed between different fluid regions such that any greater dif-
ference will trigger instability. In their model, Barbulescu and Erdélyi (2018)
induced a uniform flow in the slab and showed that increased asymmetry in
the external plasma is associated with a decrease in the critical flow speed.
This mechanism works counter to the stabilising effect due to the magnetic
field tangential to the interface.
This multi-layered flowing plasma model has application in the flank of
CME ejecta as they rapidly flows through the sparse coronal environment
(Foullon et al., 2011).
2.5.4 Adjacent waveguides
As mentioned in the introduction to this chapter, Luna et al. (2008) showed
numerically that a system of two adjacent flux tubes of equal parameters os-
cillates in four trapped eigenmodes: two where the tubes oscillate in phase
and two in anti-phase. As expected, the tubes oscillate independently when
the distance between them significantly exceeds the wavelength. The tubes in
this model are equal in spatial scale and plasma parameters, so this consti-
tutes a symmetric model. Van Doorsselaere, Ruderman and Robertson (2008)
generalised this model to a system of unequal tubes.
It is possible that our present limits on spatial resolution obscure the multi-
stranded fine structure of coronal loops. There is no reason for these strands
to be equal in size or plasma parameters. Therefore, we might expect strands
of different parameters to form a coronal loop that oscillates collectively as
an asymmetric waveguide. If this is the case, the asymmetric adjacent flux
tube model of Van Doorsselaere, Ruderman and Robertson (2008) will be
particularly useful.
2.6 Chapter conclusions
In this chapter, we have investigated a simple asymmetric slab model of lay-
ered solar atmospheric waveguides using an EVP approach. We derived the
dispersion relation, Equation (2.19), for linear oscillations of this waveguide.
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In contrast to that of a symmetric slab the dispersion relation for an asym-
metric slab does not decouple into separate equations for kink and sausage
modes. Instead, all the eigenmodes are described by the single transcendental
equation. Despite this, the eigenmodes can still be categorised into distinct
quasi-kink and quasi-sausage modes depending on whether the boundary os-
cillations are in phase or in anti-phase, respectively. By generalising the MHD
slab model, we have shown that it is the in phase or anti-phase relationship
between oscillations at the waveguide boundaries that is the fundamental dis-
tinction between sausage mode and kink modes, rather than other often-used
proxies such as axial displacement and cross-sectional width variation.
There are some key difference between quasi-kink and quasi-sausage modes
and their symmetric counterparts (summarised in Table 2.1). In particular,
quasi-kink modes do not preserve the cross-sectional width and are, in general
compressible. This is in stark contrast to the often observed symmetric kink
modes, which are practically incompressible, to the point where they are often
indistinguishable from Alfvén modes in observations when the spatial resolu-
tion is low, leading to there adoption of the name Alfvénic. Both quasi-sausage
and quasi-kink modes perturb the axis of the waveguide. This is in contrast to
the symmetric modes, of which only kink modes perturb the waveguide axis.
The mixed nature of the eigenmodes leads to the presence of avoided cross-
ing phenomena between quasi-sausage and quasi-kink modes in the dispersion
diagrams of asymmetric waveguides.
These differences between the symmetric and asymmetric eigenmodes could
lead to misidentification of observed MHD oscillations in the solar atmosphere.
If one were to observe an MHD wave with axial displacement, it could be a
kink mode of a symmetric waveguide, or a quasi-kink or quasi-sausage mode
of an asymmetric waveguide. Further analysis, such as the measurement of
different phase-speeds for the axial perturbation and the intensity perturba-
tion, is required to make a confident mode identification. For this reason, we
should use several observational proxies so that ambiguity can be reduced.
Another mechanism for wave misidentification is due to the possible exis-
tence of quasi-symmetric eigenmodes. These are modes that appear symmetric
i.e. the oscillation amplitudes on each interface are equal. This special type
of asymmetric eigenmode can exist if and only if a condition, Equation (2.65),
on the background parameters is satisfied. Misidentification can occur if one
were to observe a wave with symmetric boundary oscillations and deduce from
this that the underlying waveguide must be symmetric. From this information
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alone, the waveguide could be symmetric or asymmetric and the wave could
be a symmetric mode or a quasi-symmetric mode. Further analysis, for exam-
ple measurement of the penetration depth of the wave into the surrounding
plasma, would be needed to make confident mode identification. Although, in
practice, the penetration depth of MHD waves is difficult to measure due to the
presence of neighbouring inhomogeneities that obscure the wave’s evanescence.
The dispersion relation for asymmetric eigenmodes is analytically solvable
under further approximations to the plasma. We derived analytical solutions
in the limits of incompressible plasma, zero-beta plasma, thin slab, and wide
slab. One of the key results from this is that while asymmetric surface modes
are strongly dependent on the external plasma parameters, asymmetric body
modes are independent of the external plasma parameters to leading order in
the slab width. In particular, surface modes are strongly dependent on the
waveguide asymmetry, whereas body modes are not. This has the implication
that the magneto-seismology techniques developed in Chapter 5 are useful for
surface modes.
Asymmetric eigenfunctions have unequal oscillation amplitudes on each
interface (unless it is the eigenfunction of a quasi-symmetric mode). We found
that the side of the waveguide which oscillates with the largest amplitude is
different for quasi-sausage and quasi-kink modes. This is a surprising result
because one might naively expect the largest amplitude to be on the side
with lowest density in the external plasma because of the lower density would
be expected to give less resistance to perturbation. Establishing an analogy
with an asymmetric spring-mass coupled oscillator makes this property less
surprising. Like those of an asymmetric slab, the eigenfunctions of the sloshing
and breathing modes (analogous to quasi-kink and quasi-sausage modes) a





In this section, we give an introduction to MHD ray theory, use ray theory
to characterise guided and leaky modes of MHD waveguides, and provide an
alternative derivation of the dispersion relation for MHD slab waveguides. The
significance of this approach is that it could present a method of deriving a dis-
persion relation in cases where the differential equation approach is intractable.
Ray theory (also known as ray optics or geometric optics) is an approach
to studying wave propagation that models waves as continuous lines, known as
rays. It is extensively used in electromagnetic wave theory but has largely been
neglected in MHD and solar physics. It provides a mathematically tractable
description of phenomena such as reflection and refraction, but is inadequate to
describe phenomena such as diffraction which require a wave-based approach.
Due to the dominance of its use in electromagnetism, ray theory is mostly
encountered in isotropic media, that is, media for which wave propagation
is independent of propagation direction. While MHD wave propagation is
inherently anisotropic due to the magnetic field, isotropic ray theory remains
instructive for MHD because some limiting cases in MHD exhibit isotropic
wave propagation.
The seminal text for ray theory is Born and Wolf (1999), which covers elec-
tromagnetic wave propagation in both isotropic and anisotropic media. Also,
Veiras et al. (2010) gives a particularly intuitive description of electromagnetic
wave propagation in uniaxial crystals which demonstrates the type of optical
anisotropy that is a most similar to MHD media. The authors define a crystal
axis as a direction along which propagating light suffers no birefringent, that
is, rays are refracted in one, rather than many, direction. Uniaxial crystals
are crystals which have one crystal axis. Light propagation along the plane
perpendicular to the single crystal axis in a uniaxial crystal is isotropic. In
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this sense, the magnetic field direction is to MHD waves as the crystal axis is
to light waves.
The slab waveguide, the centrepiece of this thesis, is a prototypical model
for guiding electromagnetic waves. The electromagnetic slab waveguide is
formed by dielectric layers and is used in, for example, integrated optical cir-
cuits and optical fibres (Ramo et al., 1984). Modes analogous to MHD body
modes, that is, modes which are spatially oscillatory within the waveguide, are
guided by right-handed electromagnetic slabs. They are termed right-handed
because the electric field vector, magnetic field vector, and wavevector form a
right-handed orthogonal set (Ramo et al., 1984). Modes analogous to MHD
surface modes, that is, modes that are evanescent within the waveguide where
the wave energy is confined to the interfaces, are guided by left-handed elec-
tromagnetic slabs (Wang and Li, 2008; Ashour, 2013; Shadrivov et al., 2003).
Left-handed optical waveguides are more esoteric than right-handed optical
waveguides because of the engineering complexity of meta-materials that are
required to construct such waveguides.
Hu and Menyuk (2009) give an overview of the theory and applications of
electromagnetic slab waveguides. They focus on leaky modes, giving a partic-
ularly intuitive description of energy leakage as the result of partial internal
reflection leading to energy being transmitted to the external region. Minimis-
ing energy leakage is key to avoiding energy losses in optical communication
infrastructure. They also expand the theory of the W-type slab waveguide,
which is constructed by two adjacent slab waveguides. Marcuse (1974) gener-
alises the theory of optical slab waveguides to an asymmetric slab, analogous
to the asymmetric slab MHD waveguide modelled in this thesis.
Severe inhomogeneities exists across a broad range of length scales in the
solar atmosphere, from the global scale at the transition region between the
chromosphere and the corona, to the smallest scales that we can currently
resolve in magnetic bright points in inter-granular lanes. When waves are inci-
dent on these structures, the wave’s energy is partially reflected and partially
transmitted, with the remainder of the energy dissipated into the background
plasma or converted to a different MHD wave mode. Ray theory is an appro-
priate model for the reflection and transmission of MHD waves.
The basic theory of MHD ray theory has been established for some time.
McKenzie (1970) calculated the reflection and transmission coefficients for
MHD waves incident on the magnetopause. Verzariu (1973) extended this
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by calculating the transmitted energy and Wolfe and Kaufmann (1975) com-
paring to instances of large perturbations of the magnetopause by oscillations
in the solar wind. The ray theory behind these results is particularly well
explained by Walker (2004). Nonlinear MHD ray theory has recently been
investigated by Núñez (2018) and Núñez (2020).
MHD waves have long been a considered mechanism for plasma heating.
Wave heating of plasma in the Sun’s corona would require energy to be effi-
ciently transported from the solar interior and dissipated at a given height,
but there is no wave mode that is both efficient at energy transportation and
energy dissipation. One possibility is that mode conversion occurs between
a mode with efficient energy transportation to a mode with efficient energy
dissipation (Parnell and De Moortel, 2012). To incorporate mode conversion
to MHD ray theory, Schunker and Cally (2006) developed a generalized ray
theory. This theory has also been used in helioseismology. Cally (2006) nu-
merically investigated the mode conversion of MHD waves in the Sun’s interior
at the position of equipartition between the sound and Alfvén speeds and the
acoustic cut-off position.
Lee and Kim (2002) utilise a numerical method known as invariant embed-
ding to solve a system of nonlinear boundary value differential equations to
derive expressions for the reflection and transmission coefficients (that is, the
amplitude modulation factor that a wave undergoes upon reflection or trans-
mission) of MHD waves when propagating through arbitrary non-uniform re-
gions. They then use this to derive a relationship between the reflection and
transmission coefficients and the damping time of MHD waves.
Using ray theory of MHD waves normally incident on a multi-layered
plasma model of the interface between the solar wind and Earth’s magne-
tosphere, Leonovich et al. (2003) estimated that 40% of the wave energy flux
incident on the magnetosphere is transmitted into the magnetosphere. This is
enough to explain the energy in moderate geomagnetic sub-storms.
This chapter uses ray theory to determine the discrete spectrum of eigen-
frequencies of MHD waveguides. This is manifested by imposing the condition
that rays that are internally reflected from the boundaries of the waveguide
must have equal phase to rays that travel the same distance without reflec-
tion. This technique has been employed in standard electromagnetic ray theory
(Born and Wolf, 1999). In MHD, it has been explored for simple waveguides
such as a symmetric slab waveguide modelling waves guided by a coronal hole
(Davila, 1985).
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Figure 3.1: In an anisotropic fluid, wave packets and wavefronts can travel in
different directions.
3.2 Anisotropic ray theory
There are two notions of a wave’s direction: phase velocity and group velocity.
The phase velocity, vph = ω/|k|k̂ is the velocity with which each peak and
trough travels and the group velocity, vg = ∂ω/∂k, is the velocity with which
the envelope of a wave packet travels. In general, these directions are different.
However, in the ray theory of isotropic media, there is an unambiguous notion
of direction of the wave. This can be proven as follows.
Using the quotient rule, we can show that the group and phase velocities
are related by
vg = vph + k∇kvph, (3.1)
where vph = |vph| and ∇k = (∂/∂kx, ∂/∂ky). Let’s restrict the domain to the
xy-plane for ease of algebra and define the angle that k makes with the x-axis
















Therefore, if the medium is isotropic, i.e. if the right-hand side of the above
equation is zero, then the group velocity is parallel to k and hence is parallel to
the phase velocity, which concludes the proof. The proof for a general three-
dimensional domain is similar but each direction is uniquely determined by
two angles, rather than one.
When the medium is anisotropic, then the phase speed is dependent on
the angle of propagation, therefore it is possible for the group speed to have a
component perpendicular to the phase speed (see Figure 3.1). For anisotropic
ray theory, a natural question to ask is: along which direction does the ray
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travel? The answer to this is dependent on the purpose. Of course, ray theory
is merely a model of reality; its importance is in virtue of its utility rather
than its truthfulness, per se. So we are free to choose which is most useful.
Ray theory using the phase direction, i.e. the direction normal to wavefronts,
is known as geometric optics and ray theory using the group direction, i.e. the
direction along which the wave energy propagates, is known as Hamiltonian
optics. For our purpose, which is to derive the dispersion relation for guided
MHD waves, we will be required to impose a condition of matching the phase
of two reflected waves. This motivates the use of the phase direction for MHD
rays. Therefore, geometrical optics is more suitable for the present purpose.
This disambiguation is laid out more fully for electromagnetic ray theory by
Hashimoto (1988) and for MHD ray theory by Walker (1977).
A third characteristic speed is the ray velocity, which is the speed of the
energy ray, defined by vr = vph/ cosα, where α is the angle between the group
velocity and the phase velocity. In other words, the ray velocity is phase
velocity measured in the group velocity direction, so that the phase velocity
is the component on the ray velocity in the phase direction. For an isotropic
fluid, α = 0, therefore making the ray velocity equal to the phase velocity.
A key principle for ray theory is Fermat’s Principle of Least Time, which
states that the path taken by an energy ray between two points is that which
takes least time for the ray to cover. We can use this to define the energy
ray path. Then we can use this definition to determine a relationship between
the phase angles of incident, reflection, and transmitted rays when a ray is
incident on a planar interface as follows.







ds = 0, (3.4)
where s is the arc length measured along the path from A to B and T is the
time for the energy ray to travel between A and B (Born and Wolf, 1999). The
symbol δ denotes a small change in a quantity. When the domain is divided by
an interface parallel to the z-axis, with uniform plasma on each side, making
























Figure 3.2: An isotropic ray is incident on a planar interface between two
plasmas with refractive indices n1 and n2, respectively. The energy ray path is
from point A to B via O. The phase ray path, which propagates at an angle
α to the energy ray path, is from point A to B′ via O′. The phase ray path
makes an angle of θ1 with the interface.
which has effectively changed the contour of the integral from the energy ray








b2 + (s− z)2
vph2
. (3.6)


















and cos θ2 =
s− z√



















This is Snell’s law, which we have shown to still hold for the phase ray in
anisotropic media.
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If we instead position point B (and hence point B′) on the same side of the
interface as point A, then Equation (3.10) reduces to θi = θr, known as the
Law of Reflection, which we have shown holds for the phase ray. Snell’s law
does not hold for the energy ray but the law of reflection does.
3.3 Low-beta ray theory of a slab waveguide
In general, magneto-acoustic waves are anisotropic, that is, they propagate
with different speed depending on their propagation angle. The phase speeds




















When kinetic pressure is negligible compared to the magnetic pressure, i.e.
vA  c0, then the fast speed is approximately vA, and the slow speed is
approximately 0. That is, the fast mode propagates isotropically at the Alfvén
speed and the slow mode degenerates. Clearly, the group velocity is also
vg = vAk̂, where k̂ = k/k, so is equal to the phase velocity. Hence, there is
an unambiguous ray direction. Therefore, the ray theory of isotropic optical
waveguides is isomorphic to low-beta MHD ray theory.
Consider an asymmetric slab MHD waveguide of low-beta plasma. Since
MHD wave propagation in low-beta plasma is isotropic, the dispersion relation
for guided low-beta MHD waves along an asymmetric slab can be derived in
the same way as for guided electromagnetic waves in an asymmetric dielectric
slab waveguide. The derivations differ only by notation.
Ramo et al. (1984) used ray theory to show that the eigenfrequencies, ω,
of (transverse electric mode1) electromagnetic waves guided by an asymmetric






where d is the width of the waveguide, waves propagate in proportion to eiβz
1In general, guided electromagnetic waves propagate in a superposition of transverse
electric modes and transverse magnetic modes. The transverse electric modes have no
electric field in the direction of propagation, and the transverse magnetic modes have no
magnetic field in the direction of propagation. The transverse electric mode is analogous to
the MHD modes due to their polarisation with respect to the slab boundaries.
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in the z-direction, and2
q2 := β2 − k21, h2 := k20 − β2, p2 := β2 − k22. (3.13)
The rays in each dielectric medium i travel at speed ω/ki = vi. Therefore, q
2 =
β2−ω2/v21, h2 = ω2/v20 −β2, and p2 = β2−ω2/v22. Therefore, Equation (3.12)
is equivalent to
Λ0(Λ1 + Λ2) + (Λ
2
0 + Λ1Λ2) tanh dΛ0 = 0, (3.14)
where Λi =
√
β2 − ω2/v2i and we have used tan iθ = i tanh θ. Equation (3.14)
is isomorphic to the dispersion relation for guided low-beta MHD modes (see
Allcock and Erdélyi, 2017) of an asymmetric slab by setting the phase speeds
of the rays to be the Alfvén speed, vi = vAi, for i = 0, 1, 2.
3.4 Finite-beta ray theory of a slab waveguide
Next, we relax the low-beta condition. This allows for anisotropic wave prop-
agation. This is most clearly illustrated in the Friedrichs diagrams which
demonstrate how the phase and group speeds of MHD waves depend on the
angle of propagation (see, for example, Goedbloed and Poedts, 2004; Priest,
2014). In this section, we use MHD ray theory to derive the dispersion for a
finite beta asymmetric slab.
Consider a small-amplitude magnetoacoustic phase ray propagating in-
cident on the interface between plasma regions 0 and 2 at an angle of θi.
The velocity perturbation associated with this incident wave can be written
vi = (vix, 0, viz) as we have already shown that the magnetoacoustic modes
have no component perpendicular to the magnetic field and parallel to the
slab boundaries. Only the Alfvén mode perturbs the plasma in this direction,
and that mode is decoupled from the magnetoacoustic modes. In general, the
incident ray will be partially reflected and partially transmitted. Each of these
waves can be decomposed into a linear superposition of plane waves, whose







2Note that we have changed the subscripts to be in keeping with the notation in this
thesis.
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where subscripts i, r, t refer to the incident, reflected, and transmitted waves.
Let the angles that the incident, reflected, and transmitted rays make with the
interface be θi, θr, and θt, respectively.
The interfaces between the plasmas are free surfaces with tangential mag-
netic field, so the dynamic and kinematic boundary conditions are equivalent
to the normal velocity component and total pressure perturbation being con-
tinuous at the interface (Goedbloed and Poedts, 2004). Continuity of normal





The Law of Reflection tells us that θr = θi. The incident, reflected, and
transmitted ways must have equal phase at the interface x = 0, known as the
phase matching condition. This implies that the frequency on each side must
be equal. Thus, Snell’s Law tells us that the tangential components of the
wave-vector components obey
ki cos θi = kr cos θr = kt cos θt. (3.19)
Therefore, by the Law of Reflection kr = ki. In particular, krx = −kix and
krz = kiz. Therefore, Equation (3.18) reduces to
v̂ix + v̂rx = v̂tx. (3.20)
The total pressure perturbation for a ray with wave-vector k = (kx, 0, kz)
is derived as follows. The linearised perturbation in magnetic pressure is
pm = B0biz/µ0, where B0 and biz are the equilibrium and z-component of the
magnetic field in the slab region and µ0 is the magnetic permeability. Using





where biz = b̂ize




= −ρ0c20∇ · v. (3.22)





(kxv̂x + kzv̂z). (3.23)






(∇ · v), (3.24)
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Equations (3.21), (3.23), and (3.25) combine to give an expression for the total
pressure perturbation, namely


































Therefore, krx = −kix = −im0 and ktx = im2. Hence, the condition of conti-
nuity of total pressure at the interface is equivalent to
Λ0(v̂ix − v̂rx) = Λ2v̂tx. (3.29)


































= k2t (1− cos2 θt) (3.34)
= k2t − k2i cos2 θi (3.35)
< k2t − k2i cos2 θc (3.36)


















Figure 3.3: Ray paths (dashed) travelling in an asymmetric slab made up of
three plasma regions of different refractive indices n0, n1, and n3. The dotted
lines indicate the wavefronts of the waves at specific points.
Therefore, ktx, and hence Λ2, is imaginary. Therefore, define L2 by Λ2 = iL2,





The variable Λ0 can be real or imaginary. First, we consider the case when Λ0
is real.
3.4.1 Body modes
When Λ0 is real, kix is real, therefore Equation (3.17) tells us that this corre-
sponds to spatially oscillatory (rather than evanescent) incident rays. It will
become clear that this necessitates guided body modes.
In this case, r2 is complex. In accordance with ray theory, the real part gives
the ratio of amplitudes of the reflected and incident rays, and the imaginary
part gives a phase shift that the incident ray undergoes upon reflection (Born
and Wolf, 1999). The reflection coefficient r2 given by Equation (3.39) has
complex argument






This is the phase shift that the incident ray undergoes after total internal
reflection on the interface between plasma 0 and 2. Similarly, the phase shift
that an incident ray undergoes after total internal reflection on the interface
between plasma 0 and 1 is






Figure 3.3 illustrates the internal reflection of an MHD ray starting from
the left-hand side. The ray (dashed line) travels through plasma region 0 at an
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angle of θ to the until it reflects off the interface between region 0 and region
2. The reflected ray reflects again off the other interface at point C and again
off the first interface at point D. The wavefront associated with the ray just
before it reaches point C (dotted line) is at a right angle to the direction of
the phase ray, by definition.
A second ray is travelling parallel to the first. The point on the second ray
with equal phase as the first ray at point C is denoted by point A and it is inci-
dent on the interface between region 0 and 1 at point B. By construction, the
phase difference of the first ray between points C and D is equal to the phase
difference of the second ray between points A and B. The phase difference of
the first ray between points C and D is a sum of the phase difference accu-
mulated by travelling the distance between C and D with that accumulated
through each of the two internal reflections.






By normalising the refractive index within the slab to 1, the optical distance
that the ray travels between points C and D is equal to the geometrical dis-
tance.
Calculating the optical distance that the second ray travels between points
A and B is more involved, but still a geometrical exercise. By the geometry
of the right-angled triangle BDD′,
BD′ = 2x0 tan θ. (3.43)
By the geometry of the right-angled triangle CDD′,
CD′ = 2x0 cot θ. (3.44)
Therefore,
CB = CD′ −BD′ = 2x0(cot θ − tan θ). (3.45)
Geometry of the right-angled triangle CAB yields
AB = CB cos θ = 2x0 cos θ(cot θ − tan θ) =
2x0
sin θ
(cos2 θ − sin2 θ). (3.46)
Again, by normalising the refractive index in the slab to 1, the optical distance
between points A and B is equal to the geometrical distance, that is, AB.
For the first ray at point D to be in phase with the second ray at point B
it is required that
CDki + φ2 + φ1 = ABki + 2Nπ, (3.47)
71
where N ∈ Z. This is known as the self-consistency condition3. It is this
self-consistency rule that ensures that there are only a discrete set of angles
for rays that are associated with guided modes. Using basic trigonometry,











= 2x0ki sin θ −Nπ. (3.48)
Applying tan to this equation, using the identity tan(arctan a + arctan b) =





Recall that Λ2 = iL2 and Λ1 = iL1, therefore, using the fact that tan(iθ) =
i tanh θ (Abramowitz and Stegun, 1965), the above equation can be rewritten
as
Λ0(Λ1 + Λ2) + (Λ
2
0 + Λ1Λ2) tanh(2m0x0) = 0, (3.50)
where m20 < 0. This is precisely the dispersion relation for MHD body modes
guided by an asymmetric magnetic slab.
The procedure in this subsection of matching amplitudes is analogous to
the analysis of left-handed slab waveguides of electromagnetic waves. The
discrete spectrum of guided MHD modes is equivalent to the discrete set of
angles for rays to ensure total internal reflection.
3.4.2 Surface modes
Next, we consider the case when Λ0 is imaginary. In this case, kix is imaginary,
therefore Equation (3.17) tells us that this corresponds to evanescent incident
rays. It will become clear that this is leads to guided surface modes.





which is purely real. This is the amplitude change that the incident ray under-
goes when it is reflected. No phase shift occurs because r2 has no imaginary
part. Instead, the self-consistency condition must be imposed on the ampli-
tudes. Referring to Figure 3.3, let the amplitude of the evanescent ray at point
3The self-consistency condition is also known as the transverse resonance condition in the
study of optical waveguides (Syms and Cozens, 1992) or the Bohr-Sommerfeld quantization
condition in quantum mechanics (Messiah, 1961).
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C be AC . The amplitude at point D is then AD = e
−2m0x0AC . This ray is
reflected, which modulates the amplitude by r1 and is incident again on the
interface between regions 0 and 2. When this ray is incident on this interface,
its amplitude is AE = e
−2m0x0AD = e
−4m0x0AC . It undergoes amplitude mod-
ulation of r2 upon reflection. Now, the self-consistency condition imposes that
this doubly reflected ray must have the same amplitude as the initial ray at
point C, that is
e−4m0x0r1r2 = 1. (3.52)














= −Λ0(Λ1 + Λ2)
Λ20 + Λ1Λ2
. (3.56)
This equation is rearranged into
Λ0(Λ1 + Λ2) + (Λ
2
0 + Λ1Λ2) tanh(2m0x0) = 0, (3.57)
where m20 > 0, which is the dispersion relation for MHD surface modes guided
by an asymmetric magnetic slab.
The procedure in this subsection of matching amplitudes is analogous to
the analysis of left-handed slab waveguides of electromagnetic waves.
3.5 Leaky modes
The condition imposed after Equation (3.32), where total internal reflection is
supposed, restricts the dispersion relation to guided modes only. If this con-
dition is relaxed, then a portion of the incident energy is transmitted into the
external medium. Energy leaks from the waveguide. The ray theory approach
to leaky modes gives an intuitive explanation of energy leakage and a simple
method of computing the power loss per unit length of the waveguide.
Let ktx be real. Then, the transmitted ray is spatially oscillatory. In this
case, it is physically impossible for the incident ray (and hence the reflected
ray) to be evanescent. This is because evanescent rays do not transport energy
in the evanescent direction, so there would be no energy source for the leakage
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in the external region (Goedbloed and Poedts, 2004). Hence, if ktx is real, then
so is kix (and krx). Therefore, Λ0,2 are real. Hence, the reflection coefficient r
is real.
Let the power lost per unit length transverse to the waveguide through
the first and second interfaces be ∆P1 and ∆P2. Concentrating on the first
interface initially, the power reflection coefficient, that is, the proportion of
power that is reflected, is rP1 = |r1|2, where r1 is the change in amplitude of
the reflected ray compared to the incident ray (Marcuse, 1974). Therefore,
the proportion of power transmitted into the external region 1 is 1− |r1|2. It
follows that the power leaked in into the external plasma region is




F sin θ, (3.59)
where F is the magnitude of the energy flux per unit area of the internal ray
and θ is its angle of incidence. The power carried by the plane wave that
remains in the waveguide is
P = 2x0F cos θ. (3.60)
















For an asymmetric slab, the leakage can be asymmetric. That is, energy
can leak out of one side of the waveguide compared to the other. In fact, it is
possible that one side leaks energy whilst the other side does not. This occurs
when, without loss of generality, m1 is imaginary and m2 is real. That is, in











< cT2 or min{c2, vA2} <
ω
kz
< max{c2, vA2}. (3.64)







Most notable is the inverse proportionality between the power loss coefficient
and the non-dimensionalised slab width, kzx0. The thinner the slab is com-
pared to the wavelength, the greater the proportion of power lost to the sur-
rounding medium via lateral wave leakage.
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3.6 Chapter conclusions
In this chapter, we have made use of a mathematical approach known as ray
theory to asymmetric MHD waves. In ray theory, a wave is modelled as having
only a speed and a direction. MHD waves have two notions of direction, defined
by the phase velocity and the group velocity. In general, these two directions
are not parallel. This presents two options for defining the ray direction in a ray
theory approach to MHD waves. We used the phase velocity to define the ray
direction in this chapter because it allows us to impose a quantisation condition
on the rays after reflecting of the interfaces that bound the waveguide.
Using the phase ray approach, we first derived the dispersion relation for
MHD waves in a zero-beta asymmetric slab. In a zero-beta plasma, the slow
magneto-acoustic mode degenerates and the fast magneto-acoustic mode prop-
agated isotropically. Given this isotropic propagation, the phase and group
velocities are parallel so ray direction is not ambiguous. Next, we derived the
dispersion relation for MHD waves in finite-beta plasma. In this more general
case, we utilised anisotropic ray theory to derive the dispersion relation for an
asymmetric slab. This demonstrates a novel technique for deriving dispersion
relations in MHD that does not require the solution of sophisticated differential
equations.
Leaky modes are intuitive in the ray theory framework. Leaky modes occur
when total internal reflection is not achieved by rays propagating within the
waveguide. Instead, upon intersecting the interface, the ray splits into two.
One ray reflects back into the waveguide, and the other is refracted through
the interface and propagates into the half-planar plasma region outside the
slab. This external ray is not free to propagate energy from the oscillating
slab laterally away. After each internal reflection, the energy of the internal






Eigenmodes are rightfully considered the building blocks of linear oscillations
of complex MHD models. They define natural oscillation frequencies and de-
scribe how wave power is spatially distributed across a waveguide. However,
when solving an MHD wave problem using an EVP approach, such as was
used in Section 2, we use a Fourier decomposition in time, so that the eigen-
modes have time dependence proportional to exp(iωt). This is a simple time-
dependence: a sinusoidal oscillation with frequency ω, and allows an effectively
time-independent amplitude to be found. Whilst this approach is useful for
understanding the spatial properties of the wave, eigenmodes do not paint
the whole picture. A more complete description involves studying the time-
evolution by solving the associated initial value problem (IVP).
The IVP approach to MHD wave problems has been utilised by several
authors, developing the theory of time-dependant wave phenomena including
phase mixing and resonant absorption. The first use of an IVP approach to
solar MHD waveguides was by Sedláček (1971) who, quite ahead of their time,
showed that the discrete spectrum1 of the cold magnetic cylindrical waveguide
contains more than just eigenmodes. They derived the existence of exponen-
tially damped collective oscillations. The damping mechanism of these oscil-
lations was later shown to be lateral wave leakage due to the waveguide not
fully trapping the collective oscillation (Ruderman and Roberts, 2006b).
The IVP approach has been particularly useful for studying leaky modes.
Cally (2003) catalogued the possible types of wave leakage that a cylindrical
waveguide could have, with their associated damping rate, by solving the IVP
of a cold magnetic flux tube. Of particular note is what Cally (2003) described
as the “principal leaky kink mode”, which is the leaky analogue of the principal
1The term spectrum is being used here in the functional analytical sense.
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kink mode, that is, the first-order trapped kink body mode. Ruderman and
Roberts (2006b) showed that it is not possible to observe this proposed leaky
mode because it is not a physical solution of the dispersion equation. More
precisely, it is a solution that is found only on the non-physical Riemann sheet.
After some debate (Cally, 2006; Ruderman and Roberts, 2006a), it has been
shown numerically and later analytically that the principal leaky kink mode
does not contribute to the IVP solution. In particular, Terradas et al. (2006)
solved the IVP numerically and in doing so demonstrated that the principal
leaky kink mode does not contribute to the solution for the initial conditions
that they tested and Andries and Goossens (2007) used spectral theory to show
that the principal leaky kink mode is not part of the physical spectrum.
The timescale of amplitude attenuation due to wave leakage is much longer
than the damping timescale of resonant absorption (Roberts, 2019). This has
quite rightly led the solar physics community to focus on resonant absorption
as the more plausible mechanism for the damping of coronal loop oscillations.
It is worth noting, however, that waveguide curvature can amplify wave leakage
(Selwa et al., 2007).
The utility of the IVP approach in the present chapter is to determine a
time-scale over which collective and coherent asymmetric oscillations can be
expected to develop following an initial perturbation of an MHD waveguides.
The structure of this chapter is as follows. Leaky waves play a key role in
IVPs in MHD waveguides so Section 4.2 discusses leaky waves in the IVP
context. In Section 4.3, we solve the IVP for an interface between two plasmas,
correcting several significant errors made in previous research of other authors.
In Section 4.4, we solve the MHD IVP for a symmetric slab and discuss how
this generalises to an asymmetric slab.
4.2 Leaky waves
Small-amplitude MHD waves guided by an isolated plasma inhomogeneity are
made up of trapped and leaky wave components. Trapped waves maintain a
constant (when averaged over a period) amplitude through time and are spa-
tially evanescent away from the waveguide. Trapped waves were the subject of
the analysis in Chapter 2. One can then ask whether there can exist any modes
with attenuated amplitude through time. Without any damping mechanism2,
there is no way for this energy to be converted into heat. The energy is not
2The discontinuous Alfvén speed profile used in the asymmetric slab model avoids reso-
nant absorption and phase mixing and neglecting viscosity avoids viscous damping.
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lost, rather, it is transported. Energy must be transported orthogonal to the
propagation direction.
To see this mathematically, consider the Poynting flux, which represents
the directional energy flux of a magnetic field. The Poynting flux is defined as
S = (E×B)/µ0 (see, for example, Priest, 2014). In ideal MHD, Ohm’s law tells
us that the electric field is E = −(v×B). Therefore, using a standard vector
calculus identity, the Poynting flux can be written as S = [B2v− (v ·B)B]/µ0.
Under the assumption that the wave is temporally attenuating, the angular
frequency must be complex (with a negative imaginary part), ω = ωR + iωI .
The time-averaged Poynting flux over a wave period, T = 2π/ωR, is a more
instructive quantity because it neglects the small changes in energy flux that
do not contribute to the energy flux over time-scales longer than a wave period.















v̂ei(kz−ωt0)(eωIT − 1). (4.3)









i(kz−ωt0)(eωIT − 1)x̂. (4.5)
For trapped waves, the frequency is purely real, i.e. ωI = 0, hence 〈v〉 = 0, giv-
ing a vanishing time-averaged Poynting flux (to linear order). Equation (4.5)
shows that for non-trapped waves, the time-averaged Poynting flux is in the
x-direction, orthogonal to the direction of propagation. Energy leaks laterally
away from the waveguide, balancing the amplitude attenuation in the propa-
gation direction. Waves of this type are known as leaky.
As discussed in Chapter 3, wave leakage can occur for incidence angles
greater then the critical angle for total internal reflection. A proportion of the
energy is transmitted into the external plasma. When posed as an eigenvalue
problem, the leaky modes have eigenfunctions that are spatially oscillatory
in the external plasma (Figure 4.1b) as opposed to trapped modes, which




Figure 4.1: Typical eigenfunctions for trapped and leaky modes of an MHD
waveguide. The arrows denote the direction of energy flux.
Leaky modes are not normal eigenmodes of the true sense, in that they do
not contribute to the orthogonal set of elements of the MHD Hilbert space.
This is equivalent to the frequencies of leaky modes not being elements of
the discrete spectrum3. This is clearly seen by the fact that they perturb
plasma at an arbitrary distance from the waveguide, therefore input an infinite
amount of energy on the plasma. Instead, they contribute to the continuous
spectrum4. For the slab waveguide, the spectral measure associated with the
continuous spectrum has peaks at specific frequencies. These peaks are the
allowed frequencies of the leaky modes. This gives the erroneous impression
that they contribute to the discrete spectrum. Leaky modes of a slab waveguide
are analysed in more detail from the perspective of spectral theory by Andries
and Goossens (2007).
The physical nature of leaky modes is that they can dominate the time-
dependent solution for intermediate time scales, i.e. much longer than the pe-
3The spectrum of a bounded operator on a Hilbert space is the set of scalars λ such that
the operator F − λI does not have a bounded inverse on the Hilbert space. Here, F and
I are the ideal MHD force operator and the identity operator, respectively. The discrete
spectrum is made up of the eigenvalue of the operator F. The spectrum is a generalisation
of the set of eigenvalues of an operator in the sense that the discrete spectrum is a subset
of the spectrum.
4The continuous spectrum is the subset of the spectrum whose elements λ are dense.
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riod of the dominant eigenmode and less than (or of the order of) the timescale
of damping due to energy leakage, and at intermediate length scales from the
waveguide (Ruderman and Roberts, 2006b, 2002). This means that they con-
tribute a finite amount of energy, rather than an infinite amount if they were
superposed as a standard eigenmode. This is shown in Section 4.4.2 for an
MHD slab.
4.3 Wave evolution on a tangential interface
In seminal research, and one of the earlier uses of the IVP approach to an MHD
wave problem, Rae and Roberts (1981) modelled surface waves propagating
along an isolated tangential interface, parallel to the z-axis, separating two
distinct plasmas. In this section, we bring to attention several ways in which
the derivation and results of that paper are incorrect and correct the analysis.
To our knowledge, this is the first time these errors have been reported.
Consider a stationary, inviscid plasma that is stratified in the x-direction
only that has unidirectional magnetic field B = (0, 0, B(x)). Following Rae
and Roberts (1981), we let the plasma be incompressible. First, taking Fourier
components in the z-direction5
vx(x, z, t) = v̂x(x, t)e
ikz, (4.6)
the linearised ideal incompressible MHD equations can be simplified to a single



















v̂x = 0. (4.7)
Next, we take the Laplace transform6, of this equation, where we define

































= iωv̂x0 − ˙̂vx0 − ω2ṽx, (4.11)
5To maintain consistency with the remainder of this thesis, we look for parameters pro-
portional to eikz instead of e−ikz as was taken by Rae and Roberts (1981).
6The choice of Laplace transform convention is discussed in Appendix C.
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where ˙̂vx = dv̂x/dt, and we have used the assumption that limt→∞ ˙̂vx(x, t) =














































































Two equations that will help simplify this equation are derived from the as-
sumption of incompressibility and the definition of vorticity:
• ∇ · v = 0, from which it follows that v̂′x = −ikv̂z.
• The vorticity, defined by Ω(x, t)ŷ = Ω̂(x, t)eikzŷ = ∇× v(x, t), is given
by





























This function is the corrected version of Equations (11)-(13) of Rae and Roberts
(1981). The red operator is the corrected version. However, because Rae and
Roberts (1981) assumed that ∂ρ0/∂x = 0, this error was inconsequential. Ad-
ditionally, a typographical error was made in the above equation, where they
wrote subscript x in place of our subscript z. Note that there is a factor of -1
discrepancy between this function and that of Rae and Roberts (1981) due to
taking different Fourier forms. For future utility, we define Ψ0 = Ψ(x, 0) by
function Ψ(x, t) = k[ρ0Ω̂(x, t)− ρ′0v̂z(x, t)] so that f(x, ω) = ωΨ0 + i∂Ψ0∂t .
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Consider an equilibrium structuring of this plasma with magnetic field and
density profiles given by
B(x) =
{
B− for x ≤ 0,
B+ for x > 0,
and ρ(x) =
{
ρ− for x ≤ 0,
ρ+ for x > 0,
(4.16)
where Bj and ρj are uniform for j = −,+. In this equilibrium, Equation (4.14)






f(x)/ε−, for x ≤ 0,
f(x)/ε+, for x > 0,
(4.17)










The first of these boundary conditions ensures that plasma far from the in-
terface is unaffected by its oscillation. The second ensure that the plasma at
the interface remains connected. The latter these is referred to as the kine-
matic boundary condition for a free surface in fluid mechanics (Goedbloed and
Poedts, 2004).
The problem given by Equation (4.17) with boundary conditions (4.18) is a
Sturm-Liouville problem (Boyce and DiPrima, 2012). Sturm-Liouville theory




− k2G = δ(x− s), G(−∞; s) = G(∞; s) = 0, (4.19)
where δ denotes the Dirac delta function. It is instructive to piecewise define
the Green’s function as
G(x; s) =
{
G−(x; s), for x ≤ 0,
G+(x; s), for x > 0.
(4.20)
The general solution of the equation for G− for x < 0 is
G−(x; s) = c1e
kx + c2e
−kx, (4.21)
where c1 and c2 are constants with c2 = 0 for x < s and c1 = 0 for x > s.
Ensuring that G− and ∂G−/∂x have respective jumps of 0 and 1 at x = s
determines c1 and c2, so that G−(x; s) is




ekxe−ks, for −∞ < x < s,









The Sturm-Liouville problem for each plasma (x < 0 and x > 0) has an in-
homogeneous boundary condition at the interface. Therefore, we must add to
the standard Green’s function solution a term that is a solution to the homo-
geneous version of Equation (4.17) with inhomogeneous boundary conditions.

















G(x; s) = − 1
2k
[
ekse−kxH(x− s) + e−ksekxH(s− x)
]
. (4.25)
Equation (4.23) is the corrected version of Equation (16) in Rae and Roberts
(1981). In Rae and Roberts (1981), they have a − instead of a +. The
erroneous solution is shown to not satisfy Equation (4.17) in Appendix B.
By imposing continuity of transverse velocity perturbation, we can deter-



































which differs to that given by Rae and Roberts (1981) by the red operators.
The solution in time is found by taking the inverse Laplace transform of
Equations (4.23) and (4.24). This is not possible for arbitrary initial conditions.
In the following subsection, we derive the solution for several specific initial
conditions.
4.3.1 Solution for specific initial conditions
The corrected solutions for specific initial conditions used by Rae and Roberts
(1981) are given below:
1. Vorticity constant everywhere at t = 0. When the initial vorticity is
constant with respect to x, i.e. Ω(x, 0) = Ω0, Equation (B.12) tells us















/ε+, for x > 0.
(4.28)
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Figure 4.2: Original Rae and Roberts (1981) (blue) and corrected (green) solu-
tions for the velocity perturbation, ṽx, for initial condition 1 (left), 2 (middle),
and 3 (right). The blue and green curves are the same in the right panel.
2. Step function vorticity at t = 0. When the initial vorticity is given by










/ε−, for x ≤ 0,
1
ε−+ε+
e−kx, for x > 0.
(4.29)
3. Impulsive vorticity at t = 0. When the initial vorticity7 is given by




















, for x > x0.
(4.30)
Figure 4.2 illustrates the solutions for the transverse velocity perturbation, ṽx,
for the three specific initial conditions given above, showing both the original
and corrected initial transverse velocities.
The full solution for the transverse velocity, vx(x, z, t) = v̂x(x, t)e
ikz is found










where σ is real and such that all the singularities of the integrand lie below the
contour of integration in the complex plane. The singularities in the solutions
7Note that Rae and Roberts (1981) incorrectly use the impulsive initial condition
Ω(x, 0) = Ω0δ(x − x0). This can be shown to be erroneous by considering that the dimen-
sions of the left-hand side, Ω(x, 0), are [Time−1] and therefore not equal to the dimensions
of the right-hand side, Ω0δ(x − x0), namely [Distance−1Time−1]. They also omit, without
explanation, the density, ρ0, from their solutions. Neither of these errors are consequential.
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in Laplace space are all poles. Therefore, using Cauchy’s Residue Theorem, it
follows that






where the summation is over all the poles of the argument.
Considering initial condition 1, with uniform vorticity, the singularities of
this function occur at ε− = 0, ε+ = 0, and ε− + ε+ = 0. This corresponds to



















0, for x ≤ 0,












1− ekx, for x ≤ 0,












ekx, for x ≤ 0,
e−kx, for x > 0.
(4.36)
By summing these residues,















−kx, for x > 0.
(4.37)
This solution differs from that given by Rae and Roberts (1981) most notably
by a contribution from surface waves (second term), not just body waves (first
term). The solution given by Rae and Roberts (1981) contained only body
modes.
The full solution for vx when the initial disturbance is of the form of a single
wave, is recovered by multiplying the above expression by eikz. In reality, an
initial disturbance will be of finite extent. Solutions for such a disturbance are
the subject of the following subsection.
4.3.2 Solution for an initial disturbance of finite extent
The response to a disturbance of finite extent is obtained by a superposition
over all the Fourier modes. That is, we must integrate over the wavenumber
k using the inverse Fourier transform, namely








Let’s consider an initial impulse that has uniform vorticity with respect
to x and is uniform over a finite range [−z0, z0], outside of which it is zero.
Precisely, the initial velocity is
vx(x, z, 0) =
v0
2z0
[H(z + z0)−H(z − z0)] , (4.39)
where H is the Heaviside step function and v0 is constant. The division by 2z0
ensures that the integral of the initial velocity is not dependent on the size of
the domain of the initial disturbance, 2z0. In particular, it means that in the
limit as z0 → 0, the initial velocity is a Dirac delta function of z. Therefore,
the initial vorticity is
Ω(x, z, 0)ŷ = ∇× v = v0
2z0
[δ(z + z0)− δ(z − z0)] ŷ, (4.40)








The temporal evolution of this initial velocity pulse over a finite z-domain is,
















[sin(k(z + z0))− sin(k(z − z0))][
(cos(kvA±t)− cos(kvst))e−k|x| − cos(kvA±t)
]
dk. (4.42)
Here, we have used the fact that an odd function integrated over the real
line vanishes and an even function integrated over the real line is twice its
integral over the positive real line. We also used the product-to-sum identity
2 cos θ sinφ = sin(θ + φ) − sin(θ − φ). Further, by use of the similar identity
2 sin θ cosφ = sin(θ + φ) + sin(θ − φ), Equation (4.42) can be reduced to a










sin(k(z + z0 + vA±)) dk. (4.44)
Both of these are known integrals (see, for example, Abramowitz and Stegun,










for b > 0. The second of these is a limiting case of the sine integral, Si(x),
















−π/2, if a < 0,
0, if a = 0,





[2H(a)− 1] . (4.49)










































z − z0 − vst
|x|
)
+ π {H(z + z0 + vA±t) +H(z + z0 − vA±t)
−H(z − z0 + vA±t)−H(z − z0 − vA±t)}
]
. (4.50)
By taking t = 0 in Equation (4.50), the initial velocity profile is recovered.
The solution given by Equation (4.50) is plotted in Figure 4.3. The initial
perturbation is illustrated in the upper left panel, showing a band of constant
velocity between −z0 < z < z0, where z0 = 1. It is clear that the waves in
the left half-plane are propagating more slowly than the waves in the right
half-plane. This is because the Alfvén speed in the left half-plane, vA−, is half
that of the right, vA+.
The solution is made up of a superposition of several wave modes:
1. The body wave pulses propagating at speed vA±, depending on the side
of the interface. These waves correspond to the four Heaviside functions
in Equation (4.50). They can be seen in Figure 4.3 as the propagating
bands of positive velocity (blue).
2. The wakes at the front and back on the body waves, which correspond
to the first four tan−1 functions in Equation (4.50). They can be seen
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in Figure 4.3 as the regions of weakly positive velocity (blue) in front of
the body waves and regions of weakly negative velocity (red) behind the
body waves.
3. The surface wave pulses propagating at speed vs. These waves correspond
to the last four tan−1 functions in Equation (4.50). They can be seen in
Figure 4.3 as the regions of positive velocity (blue) close to the interface,
propagating at an intermediate speed between the two Alfvén speeds.
Each wave mode propagates in the positive and negative z-directions because
the system has reflectional symmetry about the z = 0 axis.
A limiting case that allows for direct comparison with Rae and Roberts
(1981) is that of an infinitely thin initial pulse at z = 0. We can recover this
limit from Equation (4.50). In the limit as z0 → 0, the initial velocity becomes
vx(x, z, 0) = v0δ(z), and its evolution obeys





x2 + (z + vA±t)2
− |x|
x2 + (z − vA±t)2
+
|x|
x2 + (z + vst)2
+
|x|
x2 + (z − vst)2
+ π{δ(z + vA±t) + δ(z − vA±t)}
]
. (4.51)







{H(z + z0)−H(z − z0)}
]
= δ(z), (4.52)










































x2 + (z + z0 + vA±t)2
+
|x|




x2 + (z + vA±t)2
. (4.53)
Equation (4.51), where we can see the contribution from the surface mode as
well as the body mode, is the corrected version of Equation (34) in Rae and
Roberts (1981).
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Figure 4.3: Evolution of waves propagating along a tangential interface be-
tween incompressible plasmas. Time increases along the rows and down the
columns. The interface is at x = 0 and the initial perturbation is a constant
velocity confined to the band −z0 < z < z0, where z0 = 1. The Alfvén speeds
in each half-plane are related by vA+ = 2vA−.
89
4.4 Wave evolution in a slab waveguide
Building up the complexity of IVP, we next derive the evolution of plasma
in an initially perturbed slab waveguide. We begin with an asymmetric slab
of incompressible plasma (Section 4.4.1) and later introduce compressibility
(Section 4.4.2).
4.4.1 Incompressible asymmetric slab
Consider equilibrium magnetic field and density profiles given by
B(x) =

B1, if x < −x0,
B0, if |x| ≤ x0,
B2, if x > x0,
and ρ(x) =

ρ1, if x < −x0,
ρ0, if |x| ≤ x0,
ρ2, if x > x0,
(4.54)
Perturbation to the transverse velocity perturbations are related to initial per-





f(x, ω)/ε1, if x < −x0,
f(x, ω)/ε0, if |x| ≤ x0,
f(x, ω)/ε2, if x > x0,
(4.55)










Sturm-Liouville Theory tells us that the Green’s function, G(x; s), corre-
sponding to Equation (4.55) must satisfy
∂2G
∂x2
− k2G = δ(x− s), G(−x0; s) = G(x0; s) = 0. (4.57)
It is instructive to piecewise define the Green’s function as
G(x; s) =

G1(x; s), if x < −x0,
G0(x; s), if |x| ≤ x0,
G2(x; s), if x0 < x.
(4.58)
The general solution, for |x| ≤ x0, of the equation for G0 is
G0(x; s) = c1 sinh(k(x− x0)) + c2 sinh(k(x+ x0)), (4.59)
where c1 = 0 for x < s and c2 = 0 for x > s. Ensuring G0 and ∂G0/∂x have






sinh(k(s− x0)) sinh(k(x+ x0)), if − x0 < x < s,
sinh(k(x− x0)) sinh(k(s+ x0)), if s < x < x0.
(4.60)
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The boundary conditions at the interfaces are inhomogeneous, therefore we
must add to the standard Green’s function solution a term that is a solution
to the homogeneous equation and the inhomogeneous boundary conditions. In












G0(x; s)f(s, ω)ds, (4.61)
where Ã1 = ṽx(−x0) and Ã2 = ṽx(x0).






ek(x+x0) sinh(k(s+ x0)), if x < s,
ek(s+x0) sinh(k(x+ x0)), if s < x < −x0,
(4.62)
for x < −x0, and




e−k(s−x0) sinh(k(x− x0)), if x0 < x < s,
e−k(x−x0) sinh(k(s− x0)), if s < x,
(4.63)







G1(x; s)f(s, ω)ds, (4.64)







G2(x; s)f(s, ω)ds, (4.65)
for x > x0.
To establish physically relevant solutions, we require that the transverse
velocity and the total pressure are continuous over each interface. The con-
struction of Equations (4.61), (4.64), and (4.65) ensures that the transverse ve-
locity is automatically continuous over the boundaries. Using Equation (2.15),
the perturbation in the total pressure for a compressible plasma is given by
p̃T (x) = Λṽ
′
x/m. When the plasma is incompressible, m
2 → k2. Therefore,
continuity in total pressure is equivalent to continuity in ε(x)ṽ′x(x) for an in-









D(ω) = ε0 (ε1 + ε2) cosh(2kx0) + (ε
2
0 + ε1ε2) sinh(2kx0) (4.67)
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is called the dispersion function and T1,2 are functionals given by

































4.4.1.1 Solution in time
To recover the transverse velocity, vx(x, t), we employ the inverse Laplace

















































We evaluate each of the three inverse Laplace transforms in turn.










is calculated as follows. The functions ε0,1,2 are quadratic in ω, and are there-
fore entire. The integrals I1,2 and I
±
0 are, in general, linear functions of ω
so also contribute no singularities. Therefore, T1 and T2 are entire functions.
Hence, the singularities of Ã1 are precisely the zeros of the dispersion function,
D(ω).
The zeros of D(ω) are determined by firstly noting that D = 0 is the
dispersion relation of the corresponding eigenvalue problem solved in Chapter 2
and by Zsámberger et al. (2018). To recap, the dispersion relation governing
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transverse wave propagation parallel to the magnetic field in an asymmetric
slab of compressible plasma is given by






, and m2j =






for j = 0, 1, 2. When compressibility is neglected, such that the sound speeds,
cj, approach infinity, we have c
2
Tj → v2Aj, m2j → k2, and therefore Λj =
−iρj(k2v2Aj − ω2)/ωk = −iεj/ωk, for j = 0, 1, 2. Therefore, Equation (4.78)






+ ε0(ε1 + ε2)[tanh(m0x0) + coth(m0x0)] = 0. (4.80)
This equation can easily to shown to be equivalent to D(ω) = 0, where D(ω)
is given by Equation (4.67). It follows that the zeros of D(ω) are precisely the
eigenvalues of the asymmetric incompressible magnetic slab. This is a specific
case of the powerful general result that the solutions of eigenvalue problems
contribute to solutions of initial value problems. This is explored in the MHD
setting by Goedbloed and Poedts (2004), Chapter 10.2.
The zeros of D are found by writing the equation D(ω) = 0 as




tanh(2kx0) = 0 (4.81)




































+ c = 0, (4.83)































































The solutions, ±ω0±, must be real (Goedbloed and Poedts, 2004). They are
zeroes of the function D(ω) of order 1 so are simple poles of the integrand
Â1e
−iωt. Additionally, the solutions corroborate with the corresponding in-
compressible eigenfrequencies for an interface and a symmetric slab, shown in
Appendices D.1 and D.2, respectively.
With the location of the singularities of the integrand in hand, we can
evaluate the first integral in Equation (4.76) by making use of the Residue
Theorem of complex analysis. For this theorem to apply, we must integrate
around a closed contour instead of the infinite line in Equation (4.76). To
accomplish this, we can choose a sequence of contours (known as Bromwich
contours) such that the limit of the integrals over these contours is equal to the
integral over the infinite line. We use the fact that the function T1(ω) is entire
to construct a Bromwich contour, C = C0 + C1, where C0 is a straight line
from (−L, σ) to (L, σ), and C1 connects (−L, σ) and (L, σ) via a semi-circle
to ensure that C encloses the zeros at ±ω0± (Figure 4.4). In the limit L→∞,
we recover the desired integral.
Considering first the integral along C1, the integrand in question behaves









e−iωtdω = 0. (4.88)
Next, since the integral along contour C is integrated in the clockwise
direction, it is equal to −2πi multiplied by the sum of the residues of the
poles at ω = ±ω0±. The residues are evaluated using L’Hopital’s Rule (the
requirements ensuring the validity L’Hopital’s Rule in this case are verified in
Appendix E). For an arbitrary choice of initial condition, f(x, ω), the residue

















































where χ1+[g] := T1[g](ω0+)/kD
′(ω0+) is a functional mapping an arbitrary
function g to the real numbers. Similarly, the residues at ω = −ω0+ and






























respectively, where we define χ1−[g] = T1[g](ω0−)/kD
′(ω0−). To derive these
residues, we have used the fact that D′ is an odd function of ω, and D and
T1[g] are even functions of ω when the function g that is constant with respect
to ω.
Compiling the above results, the solution of the first inverse Laplace Trans-
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(kvA1 + ω)(kvA1 − ω)
dω, (4.94)
whose integrand has simple poles at ω = ±kvA1. From Jordan’s Lemma it
follows that the integrand vanishes as ω → ∞. Therefore, we can construct






































































Figure 4.5: Bromwich contour for the complex integration of the integrand of
J1.
whose integrand has simple poles at ω = ±kvA1. Again, the integrand vanishes
as ω → ∞, so we can integrate around the Bromwich contour as shown in

































Combining the above expressions for the three inverse Laplace transforms,
the transverse velocity solution for x < −x0 is

































Similarly, the transverse velocity for the region x > x0 is



















































































These solutions are not particularly illuminating in there general form, so
we evaluate the solutions using specific initial conditions in the next subsec-
tions.
4.4.1.2 Uniform initial vorticity
Let Ω(x, 0) = Ω0 be constant. Therefore, Ψ0 = kρ0Ω0 and ∂Ψ0/∂t = 0. To
evaluate the solution, we evaluate the Green’s function integral for each regions
of the waveguide separately. Firstly, for x < −x0,∫ −x0
−∞



















Secondly, for |x| ≤ x0,∫ x0
−x0























Finally, for x > x0,∫ ∞
x0


















































cos kvA1t for x < −x0,
2
sinh 2kx0























T1,2[Ψ0](ω) =− Ω0{(ρ0 tanh(kx0) + ρ1,2)(ε0 cosh(2kx0) + ε2,1 sinh(2kx0))
+ ε0(ρ0 tanh(kx0) + ρ2,1)}. (4.117)
When ρ1 = ρ2 = ρ0 and x0 = 0, the solution given by Equation (4.115)
reduces with that of a tangential interface, Equation (4.37).
The time-dependant evolution of a perturbation of an incompressible asym-
metric magnetic slab are thus purely superposition of normal modes. There is
no contribution from the continuous spectrum. There is instantaneous set-up
of coherently oscillating collective modes. It is the introduction of compress-
ibility that introduces a continuous spectrum, and therefore a leaky component
to the oscillation. This is the subject of the following subsection.
4.4.2 Compressible slab
In this subsection, we solve the initial value problem of a compressible asym-
metric slab.
The more general compressible version of Equation (4.12) is






















This equation can be reduced to the corresponding equation for incompressible
plasma in the limit of infinite sound speed, i.e. c0 → ∞. Equation (4.119)
corroborates with the general initial value problem considered by Andries and
Goossens (2007), although some algebra is required to transform between ve-
locity and total pressure coordinates.
Considering a magnetic slab in a non-magnetic environment, we have
m20 =



























4.4.2.1 Solution in Laplace space





ṽx = g0(ω, x), (4.122)
under the boundary conditions ṽx(−x0) = Ã1 and ṽx(−x0) = Ã2. To solve this
we construct the Green’s function, G0(x; s) that satisfies
d2G0
dx2
−m20G0 = δ(x− s), G0(−x0; s) = G0(x0; s) = 0. (4.123)
The general solution of this equation is
G0(x; s) = c1 sinh(m0(x− x0)) + c2 sinh(m0(x+ x0)), (4.124)
where c1 = 0 for x < s and c2 = 0 for x > s. Ensuring G0 and ∂G0/∂x have






sinh(m0(x0 − s)) sinh(m0(x0 + x)), if − x0 < x < s,
sinh(m0(x0 − x)) sinh(m0(x0 + s)), if s < x < x0.
(4.125)










G0(x; s)g0(ω, s) ds. (4.126)
This is the sum of the Green’s function term and a two terms that are inde-
pendent solutions to the homogeneous version of Equation (4.122) that ensure
that the inhomogeneous boundary conditions are satisfied.





ṽx = g1(ω, x), (4.127)
and the boundary conditions ṽx(−∞) = 0, ṽx(−x0) = Ã1. By following a





G1(x; s)g1(ω, s)ds, (4.128)





em1(x0+x) sinh(m1(x0 + s)), if x < s,
em1(x0+s) sinh(m1(x0 + x)), if s < x < −x0.
(4.129)
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G2(x; s)g2(ω, s) ds, (4.130)





em2(x0−s) sinh(m2(x0 − x)), if x0 < x < s,
em2(x0−x) sinh(m2(x0 − s)), if s < x.
(4.131)











Ã1 sinh(m0(x0 − x))









G2(x; s)g2(ω, s) ds, if x0 < x <∞.
(4.132)
4.4.2.2 Matching solutions
For physically relevant solutions, we require that the transverse velocity and
the total pressure be continuous across the interfaces at x = ±x0.
Continuity in transverse velocity, ṽx, is satisfied automatically by consider-
ing the solutions inside and outside the slab given by Equations (4.132), and
our definition of Ã1 = ṽx(−x0) and Ã2 = ṽx(x0).
Continuity in total pressure can be dealt with as follows. The perturbation















Looking for solutions proportional to exp ikz and taking Laplace transforms


























iv̂z0 + ω ˙̂vz0
)
= 0, (4.135)
8Found by combining that induction equation with the momentum equation, see, for
example, the bottom row of Equation (2) by Andries and Goossens (2007).
9This simplification is not as strict as it might first seem. For example, any pressure
perturbation-free transverse kick, such as you might expect from a nearby flare, would do.
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where double brackets indicate a jump in the quantity,
[[f ]]x=x0 = lim
ε→0
[f(x0 + ε)− f(x0 − ε)]. (4.137)










T1(ω) =− (Λ0 cosh 2m0x0 + Λ2 sinh 2m0x0)(Λ0I−0 + Λ1I1)
− Λ0(Λ0I+0 + Λ2I2), (4.139)
T2(ω) =− (Λ0 cosh 2m0x0 + Λ1 sinh 2m0x0)(Λ0I+0 + Λ2I2)
− Λ0(Λ0I−0 + Λ1I1), (4.140)
D(ω) =Λ0(Λ1 + Λ2) cosh(2m0x0) + (Λ
2
0 + Λ1Λ2) sinh(2m0x0), (4.141)
where Λj = ρj(ω
2 − ω2Aj)/mj, for j = 0, 1, 2, and
I±0 = I
±







f(ω, s) ds, (4.142)





em1(s+x0)f(ω, s) ds, (4.143)





em2(x0−s)f(ω, s) ds. (4.144)
4.4.2.3 Solution in time
To recover the transverse velocity, vx(x, t), we employ the inverse Laplace
transform (non-standard, discussed in Appendix C), such that









where σ is a real number such that all the singularities of the integrand are
below the contour of integration to ensure that all singularities contribute to
the integral. The integral is evaluated along an infinite horizontal line in the
upper half of the complex plane and is dependent on the singularities (with
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respect to ω) of ṽx, whose residues determine the value of the contour integral.
Focusing firstly on the region x < −x0, the solution is




















To study the time-dependent behaviour of the transverse velocity, we start
by studying the asymptotic behaviour of










Since the problem of finding the solution is now reduced to solving a complex
integral, it is dependent on the singularities (with respect to ω) of T1, T2, and
D and the zeros of D. Identifying the singularities allows us to modify the
contour so that it is confined to a single-valued branch and the zeroes of D
are poles of the integrand whose residues determine the value of the modified
contour integral.
To determine the singularities of T1, T2, and D, we determine the singular-
ities of the constituent functions, as follows:
• The functions Λ2j are rational functions of ω with simple poles at ω =
±ω0j, for j = 0, 1, 2.
• Λj, for j = 0, 1, 2, involve radicals and have branch points at ω = ±ωAj,
±ω0j, and ±ωTj, respectively.10
• The functions cosh z and sinh z are entire functions of z with only even
and odd terms in their respective series expansions. Therefore, cosh z and
z sinh z are entire functions of z2. Hence, cosh 2m0x0 and Λ0 sinh 2m0x0
have only simple poles at ω = ±ωT0.
• The integrands of I±0 are integrated with respect to s. Therefore, the
singularities of I1,2 are precisely the singularities of the integrands. The
function g(z) = sinh(az)/ sinh(bz), for constants a and b 6= 0 are entire
functions of z, containing only even powers (once g has been redefined
as to remove the removable singularity at z = 0). Therefore, for another
complex function h, the singularities of the composition g ·h are precisely
10More precisely, ω = ±ωAj , ±ω0j , and ±ωTj are the ramification points corresponding
to the branch points Λj(ω), each with ramification index 2. However, the language used in
the main text is common shorthand that is considered synonymous.
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the singularities of the function h(z2). Hence, by letting h(ω) = m0,
a = s ± x0, and b = 2x0, it follows that sinh(m0(s − x0))/ sinh(2m0x0)
has simple poles at ω = ±ωT0.
• To determine the singularities of I1,2, we need consider the singularities
of the integrands. The functions e±a
√
z, for constant a 6= 0 have branch
points at z = 0 that are algebraic (of ramification index 2). Therefore,
by setting a = x0±s, it follows that the functions emj(x0±s), and therefore
Ij, have algebraic branch points at ω = ±ωAj, ±ω0j, and ±ωTj.
The set of branch points of a sum of functions is the union of the branch points
of the constituent functions. Therefore, the branch points of both T1, T2, and
D are ω = ±ωA0,1,2, ±ω00,1,2, ±ωT0,1,2.
T1 and T2 have no other singularities. Therefore, the poles of Ã1 and Ã2
are precisely the zeroes of the dispersion function D. The subset of these
zeroes that are real are the eigenfrequencies of the asymmetric slab studied in
Chapter 2 and the subset that are complex are the leaky modes. There is a
rich spectrum of eigenmodes which, in the absence of any simplification to the
model, are not possible to describe analytically.
The integrand has 18 branch points and an infinite number of poles that
are not possible to describe analytically. This is a very difficult problem to
solve analytically. Therefore, we will instead solve the simplified problem of a
thin symmetric slab with zero-beta plasma. From there, we will study what
would happen when symmetry is broken (Section 4.4.3).
4.4.2.4 Solving a simplified case - thin zero-beta symmetric slab
When simplifying to a symmetric slab, we use the notation subscript e to
denote the symmetric external environment, rather than subscripts 1 and 2.
Now that we are considering a symmetric slab, the parameters on each side
of the slab are equal. Under the zero-beta approximation, the tube speed is
identical to the sound speed, both of which are zero. Therefore, the branch
points at ω = ±ω00,e and ω = ±ωT0,e degenerate. The remaining branch points
are ω = ±ωAe.









(n0x0) = −ρ0v2A0n0, (4.149)
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where n20 = −m20 ≈ ω2/v2A0 − k2 and m2e ≈ k2 − ω2/v2Ae. Edwin and Roberts
(1982) noticed that this is precisely the dispersion relation for Love waves,
which are horizontally polarized surface wave that appears in Earth seismol-













The tan version of this equation describes sausage modes and the cot version
describes kink modes.
With the aim of finding solutions to this dispersion relation, we start with
the equation describing kink modes. By letting the non-dimensional slab
width, kx0, be small, we can expand the eigenfrequencies of the first-order














This is the only eigenmode of the low-beta slab. It is equivalent to the fast
principal kink mode in a magnetic flux tube described by Cally (2003). For this
reason, we refer to this mode as the fast principal kink mode of a magnetic
slab. The other zeros have non-zero imaginary part and therefore have a
decreasing amplitude over time. They are leaky modes. To find these, we
must first investigate on which Riemann sheet we expect them to be. In
this case, the branch points are due to the square root functions in me and
n0. These functions are double-valued so each contribute two branches. The
branches of the function me determine the behaviour of the velocity outside the
slab. Outside the slab, the transverse velocity has the form ṽx = Ã1e
me(x0+x)
plus terms due to the inverse Laplace transform of the Green’s function term
(Equation 4.132). Trapped modes require that vx → 0 as x→∞. This is only
possible when Re{me} > 0, which for trapped modes simplifies to me > 0.
For the trapped mode, we have ω < ωAe, therefore to ensure that me > 0, we
must take the positive square root in the definition of me. This ensures that
the trapped modes are physical, by which we mean that they do not perturb
plasma far from the slab. Therefore, we define the positive branch of me as
the principal sheet11.
11Due to it’s physically relevant solutions, the equivalent of this sheet in the cylindrical
problem has been labelled as the physical sheet (Ruderman and Roberts, 2006b).
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On the other hand, for leaky modes, we require that vx 9 0 as x →
∞. Therefore, these modes must exist on the Riemann sheet defined by the
negative square root in me. This is the non-principal sheet
12.


















This equation admits solutions where the argument of the tan function remains
finite as kx0 → ∞. For this to be satisfied, the solution must be of the form
ω = ν/kx0, where ν is independent of kx0. Substituting this ansatz into the
above equation and using the fact that tan is π-periodic, we find that the leaky











for n ∈ Z.
Similarly, the leaky sausage modes on the non-principal sheet are complex































for small kx0 and for n ∈ Z. It is easy to see that, for each pole, one can
construct an open ball centred on the pole that contains no other poles, there-
fore all the poles are isolated. These sausage and kink leaky modes are the
slab versions of the “leaky trig mode” defined in a magnetic flux tube by Cally
(2003).
The integrals in question given in Equation (4.148) can be calculated using
the Bromwich contour in Figure 4.6. To ensure that the contour remains on a
single Riemann surface, it is modified around the branch cuts so as to encircle
the poles. The closed contour C is a sum of the following sub-contours:
• C0: the horizontal line with imaginary part σ.











Figure 4.6: The Bromwich contour, C =
∑5
n=0Cn, for the complex integration
of Ã1,2 in the inverse Laplace transform in Equation (4.148). The radius of the
large semicircle is L and the radius of the small semicircles around the points
±ω0 and ±ωT is δ. The blue circles are the poles and the red lines indicate
the branch cuts.
• C1: the horizontal line from L + δi to ωAe + δi, round the semicircle of
radius δ and back along the horizontal line from ωAe − δi to L− δi.
• C2: the vertical lines from ±L+ σi to ±L+ δi and the arcs of the large
semicircle centred at the origin with radius L.
• C3: the horizontal line from −L− δi to −ωAe − δi, round the semicircle
of radius δ and back along the horizontal line from −ωAe+ δi to −L+ δi.
The integral in the inverse Laplace transform along the horizontal line is the
same as the integral along the closed contour minus the integrals along the
other constituent contours, i.e. C0 = C −
∑3
n=1 Cn. The integrals along each
of the contours C and C1 to C3 are calculated in the following subsections.
4.4.2.5 Integral along C
The contour C is closed and has been chosen such that the integrand can be
made to be meromorphic on this contour, given a particular choice of Riemann
sheet. Therefore, we would like to use the Residue Theorem to calculate this
integral. While the Residue Theorem is often quoted with a restriction to a
finite number of isolated poles, it is also valid when there are infinitely many
isolated poles (Ahlfors, 1979).
The residue of the principal kink mode is calculated as follows. First, we
must determine the order of the pole. The order of the pole is equivalent to
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the order of the corresponding zero of the dispersion function. The dispersion
function for a symmetric slab can be factorised into a product of a functions






Ds(ω) = m0 +me tanhm0x0 and Dk(ω) = m0 +me cothm0x0. (4.157)
Denote the principal kink eigenfrequency by ωk. We know that Ds(ωk) 6= 0.
We can expand the function Dk as a Taylor series about the frequency ωk as
Dk(ω) = Dk(ωk) +D
′
k(ω)(ω − ωk) +O((ω − ωk)2). (4.158)
Then, the order of ωk as a zero of Dk (and hence of D) is determined by the
order of the first derivative of Dk that is not small when evaluated at ωk. First,












Evaluated at ω = ωk, it can easily be shown that D
′
k(ωk) = O(1) with respect
to the small quantity kx0. In particular, D
′
k(ωk) is not small. Therefore, ωk is
a simple pole of the integrand.






































= −χ(k)1 eiωkt, (4.161)
because T1 is an even functions of ω and D
′ is an odd function of ω. The sum
of these two residues is
− 2iχ(k)1 sinωkt. (4.162)
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The residues at the leaky kink modes can be calculated as follows. We
denote the eigenfrequency of the nth leaky kink mode as ωkn. Following the
same line of reasoning as for the principal kink mode, D′(ωkn) = O(1) with
respect to kx0, so D
′(ωkn) is not small. Therefore, these poles are simple. The













1 = T1(ωkn)/D(ωkn). Since, ωkn is complex, it is instructive to split









where γ = vA0
x0
tanh−1(vA0/vAe).
Similarly, we denote the eigenfrequencies of the leaky sausage modes by
























In the residues for the leaky sausage and kink modes, the first exponential
has an imaginary argument and therefore contributes an oscillatory compo-
nent. The second exponential has a negative real argument and therefore
contributes a decaying component with decrement γ.
4.4.2.6 Integral along C1 and C3
In the limit as δ → 0, the integral along the semicircular part of C1 vanishes
because the integrand is analytic in this limit and the length of the contour
approaches zero.
























where superscripts + and − indicate the value of the function above and below
the horizontal branch cut [ωAe,∞), respectively. For values of ω close to the
branch cut, the integrand is analytic, except at the branch point. In particular,
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the integrand is analytic except at the endpoint of the integral, therefore, we
































Given that T+1 /D
+ = T−1 /D
− when evaluated at the branch point and that
T±1 (ω)/D
±(ω)→ 0 as |ω| → ∞, the first term on the right hand side vanishes.
On the second term, we can perform integration by parts again to see that the
IC1 = O(t
−2) as t→∞.
Similarly, IC3 = O(t−2) as t→∞.
4.4.2.7 Integral along C2
Points on the curve C2 will behave like |ω| → ∞ as L→∞. When |ω| → ∞,
T1 = O(|ω|) and D = O(|ω|2) (except when the contour intersects one or
more of the poles), therefore the integrands behave like T1/D = O(1/|ω|).
Therefore, the integral around C2 approaches 0 as L→∞.
Since there is an infinite number of isolated poles that stretch out infinitely
in the positive and negative imaginary direction, it is possible to choose a
sequence of contours where L→∞ such that the above result does not hold.
Any sequence of contours such that an infinite number of contours pass through
poles as L → ∞ would suffice for this. Given that we are free to choose the
sequence of contours, we can choose a sequence that does not contain an infinite
number of contours that pass through poles.
4.4.2.8 Combining integrals to derive velocity solution
We can combine these integrals to show that





























Referring back to the Equation (4.147), which for a symmetric slab waveg-
uide looks like13











The first of the inverse Laplace transforms is related to A1 as follows.
Ã1e
me(x+x0) has the same analytical properties as Ã1 in the sense that they
have the same singularities and hence the same Riemann surface. Therefore,
the first inverse Laplace transform is given by Equation (4.169) but where
each term is multiplied by eme(x+x0) evaluated at that term’s corresponding
frequency. The function me(ω) evaluated at ωkn or ωsn does not have simply






















































Finally, we need to determine an asymptotic form for the inverse Laplace
transform of the Green’s function term in Equation (4.171). This term is a
double integral where the inner integral is with respect to s and outer is the
inverse Laplace transform which is an integral with respect to ω. The functions
G1(x, s)f1(ω, s) and e
−iωt are continuous functions of s and ω, therefore we are




If we restrict the initial condition to being only horizontal, i.e. v̂z0 = ˙̂vz0 = 0,
then f is linear in ω and the integrand of this integral has branch points
13The Green’s function G1 and the initial condition function f1 retain their subscript 1
rather than e because the initial condition imposed on the symmetric waveguide could still
be asymmetric.
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at ±ωAe and no poles. Therefore, with branch cuts along the real axis on
the set (−∞,−ωAe] ∪ [ωAe,∞) we can use a Bromwich contour that has two
horizontal modifications around the branch cuts. Because the integrand has
no poles, the integral around the closed contour vanishes, the integral along
the large semicircle vanishes, and in the integrals along the horizontal contours
are O(t−2). Therefore, the term in the horizontal velocity solution is O(t−2)
as t→∞.
Putting all of this together, we find that










− iS ′1e−γt +O(t−2), (4.177)
which is valid for x < −x0. Similarly, we can derive the asymptotic solution
for the regions |x| ≤ x0 and x > x0, but their functional form is the same so
we focus just on the solution given by Equation (4.177).
The solution is made up of three parts. The first term is an undamped
sinusoid in time and corresponds to the contribution from the trapped kink
body mode. There are no trapped sausage modes in the zero-beta slab, so they
have no contribution to the solution. The second term is an exponentially
decreasing term due to wave leakage in the form of leaky sausage and kink
body modes. The terms that are O(t−2) as t → ∞ are not due to collective
modes but, instead, represent the propagation of an initial velocity impulse
across the waveguide before collective modes are set up. It gives an indication
as to the set up time of collective modes.
Like the magnetic flux tube (Ruderman and Roberts, 2006b; Terradas et al.,
2006), the temporal evolution of a magnetic slab follows three phases: the
initial phase, the impulsive phase, and the stationary phase. The initial phase
is dominated by the distribution of the initial disturbance. The impulsive
phase is dominated by the leaky modes. The stationary phase is dominated
by the trapped modes.
The decrement γ = O((kx0)−1) is large, therefore, the amplitude of the
leaky modes attenuates rapidly. In general, these terms will decay faster than
the O(t−2) terms. This means that, in general, the impulsive phase will be
short or possibly non-existent. In particular, the impulsive phase of the mag-
netic slab is, in general, significantly shorter than the impulsive phase for a
magnetic flux tube, whose decrement γ = O(kx0) is small (Ruderman and
Roberts, 2006b).
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However, the initial conditions have a strong effect on the relative contribu-
tions of each of the terms and hence on the duration of each of the three phases
(Terradas et al., 2006, 2007). This can be to such an extent that the contribu-
tion of any individual mode could be zero or any of the three phases might not
exist. For example, a symmetric initial condition will induce only kink modes
and an anti-symmetric initial condition will induce only kink modes. Higher
order modes are induced by initial conditions that have a shorter characteristic
length scale (Terradas et al., 2007).
4.4.3 Generalising to an asymmetric slab
The solution found in the previous section is valid for a symmetric slab. The
main affect that waveguide asymmetry has on the evolution of an initial dis-
turbance is that the principal kink mode, which is trapped by a symmetric
slab, is leaky for thin asymmetric slabs. This has been shown by the presence
of a cut-off value for trapped modes in the dispersion diagrams in Chapter 2
and by Allcock and Erdélyi (2017) and Zsámberger et al. (2018). This means
that a thin asymmetric slab of cold plasma will not have a stationary phase
for any initial condition because there are no trapped modes. All the energy
from the initial condition is leaked out of the waveguide.
It is worth comparing the principal kink mode in this problem to the
“principal leaky mode” whose physical relevance has been the subject of de-
bate (Cally, 2003; Ruderman and Roberts, 2006b; Cally, 2006; Ruderman and
Roberts, 2006a). Cally (2003) claimed that in addition to the trapped principal
kink mode, which is indisputably physical, there exists a corresponding leaky
mode whose real part of its frequency is equal to the principal kink frequency.
This leaky mode was later shown to be unphysical by Ruderman and Roberts
(2006b). In the present chapter, the principal kink mode, which becomes leaky
when the slab is asymmetric, is not the mode that Cally (2003) labelled the
“principal leaky mode”. Instead, it is the principal trapped kink mode that
has become leaky due to the waveguide asymmetry.
4.5 Chapter conclusions
In this chapter, we have used mathematical methods to investigate the tem-
poral evolution of MHD waves in simple models of solar waveguides.
First, we focussed on the evolution of incompressible MHD waves along a
tangential interface. The main result from this analysis was to correct an error
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in one of the key articles using the initial value approach in MHD (Rae and
Roberts, 1981), showing that surface modes, not just body modes, are induced
by a uniform vorticity initial condition.
Next, we investigated the evolution of incompressible MHD waves along an
asymmetric slab. Under the incompressible approximation, there is no initial
phase or impulsive phase. There is only a stationary phase. That is to say that
the initial impulse is propagated away instantly as purely trapped collective
modes. Mathematically, this is equivalent to there being no branch points of
the integrand of the inverse Laplace transform. The poles, whose residues give
the contribution of the trapped eigenmodes, are the only singularities of the
integrand.
Finally, we investigated the evolution of MHD wave in a slab of cold plasma.
The solution evolves, in general, through three phases: the initial phase,
the impulsive phase, and the stationary phase. These are the same phases
through which an initially perturbed magnetic flux tube evolves (Ruderman
and Roberts, 2006b). The main difference between the slab and flux tube is
that the impulsive phase for a magnetic slab is significantly shorter. When
a thin slab of cold plasma is asymmetric, the stationary phase is no longer
present because the trapped kink mode becomes leaky. After some time, all





In this chapter, we derive two novel techniques for spatial seismology that use
an asymmetric slab waveguide to approximate background parameters. This
has applications to solar atmospheric structures that are locally slab-like which
have been observed to guide MHD oscillations, such as elongated magnetic
bright points (Yuan et al., 2014), prominences (Arregui et al., 2012), and light
bridge surges (Roy, 1973; Shimizu et al., 2009) (which have also been named
light walls by, e.g. Yang et al., 2015, 2017; Zhang et al., 2017).
We showed in Chapter 2 that a magnetic slab, with non-magnetic, but
asymmetric density and temperatures outside the slab has eigenmodes which
can be described as either quasi-sausage or quasi-kink. For quasi-sausage
(quasi-kink) modes, the oscillations on each slab interface are in anti-phase
(phase). They differ in character from traditional (symmetric) sausage and
kink modes by their asymmetry about the centre of the slab due to the ampli-
tude of oscillation on each interface being unequal caused by the asymmetric
external environment. This results in quasi-kink modes not necessarily retain-
ing their cross-sectional area and quasi-sausage modes not necessarily having
reflection symmetric about the centre line of the slab. The spatial distribu-
tion of these waves across the slab, and therefore the extent to which they
are modified from the traditional sausage and kink modes, is dependent on
the asymmetric background plasma parameters. Consequently, we can use the
spatial distribution of these waves to diagnose the waveguide. This is the fo-
cus of the present chapter: to derive expressions for proxy parameters that
encapsulate this asymmetric spatial distribution and discuss the application
to SMS.
Sections 5.1.1 and 5.1.2 give a definition and brief history of SMS. Sec-
tions 5.2 and 5.3 introduce two new SMS techniques: the amplitude ratio
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method and the minimum perturbation shift method. Section 5.4 discusses
in more depth the numerical inversion procedure required to apply these two
techniques without having to resort to additional approximations. Section 5.5
discusses where these techniques can be appropriately applied and Section 5.6
records the first use of the amplitude ratio method on solar observations.
5.1.1 What is solar magneto-seismology?
Perpetual bubbling, erupting, and turbulent buffeting of plasma drive ubiqui-
tous magneto-acoustic waves throughout the solar atmosphere. The topology
and strength of the magnetic field determines the type and properties of waves
present in a given structure. Therefore, by observing these waves and solv-
ing an inverse problem, it is possible to make a diagnosis of unknown plasma
parameters - a class of techniques known as solar magneto-seismology (SMS)
(Erdélyi, 2006; Andries et al., 2009; Arregui, 2012; De Moortel and Nakari-
akov, 2012). This in turn equips us with more realistic parameters for numer-
ical simulations and give us a better understanding of conditions that lead to,
for example, wave energy dissipation, instability, magnetic reconnection, and
heating.
SMS techniques can be categorised as either temporal or spatial. Tempo-
ral seismology refers to techniques that estimate a plasma parameter by using
the observed frequency, or equivalently the period, of waves. Spatial seismol-
ogy refers to techniques that estimate a plasma parameter by comparing the
observed spatial wave power distribution with the eigenfunctions from a the-
oretical model. Mathematically, the distinction is that temporal seismology
techniques use temporal wave parameters (eigenfrequency) only whereas spa-
tial seismology techniques use spatial or a combination of temporal and spatial
wave parameters (eigenfunction).
The flowchart in Figure 5.1 illustrates the causal chain from identifying
wave and equilibrium parameters in observations, combining these with eigen-
mode analysis from models of the physical system, and using SMS techniques
to diagnose previously unknown equilibrium parameters.
Several temporal seismology methods have been employed successfully.
Rosenberg (1970) first suggested that the frequency of oscillations, observed
through the fluctuation of synchrotron radiation due to the presence of MHD
waves, could be used to diagnose background parameters. Further theoretical




















Figure 5.1: A flow chart illustrating the causal chain of solar magneto-
seismology.
coronal magnetic field strength estimates using standing kink modes in coro-
nal loops by Roberts et al. (1984); Nakariakov and Ofman (2001), and using
slow sausage and kink modes by Erdélyi and Taroyan (2008). The ratio of
periods of the fundamental and the first harmonic standing kink mode and
its dependence on density stratification has also been well studied (Banerjee
et al., 2007; Erdélyi et al., 2014; Yu et al., 2016).
Spatial seismology techniques have more recently started demonstrating
their efficacy in estimating solar parameters. Uchida (1970) estimated the
coronal magnetic structure by comparing Moreton wave observations with the
theoretical influence that the coronal magnetic field has on the shape of the
Moreton wavefront. More recent eigenfunction methods include utilising the
anti-node shift of standing modes in a magnetic flux tube to diagnose its inho-
mogeneous density stratification (Erdélyi and Verth, 2007; Verth et al., 2007;
Erdélyi et al., 2014).
In this thesis, we particularly focus on diagnosis of the magnetic field. This
is because out of all the solar atmospheric features, the magnetic field is often
the most elusive and amongst the most dominant in governing solar atmo-
spheric phenomena. It is insightful to consider SMS techniques as part of the
larger group of solar magnetometry techniques, so that the most appropriate
technique can be chosen for a given purpose. No solar magnetometry technique
is suitable for all solar structures and a thorough understanding of the advan-
tages and disadvantages of each is recommended before choosing. Besides SMS,
other solar magnetometry techniques include spectral inversion from Stokes’
parameters (Stenflo, 2013; Lites et al., 1993), the Zeeman effect (Alissandrakis
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and Chiuderi Drago, 1995), the Hanle effect (Raouafi et al., 2016), Faraday
rotation (Mancuso and Garzelli, 2007), and photospheric extrapolation (Inoue,
2016).
5.1.2 A brief history of solar magneto-seismology
To motivate this chapter’s focus on developing new temporal seismology tech-
niques, we list a selection of the major advancements in SMS since its devel-
opment in Table 5.1. In this chronology, there are nine major developments
in temporal seismology compared to two major developments in spatial seis-
mology. Whilst this is by no means a scientific review of the literature, the
dominance of the development of temporal seismology techniques over tempo-
ral seismology techniques is striking. Whilst temporal seismology is growing
into a mature field, spatial seismology is in its infancy.
Why has spatial seismology lagged behind? There are several plausible an-
swers to this questions. Both ground-based and space-bourne solar telescopes
suffer from limitations in spatial resolution. The most significant increases in
spatial resolution come from increasing telescope’s aperture size. Space-bourne
telescopes are limited in this regard because larger aperture size means a larger
spacecraft is required to deliver the telescope into orbit. This comes at signifi-
cant extra cost. Ground-based telescopes suffer from limitations on their spa-
tial resolution from seeing effects and that some electromagnetic wavelengths
do not reach the Earth’s surface, although the first of these has been partially
overcome in the era of adaptive optics. These limitations have allowed faster
improvements in temporal resolution compared to spatial resolution, therefore
the measurement errors in temporal parameters tend to be lower than those
in spatial parameters. This means that temporal seismology inversions tend
to have lower errors that propagate through from input errors than spatial
seismology inversions.
A second plausible explanation is that the development of spatial seismol-
ogy techniques tends to require more sophisticated MHD wave modelling than
temporal seismology techniques. In general, spatial seismology techniques ex-
ploit some observational consequence of a deviation of a waveguide from its
most simple counterpart to estimate an unknown parameter. For example, the
anti-node shift method uses the shift in position (observational consequence of
density non-uniformity) of the anti-nodes of standing modes of coronal loops,
due to enhanced density in the loop foot-points (deviation from simple model
of a uniform flux tube) to estimate the foot-point density (unknown parameter)
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Date Author Description Type
1970 Rosenberg Pulsations in synchrotron radiation
caused by MHD waves.
T
1970 Uchida Moreton wavefront morphology
used to diagnose coronal magnetic
structure.
S
1984 Roberts et al. Introduced the theory of coronal
seismology.
T
1995 Tandberg-Hanssen Prominence seismology. T
1999 Aschwanden et al.
Nakariakov et al.
First observations of coronal loop
oscillations using TRACE.
N
2001 Nakariakov et al. Period of standing kink mode used
to diagnose magnetic field strength
in coronal loops.
T
2002 Ruderman and Roberts Damping time scales (assuming ex-
ponential damping profile) used to
estimate density variation across a
coronal loop.
T
2005 Andries et al. Density stratification deduced from
the period ratio of the first two
standing kink harmonics.
T
2007 Verth et al. Anti-node shift used to diagnose
density stratification along the
loop.
S
2008 Erdelyi et al. Seismology of slow standing modes
in coronal loops.
T
2011 Arregui et al. Probabilistic coronal seismology in-
version using Bayesian statistics.
N
2013 Pascoe et al. A combination of Gaussian and ex-
ponential damping of kink modes
used to estimate loop density.
T
2017 Long et al. Dynamic coronal seismology, i.e.
diagnosing the magnetic field
strength changing in time and
across a large portion of the solar
atmosphere. Using the method-
ology developed by Morton et al.
(2015).
T
Table 5.1: History of solar magneto-seismology development. The type col-
umn refers to whether the development is in temporal seismology (T), spatial
seismology (S), or neither (N).
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(Erdélyi and Verth, 2007). An interpretation the techniques we will develop
in Sections 5.2 and 5.3 using this framing is that these techniques use the
amplitude ratio or minimum perturbation shift (observational consequences of
waveguide asymmetry) which exist due to the asymmetry of the waveguide
(deviation from the simple symmetric slab model) which are proxies for the
strength of the magnetic field (unknown parameter).
5.2 Amplitude ratio method
The aim of this section is to derive an expression for the ratio of the oscillation
amplitude on each interface of an asymmetric magnetic slab in terms of the
wave parameters and plasma parameters of the system, then demonstrate how
this parameter can be utilised to diagnose background parameters. We focus
on estimating the Alfvén speed since it is one of the most difficult of all the
background parameters to measure using traditional methods. We do this by
first deriving expressions for the eigenfunctions1 of quasi-sausage and quasi-
kink modes, using them to derive expressions for the amplitude ratio, and then
by making suitable approximations, we can solve the inverse problem for the
Alfvén speed. Numerical inversion procedures for the amplitude ratio method
are discussed in Section 5.4.
5.2.1 Deriving an expression for the amplitude ratio
Consider an asymmetric magnetic slab in a non-magnetic environment, as
studied in Section 2.3 and by Allcock and Erdélyi (2017). In this section,
we denote the Alfvén speed inside the slab as vA rather than vA0 for brevity
because it is the only Alfvén speed in the system since we have let the external
plasma be non-magnetic.
In Section 2.3, it was shown that trapped magneto-acoustic modes prop-
agating along an asymmetric magnetic slab have velocity perturbation in the
x-direction given by vx(x, z, t) = v̂x(x)e
i(kz−ωt), where ω and k are the angular
frequency and wavenumber, and
v̂x(x) =

A(coshm1x+ sinhm1x) if x < −x0,
B coshm0x+ C sinhm0x if |x| ≤ x0,
D(coshm2x− sinhm2x) if x > x0,
(5.1)





















, for j = 1, 2, (5.3)
and A,B,C, and D are arbitrary constants (with respect to x). Therefore, to
derive expressions for the eigenfunctions, we need to determine these constants.
They can be determined, to within one degree of freedom, using the boundary
conditions of continuity in total pressure and transversal velocity component
across the slab boundaries at x = ±x0. Applying these four boundary condi-
tions retrieves four coupled linear homogeneous algebraic equations in the four
unknowns, namely
c1 − s1 −c0 s0 0
0 c0 s0 s2 − c2
Λ1(c1 − s1) Λ0s0 −Λ0c0 0


























and ci = coshmix0 and si = sinhmixi, for i = 0, 1, 2. Ensuring that this
matrix has a vanishing determinant gives us the dispersion relation,
(Λ0c0 + Λ2s0)(Λ0s0 + Λ1c0) + (Λ0c0 + Λ1s0)(Λ0s0 + Λ2c0) = 0. (5.6)
By satisfying this relation, we gain one degree of freedom in the system of
Equations (5.4), which leaves one of the constants B or C arbitrary. This
leads to two types of solution: quasi-sausage and quasi-kink modes.
Firstly, for quasi-sausage modes, by letting C be arbitrary the other con-













C = −Λ0c0 + Λ2s0
Λ0s0 + Λ2c0
C. (5.9)
The second formulation of B in Equation (5.9) is found by utilising the dis-
persion relation, Equation (5.6). A substitution of these values, using the
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first form of B in Equation (5.9), into the velocity solution, Equation (5.1),
evaluated at the slab boundaries, yields




































These forms are equivalent. Notice that the horizontal velocity perturbation
amplitude, v̂x, is, more precisely, the signed amplitude, where a positive (neg-
ative) value indicates perturbation in the positive (negative) x-direction. This
will be important for the inversion procedure.
Secondly, for quasi-kink modes, by letting B be arbitrary, the other con-













B = −Λ0s0 + Λ2c0
Λ0c0 + Λ2s0
B. (5.16)
A substitution of these values, using the first form of C in Equation (5.16),





































Figure 5.2: Illustration of the difference in amplitude of oscillation on each
boundary of the slab for (a) quasi-sausage and (b) quasi-kink modes.
We now define the amplitude ratio, RA := ξ̂x(x0)/ξ̂x(−x0), as the ratio of
the amplitude of oscillation of the left interface (x = x0) to that of the right
interface (x = −x0) (see Figure 5.2). Given that ξ̂x(x) = iv̂x(x)/ω, we also
have RA = v̂x(x0)/v̂x(−x0). Firstly, using Equations (5.11) and (5.12), the





















Using Equations (5.18) and (5.19), the corresponding expression for quasi-kink


















As expected, Equations (5.21) and (5.22) reduce to RA = −1 and RA = 1 for
sausage and kink modes, respectively, when the slab is symmetric.
To obtain an approximation for the Alfvén speed analytically, an approxi-
mation such as these must be applied. The following subsections give the ana-
lytical inversion for the Alfvén speed, vA, of equations (5.21) and (5.22) under
the thin slab, wide slab, incompressible plasma, and low-beta approximations.
A numerical inversion procedure that requires no further approximation is dis-
cussed in Section 5.4. Note that we restrict the parameter inversions to surface
modes only, thereby omitting body modes, because the eigenfrequencies and
eigenfunctions of body modes are not significantly effected by asymmetry in
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the external plasma (see Section 2.3) so they are not useful for parameter
inversion.
5.2.2 Thin slab approximation
For surface modes in the thin slab approximation, kx0  1, Roberts (1981b)
showed that m0x0  1. Therefore, to quadratic order, tanhm0x0 ≈ m0x0, and


































































In a thin asymmetric slab, the fast quasi-kink surface mode degenerates
due to a cut-off by the external sound speeds becoming distinct (Allcock and
Erdélyi, 2017) and the slow quasi-kink surface mode has a phase speed that
approaches zero in the thin slab limit (see Section 2.3.1.4). Therefore, to a
good approximation, the phase speed is much less than the internal sound















5.2.3 Wide slab approximation
The wide slab approximation applies when the slab width is much larger than
the wavelength, that is when kx0  1. In Section 2.3.1.5, we showed that the
surface mode solutions of a wide asymmetric slab are just the surface modes
that propagate along each interface independently.
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k1 k0 6= 0 k2
(a) Coupled equilibrium
k1 k0 = 0 k2
(b) Uncoupled equilibrium
k1 k0 = 0 k2
(c) Uncoupled left oscillation
k1 k0 = 0 k2
(d) Uncoupled right oscillation
Figure 5.3: Mechanical example showing weak and zero coupling between the
masses. This provides an analogy to the wide slab approximation of an asym-
metric magnetic slab, in which case the interfaces on each side of the slab
oscillate independently.
This is analogous to the mechanical example introduced in Section 2.3.3.
When the two masses are decoupled by removing the middle spring, equiva-
lently setting k0 = 0, each mass oscillates independently at the natural fre-
quency of that side of the spring-mass system (Figure 5.3). This decoupling
provides a good analogy to the wide slab limit for the magnetic slab. In a
wide slab, each interface is effectively decoupled and oscillates at its own natu-
ral frequency, independent of the other interface. Given that we are considering
magneto-acoustic waves, there are two restoring forces, the magnetic tension
force and the pressure gradient force, which means that each independent inter-
face has two natural frequencies, corresponding to the fast and slow magneto-
acoustic modes. With this understanding of the modes in the wide slab limit,
the amplitude ratio, RA, is either 0 or ±∞, depending on which interface the
wave is propagating and is therefore not useful for magneto-seismology.
5.2.4 Incompressible approximation
If the plasma is incompressible, the sound speeds become unbounded, so that
mj ≈ k for j = 0, 1, 2. Under this approximation, the amplitude ratios for



















































For a low-beta plasma (β = 2µ0p0/B
2
0  1), the magnetic pressure dominates
the kinetic plasma pressure and the Alfvén speed, vA, dominates the sound
speed, c0. Therefore, m
2
0 ≈ k2−ω2/v2A. For waves with phase speed much less
than the Alfvén speed, a further approximation of m20 ≈ k2 can be made, in
which case, the amplitude ratios for quasi-sausage modes (top) and quasi-kink














































We will return to a discussion of the inversion of the amplitude ratio in Sec-
tion 5.4.
5.3 Minimum perturbation shift method
A second spatial magneto-seismology technique uses the shift in the position
of minimum wave power from the centre of the slab due to the asymmetry in
the external plasma regions as a diagnostic parameter for estimating the slab
Alfvén speed.
5.3.1 Deriving an expression for the minimum pertur-
bation shift
For a symmetric sausage or kink mode, the position of minimum wave power
is the central axis of the slab, at x = 0. We define ∆min to be the displacement
(from the central axis of the waveguide) of the position of minimum wave
power inside an asymmetric magnetic slab (Figure 5.4). For quasi-sausage












Figure 5.4: Illustration of the minimum perturbation shift, ∆min, within the
slab (shaded) for (a) quasi-sausage and (b) quasi-kink modes.
for quasi-kink modes, ∆min is the solution to dv̂x(x)/dx = 0 under the same
constraint |x| ≤ x0. The constraint restricts the solutions to being within the
slab.
Firstly, for quasi-sausage modes, using the solution for the transversal ve-
locity amplitude given by Equation (5.1) and the expressions for the variables
within given by equation (5.9), the minimum perturbation shift can be calcu-
lated as follows. The solution for the transversal velocity amplitude within the
slab is
v̂x(x) = B coshm0x+ C sinhm0x = 0, (5.32)
where B is given by Equation (5.9) and C is arbitrary. This equation is solved


















2 − ω2)m1 ρ0ρ1 − ω
2m0 tanhm0x0




Similarly, for quasi-kink modes, using Equations (5.1) and (5.16), we calculate








2 − ω2)m1 ρ0ρ1 − ω
2m0 tanhm0x0




The dependence of the minimum perturbation shifts on the external plasma
region with subscript 2 is implicit in the determination of the eigenfrequency
ω when solving the dispersion relation.
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The concept of minimum perturbation shift is exclusive to surface modes.
The eigenfunctions of surface modes in a magnetic slab are significantly more
sensitive to the external plasma parameters than body modes (Allcock and
Erdélyi, 2017). This makes intuitive sense given that the energy in a surface
mode is localised to the boundaries of the slab whereas the energy in a body
mode is largely isolated within the slab. There is a shift in the spatial nodes and
anti-nodes in body mode perturbations within a slab due to changing external
plasma parameters, however, it is too small to be an effective observational
tool.
Akin to the amplitude ratio method for solar magneto-seismology pre-
scribed in Section 5.2, we can invert Equation (5.34) or (5.35) for the the
Alfvén speed, vA, and hence get an estimate the magnetic field strength of
inhomogeneous solar magnetic structures. This can be done either numer-
ically, using an iterative root finding method, or analytically, under an ap-
propriate approximation. In each of the following subsections, we discuss the
analytical inversion procedure under the thin slab (Section 5.3.2), wide slab
(Section 5.3.3), incompressible (Section 5.3.4), and low-beta (Section 5.3.5)
approximations.
5.3.2 Thin slab approximation
Under the thin slab approximation, that is kx0  1, we have m0x0  1
for surface modes (Section 2.3.1.4). By definition, |∆min| < x0, therefore,
m0|∆min|  1, so that tanhm0∆min ≈ m0∆min. Firstly, for quasi-sausage










































5.3.3 Wide slab approximation
The concept of minimum perturbation shift is ill-defined under the wide slab
approximation, that is, when kx0  1. In this case, each interface oscil-
lates independently at its own eigenfrequency. Therefore the nomenclature of
quasi-sausage and quasi-kink mode breaks down. In the wide slab limit, the
eigenfunctions have no local minimum in the slab, instead the perturbations
are evanescent away from the oscillating interface, therefore there is no local
minimum of wave power within the slab.
5.3.4 Incompressible approximation
When the plasma is incompressible, the sound speeds are unbounded, so that
mj = k, for j = 0, 1, 2. The minimum perturbation shift for a quasi-sausage












− ω2 tanh kx0




















In a low-beta plasma, the minimum perturbation shift for a quasi-sausage










2 − ω2)m1 ρ0ρ1 − ω
2k tanh kx0































































































































































































































































































































































































































































































































































































5.4 Numerical inversion procedure
We have introduced the amplitude ratio and the minimum perturbation shift
which quantify the spatial asymmetry in magnetic slab eigenmodes. These
expressions can be applied to determine the Alfvén speed, for a given set of
observed equilibrium parameters, providing us a novel method to diagnose
information about the background plasma, thus advancing the field of spatial
magneto-seismology.
A summary of the analytical expressions for estimating the Alfvén speed,
vA, within an asymmetric magnetic slab is given in Tables 5.2 and 5.3, utilis-
ing the amplitude ratio method and the minimum perturbation shift method,
respectively. With these analytical inversions, theoretical simplicity comes at
the cost of having to use an additional approximation.
A second option is to solve the inverse problem numerically. In practice,
a numerical procedure could be made relatively simple and computationally
inexpensive by making use of a standard root finding method once the observed
parameters have been prescribed.
5.4.1 Estimating a single parameter
The diagnosis procedure for one background parameter - the Alfvén speed, for
example - is as follows:
1. Observe an oscillating asymmetric MHD waveguide in the solar atmo-
sphere.
2. Decompose into asymmetric MHD wave modes.
3. Measure wave parameters: angular frequency and wavelength.
4. Measure background parameters: waveguide width, density, and temper-
ature (and hence sound speed).
5. Measure a diagnostic parameter: amplitude ratio or minimum perturba-
tion shift.
6. Use a root-finding technique to solve the diagnostic equation (Equa-
tion (5.21), (5.22), (5.34), or (5.35), depending on the mode identified
and the diagnostic parameter used) for the Alfvén speed.
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In practice, Step 3 is often extremely difficult. In addition to the Alfvén
speed, the density across the waveguide is very difficult to measure (Warren
and Brooks, 2009). One way around this is to estimate multiple parameters
simultaneously, as discussed in Section 5.4.2.
Figure 5.5 illustrates the dependency of the amplitude ratio and minimum
perturbation shift on the (non-dimensionalised half) slab width, kx0, and the
density ratio, ρ1/ρ0, of one external plasma density to the slab density, holding
the other external density fixed. Varying one density ratio in this way is equiv-
alent to changing the degree of asymmetry of the waveguide. The amplitude
ratio is positive (negative) for quasi-kink (quasi-sausage) modes, because the
oscillations on each boundary are in phase (anti-phase). Figures 5.5a and 5.5b
further show that, for a given background parameter regime, the boundary
with the highest amplitude is different for quasi-kink and quasi-sausage modes.
This is demonstrated by the absolute value of the amplitude ratio being greater
than 1 for quasi-sausage modes when it is less than 1 for quasi-kink modes,
and vice versa. This is in agreement with the properties of the eigenmodes of
the analogous spring-mass system introduced by Allcock and Erdélyi (2017)
and discussed in Section 2.3.3. Figures 5.5c and 5.5d demonstrate that the po-
sition of minimum perturbation for quasi-kink modes is shifted in the opposite
direction to that of quasi-sausage modes.
5.4.2 Estimating multiple parameters
It is often the case that not all the non-magnetic parameters characterising a
waveguide are well-observable. In particular, the density distribution across
the waveguide is, like the Alfvén speed, often impossible to determine. Thank-
fully, a combination of the amplitude ratio method and minimum perturbation
shift method can be employed to diagnose multiple unknown background pa-
rameters. Using a combination of observables to be able to estimate multiple
background parameters has been explored by Arregui et al. (2007); Goossens
et al. (2008).
The motivation for this combined technique is as follows. The dispersion
relation, the amplitude ratio method, and minimum perturbation shift method
give us a set of three functions where the zeros of each function correspond
to solutions of the respective equation. Denoting the wave parameters and
background parameters by pw and pbg, respectively, these functions (for a
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(a) Quasi-kink (b) Quasi-sausage
(c) Quasi-kink (d) Quasi-sausage
Figure 5.5: (a, b) The amplitude ratio, RA, and (c, d) the minimum perturba-
tion shift, ∆min, as a function of the slab width, non-dimensionalised to kx0,
and the density ratio, ρ1/ρ0, for slow (a, c) quasi-kink and (b, d) quasi-sausage
surface modes. The other density ratio is set to ρ2/ρ0 = 2, the characteristic
speed ordering inside the slab is vA = 1.3c0, and the sound speed outside the
slab is determined to ensure equilibrium pressure balance.
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quasi-sausage mode) are
D(pw, pbg) =(Λ0c0 + Λ2s0)(Λ0s0 + Λ1c0) (5.45)
+ (Λ0c0 + Λ1s0)(Λ0s0 + Λ2c0), (5.46)
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2m0 tanhm0x0






The zeros of each of these functions correspond to solutions of Equations (5.6),
(5.21), and (5.34). The single parameter estimation involves using a single-
variable root-finding scheme (such as the secant method) to find the zeros
of either fAR or fMPS, depending on whether the diagnostic parameter is the
amplitude ratio or the minimum perturbation shift (see Section 5.4.1). Alter-
natively, notice that setting Equations (5.46)-(5.49) to zero forms a system of
three coupled equations. Therefore, given measurements of one or two diag-
nostic parameters, RA or ∆min, all but up to three background parameters,
pbg, we can use a multivariate root-finding algorithm to solve up to three of
these equations. Effectively, the extra diagnostic parameter and the dispersion
relation each reduce the number of degrees of freedom. Thus, we can estimate
up to three parameters.
As an example, the procedure to estimate the Alfvén speed and both the
density ratios is as follows:
1. Observe an oscillating asymmetric MHD waveguide in the solar atmo-
sphere.
2. Decompose into asymmetric MHD wave modes.
3. Measure wave parameters: angular frequency and wavelength.
4. Measure background parameters: waveguide width and temperature (and
hence sound speed).
5. Measure diagnostic parameters: amplitude ratio and minimum pertur-
bation shift.
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6. Use a multi-variate root-finding algorithm to find the values of the Alfvén
speed and the two density ratios for which the functions (5.46)-(5.49) are
zero.
As an example, Figure 5.6 shows the inversion curves for a particular pa-
rameter regime typical of a slow surface mode. It is plotted by prescribing
(as if they were observed quantities) all plasma parameters except the Alfvén
speed, vA, and one of the density ratios, ρ1/ρ0, then simultaneously solving
the dispersion relation, Equation (5.6), with the equations for the amplitude
ratio, Equation (5.21) or (5.22), or the minimum perturbation shift, Equa-
tion (5.34) or (5.35). The solution curves were calculated numerically using
Powell’s Method, which is an efficient algorithm for calculating the minimum
of a multivariate function when the partial derivatives are not available ana-
lytically (Powell, 1964).
The ability to diagnose multiple parameters simultaneously could, in some
cases, get around the hurdle of uncertain density measurements. However, the
cost of this is that by estimating several parameters, we are more likely to
encounter multiple roots (Section 5.4.4).
5.4.3 Error analysis
Every measurement comes with error, and when assessing the efficacy of a new
measurement technique, an analysis of the errors must be undertaken. There
are two kinds of error in a diagnosis made using the AR and MPS methods:
propagated errors that are due to errors in them measurement of the input
parameters, and systematic errors that are due to the asymmetric waveguide
model approximating the real structure less than perfectly.
To analyse the propagated error, we determine which input parameters are
most uncertain and hence are likely to contribute the most uncertainty to the
diagnosed parameters. When density is used as an input parameter, it is often
the case that the error in its measurement dominates the errors in all other
input parameters. Errors in spatial parameters, such as the waveguide width,
and temporal parameters, such as the angular frequency, are generally much
smaller. The propagation of the error in the density is reduced by a factor of
two by the square root that is introduced when inverting vA from k
2v2A/ω
2 (in
a similar way to Nakariakov and Ofman, 2001). That is, a relative error of 10%
in the density leads to a relative error of approximately 5% in the Alfvén speed
estimation. Furthermore, with high precision methods using density-sensitive
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(a) Amplitude ratio inversion
(b) Minimum perturbation shift inversion
Figure 5.6: Using prescribed values for (a) the amplitude ratio, RA, or (b) the
minimum perturbation shift, ∆min, a numerical inversion is used to approxi-
mate the background equilibrium parameters, in this case the Alfvén speed,
vA, and one of the density ratios, ρ1/ρ0, for slow magneto-acoustic modes.
Dashed (solid) lines correspond to the inversion curves for slow quasi-kink
(quasi-sausage) surface modes. The dotted lines indicate the inversion for
symmetric kink and sausage modes. The light-shaded area indicates the val-
ues of the Alfvén speed which correspond to body modes, rather than surface
modes, so are not important for SMS application. The dark shaded region in
Figure (b) illustrates the region outside the slab, outside the bounds of the
minimum perturbation shift.
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emission lines (Young et al., 2009), the propagation of density measurement
errors can be reduced.
As we have seen in Section 5.4.2, the density need not be an input parameter
if both the amplitude ratio and the minimum perturbation shift are observable.
In this case, I expect that the input parameter with the highest uncertainty
would be the minimum perturbation shift. This is because . Nevertheless, in
the same way as the error in density, the relative error in the measurement of
the minimum perturbation shift reduces by a factor of two when propagated
through to the relative uncertainty in the estimated parameters.
The systematic error is more difficult to analyse quantitatively. The main
sources of systematic error include:
1. The waveguide is not well-modelled as an asymmetric slab,
2. The wave is significantly nonlinear,
3. The wrong solution is found to the parameter inversion.
Error sources 1 and 3 are discussed in Sections 5.5 and 5.4.4, respectively.
Regarding error source 2, unfortunately, a thorough study into the effects of
MHD wave nonlinearity on seismology inversions is yet to be conducted. For
this reason, it is unclear to what extent neglecting nonlinearity contributes to
the errors in the present seismological inversion.
5.4.4 Dealing with multiple solutions
A common pitfall when solving inverse problems is identifying the wrong so-
lution2. Even the most simple functions can have a multivalued inverse. For
example, the function f(x) = x2 has inverse function f−1(x) =
√
x, which is
multivalued, for example, f−1(1) = 1 or −1. If we were looking specifically
for the solution 1 but found only the solution −1, we’d have found the wrong
solution. The original function does not preserve the complete information of
the input, so there is no way of getting the missing information when given
only the output.
Solar magneto-seismology techniques can lead to problems of a multivalued
inverse. In theory, there can be multiple values of the background parameters
that will lead to a given observational signature of MHD waves. Therefore,
2The wrong solutions are not wrong in the sense that they don’t mathematically solve
the equations, rather they are wrong in the sense that they do not map to reality.
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given only the observational signature, is not always possible to find an unam-
biguous solution to the inverse problem. Sometimes we cannot be sure that
our estimation of the background parameters is the correct one, leading to
significant systematic error. This problem is more likely to raise its head when
attempting to estimate multiple background parameters, such as described in
Section 5.4.2. This is due to there being more dimensions over which the
original function can be non-injective. Non-injectivity of the original function
is sufficient to guarantee that its inverse function is multivalued. It is even
possible for there to be infinitely many solutions to the seismological inverse
problems that are all equally likely.
One way around the problem of the multivalued inverse is to use prior
information about the MHD waveguide to inform our choice of the correct so-
lution. This is the domain of Bayesian statistics (Arregui and Asensio Ramos,
2011; Arregui, 2018). Bayesian statistics can provide a mathematically precise
formulation of multivalued inverse problems in probabilistic terms. It can be
used to determine which seismological solution is more likely to be correct. For
example, let’s say we are solving an inverse problem to estimate the magnetic
field strength in a quiescent prominence. If we lived in a world where we knew
nothing at all about the conditions in a prominence, we would have no way
to preference one solution to the inverse problem over another. However, we
do not live in that world. Based on several decades worth of of solar obser-
vations from tens of solar observatories, we have prior understanding of the
range of parameter values we’d expect to observe. We would be more surprised
to find a value of 0.01 Gauss or 1000 Gauss than we would be for a value of,
say, 10 Gauss. Bayesian statistic formalises this probabilistic reasoning. The
posterior distribution gives the degree of belief of the parameter of interest.
As well as helping to determine which parameter values are more likely to
be correct, Bayesian statistics can be useful for model comparison (Arregui,
2018). This is a method of quantitatively assessing which of several models is
favoured by the data. It provides a well defined degree of belief in each of the
models. This is a promising way to reduce the systematic error in seismological
inversions.
5.4.5 Sensitivity to input parameters
The amplitude ratio has a strong sensitivity to the changes in the external
densities, and therefore the external asymmetry, whereas the minimum per-
turbation shift has a weaker dependency. Therefore, the amplitude ratio is
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likely to be a more effective parameter for diagnosing background parameters.
Furthermore, observations of the location of the minimum wave power within
a solar magnetic slab will be fraught with noise, potentially causing the de-
tection of a false minimum. Noise in amplitude ratio measurements is less
likely to introduce large errors because the locations of the slab boundaries
are a more obvious features and can be identified by the steep gradients in the
wavelength of observed light, for example, and is stable to larger noise signals.
Both the amplitude ratio and minimum perturbation shift are more sen-
sitive to small changes in the background equilibrium parameters, i.e. the
asymmetry in the background plasma, than the eigenfrequencies are. On a
theoretical level, this corroborates with the result that eigenfunctions of linear
operators on a Hilbert space are often more sensitive to small perturbations of
the operator than their corresponding eigenvalues (Kato, 1995). The amplitude
ratio and minimum perturbation shift parameters depend on the eigenfunc-
tions, v̂x(x), as well as the eigenvalues, ω
2. This means that spatial seismology
techniques can be theoretically more effective than temporal techniques for
many solar structure. Therefore, we are excited to see a push for increased
spatial resolution with next-generational observational instrumentation such
as the Daniel K. Inouye Solar Telescope (DKIST). Upon completion, this will
equip us to be able to use the magneto-seismology techniques developed here
to better understand the diagnostic properties of asymmetric slab-like solar at-
mospheric structures such as elongated magnetic bright points, prominences,
and sunspot light walls.
5.5 Discussion of the application of these tech-
niques
The amplitude ratio method and minimum perturbation shift method present
interesting and novel approaches to solar magneto-seismology. Their appli-
cation is appropriate only to solar atmospheric waveguides that approximate
the slab waveguide model. The simplicity of the model used to derive these
techniques means that we are restricted in their application. In this section,
we outline several solar atmospheric structures that could lend themselves to
analysis by the seismological methods introduced in this thesis, namely, chro-
mospheric fibrils, magnetic bright points, quiescent prominences, and light
walls.
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Large magnetic bright points (MBPs), with characteristic length L > 500
km, along inter-granular lanes are often rather elongated (Crockett et al.,
2010). The application of SMS techniques to MBPs is limited by the low
spatial resolution of current observations. DKIST is going to have a spatial
resolution of 19 km for structures on the solar surface (Tritschler et al., 2015),
sufficient enough to resolve oscillations in MBPs. This unprecedented resolu-
tion will hopefully give the sufficient number of pixels (5-10) across an MBP to
determine whether their oscillations have maximum power at the boundaries of
or within the waveguide, that is, to differentiate between the transverse eigen-
functions of surface and body MHD modes, respectively. This is crucial for the
accurate employment of these SMS techniques, and would build upon previous
work on mode identification such as the surface modes that were identified in
photospheric pores (Morton et al., 2015).
Quiescent prominences, which are large long-lived magnetic formations of
cool dense plasma elevated into the hot and rarefied coronal atmosphere, can
be approximated by magnetic slabs and have been regularly observed to guide
MHD waves (Arregui et al., 2012). A basic slab model of prominences, as illus-
trated by e.g. Joarder and Roberts (1992a,b), is of a symmetric slab, however,
a small asymmetry could easily be caused by adjacent inhomogeneities. Even a
small asymmetry in density (|1−ρ1/ρ2| < 0.1) can cause a significant (factor of
2 or more) asymmetry in the eigenmode (Figure 5.5), except for in thin slabs.
This makes prominences a good candidate for applying the SMS techniques
developed here. One issue that one has to bear in mind for the employment
of these techniques is that the approximation of simple asymmetric magnetic
slab may be insufficient to capture some important aspects of prominence os-
cillations, in particular, prominences are likely to have a sheared magnetic
field and may have significant flows, which are neglected in the asymmetric
slab model (Van Ballegooijen and Martens, 1989; Zirker et al., 1994; Ballester,
2005; Oliver, 2009; Arregui et al., 2012).
Light bridge surges also present a possible application. Rooted in sunspot
light bridges, these clusters of recurrent chromospheric surges observed as
bright structures in e.g. IRIS 1330 Å line, as observed by Yang et al. (2016)
are formed by either magnetic reconnection just above the light bridge (Tori-
umi et al., 2015; Robustini et al., 2016) or by leakage of p-modes from beneath
the underlying photosphere (Yang et al., 2015; Zhang et al., 2017). They have
been demonstrated to guide MHD waves driven by nearby disturbances (Yang
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et al., 2016, 2017). While the asymmetric magnetic slab could be a valid ap-
proximation for the actual geometry of light walls, the strong magnetic field
in the low solar atmosphere above a sunspot umbra (the plasma each side of
the light bridge) may put into question the full validity of the non-magnetic
external plasma in the current model. However, what matters is the relative
strength of the magnetic force compared to the pressure gradient force, that
is, the value of plasma-beta. The value of beta above magnetic pores and
sunspots is uncertain, but has been shown to be rather high in some cases
(Bourdin, 2017), and has therefore been used in models of the low atmosphere
(Mumford et al., 2015). With improved observations, it may turn out that the
plasma surrounding light walls has a low-beta, in which case, we suggest that
a future generalisation of the methods described here which involves an asym-
metric magnetic plasma outside the slab will be a more appropriate method
for the first magneto-seismology diagnosis of sunspot light walls.
Of course, these methods have limits of applicability due to the fact that we
have modelled the slab as infinitely long, yet there do not exist any infinitely
long waveguides in the solar atmosphere. However, if the length, L, of the
cross section of an observed solar waveguide is much greater than its width,
x0, say L/x0 = 5−10, then this model of an infinitely long slab may be a valid
approximation. Furthermore, if the wavelength of the observed wave, λ, is
such that L λ x0, then the thin slab approximation holds (Sections 5.2.2
and 5.3.2), therefore an analytical diagnosis of the Alfvén speed within the
waveguide can be made using Table 5.2 or 5.3.
5.5.1 Alternative causes of asymmetry
As a word of warning before we demonstrate a first use of these new SMS
techniques, the observed asymmetry of solar MHD waves may not always be
a consequence of underlying asymmetry in the background plasma. There are
three mechanisms other than asymmetry in the equilibrium plasma that can
plausibly explain observed asymmetry of MHD waves:
1. Local oscillations,
2. Collective oscillations of a larger waveguide,
3. Multiple overlying oscillating waveguides.
In the following paragraphs, we explain the mechanism and discuss their plau-
sibility as alternative hypotheses.
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The first alternative possibility is that when we observe asymmetry in MHD
waves, we are actually observing a symmetric MHD structure that is oscillat-
ing locally rather than as a whole. The eigenmodes described in Section 2 are
oscillations of the waveguide as a whole. This type of oscillation is known as
a collective or global oscillation. If the waveguide’s characteristic length-scale
(which is equal to the slab width for a magnetic slab) is much greater than the
wave’s characteristic length-scale, then a portion of the structure can oscillate
without perturbing the rest of the structure. For example, each interface of
a symmetric slab can oscillate independently with a wave whose wavelength
is much shorter than the slab width3. Two parallel interfaces oscillating in-
dependently with different amplitudes could be erroneously interpreted as a
collective asymmetric oscillation of the whole waveguide. It is unclear how
likely this hypothesis is to be true over the hypothesis of asymmetric equilib-
rium parameters.
Secondly, the structure that appears to be oscillating asymmetrically could
be oscillation as part of a larger structure. For example, a symmetric mag-
netic slab or axisymmetric flux tube could oscillate collectively with several
adjacent structures to form a larger scale asymmetric waveguide (as studied
by Shukhobodskaia and Erdélyi (2018) for a slab as part of a larger system of
several parallel interfaces and by Van Doorsselaere, Ruderman and Robertson
(2008) for a flux tube oscillating with an adjacent flux tube). It is conceiv-
able that if part of the larger waveguide is obfuscated from view, that the
symmetric visible part (say, a structure approximating a symmetric slab or
axisymmetric flux tube) is oscillating asymmetrically. This seems highly un-
likely to explain many asymmetric waves observation due to the improbability
of the equilibrium set-up.
A third alternative possibility to explain the observed asymmetry is that we
are observing several overlying structures. When observing in a optically thick
spectral line, each pixel is made up of the integral of light emitted by plasma
along the line-of-sight. For example, an observation of the chromosphere made
with the commonly used Hα emission line is made up of a light emitted from
the multiple overlying structures between the telescope and the photosphere.
It is impossible to isolate how much each structure contributes to the emission4.
For this reason, observed asymmetry of an MHD wave could be due to several
3This was shown analytically in Section 2.3.1.5.
4With multiple telescopes observing the same point in three-dimensional space but from
different angles, we can get much closer to isolating the light emission from a single structure.
This is the project of the Stereo mission (NASA, 2018).
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overlying structures moving in a way that appears like a single asymmetric
oscillation. That is, it could be an observational artefact due to the optically
thick plasma rather than due to asymmetry in the equilibrium structure. This
strikes us as an implausible mechanism. This is because the combination
of emission from overlying structures would be far more likely to combine
into an incoherent oscillation in the optically thick line. For example, in the
chromospheric Hα data analysed in Section 5.6.1, most of the observational
domain is a sea of incoherently oscillating fibrils. We identify this as being
due to overlying structures obscuring coherently oscillating waveguide. We
also see many structures oscillating coherently for several periods, all of which
demonstrate some degree of asymmetry. Were this asymmetry due to overlying
structures, we would expect them to not oscillate coherently for as long, and
to be much smaller in number. Therefore, we reject this possibility.
5.6 Diagnosing the Alfvén speed of chromo-
spheric fibrils
The Alfvén speed in the chromospheric quiet Sun is highly inhomogeneous, due
to the many magnetic structures that make up the magnetic canopy, and under-
goes a steep gradient from 15 km s−1 in photospheric flux tubes to 1000 km s−1
in the corona (Van Ballegooijen et al., 2011). The Alfvén speed in specific chro-
mospheric structures is very hard to determine using current techniques. At
best, we can use extrapolations from the photospheric magnetic field, but since
the chromosperic magnetic field is non-potential (Woodard and Chae, 1999;
Wiegelmann et al., 2014), the errors are significant. In this section, we apply
the amplitude ratio method to make an estimate of the Alfvén speed in several
chromospheric fibrils.
5.6.1 Data
The data were taken from observations close to the disk centre with a narrow-
band 0.25 Å Hα core (6562.8 Å) filter on the 29th September 2010 using the
Rapid Oscillations in the Solar Atmosphere (ROSA) imager on the Dunn Solar
Telescope (Jess et al., 2010). The data show a dynamic sea of dark dense fibrils
that map, at least partially, the inter-network magnetic field overlying the
bright and less dense plasma that permeates the quiet Sun (Leenaarts et al.,
2012). The implementation of the amplitude ratio method involves resolving
sub-fibril structure, for which the ROSA instrument’s high spatial (150 km)
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and temporal resolution (7.68 s) were just barely sufficient, with 10-20 pixels
(width ∼50 km) across each fibril.
More information about the observations is detailed by Morton et al. (2012),
who originally used the same data for the analysis of ubiquitous MHD waves
in the chromosphere. They interpreted the observed fibril oscillations as con-
current sausage and kink modes of circular cross-sectional magnetic flux-tubes.
In the present analysis, we propose an alternative interpretation that the os-
cillations are MHD oscillations in asymmetric waveguides. The strong phase
relationship between and the similar phase speeds measured for the oscilla-
tions in each of the transverse axial displacement, the cross-sectional width,
and the integrated intensity across the fibrils (see Morton et al., 2012), is some
evidence for the present interpretation. However, we wish to make it clear
that this interpretation is taken mainly to demonstrate a new SMS technique
which depends on the existence of waveguide asymmetry. The evidence for or
against either interpretation (concurrent modes in symmetric waveguides or
individual modes in asymmetric waveguides) is too weak to be conclusive.
5.6.2 Methodology
In the absence of MHD wave theory in more realistic asymmetric geometries,
we model each fibril as an isolated magnetic slab whose boundaries are par-
allel discontinuities between the uniform internal plasma and the asymmetric
external plasma (Figure 2.1). Only sufficiently isolated fibrils that maintain
their structure for at least a full period were analysed. A primary slit is placed
perpendicularly across each fibril and time-distance data produced from an
average of the intensities across the primary slit and two parallel neighbouring
slits, placed at a distance of 1 pixel either side (Figure 5.7a). This technique
of averaging over several slits is used to increase the signal-to-noise ratio.
5.6.2.1 Boundary tracking
To find the fibril boundaries so that the boundary oscillation amplitudes can be
determined, we fit a Gaussian function to each time frame of the time-distance
data. The boundaries are taken to be the positions along the slit at which the
fitted Gaussian reaches half-maximum. Due to the limited number of data-
points across each fibril, the high signal-to-noise ratio, and to improve the
fitting stability, for time frames where the Gaussian fitting failed, the fitting





Figure 5.7: (a) A typical example of a ROSA Hα fibril taken at t = 399.36 s
from the start of the observational window. The middle slit is placed perpen-
dicular to the fibril. The mean of the intensities along the middle slit and
two parallel slits at a pixel each side at each time step is plotted in Panel (b).
The white dots correspond to the boundaries of the fibril, calculated as the
position of half-maximum of the fitted Gaussian. Axis values are in units from
the bottom left of the observational domain.
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Figure 5.8: The boundary data (black), with cubic polynomial trend (red)
overlaid. The error bars refer to the uncertainty in the boundary position due
to spatial resolution limits.
Fibrils for which the stabilized Gaussian fitting failed on a significant
proportion of time steps were omitted from the analysis. The boundaries
were cross-checked and the small number of isolated anomalous points were
smoothed over using a linear interpolation between the previous and next time
frames. The width of each fibril is taken as the mean distance between the
boundaries throughout the time window for which the stabilized Gaussian fit-
ting was successful.
5.6.2.2 Frequency and amplitude measurement
For each fibril, both sets of boundary data were detrended with a cubic poly-
nomial fit by least-squares regression. The detrended boundaries are then fit
with a sinusoidal curve (Figure 5.9). The frequency of each wave is given by
the average of the frequencies of both boundary sinusoids. The amplitude ratio
is the signed ratio of the amplitudes of the boundary sinusoids.
5.6.2.3 Phase speed measurement
For each fibril, we plotted the cross-sectional width variation through time
at five parallel slits, each five pixels apart and perpendicular the fibril. The
widths at each time-step were calculated as the position of half-maximum of
the fitted Gaussian function along each slit. The intensity along each of the




Figure 5.9: (a) Top and (b) bottom boundary positions along the averaged
slits given in Figure 5.7a (black line), detrended with a cubic polynomial. The
error bounds on each point are the pixel size and therefore correspond to the
error in the observations rather than the error in the trend fitting so represent
a lower bound on the total error. The boundaries are fitted with a sinusoid
(red line).
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Figure 5.10: Five parallel slits, spaced by five pixels, are placed perpendicular
to each fibril. The widths, calculated from the fitted Gaussian along each
slit, are plotted and displaced in the y-direction by five pixels = 250 km, the
distance between each slit. The peaks and trough of the width oscillations
are fitted by a straight line, the gradient of which is approximately the phase
speed.
is the mean of the intensities across three parallel slits spaced a pixel apart.
The width variation was smoothed with a 3-point box-car function and the
temporal lag in the smoothed width variation was fitted with a straight line
(see Figure 5.10). The gradient of this line is the estimated phase speed.
The measured phase speeds assume that the fibril waveguides are parallel to
the plane of sky. However, in reality, the waveguides are inclined at some angle
θ to the plane of sky. Therefore, the true phase speed will be a factor of sec(θ)
greater than the measured phase speed. Unfortunately, using the given data it
is impossible to infer the angle θ. The best we can do is use the fact that the
fibrils tend to track the magnetic field of the chromospheric magnetic canopy,
which is dominated by a horizontal magnetic field component, to motivate the
assumption that θ is small. Under this assumption, we can take sec(θ) ≈ 1, to
leading order. From this it follows that the true phase speed is approximately
equal to the measured phase speed in the observational plane.
Additionally, it might appear that we have assumed that the oscillations
are polarized in the plane of sky because the amplitudes are measured in
the observational place. However, the amplitudes only enter the inversion
calculation as a ratio, eliminating any projection effects.
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5.6.3 Inversion procedure
Using the technique from Section 5.4, we employed a numerical inversion pro-
cedure to estimate the Alfvén speed within the fibrils. First, for each fibril
oscillation, the mode of oscillation (quasi-sausage or quasi-kink) was identified
by assessment of the phase-shift between the oscillations on each boundary.
After prescribing all the parameters apart from the internal Alfvén speed, vA1,
in Equation (5.21) or (5.21) (depending on the mode identified), the secant
method was used to estimate the Alfvén speed inside each fibril.
For each inversion, we specified an internal sound speed of c0 = 10 km s
−1
and density ratios of ρ1/ρ0 = 0.1 and ρ2/ρ0 = 0.2, and vice versa depending on
which side had the largest amplitude. In the absence of any density-sensitive
proxies from the data, they were chosen to match the order of magnitude
difference between the densities external and internal to the fibrils as expected
from previous fibril observations (Leenaarts et al., 2012; Morton et al., 2012).
To reduce the chance of finding the wrong root when the inverse problem
is multi-valued, a hundred initial values for vA equally spaced between 1 and
200 km s−1 were tried and only fibrils which have a consistent inversion were
included in the analysis. This range of initial values was chosen because it
covers the expected range of Alfvén speed values.
5.6.4 Results
We made a successful inversion of five chromospheric fibrils and recorded the
parameters in Table 5.4. Two of the fibrils were identified as oscillating in
the quasi-kink mode and three in the quasi-sausage mode. Fibril 1 exhibited
a change in direction of propagation before breaking up. The other fibril
oscillations propagated in the same direction for the duration of the time for
which Gaussian fitting was successful. The inverted Alfvén speeds agree with
expected values for chromospheric fibrils (Morton et al., 2012). However, even
the expected values for chromospheric Alfvén speed are highly uncertain.
We reiterate the advice from Leenaarts et al. (2015), that chromospheric
seismology inversions should be taken with caution due to the partial map-
ping between the fibril intensity oscillations and the underlying magnetic field
dynamics. The present results serve as a proof-of-concept of the novel solar














































































































































































































































In this chapter, we started with an overview of the emerging field of SMS.
Tracking the major developments highlights that while temporal seismology
has received a large amount of attention, spatial seismology has lagged behind.
This motivates the need for new SMS techniques that harness the observational
power of spatial signatures of MHD waves.
We have derived two new techniques for spatial seismology: the amplitude
ratio method and the minimum perturbation shift method. These techniques
exploit observational proxies of the asymmetric background plasma, namely,
the deviation of the ratio of boundary amplitudes from unity and the deviation
of the position of minimum perturbation from the centre of the waveguide,
to estimate unknown background parameters. Analytical inversion is possible
when a further approximation to the plasma is made. We derived the analytical
inversion under the thin slab, incompressible, and zero-beta approximations.
To avoid the need to make these further approximations to the already over-
simplified model, we can implement a numerical inversion scheme instead.
The analytical inversions are useful to demonstrate how the error associ-
ated with input parameter measurements propagates through to errors in the
diagnosed parameters. We demonstrate the relative errors in the density ratio
(the input parameters that will most often introduce the largest error) are
halved when propagated through the inversion scheme for both of the tech-
niques introduced in this chapter.
It is very often the case that multiple plasma parameters in the solar atmo-
sphere are unknown. In addition to these techniques being used independently
to estimate a single unknown parameter, we can combine these techniques to
estimate up to three unknown parameters. The cost of this is the greater
possibility of identifying incorrect solutions to the inversion problem. Whilst
this source of error can be minimised by using a range of initial values in the
numerical inversion scheme, other sources of systematic error are significant
and difficult to quantify.
Finally, we carried out the first application of the amplitude ratio method
on solar observational data. Analysing Hα data obtained from the Dunn So-
lar Telescope, we used the numerically inversion procedure to estimate the
Alfv’en speed in five chromospheric fibrils. We found values in the range 30 -
92 km s−1. The Alfvén speed in chromospheric fibrils and other waveguides in
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the solar atmosphere is often impossible to measure using other magnetome-
try methods as each method, including the novel techniques introduced in this
chapter, require very special conditions for valid implementation. Therefore,
the development of these SMS techniques broadens the set of solar objects for




The magnetic field of the solar atmosphere can support plasma structures in
equilibrium. Stable perturbations of these structures may propagate as MHD
waves. Many previous mathematical models of these waveguides utilised either
reflectional symmetry or axisymmetry for mathematical simplicity, yet this
assumption is not valid for a wide range of solar structures. Breaking the
symmetry of solar waveguide models increases the mathematical difficulty but
provides valuable insights into these asymmetric solar waveguides. Given that
this thesis is the first exploration of asymmetry in solar waveguide models, we
focussed on the most simple asymmetric MHD model: the asymmetric slab.
Firstly, studying the asymmetric slab as an eigenvalue problem (EVP),
the dispersion relation has solutions which are the waveguide’s eigenfrequen-
cies, have mixed properties of the traditional (symmetric) sausage and kink
modes (Allcock and Erdélyi, 2017). Distinguishing features of the traditional
sausage and kink modes are that the sausage mode perturbs the waveguide’s
cross-sectional width and leaves the waveguide’s axis unperturbed, whereas the
kink mode leaves the cross-sectional width unperturbed and perturbs the axis.
In contrast, all of the eigenmodes of the asymmetric slab perturb both the
axis and the cross-sectional width. However, we can define two categories of
asymmetric eigenmodes using the phase relationship of the waveguide bound-
aries. Asymmetric eigenmodes are described as quasi-sausage (quasi-kink) if
the oscillations of the waveguide boundaries are in anti-phase (phase). This
suggests that the phase relationship of the waveguide boundaries is a funda-
mental characteristic on which to describe MHD eigenmodes, rather than the
presence of cross-sectional width or axial perturbation. The mixed nature of
the asymmetric eigenmodes is expressed mathematically by the fact that the
dispersion relation does not decouple into separate equations for sausage and
kink eigenfrequencies. This makes the dispersion relation for the asymmetric
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slab mathematically distinct from the dispersion relation for a symmetric slab
(Roberts, 1981b; Edwin and Roberts, 1982).
We identify a concern that the mixed properties of asymmetric eigenmodes
could lead to the incorrect identification of MHD modes in the solar atmo-
sphere. In particular, since both the quasi-sausage and quasi-kink modes per-
turb the cross-sectional width and the waveguide axis, these modes would
have similar observational features to nonlinear symmetric modes or a su-
perposition of linear symmetric eigenmodes. Therefore, identification must
include the phase relationship of the boundary oscillations rather than either
the cross-sectional width or the axial perturbations.
A second way in which asymmetric modes could be misidentified is through
the existence of quasi-symmetric eigenmodes (Zsámberger et al., 2018). We de-
scribe eigenmodes of an asymmetric waveguide as quasi-symmetric when they
appear to be symmetric, in the sense that the amplitudes on each waveguide
boundary are equal. In the simplest case where the only restoring forces are
the magnetic force and the pressure gradient force, this occurs when the sum
of the magnetic and pressure gradient restoring forces is equal on both sides of
an asymmetric waveguide. We derived necessary and sufficient conditions for
this phenomenon to occur. The key implication of this is that merely observ-
ing a symmetric wave in a solar waveguide is insufficient to deduce without
ambiguity that the background parameters are symmetric.
The main difference in the dispersion diagram of the asymmetric eigen-
modes in comparison to the symmetric eigenmodes is the presence of a cut-off
frequency. Collective oscillations with frequency above the cut-off frequency
in a sufficiently thin slab are not trapped by the waveguide. Instead, these
oscillations leak energy laterally into the external plasma regions. Due to the
asymmetry of the waveguide, the leakage occurs asymmetrically in the sense
that energy is leaked at a different rate on each side. The asymmetry can be
so stark that part of the wave is be completely trapped on one side of the
waveguide whilst leaking out of the other.
Asymmetric wave leakage can be described more intuitively by ray theory.
Ray theory is a mathematical description of waves as having only a speed and
a direction for each point in time. By defining a phase-ray, the dispersion
relation for the asymmetric slab is derived using a different approach to that
of the eigenvalue problem. In this derivation, the ray is assumed to undergo
total internal reflection when incident on the waveguide boundaries. Relaxing
this requirement allows for some portion of the wave energy to be transmitted
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into the external plasma, leading to attenuation of the collective wave. The
simplicity of ray theory in dispersion relation derivation and its intuitive ex-
planation for phenomena such as leaky modes shows that the potential for this
approach is perhaps underutilised in MHD theory.
The temporal evolution of a series of initially perturbed MHD waveguides
was investigated. Initially perturbed waveguides that are not subject to any
damping mechanism are known to evolve through a series of three phases:
the initial phase, the phase before collective modes are excited; the impul-
sive phase, where leaky modes can dominate; and the stationary phase, where
trapped modes dominate for an indefinite time period (see, for example, Ruder-
man and Roberts (2006b)). In this thesis, we studied the initial value problem
of an incompressible tangential interface. This relatively simple problem was
first studied nearly 40 years ago by Rae and Roberts (1981). The key result
from our solution to this problem is to correct a mistake that was made early
in the original paper. We showed that the tangential interface which is initially
perturbed with constant vorticity drives both surface and body modes, rather
than just body modes as claimed by Rae and Roberts (1981). Since this prob-
lem was studied for an incompressible plasma, there is no wave leakage and
any incompressible initial condition excites trapped modes instantaneously, so
only the stationary phase exists in this case.
Next, we solved the initial value problem for an incompressible asymmetric
slab. Again, only the stationary phase exists because only trapped eigenmodes
are excited, of which the time-dependent solution is a linear summation.
Finally, we solved the initial value problem for a cold symmetric slab. The
analysis resulted in an asymptotic solution that is valid for large values of
time. The solution is made up of three groups of terms corresponding to
the three phases of evolution, as expected. We showed that the impulsive
phase is much shorter in duration than for a similar initial condition in a cold
magnetic flux tube. Of course, the precise nature of the three phases is highly
dependent on the initial conditions. Generalising this result to an asymmetric
slab, we showed that for a sufficiently thin slab, the trapped principal kink
mode becomes leaky. This means that for a sufficiently thin cold asymmetric
slab, the impulsive phase is non-existent because all the excited collective
modes are leaky. In this case, all the energy from the initial disturbance will
eventually we transferred laterally into the background plasma, rather than
continuing to propagate along the waveguide.
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The major application of the theory of asymmetric MHD waveguides de-
veloped in this thesis is in solar magneto-seismology (Allcock and Erdélyi,
2018b). We developed two new techniques that use the eigenmode asymme-
try as a proxy for the background magnetic field strength, which is difficult
to measure using traditional methods. The amplitude ratio method uses the
ratio of the boundary amplitudes as a proxy for asymmetry and the minimum
perturbation shift method uses the shift of the position of minimum pertur-
bation as a proxy for asymmetry. We applied the amplitude ratio method to
a series of 5 chromospheric fibrils observed by the ROSA instrument on the
Dunn Solar Telescope in 2012 (Allcock et al., 2019). The estimated Alfvén
speeds range from 30 to 92 kms−1. These values fit in the ball-park of previous




7.1 Compiling a solar catalogue of observa-
tions of asymmetric MHD waves
The bulk of this thesis is focussed on developing the theory of solar MHD
waves. One promising direction would be to approach this concept from an
observational point of view. A key first step in this direction is to catalogue
the array of asymmetric wave observations. With a large enough sample, this
could answer questions such as
• To what extent are solar MHD waves asymmetric?
• Do different types of solar structures exhibit different degrees of asym-
metry?
• Is the asymmetry due to asymmetry of the waveguide, the initial pertur-
bation or driver, or something else?
In this thesis, we discussed several mechanisms through which MHD waves
in the solar atmosphere could appear asymmetric, for example, the wave could
be guided by an asymmetric waveguide, it could be a symmetric waveguide
that has been asymmetrically perturbed, or it could be a localised wave rather
than a collective wave. A large enough observational study, coupled with an
understanding of the observational signatures of each of these mechanisms,
would shed light on which mechanism is the most dominant in different solar
structures.
Asymmetry of solar MHD waves has not been addressed widely from an
observational point of view due to the high spatial resolution needed to resolve
the variation in wave power across a waveguide. The modern fleet of solar
observational instrumentation (for example, the Swedish Solar Telescope and
the Daniel K. Inouye Solar Telescope) is now able to accomplish this, although
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the quality of image in the required scale is still poor. This will become less of
a problem in the coming years as the next generation of Earth-based telescopes
with improved spatial resolution are utilised.
7.2 Realistic asymmetric waveguides
The main drawback of the present work is the simplicity of the asymmetric
waveguide model. Whilst this approach has allowed for increased mathemat-
ical tractability using a range of different mathematical techniques, it has to
trade-off against the applicability of the waveguide model. Going forward,
modelling more realistic asymmetric waveguides would lead to a better under-
standing of the asymmetric waves in the solar atmosphere and allow for the
development of more accurate magneto-seismological techniques. Two more
realistic asymmetric waveguides that would be valuable to study are:
• An asymmetric slab with transitional regions. Replacing the strict dis-
continuities imposed at the boundaries of an asymmetric slab with a
continuous monotonic function would introduce phase-mixing and reso-
nant absorption in the transitional regions. These otherwise well-studied
dissipation mechanisms would presumably lead to differential heating
across the waveguide. Differential waveguide heating is yet to be studied
but could explain observations of localised heating due to MHD wave
dissipation in solar structures.
• A magnetic flux tube in a non-uniform background. Many of the waveg-
uides in the solar atmosphere have a closer resemblance to cylindrical
models, rather than slab models. Cylindrical waveguides may still guide
asymmetric waves, in the sense that the waves could have different ampli-
tudes on two sides of the cylindrical cross-section. A cylindrical waveg-
uide embedded in a non-uniform background plasma could provide an
accurate model of this. However, the background parameter gradient
would apply differential pressure around the flux tube boundary. There-
fore, for the flux tube to remain in equilibrium, the boundary of the tube
must be non-circular and, presumably, a parameter gradient would be
induced inside the tube. Merely deriving a mathematical description of
the equilibrium would be quite some task, as one can see.
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APPENDIX A
Eigenmodes of an asymmetric spring-mass os-
cillator
In this appendix, we prove that the breathing mode has its highest amplitude
on the mass connected to the external spring with lowest spring constant and
the sloshing mode has highest amplitude on the mass connected to the external
spring with highest spring constant.
Without loss of generality, let ω2 > ω1, so that the spring on the right has
higher spring constant than the spring on the left. First, consider the case
when W < 1. For the breathing mode, which has eigenfrequency ω+,∣∣∣∣ x̂1x̂2









, since 0 < W < 1, (A.2)
= 1. (A.3)
Therefore, the oscillation amplitude of the mass on the left is higher. For the
sloshing mode, which has eigenfrequency ω−,∣∣∣∣ x̂1x̂2













4W 2 − 1
)
, by the triangle inequality, (A.6)
= 1. (A.7)
Therefore, the oscillation amplitude of the mass on the right is higher.
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Next, consider the case when W > 1. For the breathing mode,∣∣∣∣ x̂1x̂2










> 1, since W > 0. (A.11)
Therefore, the oscillation amplitude of the mass on the left is higher. For the
sloshing mode,∣∣∣∣ x̂1x̂2




1 + 4W 2 − 1
)
, by the reverse triangle inequality, (A.13)
= 1. (A.14)
Therefore, the oscillation amplitude of the mass on the right is higher.
Finally, it is trivial to show the same result holds in the case where W = 1.
This completes the proof that the breathing mode has highest amplitude on
the mass connected to the external spring with lowest spring constant and the
sloshing mode has highest amplitude on the mass connected to the external
spring with highest spring constant.
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APPENDIX B
Proof of the error in Rae and Roberts (1981)
Rae and Roberts (1981) claim that the solution to the above system of equa-





















[ekse−kxH(x− s) + e−ksekxH(s− x)] (B.2)
and H is the Heaviside step function. By requiring continuity of transverse
































/k(ε− + ε+). (B.4)
The red operators in Equations (B.1) and (B.4) are incorrect.







[ekse−kx(k2H(x− s)− 2kδ(x− s) + δ′(x− s))+
e−ksekx(k2H(s− x)− 2kδ(s− x) + δ′(s− x))]. (B.5)
It is also useful to recall the following delta function identities:∫ ε
−ε
δ(x)f(x)dx = f(0), and
∫ ε
−ε
δ′(x)f(x)dx = −f(0), (B.6)
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Therefore, the solution given by Equation (B.1) does not satisfy Equation (4.17).














G(x; s)f(x)ds, if x > 0,
(B.12)


































Consider a function f(t), whose standard Laplace transform, F1(ω), and non-








Trivially, F1(−iω) = F2(ω). Using the standard inverse Laplace transform,
and letting σ be real and greater than the real part of all the singularities of







































Corroboration of incompressible solutions with
previous results
D.1 Corroboration of the eigenfrequencies with
an interface
When we let the width of an asymmetric slab vanish, we recover the tradi-
tional interface geometry. Letting x0 → 0, the parameters a, b, and c, from
Equations (4.85), (4.86), and (4.87), reduce to
a = ρ0(ρ1 + ρ2), (D.1)








Therefore, when the slab width vanishes, the eigenmodes given by Equa-


















The first solution above is degenerate because, while the parameter vA0 makes
sense in the limit as the slab width vanishes, it is meaningless in an interface
system constructed without an inner region. The second solution corroborates
with the surface eigenfrequencies of an interface, as expected (Roberts, 1981a).
D.2 Corroboration of the eigenfrequencies with
a symmetric slab
By letting the parameters on each external plasma region be equal (i.e. ρ1 =
ρ2 = ρe, and similar for the magnetic field and Alfvén speed) the asymmetric
165
slab is reduced to a symmetric slab. In this limit, the parameters a, b, and c,












































where τ0 = tanh kx0 and c0 = coth kx0. The discriminant in the solution,
Equation (4.84), reduces to



























which corroborates with Equation (12) in Roberts (1981b).
D.3 Corroboration of the velocity solution with
an interface
When ρ1 = ρ2 = ρ0,
T1,2[Ψ0](ω) = −2Ω0ρ0ekx0(ε0 cosh kx0 + ε2,1 sinh kx0). (D.10)
When ρ1 = ρ2 = ρ0 and x0 = 0, we expect that the solution will reduce
to (the corrected version of) Equation (25) in Rae and Roberts (1981). Let’s
check that this is the case.
When the above conditions hold, the dispersion function reduces to D(ω) =





Therefore, the functionals reduce to










(1− ekx) cos kvA1t+ ekx cos kvASt for x ≤ 0,
(1− e−kx) cos kvA2t+ e−kx cos kvASt for x > 0,
(D.12)




Validation of L’Hopital’s rule
L’Hopital’s Rule is a powerful tool for evaluating limits of quotients of func-
tions, provided that these functions satisfy certain necessary criteria. L’Hopital’s
Rule (for function of complex variables) states that, for functions f and g which
are analytic at a point z0, if f(x0) = g(z0) = 0, g









Applied to the present problem, the requirements for L’Hopital’s rule to
hold are:
1. The functions (ω − ω0+)T1(ω)e−iωt and kD(ω) are analytic at ω0+,
2. [(ω − ω0+)T1(ω)e−iωt]|ω=ω0+ = kD(ω0+) = 0,
3. kD′(ω0+) 6= 0.
Below, we validate that each of these conditions holds:
1. Functions T1(ω) and D(ω) are polynomials and hence are analytic. Since
products of analytic functions are also analytic, (ω−ω0+)T1(ω)e−iωt and
kD(ω) are analytic. In particular, they are analytic at ω0+.
2. The point ω0+ is a zero of D(ω) (by definition of ω0+) and T1(ω) is regular
at ω0+, therefore [(ω − ω0+)T1(ω)e−iωt]|ω=ω0+ = kD(ω0+) = 0.









where a and b are given by Equations (4.85) and (4.86). The above







Therefore, the zeros of the function D are always at least a factor of i
away from the zeros of D′ (and are a factor of exactly i away if and only
if d = b2 − 4ac = 0). The result follows.
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Barbulescu, M. and Erdélyi, R. (2018), ‘Magnetoacoustic Waves and the
Kelvin-Helmholtz Instability in a Steady Asymmetric Slab. I: The Effects of
Varying Density Ratios’, Solar Phys. 293(6), 86.
Berthold, W. K., Harris, A. K. and Hope, H. J. (1960), ‘World-Wide Effects
of Hydromagnetic Waves Due to Argus’, J. Geophys. Res. 65, 2233.
Born, M. and Wolf, E. (1999), Principles of Optics, Cambridge University
Press.
Bourdin, P.-A. (2017), ‘Plasma Beta Stratification in the Solar Atmosphere:
A Possible Explanation for the Penumbra Formation’, Astrophys. J. Lett.
850, L29.
Boyce, W. E. and DiPrima, R. C. (2012), Elementary Differential Equations
and Boundary Value Problems, 10 edn, Wiley.
Cabinet Office (2015), ‘National Risk Register for Civil Emergencies’.
Cally, P. S. (2003), ‘Coronal Leaky Tube Waves and Oscillations Observed
with Trace’, Solar Phys. 217, 95–108.
Cally, P. S. (2006), ‘Note on the Initial Value Problem for Coronal Loop Kink
Waves’, Solar Phys. 233, 79–87.
Cirtain, J. W., Golub, L., Lundquist, L., Van Ballegooijen, A., Savcheva, A.,
Shimojo, M., DeLuca, E., Tsuneta, S., Sakao, T., Reeves, K., Weber, M.,
Kano, R., Narukage, N. and Shibasaki, K. (2007), ‘Evidence for Alfvén
Waves in Solar X-ray Jets’, Science 318(5856), 1580.
Crockett, P. J., Mathioudakis, M., Jess, D. B., Shelyag, S., Keenan, F. P. and
Christian, D. J. (2010), ‘The Area Distribution of Solar Magnetic Bright
Points’, Astrophys. J. Lett. 722, L188–L193.
Davila, J. M. (1985), ‘A leaky magnetohydrodynamic waveguide model for the
acceleration of high-speed solar wind streams in coronal holes’, Astrophys.
J. 291, 328–338.
De Moortel, I. and Browning, P. (2015), ‘Recent advances in coronal heat-
ing’, Philosophical Transactions of the Royal Society of London Series A
373(2042), 20140269–20140269.
171
De Moortel, I. and Nakariakov, V. M. (2012), ‘Magnetohydrodynamic waves
and coronal seismology: an overview of recent results’, Philosophical Trans-
actions of the Royal Society of London Series A 370, 3193–3216.
DeForest, C. E. and Gurman, J. B. (1998), ‘Observation of Quasi-
periodic Compressive Waves in Solar Polar Plumes’, Astrophys. J. Lett.
501(2), L217–L220.
Defouw, R. J. (1976), ‘Wave propagation along a magnetic tube.’, Astrophys.
J. 209, 266–269.
Doschek, G. A., Feldman, U., Vanhoosier, M. E. and Bartoe, J. D. F. (1976),
‘The emission-line spectrum above the limb of the quiet sun: 1175 - 1940
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Núñez, M. (2020), ‘On the second order geometric optics approximation to fast
magnetosonic waves’, Communications in Nonlinear Science and Numerical
Simulations 82, 105032.
Nye, A. H. and Thomas, J. H. (1976), ‘Solar magneto-atmospheric waves. I. An
exact solution for a horizontal magnetic field.’, Astrophys. J. 204, 573–588.
Ofman, L., Nakariakov, V. M. and DeForest, C. E. (1999), ‘Slow Magnetosonic
Waves in Coronal Plumes’, Astrophys. J. 514(1), 441–447.
Ofman, L., Nakariakov, V. M. and Sehgal, N. (2000), ‘Dissipation of Slow
Magnetosonic Waves in Coronal Plumes’, Astrophys. J. 533(2), 1071–1083.
Oliver, R. (2009), ‘Prominence Seismology Using Small Amplitude Oscilla-
tions’, Space Sci. Rev. 149, 175–197.
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