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Abstract
The Hermitian positive definite solutions of the matrix equation X + A∗X−2A = I are
studied. A necessary and sufficient condition for existence of solutions is given in case A is
normal. The basic fixed point iterations for the equation in case A is nonnormal with ‖A‖ 
2
3
√
3
are discussed in some detail. Some of Ivanov’s, Hasanov’s and Minchev’s results in
[Linear Algebra Appl. 326 (2001) 27] are improved.
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1. Introduction
In this paper, we are concerned with the Hermitian positive definite solutions of
the matrix equation
X + A∗X−2A = I, (1)
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where I is the n × n identity matrix and A is an n × n complex matrix. The equation
has been studied recently by several authors (see [1,2,4]). For the application areas
in which the equation arises, see the references given in [1,2].
For Hermitian matrices X and Y , we write X  Y (X > Y ) if X − Y is positive
semidefinite (definite). Throughout the paper, for matrix M , ‖M‖ will be the spectral
norm for square matrices, ρ(M) is the spectral radius, and λi(M) represents the
eigenvalues, λ(M) represents the set of the eigenvalues. For Hermitian matrix M , let
λmax(M) and λmin(M) be maximal and minimal eigenvalue of M , respectively.
In Section 2 we give some lemmas. In Section 3 we discuss the solutions in case A
is normal. In Section 4, we discuss the existence of positive definite solutions and the
convergence behavior of the basic fixed point iterations to approximate the solutions
to the equation in case ‖A‖  2
3
√
3
. Several problems are given in Section 5.
2. Some lemmas
In the sequel, a solution always means a Hermitian positive definite one.
Lemma 1 [4]. Eq. (1) has a solution if and only if there exist unitary matrices P and
Q and diagonal matrices  > 0 and   0 with + 2 = I such that
A = P ∗QP. (2)
In this case X = P ∗P is a solution.
Lemma 2 [4]. If (1) has a solution X, then
(1) I  X >
√
AA∗,
(2) A∗A + √AA∗ < I,
(3) ρ(A)  2
3
√
3
.
Lemma 3. If A is singular and X is a solution to the problem (1) then
λmax(X) = 1.
Proof. If A is singular, then exists an unitary matrix T such that
A = T ∗
(
A11 0
A21 0
)
T
by Schur triangularization theorem. Let Y = TXT ∗. Consequently, (1) has a solution
if and only if the following problem is solvable:
∃Y > 0, Y +
(
A∗11 A∗21
0 0
)
Y−2
(
A11 0
A21 0
)
= I. (3)
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Let
Y =
(
Y11 Y12
Y21 Y22
)
, Y−2 =
(
K11 K12
K21 K22
)
.
Then (3) is equivalent with(
Y11 + A∗11K11A11 + A∗21K21A21 + A∗11K12A21 + A∗21K22A21 Y12
Y21 Y22
)
= I.
Hence we have
Y12 = Y21 = 0, Y22 = I, Y =
(
Y11 0
0 I
)
, Y−2 =
(
Y−211 0
0 I
)
.
Therefore, (3) is solvable if and only if
∃Y11 > 0, Y11 + A∗11Y−211 A11 = I − A∗21A21.
Then we have
λmax(X) = λmax(Y ) = max
{
λmax(Y11), 1
}
 1.
But by (1) of Lemma 2, λmax(X)  1. Hence, we have λmax(X) = 1. 
3. Necessary and sufficient conditions for the existence of solutions in case A
normal
Theorem 1. If A is normal, then (1) has a solution if and only if
ρ(A)  2
3
√
3
. (4)
Proof. By (3) of Lemma 2, it is necessary to prove that (1) has a solution if A is
normal and ρ(A)  2
3
√
3
. Since A is normal, then there exists a unitary matrix P
such that
A = P ∗P
where  = diag(λi), λi , i = 1, 2, . . . , n are the eigenvalues of A with
|λi |  2
3
√
3
, i = 1, 2, . . . , n.
We can write each λi = |λi | e jθi for some θi real, where j is the imaginary unit. Note
that the equation
σi
(
1 − σ 2i
) = |λi | (5)
has at least one solution σi ∈
[
0,
√
3
3
] ⊆ [0, 1). Let Q = diag(e jθi ), and = diag(σi),
 = I − diag(σ 2i ) > 0. Obviously Q is a unitary matrix. Then
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A = P ∗P = P ∗QP.
By Lemma 1, Eq. (1) has the solution
X = P ∗P = I − P ∗ diag(σ 2i )P. 
Remark 1. If |λi | = 0 or 23√3 , then there exist a unique solution σi ∈ [0, 1) for Eq.
(5). If 0 < |λi | < 23√3 , then there exist two distinct solutions σi ∈ [0, 1) for Eq. (5).
Let p denote the number of the elements of the set
{
λ ∈ λ(A): |λ| = 0, or 2
3
√
3
}
. By
the proof of Theorem 1, we can get 2n−p distinct solutions for Eq. (1).
4. Positive definite solutions in case ‖A‖  2
3
√
3
Suppose that ‖A‖  2
3
√
3
, that is 0  A∗A  427I . Let α1, α2 are the nonnegative
solutions of the equation x2(1 − x) = λmin(A∗A) with α1  α2. Let β1, β2 are the
nonnegative solutions of the equation x2(1 − x) = λmax(A∗A) with β1  β2. We
have 0  α1  β1  23 and
2
3  β2  α2  1.
Theorem 2. Suppose that ‖A‖  2
3
√
3
and X is a solution of Eq. (1). If A is invert-
ible, then
α1  λmin(X)  β1 or β2  λmin(X)  α2, (6)
and
α1  λmax(X)  β1 or β2  λmax(X)  α2. (7)
If A is singular, then
0  λmin(X)  β1 or β2  λmin(X)  1, (8)
and
λmax(X) = 1. (9)
Proof. If X is a Hermitian positive definite solution, then we have
0 < λmin(X)I  X  λmax(X)I  I. (10)
Hence
I − 1
λ2min(X)
A∗A  I − A∗X−2A  I − 1
λ2max(X)
A∗A,
that is,
I − 1
λ2min(X)
A∗A  X  I − 1
λ2max(X)
A∗A. (11)
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We have
λmin
(
I − 1
λ2min(X)
A∗A
)
 λmin(X),
λmax(X)  λmax
(
I − 1
λ2max(X)
A∗A
)
.
(12)
But
λmin
(
I − 1
λ2min(X)
A∗A
)
= 1 − 1
λ2min(X)
λmax(A
∗A),
and
λmax
(
I − 1
λ2max(X)
A∗A
)
= 1 − 1
λ2max(X)
λmin(A
∗A).
Therefore
1 − 1
λ2min(X)
λmax(A
∗A)  λmin(X), λmax(X)  1 − 1
λ2max(X)
λmin(A
∗A)
that is,
λ2min(X)(1 − λmin(X))  λmax(A∗A), λ2max(X)(1 − λmax(X))  λmin(A∗A).
(13)
On the other hand, if A is invertible, we have X = √A(I − X)−1A∗. It follows
from (10) that
1
1 − λmin(X)AA
∗  A(I − X)−1A∗  1
1 − λmax(X)AA
∗.
Hence√
1
1 − λmin(X)AA
∗  X 
√
1
1 − λmax(X)AA
∗. (14)
Thus we have
λmin
(√
1
1 − λmin(X)AA
∗
)
 λmin(X),
λmax(X)  λmax
(√
1
1 − λmax(X)AA
∗
)
,
that is,
λ2min(X)(1 − λmin(X))  λmin(AA∗), λ2max(X)(1 − λmax(X))  λmax(AA∗).
(15)
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By (13) and (15), we have
λmin(A
∗A)  λ2min(X)(1 − λmin(X))  λmax(A∗A) (16)
and
λmin(A
∗A)  λ2max(X)(1 − λmax(X))  λmax(A∗A). (17)
(16) and (17) are equivalent with (6) and (7).
Suppose that A is singular. Then α1 = 0, α2 = 1. By (13) and Lemma 3, we have
(8) and (9). 
Remark 2. Suppose that ‖A‖  2
3
√
3
and X is a solution. By Theorem 2, we know
that X /∈ [0, α1I ) ∪ (β1I, β2I ) ∪ (α2I, I ], but
X ∈ [α1I, β1I ] ∪ [β2I, α2I ] ∪
{
X: α1  λmin(X) β1, β2  λmax(X) α2
}
.
Especially, if A is not invertible, then
X ∈ {X: 0  λmin(X)  β1, λmax(X) = 1}
∪ {X: β2  λmin(X)  1, λmax(X) = 1}.
Theorem 3. If ‖A‖  2
3
√
3
, then Eq. (1) has a solution XL satisfying β2I  XL 
α2I . Moreover, if ‖A‖ < 23√3 , then we have:
(i) The solution XL is unique, and XL can be obtained by the following iteration:
Xn+1 = I − A∗X−2n A, n = 1, 2, . . . , n, (18)
for any X0 ∈
[ 2
3I, I
]
, and the estimates
‖Xn − XL‖  q
n
1 − q ‖X1 − X0‖ (19)
and
‖Xn − XL‖  q1 − q ‖Xn − Xn−1‖, (20)
hold where q = 274 ‖A‖2 < 1.
(ii) There does not exist any solution X for Eq. (1) such that X > XL.
Proof. Let
f (X) = I − A∗X−2A,
 = {X: 23I  X  I}.
Obviously,  is a nonempty convex closed set and f (X) is continuous in . For
any X ∈ , we have 23I  X  I , then I  X−2  94I , A∗A  A∗X−2A  94A∗A,
hence I − 94A∗A  f (X)  I − A∗A. Noting that I − 94A∗A  23I and I − A∗A 
I , We obtain
2
3I  f (X)  I,
Y. Zhang / Linear Algebra and its Applications 372 (2003) 295–304 301
that is, f () ⊆ . By Brouwer’s fixed point theorem, f has a fixed point X ∈ ,
that is, there exists X ∈ [ 23I, I ] such that f (X) = X. Hence Eq. (1) has a solution
XL ∈
[ 2
3I, I
]
. By Remark 2, XL ∈ [α1I, β1I ] ∪ [β2I, α2I ] ∪ {X: α1  λmin(X) 
β1, β2  λmax(X)  α2}, then XL ∈ [β2I, α2I ].
If ‖A‖ < 2
3
√
3
, then we can prove that f is a contraction operator on . For Y1,
Y2 ∈
[ 2
3I, I
]
, we have
‖f (Y1) − f (Y2)‖ =
∥∥A∗Y−21 A − A∗Y−22 A∥∥
= ∥∥A∗Y−11 (Y1 − Y2)Y−22 A + A∗Y−21 (Y1 − Y2)Y−12 A∥∥

(‖Y−11 ‖ · ‖Y−22 ‖ + ‖Y−21 ‖ · ‖Y−12 ‖)‖A∗‖ · ‖A‖ · ‖Y1 − Y2‖
 274 ‖A‖2‖Y1 − Y2‖
= q‖Y1 − Y2‖.
Noting that q = 274 ‖A‖2 < 1, we know that f is a contraction operator. By Banach’s
fixed point theorem, we can get the statement (i). If Eq. (1) has a solution X satisfy-
ing X > XL, then by XL  β2I we have X > β2I . Noting that Theorem 2 implies
α1I  X  α2I , we know that X ∈ [β2I, α2I ]. But XL is unique, hence X = XL, a
contradiction. This proves the statement (ii). 
Remark 3. In fact, it is sufficient to choose X0 = 23I or I in the iteration (18).
Theorem 4. Suppose the iteration (18) converges to a Hermitian positive definite
solution X. Then for any ε > 0
‖Xn+1 − X‖  2‖AX−1‖‖AX−2‖(1 + ε)‖Xn − X‖ (21)
for all n large enough. Moreover,
lim sup
n→∞
n
√‖Xn − X‖  2‖AX−1‖‖AX−2‖. (22)
Proof. Since Xn → X, for any ε > 0 there is an integer N such that for n  N
‖AX−1n ‖‖AX−2‖ < ‖AX−1‖‖AX−2‖(1 + ε)
and
‖AX−1‖‖AX−2n ‖ < ‖AX−1‖‖AX−2‖(1 + ε).
Then for n  N
‖Xn+1 − X‖ =
∥∥A∗(X−2 − X−2n )A∥∥
= ∥∥A∗X−1n (Xn − X)X−2A + A∗X−2n (Xn − X)X−1A∥∥

(‖A∗X−1n ‖‖X−2A‖ + ‖A∗X−2n ‖‖X−2A‖)‖Xn − X‖
 2‖AX−1‖‖AX−2‖(1 + ε)‖Xn − X‖
 2n−N‖AX−1‖n−N‖AX−2‖n−N(1 + ε)n−N‖XN+1 − X‖.
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Hence, we have
lim sup
n→∞
n
√‖Xn − X‖
 lim sup
n→∞
[
2n−N‖AX−1‖n−N‖AX−2‖n−N(1 + ε)n−N‖XN − X‖
]1/n
= 2‖AX−1‖‖AX−2‖(1 + ε)
· lim sup
n→∞
(
2−N/n‖AX−1‖−N/n‖AX−2‖−N/n(1 + ε)−N/n‖XN − X‖1/n
)
= 2‖AX−1‖‖AX−2‖(1 + ε).
Noting ε is arbitrary, we can get (22). 
Theorem 5. Suppose that A is invertible and ‖A‖  2
3
√
3
. Then
(i) Eq. (1) has a maximal solution Xˆ and a minimal solution Xˇ in [α1I, β1I ]; and
Xˆ = lim
n→∞ Xˆn, Xˇ = limn→∞ Xˇ,
where
Xˆ0 = γˆ I ∈ [β1I, β2I ], Xˆn+1 =
√
A(I − Xˆn)−1A∗, n = 0, 1, 2, . . .
(23)
and
Xˇ0 = γˇ I ∈ [0, α1I ], Xˇn+1 =
√
A(I − Xˇn)−1A∗, n = 0, 1, 2, . . . , (24)
with
Xˇ0  Xˇ1  · · ·  Xˇn  · · ·  Xˇ  Xˆ  · · ·  Xˆn · · ·  Xˆ1  Xˆ0; (25)
(ii) for any solution X for Eq. (1), Xˇ  X, that is, Xˇ is the smallest solution of all
the solutions for Eq. (1);
(iii) moreover, if Eq. (1) has only one solution X ∈ [α1I, β1I ], then, for any X0 ∈
[0, β2I ], the successive iterates
Xn =
√
A(I − Xn−1)−1A∗, n = 1, 2, . . .
converge to X.
Proof. (i) Let
f (X) =
√
A(I − X)−1A∗.
Noting that S  T > 0 implies T −1  S−1 and
√
S 
√
T , we know that f (X) is
an increasing operator in [0, I ). We have
f (Xˆ0) =
√
A(I − Xˆ0)−1A∗ =
√
1
1 − γˆ AA
∗ 
√
λmax(AA∗)
1 − γˆ I  γˆ I = Xˆ0
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and
f (Xˇ0) =
√
A(I − γˇ I )−1A∗ =
√
1
1 − γˇ AA
∗ 
√
λmin(AA∗)
1 − γˇ I  γˇ I = Xˇ0.
Hence, by a classical result (see Theorem 2.1.1 in [3, p. 41]), we know that X =
f (X) has a maximal fixed point Xˆ(γˆ ) and a minimal fixed point Xˇ(γˇ ) in [γˇ I, γˆ I ],
and Xˆ(γˆ ) and Xˇ(γˇ ) can be obtained by the iterations (23) and (24), respectively. Not-
ing that Remark 2, we have Xˆ(γˆ ) and Xˇ(γˇ ) ∈ [α1I, β1I ]. Since Xˆ(β1) and Xˇ(α1)
are the maximal and minimal solution in [α1I, β1I ], respectively, and
Xˇ(γˇ )  Xˇ(α1)  Xˆ(β1)  Xˆ(γˆ ),
then
Xˇ(γˇ ) = Xˇ(α1), Xˆ(γˆ ) = Xˆ(β1).
(ii) For any solution X > 0 of Eq. (1), let
X0 = 0, Xn = f (Xn−1), n = 1, 2, . . .
Noting that f (X) is an increasing operator in [0, I ) and X = f (X), we have X 
Xn, n = 1, 2, . . . Letting n → ∞, then X  Xˇ.
(iii) follows from Corollary 2.1.1 in [3, p. 42]. 
Remark 4. In fact, it is sufficient to choose Xˆ0 = 23I in the iteration (23) and Xˇ0 =
0 in the iteration (24).
5. Conclusion and problems
By Theorem 5, we know that Xˇ is the Smallest solution to Eq. (1). Questions
arise if there exists the largest solution to Eq. (1). We assume that XL is the largest
solution.
By Theorem 1, in case A is normal, we can get 2n−p solutions for Eq. (1).
Questions arise whether the 2n−p solutions are all the positive definite solutions to
Eq. (1).
From Theorem 2, we can see that if A is invertible, ‖A‖ < 2
3
√
3
and X is a so-
lution to Eq. (1), then X ∈ [α1I, β1I ] ∪ [β2I, α2I ] ∪ {X: α1  λmin(X)  β1, β2 
λmax(X)  α2}. By Theorems 3 and 5, we know that there exist a solution in
[α1I, β1I ] and [β2I, α2I ], respectively. Questions arise whether there exists a so-
lution in {X: α1  λmin(X)  β1, β2  λmax(X)  α2}. We assume that is right.
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