ABSTRACT We study the energy consumption of the communication links in a wireless networked control system, where sensors and actuators exchange information using a wireless channel. Our purpose is to minimize the energy consumption, assuming that the sensors and actuators may be battery-powered devices, without affecting the control system stability, which may be impacted by communication errors. As a consequence, the stability of the control system can be related to the switching time between stable and unstable subsystems. By resorting to a communication-control co-design approach, we obtain a closed-form expression for the optimal outage probability related to the system stability, which is then employed as a constraint to adapt the transmit power and the bit rate in order to minimize the energy consumption. Our results show a decreased energy consumption when compared to the traditional optimization approach in wireless communications, which is to treat communication and control systems independently, fixing the outage probability according to a reliability constraint, not necessarily linked to the stability.
wireless networked control systems (WNCSs). WNCSs are feedback systems composed of spatially distributed sensors, actuators, and controllers communicating through wireless links instead of point-to-point wired connections [3] . Therefore, building a networked control loop is quite challenging due to the unreliable nature of the wireless channels, which introduce packet losses and delays, impacting the overall system reliability. Thus, to improve loop stability it is desirable that the communication system operates in a low outage probability region, demanding increased transmit power [4] . On the other hand, low energy consumption is a primary goal in battery-operated networks, which is the case for a multitude of factory automation applications like safety systems, closed loop regulatory and supervisory systems [5] .
As a consequence, two opposite goals must be achieved: i.) to reduce maintenance costs due to battery replacement or recharging; and ii.) the system reliability cannot be lowered to a point where the loop stability would be compromised. For instance, whenever a wireless communication VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ system experiences severe fading conditions or shadowing, packet retransmission is usually employed to avoid packet losses at the cost of reducing the throughput. However, in a control system, extra actions may be required in order to compensate the reduced throughput or the increased packet losses. Therefore, the control cost is inevitably increased [6] .
A. RELATED LITERATURE
In the literature, the interaction between control systems and networks has been considered, e.g., in [7] , which shows that the choice of the communication parameters can greatly affect the performance of WNCSs. In particular, packet loss is shown to significantly degrade the performance of the controller. Then, a few approaches have been developed in [8] , [9] in order to improve the performance and stability of the controller. The proposed techniques are cross-layer designs, in the sense that they combine the physical (PHY) and medium access control (MAC) layers of communications. Moreover, the authors in [10] focus on transmit power and bandwidth allocation, modeling the effect of uniform quantization errors in WNCSs. The proposal optimizes the stationary performance of a linear control system by jointly allocating resources in the communication system and tuning parameters of the controller. More advanced control policies have been considered in [11] , in which the authors employ a packetized predictive control strategy. In such design, the controller sets a few commands in advance, reducing the effect of eventual packet losses. In this approach, the communication channel is assumed to be an additive white Gaussian noise (AWGN) channel, while communication packets are short, so that a finite block length framework is used for analysis. Then, a communication-control co-design method is proposed in order to optimize the packet length, aiming at high throughput.
In addition, several works discuss the stability of WNCSs, which is crucial when dealing with control systems subject to packet losses. For instance, the authors in [12] use a Lyapunov-based characterization to guarantee the control stability by deriving bounds on the maximum interval between two successful state transmissions -usually denoted as maximum allowed transfer interval (MATI) -and on the maximum latency of each transmission -denoted by maximum allowable delay (MAD). However, since the wireless transmission in block-fading channels yields a non-zero outage probability, the MATI and MAD metrics become unbounded so that a stochastic MATI/MAD approach needs to be used [13] , [14] . This approach requires the parameters from the WNCS, the characterization of the duration for MATI/MAD and the use different protocols to solve different stability problems of the system, which is neither very practical nor easy.
Moving away from the Lyapunov characterization, a Markov jump linear system was used in [15] to analyze the effect of the packet dropout in stability. In a similar fashion, the authors in [16] relate the minimum allowable date rate to guarantee system stability with the speed of the dynamics of the plant. Both works dealt with the system behavior face to packet dropouts, concluding that a computational method is needed to better exploit the relationship between the system and packet loss. Nevertheless, those studies assume that packet dropouts follow a Bernoulli process, which is not the most common case for wireless networks where the outage behavior is highly correlated in time and space, not being accessible when the channel is slow, in case of blockfading. Another example can be found in [17] dealing with the mean-square stabilization problem for WNCSs. Both network-induced delay and packet dropout are considered. As a result, the authors provide the stabilizing condition to a few cases based on the unique positive-definite solutions of the Riccati equations. Nevertheless, energy consumption has not been considered by [15] - [17] . Furthermore, a mean square consensus for multi-agent systems with packet losses is presented in [18] . Moreover, a piecewise constant function is employed in order to transform the multi-agent problem in the simultaneous stabilization of N − 1 linear systems, with N being the number of system agents. However, the energy consumption per transmitted bit is not considered in [18] .
Another option that has great adherence to the modeling of WNCSs and evaluation of their stability is the use of discrete-time switched systems. The approach consists in defining subsystems, so that a switching signal determines which subsystem is active in a given period of time. In the case of a WNCS with outage events, the switching signal is a function of the link outages. In this context, the authors in [19] delineate the conditions for exponential stability of a WNCS as a function of the average dwell-time, which is defined as the average time between switches among one of the available subsystems modeling the control plant dynamics. Moreover, the authors of [20] analyze the time-varying switched systems with time delay using the Lyapunov-Razumikhin theorem. Furthermore, the authors of [21] also study the stability of asynchronous switched systems using an exponential consensus technique.
Then, once the conditions for stability are set, several parameter optimizations can be proposed. In [9] a crosslayer framework for the joint design of wireless networks and distributed controllers is presented, where the objective is to optimize the control performance. In a similar fashion, [22] , [23] present another cross-layer optimization of a WNCS communicating through an IEEE 802.15.4 network. The objective function in [22] is the energy consumption, while the constraints are maximum allowed delays and transfer intervals, which are functions of the control cost. Moreover, the authors in [23] are concerned with the impact of the IEEE 802.15.4 MAC parameters in the stability of the WNCS.
One of the major drawbacks of the optimization techniques presented so far is the high computation complexity due to the high number of parameters, and the non-trivial relationship between them. For example, [24] - [26] target the energy consumption minimization, based on stochastic MAD and MATI deadlines. These works formulate a joint power control and rate adaptation problem, which is a function of the power consumption of the nodes, modulation scheme and scheduling algorithm. This approach falls into a non-convex mixed integer programming solution, so that some heuristic algorithms must be employed to reduce the search space. Nevertheless, the final solution still needs to be evaluated by simulations using integer programming techniques. This computational drawback, which may not couple well with the ability of the sensor nodes, motivates the search for simpler approaches, aiming for distributed solutions.
B. CONTRIBUTIONS
In this paper, we present a communication-control co-design solution to minimize the energy consumption per transmitted bit of a WNCS, while maintaining a global exponential stability. Since low energy consumption is a primary goal in battery-operated networks, which can be used for a multitude of factory automation applications that require easy deployment or reconfigurability, reducing the maintenance costs due to battery replacement or recharging is crucial. For this reason, our communication-control co-design approach yield the following contributions:
• According to an average dwell-time approach, we establish the required property of the switching signal that guarantees stability, which is given in terms of a closedform expression for the maximum allowed outage probability;
• By defining a mathematical optimization problem in order to minimize the energy consumption per transmitted bit of the WNCS, we find the optimal transmission power to be employed by sensors and controllers;
• We also show that the energy consumption is minimized when the bit rate is properly optimized. Thus, we also provide the optimal data rate for the communication between sensor, controller and actuator, which depends on the communication distance. Our results show that the co-design approach consumes significantly less energy than the independent design, in which we simplify the control requirements into a qualityof-service (QoS) threshold, so that the energy consumption is minimized with respect to such threshold. For instance, up to 75% less energy is consumed with the co-design approach compared to the independent design with a threshold of 99.9% of reliability at the transmit distance of 70 m, with the advantage increasing with longer distances. Moreover, we also show that the optimal parameters closely depend on the design of the controller. For example, the decay rate obtained by the controller implies in different outage probability thresholds, affecting the energy consumption. In the cases when faster convergence is required, the amount of required energy exponentially increases, which highlights the importance of the co-design in order to find solutions to achieve the goal of WNCSs.
C. ORGANIZATION
The rest of this paper is organized as follows. The communication system model is detailed in Section II, while Section III models the control system, as well as the concepts of exponential stability and dwell-time. The optimization problem to minimize the energy consumption is formulated in Section IV, Section V presents a few numerical examples and, finally, Section VI concludes the paper.
II. SYSTEM MODEL
Let us consider the control system depicted in Figure 1 , where there are two wireless communication links, between the sensor and the controller, and between the controller and the actuator 1 . We consider that these control elements are clock driven. Then, at each time period k the sensor observes the system states x(k) ∈ R n , where n is the number of state variables for the system, and sends it to the controller, which receives
where P sc is the transmit power used by the sensor, κ is the path loss, g sc represents the quasi-static channel fading, whose envelope follows a Rayleigh distribution, and n sc is the AWGN vector, assumed to have zero mean and variance
per dimension, where N 0 is the unilateral noise power spectral density (psd) [4] . The average signal-to-noise ratio (SNR) at the controller is given by [4] 
where G represents the combined antenna gains, c is the speed of light in vacuum, f is the carrier frequency, B is the system bandwidth, d sc is the distance between sensor and controller, α is the path-loss exponent, and M is the link margin. Moreover, the instantaneous SNR is given by γ sc =γ sc g 2 sc . Then, assuming Gaussian inputs, an outage event occurs whenever the mutual information I sc = B log 2 (1 + γ sc ) is lower than the transmit rate R sc = B R b , where R b denotes the spectral efficiency. Assuming Rayleigh distributed channels, the outage probability is given by [4] 
Thus, the states of switches T 1 and T 2 in Figure 1 depend on the outage state of the link between the sensor and the controller. When the link is not in outage, the controller input w(k) will be equal to x(k). Otherwise, in the case of an outage, the zero-order hold (ZOH) is responsible for keeping the previous received value, so that
The controller, in turn, determines the next control action
where K ∈ R m×n is a properly designed state feedback gain matrix, with m being the number of outputs for the system. Then, v(k) is transmitted to the actuator, which receives
where P ca is the transmit power used by the controller, g ca is the channel fading between controller and actuator, while n ca represents noise. Assuming that g ca and g sc share the same statistics, the instantaneous SNR and the outage probability in the controller-actuator link can be written as in the sensorcontroller link, with the proper substitution of the index sc by ca. Therefore, the states of switches T 1 and T 2 depend on the outage between the controller and the actuator, so that the output of the ZOH yields
where u is the actuator input signal. Then, since the plant is a linear time-invariant system, its next state is given by
where A and B are state space matrices modeling the controllable system, whose dynamics will be further detailed in the following section.
III. SYSTEM STABILITY A. CONTROL SYSTEM MODELING
Let us first concatenate the state vectors of the plant and controller in
so that the dynamics of the WNCS loop can be represented by a set of states
where σ (k) ∈ {1, 2, 3, 4} is the switching signal, whose behavior depends on the link outages. Since there are two wireless links, the system can be split into the following four subsystems
when there is no link outage,
when both links are in outage,
representing an outage in the sensor-controller link, and
with an outage in the controller-actuator link.
Since A and B model a controllable system, the state S 1 is stable when K is properly designed. On the other hand, S σ (k) , σ (k) ∈ {2, 3, 4}, are unstable whether the plant is unstable. Moreover, it is reasonable to assume that if the system stays long enough in state S 1 the system is stable. Furthermore, the conditions to the stability of such switched systems have been developed in [19] , which are given as follows. 
B. EXPONENTIAL STABILITY
According to [27] , the WNCS subjected to packet losses can be evaluated through the exponential stability. For instance, Figure 2 illustrates a continuous signal x(t) oscillating depending on the current system state [28] . As we observe, whenever the system is in one of the unstable subsystems (S 2 , S 3 or S 4 ), it tends to become unbounded, while x(t) decreases when it is in the stable subsystem S 1 . Thus, if the switchtime between stable and unstable states, denoted by dwelltime, is slow enough the system stability can be bounded by an exponential function, represented by the dashed line in Figure 2 . Following [19] , the system is globally exponentially stable if
where t 0 is the initial time instant, ε > 0 is an arbitrary constant and λ < 1 is defined as the decay rate, which determines how fast the system state converges to equilibrium point, or diverges towards infinity if the system is not globally exponentially stable. From the subsystem matrices S σ (k) defined in (12) it is possible to obtain the decay rate for the stable subsystem as
with 0 < λ 1 < 1, as well as the maximum decay rate for any unstable subsystem
with λ 2 > 1. Then, using [19, Lemma 1] it can be shown that if 1 is Schur stable and i , i ∈ {2, 3, 4}, are unstable,
where h i is an arbitrary scalar constant and k is the actual time instant.
It is worth remarking that the stability of switched systems includes several interesting phenomena. For instance, even if all subsystems are exponentially stable, the resulting switched system may diverge depending on the nature of the switching signals [29] . The opposite observation is also true, so that one may carefully switch between unstable subsystems to make the switched system exponentially stable [29] . Therefore, the stability of switched systems depends not only on the dynamics of each subsystem but also on the properties of the switching signal itself, which we tackle in the following subsection using an average dwell-time approach.
C. AVERAGE DWELL-TIME For the WNCS under study, the switching signal is dictated by the outage probability. Therefore, a necessary approach is to restrict the switching signal in the time domain, using an average dwell-time. When the switching signal is timecontrolled, the asymptotic stability of switched linear systems is equivalent to exponential stability [27] , [30] . Then, if the average dwell-time is sufficiently large, the switched system remains exponentially stable if all subsystems are also exponentially stable [31] . When some subsystems are unstable, such as in our scenario, it is possible to extend the results from [31] by imposing a second stability condition, in order to make sure that the switched system does not spend too much time in the unstable subsystems.
Let N σ [0, k) denote the number of switchings of σ (k) in the time interval [0, k). Then, τ a > 0 is defined as dwell-time if the following condition holds:
where N 0 ≥ 0 is defined as the chatter bound [19] . Intuitively, the dwell-time denotes the average time between switches among one of the available subsystems. In addition, the Theorem 1 in [19] provides two sufficient conditions for the exponential stability as a function of the decay rate λ. First, the system dwell time is given by
with λ ∈ (λ 1 , 1), λ * ∈ (λ 1 , λ), h = max{h σ (k) }, σ (k) ∈ {1, 2, 3, 4}, and
where B − (k) is the total activation time of the stable subsystem, while B + (k) is the total activation time of unstable subsystems, so that B − (k) + B + (k) = k, which allows us to achieve exponential stability even when some subsystems are unstable. Furthermore, let us recall that the switching signal is related to the outage probability in our scenario, which will be detailed in the following. According to Figure 1 , during the time interval [0, k) there is a total of 2k data transmissions, k for each transmission link. Moreover, let
be the number of packets handled by each subsystem S σ (k) , where r σ (k) is the probability of operating at the subsystem S σ (k) . Then, the probability of operating at each subsystem depends on the outage probabilities of the sensor-controller and controller-actuator links, so that
Next, the packet loss rate can be calculated by computing the number of packets lost at each subsystem,
recalling that no packet is lost at S 1 and two packets are lost at S 2 . Then, applying (27) - (29) in (30) we obtain
Since B − (k) = k − B + (k) and
, we can apply (31) in (24) to obtain the first stability condition (average residence time on unstable subsystems) as a function of link outage
Without loss of generality, in this work we assume the same outage probability for both links, which will be obtained by the proper power allocation at the sensor and at the actuator in Section IV. Then, when O ca = O sc = O, (32) can be simplified to
Furthermore, to satisfy the condition in (23) the average dwell-time must be calculated. To that end, we first write the maximum number of switchings to unstable subsystems over the interval [0, k) as N s = 2(n 2 + n 3 + n 4 ), (34) so that the minimum average dwell-time is given bȳ
Using (25), (27)- (29) and (34) in (35) we obtain the minimum average dwell-time as a function of outage probability:
IV. COMMUNICATION-CONTROL CO-DESIGN
In this section our goal is to minimize the energy consumption per transmitted bit (E b ) of the proposed WNCS, constrained to the global exponential stability of the system. The energy consumed per bit at each wireless link ij ∈ {sc, ca} can be written as
where η is the efficiency of the power amplifier, P ij is the transmit power, R ij is the transmit rate, P TX is the power consumption of the radio frequency (RF) circuitry at the transmitter and P RX is the equivalent at the receiver. Then, the total energy consumed per transmitted bit for the system is
Therefore, aiming at minimizing E b we allocate the transmit power of the sensor and the controller, jointly adapting the transmit rate, with the optimization being constrained to the stability conditions defined by (33) and (36). The proposed optimization problem is written as min P sc ,P ca ,R sc ,R ca
where P max is a maximum transmit power constraint. Notice that if the average dwell-time is sufficiently large, represented by condition (39b), the switched system remains exponentially stable only if all subsystems are also exponentially stable [31] . Since this is not the case in our optimization scenario, the condition in (39c) ensures that the switched system do not spend too much time in the unstable subsystems. First, we apply (23) and (36) in constraint (39b) in order to obtain the maximum allowed outage probability that guarantees the maximum average dwell-time, so that ln
where it is worth noting that λ * is also a function of O due to (39c). Then, since the outage probability is a monotonic function with both P ij and R ij , we can solve (40) and (39c) as equalities in order to find the maximum allowed outage probability to minimize the energy consumption. Thus, after a few algebraic manipulations we obtain
which has two roots with respect to O, but only one that yields O ≤ 1, with the other root being greater than one. Therefore, the maximum allowed outage probability O that minimizes the energy consumed per bit can be written in closed-form as
Combining (42) with (3) yields the optimal transmit power for each link, P ij , as a function of the bit rate and the control system characteristics, so that
where
Then, in order to find the optimal data rates, we take the derivative of E ij with respect to R ij and equate it to zero. Notice that such approach is optimal since the minimization of E b = E sc + E ca is equivalent to minimize E sc and E ca individually. Thus, solving
where P RF = η(P TX +P RX ), e ≈ 2.718 is the Euler's number and W(·) is the Lambert-W function. In summary, in order to solve the minimization problem in (39a) we first determine O using (42), which depends on λ, chosen during the design of the controller, and also depends on λ 1 , λ 2 , and h, given by the particular control system dynamics. Then, we employ (44) in order to find the optimal bit rates, once R ij is a function only of O . Finally, we determine P ij using (43), which is a function of both R ij and O . 
V. NUMERICAL RESULTS
In this section we present some numerical results in order to validate our theoretical analysis. Unless otherwise stated, we employ the same continuous-time system with no disturbance input presented in [32] , which refers to a rotational structure of an inverted pendulum, whose physical parameters are defined in [33] . In this system, it is necessary to stabilize the angle of the arm, φ, in view of the stability of the pendulum angle, θ , as depicted by Figure 3 . The idea is to capture the interdependencies between both systems dynamics, so that a communication-control co-design becomes important to reduce the energy consumption, at the same time that stability is guaranteed. Moreover, the system was simulated for 10 5 sampling periods and the parameters used for modeling the communication system are summarized in Table 1 , following the same as used in [34] . Let us remark that, although an unlicensed frequency band has been used in our numerical results, our analysis can be applied to other frequency range. Moreover, to deal with possible sources of interference, contention methods at the multiple access (MAC) layer could be employed, or exclusive licensed bands with controlled interference levels could be used.
The pendulum can be described by the following continuous state space matrices [32] 
which is an unstable controllable system [32] . In this work, a linear-quadratic regulator (LQR) is used to steer the system to the stability region [35] . We chose the weight of the performance measures caused by the state vector, the control vector and the final state are defined as N = 0, R = 10 and
respectively. Next, by solving the discrete-time Riccati equation [35] with these parameters 2 , we find K = −13.0494 0.0093 −1.2316 0.1900 . (48) Figure 4 shows the step response for the angle arm when the controller tries to move the arm from φ = 17π 36 rad to 2 It is worth noting that other methods can be used to find K, e.g., using pole assignment [35] . In our analysis, the gain vector K was calculated using the discrete-time LQR function readily available in softwares such as MATLAB and Mathematica. φ = 0 rad, subject to different values of outage probability. Also, the pendulum arm cannot exceed a maximum angle of |φ| ≤ π 2 in this particular example. If the control action stretches the arm angle to more than π 2 rad, the pendulum will fall. As we observe from the top subfigures, with small number of outage events the controller is still able to stabilize the pendulum. However, when the outage probability increases, the oscillations of the controller also increase until a point where the system becomes unstable. For this example, the maximum allowed outage probability obtained from (42) is O = 7 · 10 −3 , which is illustrated by the third subfigure. Figure 5 shows the relationship between energy consumed per bit (E b ) and the decay rate (λ) for different distances between the controller and the actuator, assuming d sc = d ca = d. Moreover, both sensor and controller use the optimal transmit power and the optimal bit rate given respectively by (43) and (44). Theoretical results (blue lines) are compared with Monte Carlo simulations (markers) employing an exhaustive search over P ij and R ij in order to solve (39a), showing perfect agreement. In addition, as we can observe, the energy consumption decreases with λ, which occurs since smaller λ implies in a tighter stability bound to the system. In other words, the system becomes more sensitive to outage events when operating in the unstable states. As a consequence, O must be lowered to avoid instability, which implies in high transmit power, increasing E b . In addition, Figure 5 indicates that a decay rate as close to the unity as possible should be used in order to minimize the energy consumption. Thus, we employ λ → 1 in the simulations. However, let us remark that λ may depend on the control system dynamics and the proposed design of the controller since it is a function of the eigenvalues of A + BK.
In order to better understand the contribution of the transmit power and the spectral efficiency in the minimization of the energy consumption, Figure 6 plots E b as a function of R b for different transmit distances, assuming that the transmit power is optimized according to (43). As we observe, the impact of R b on the energy consumption is significant, while the optimal R b that minimizes the energy consumption is different depending on the link distance.
In addition, Table 2 complements the analysis by showing the optimal spectral efficiency, R b = R ij B , and the optimal transmit power, P ij , as a function of the link distance. As we observe, the optimal values for the spectral efficiency are high for very short communication ranges. Moreover, since the optimization is carried out considering the outage probability, a continuous alphabet is used while in practice the transceiver would be restricted to a set of possible modulation orders and code rates. However, our goal was not to restrict the analysis to a wireless communication standard. Nevertheless, as Figure 6 indicates, the energy consumption is a convex function of the spectral efficiency. Thus, the energy consumption increases when we deviate from the optimal spectral efficiency, which serves as practical guideline for the system design, depending on the available options for modulation and code rates. In addition, it is also interesting to notice that, while the optimal transmit power increases at a slower pace with respect to the link distance, the optimal spectral efficiency decreases abruptly when the distance increases.
Furthermore, Figure 7 compares the proposed co-design approach, optimizing the transmit power and the spectral efficiency using O to guarantee stability according to the average dwell-time, with the usual independent approach from the literature, of minimizing the energy consumption given a QoS threshold, expressed in terms of a maximal outage probability. Three cases are compared in Figure 7 : the proposed co-design and two QoS thresholds set to O ≤ 10 −3 and O ≤ 10 −4 . As we can observe from the figure, the proposed approach consumes significantly less energy, still guaranteeing the control system stability, with the gap in terms of E b increasing with the transmit distance. For instance, at the distance of d = 70 m, the proposed method consumes 75% less energy than with O ≤ 10 −3 , and 96% less than with O ≤ 10 −4 .
Finally, Figure 8 illustrates the case when the sensor and the actuator are not in the same position, assuming that d ca = δd sc , with δ ∈ [0.1, 2.2]. We plot E b as a function of δ, so that P ca and P sc are set according to (43) in order to obtain the target outage probability O at each link, while R sc and R ca are optimized using (44) in order to minimize the energy consumption. As we can observe d ca = d sc is the scenario that yields the lowest energy consumption, while E b just slightly increases when δ = 1.
VI. CONCLUSION
In this paper we proposed a communication-control codesign approach to minimize the total energy consumption per bit in a WNCS. The goal was to obtain the maximum allowed outage probability as a function of the stability parameters of the control system. In order to write the relationship between outage probability and stability, we resorted to an average dwell-time approach and, finally, we derived a closed-form expression for the minimal transmit power and optimal bit rate required to minimize the energy consumption, constrained to the system stability. Our results show that the optimal parameters depend on the distance between the transmitter and receiver, as well as on the design of the controller. The decay rate obtained by the controller implies in different outage probability thresholds, affecting the energy consumption. For instance, when faster convergence is required, the amount of required energy exponentially increases. Finally, it is also possible to affirm that the proposed approach, optimizing transmit power and the spectral efficiency in order to guarantee stability according to the average dwell-time, consumes significantly less energy when compared to the usual independent approach in wireless sensor networks, which is to minimize the energy consumption given a QoS threshold. For example, our results show that the proposed method consumes 75% less energy than with fixed O ≤ 10 −3 , and 96% less than with fixed O ≤ 10 −4 , at the link distance of d = 70 m.
