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Abstract
We show that the Herglotz functions that arise as Weyl-Titchmarsh m func-
tions of one-dimensional Schro¨dinger operators are dense in the space of all
Herglotz functions with respect to uniform convergence on compact subsets of
the upper half plane. This result is obtained as an application of de Branges
theory of canonical systems.
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1. Introduction
We discuss the very natural question of whether any arbitrary Herglotz
function can be approximated by Weyl-Titchmarsh m functions [34, 36] of
Schro¨dinger operators S = −d2/dx2 + V (x). These m functions, called
Schro¨dinger m functions, have several descriptions which are essentially ob-
tained by the inverse spectral theories of these operators [5, 14, 15, 18, 21, 23,
24, 26, 27, 28, 33]. Informally, these results reveal that a Herglotz function
is a Schro¨dinger m function precisely if it has the right large asymptotics.
It is not clear, however, how to express precise conditions along these lines.
The descriptions in these theories have some Gelfand-Levitan type conditions
which are usually stated in terms of a Fourier-Laplace type transform of the
spectral measure. All this means that the problem above seems to lead to
some difficult issues about how to enforce certain asymptotic behavior on
approximating functions, with additionally not knowing what exactly we are
trying to enforce.
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Our goal in this paper is to present a transparent way to avoid these diffi-
culties and, therefore, answer the problem positively. The crucial machinery
for the new path is de Branges theory of canonical systems [1, 6, 7, 8, 9, 10,
12, 17, 19, 28, 32, 37, 38], which enables us to rephrase the problem as one
about approximations of canonical systems.
More precisely, there are two well known facts in the theory; the first is the
one-to-one correspondence between Herglotz functions and (trace-normed)
canonical systems in [10, 37], and the second is the fact that trace-normed
canonical systems are always in a limit point case at∞ in [1, 7]. The latter is,
especially, used to cook up a topology on canonical systems which interacts
very well with Herglotz functions.
The last piece of information for the route is the characterization of some
special canonical systems. They are called Schro¨dinger canonical systems,
since they are some disguised Schro¨dinger equations such that each of them
and its corresponding Schro¨dinger equation share their m functions. This
means that it is unnecessary to check if the m functions associated with
Schro¨dinger canonical systems are Schro¨dinger m functions. They already
are. This characterization, moreover, shows how to construct them. Besides
de Branges theory, it is another key to deal with canonical systems, not with
their m functions.
Based on the three ingredients above let us present our method for the
problem in terms of canonical systems. See also the box below. For given a
Herglotz function, by de Branges theory, there exists a unique trace-normed
canonical system whose m function is the given Herglotz function. It is then
approximated by tailor-made Schro¨dinger canonical systems in the sense of
the topology on canonical systems working well with Herglotz functions. This
implies that their Schro¨dinger m functions converge to the given Herglotz
function with respect to uniform convergence on compact subsets of the upper
half plane.
Herglotz functions
?←−−−− Schro¨dinger m functions
de Branges
ytheory x
Canonical systems
Convergence in←−−−−−−−−−−−
canonical systems
Schro¨dinger canonical systems
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We would like to enlighten two more things. The main result can become
stronger since it will be shown that all Weyl-Titchmarsh m functions cor-
responding to Schro¨dinger operators with both smooth potentials and some
fixed boundary condition at 0 are dense in the space of all Herglotz functions.
This will be discussed more clearly in Sections 4 and, essentially, 6. The other
is that the procedure above is so general that it has a lot of potential to give
ideas about unsolved questions of Schro¨dinger operators in the viewpoint of
(inverse) spectral theory.
This paper is organized as follows. The following section provides basic
materials about Schro¨dinger operators, canonical systems and their m func-
tions. In Section 3 the main result is stated with several comments. We
then, in Section 4, characterize all Schro¨dinger canonical systems, that is,
all canonical systems which can be written as Schro¨dinger equations. As the
last preparation, a topology on canonical systems is made up in Section 5.
However, not to lose our main theme, several continuous properties are veri-
fied in Appendix A. The stronger result is finally proven in Section 6 that all
Schro¨dinger m functions with a fixed boundary condition at 0 and smooth
potentials are dense in the space of the Herglotz functions.
2. Preliminaries
2.1. Schro¨dinger operators and their m functions
Let us start with one-dimensional Schro¨dinger operators
S = − d
2
dx2
+ V (x) (1)
on L2(0, b), where 0 < b < ∞ or b = ∞, and V are real-valued locally
integrable functions, called potentials. Schro¨dinger eigenvalue equations as-
sociated with (1) is
− y′′(x, z) + V (x)y(x, z) = zy(x, z), x ∈ (0, b) (2)
where z is a spectral parameter. It is then well known that each operator
(1), or equivalently each equation (2), with boundary condition(s) at 0 and
possibly at b has a unique Weyl-Titchmarsh m function and vice versa [5,
23, 34, 36].
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More precisely, put a boundary condition at 0,
y(0) cosα− y′(0) sinα = 0 (3)
where α ∈ [0, π). For 0 < b <∞, we place another boundary condition at b,
y(b) cosβ + y′(b) sin β = 0 (4)
with another real number β in [0, π). Note that β is used as a parameter for
(4). When b = ∞, Weyl theory says that, if (1) is in a limit point case at
∞, no more boundary condition except (3) is needed. However, if (1) is in
a limit circle case at ∞, that is, every solution of (2) is in L2(0,∞), then it
is necessary to have a limit type boundary condition at ∞ as follows: Put
f(x, z) := uα(x, z) +m(z)vα(x, z), where uα and vα are the solutions to (2)
satisfying the initial conditions, uα(0, z) = v
′
α(0, z) = cosα and −u′α(0, z) =
vα(0, z) = sinα. Then m(z) is on the limit circle if and only if
lim
N→∞
WN (f¯ , f) = 0 (5)
whereWN is the Wronskian at N, that is,WN (f, g) = f(N)g
′(N)−f ′(N)g(N)
and f¯ is the complex conjugate of f . Similar to the case when 0 < b < ∞,
β is made use of as a parameter for these boundary conditions at ∞. See
[11, 35] for more details.
Then (1) with (3) and possibly either (4) or (5) has a unique m function
mSα,β and it can be expressed by
mS0,β(z) =
y˜′(0, z)
y˜(0, z)
or mSα,β(z) =
(
cosα sinα
− sinα cosα
)
·mS0,β(z) (6)
where y˜ is a solution to (2) which is square-integrable near ∞ when (1) is in
a limit point case at b =∞, or which is satisfying either (4) when 0 < b <∞
or (5) when (2) is in a limit circle case at b =∞. Here · means the action of
a 2×2 matrix as a linear fractional transformation (which will be reviewed
soon). For convenience mSα,β are called Schro¨dinger m functions, as talked.
They are Herglotz functions, that is, they map the upper half plane C+
holomorphically to itself. See e.g. [22] for all these properties of mSα,β .
Before going further, let us recall the action of linear fractional transfor-
mations, based on [31]. A linear fractional transformation is a map of the
form
z 7→ az + b
cz + d
4
with a, b, c, d ∈ C, ad− bc 6= 1. This can be expressed very easily via matrix
notation by
A · z = az + b
cz + d
, A =
(
a b
c d
)
.
This notation has a natural interpretation: Identify z ∈ C ⊂ CP1 with its
homogeneous coordinates z = [z : 1] and apply the matrix A to the vector
( z1 ) whose components are these homogeneous coordinates. The image vector
A( z1 ) then reveals what the homogeneous coordinates of the image of z under
the linear fractional transformation are.
These remarks also show that the mapping
A 7→ linear fractional transformation
is a group homomorphism between the general linear group GL(2,C) and
the non-constant linear fractional transformations, which implies that · can
be thought of as the action of linear fractional transformations. The homo-
morphism property will be used in Section 4. Let us also mention that in
(6) the special orthogonal group SO(2,R) is only considered amongGL(2,C).
Even though Schro¨dinger m functions are Herglotz functions, the con-
verse is not true. To verify this let us see that, because of the Herglotz
representation, not all Herglotz functions can have the asymptotic behavior
which Schro¨dinger m functions should do. Indeed, Everitt [13] showed that,
when z ∈ C+ is large enough, mSα,β satisfy the asymptotic behavior
mS0,β(z) = i
√
z + o(1) (7)
for α = 0, or
mSα,β(z) =
cosα
sinα
+
1
sin2 α
i√
z
+O
(|z|−1) (8)
for α ∈ (0, π). See also [4, 16] for more developed versions of the asymptotic
behavior of mSα,β . Given a Herglotz function F , it can be expressed by
F (z) = A +
∫
R∞
1 + tz
t− z dρ(t) (9)
where A is a real number and dρ is a finite positive Borel measure on R∞, the
one-point compactification of the set of all real numbers R. (See e.g. (2.1)
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in [29].) Then (9) indicates that any Herglotz function with a measure dρ
having a positive point mass at∞ cannot satisfy (7) nor (8), and therefore it
is not a Schro¨dinger m function. However, for dρ to be a measure associated
with (1) (or so called spectral measure), a more issue is on the asymptotic
behavior of dρ near ∞. See two sections 17 and 19 of [28] for details.
2.2. Canonical systems and de Branges theory
To see a general connection between Herglotz functions and differential
equations let us consider a half-line canonical system,
Ju′(x, z) = zH(x)u(x, z), x ∈ (0,∞) (10)
where H is a positive semidefinite 2×2 matrix whose entries are real-valued,
locally integrable functions and J =
(
0 −1
1 0
)
. A canonical system (10) is called
trace-normed if Tr H(x) = 1 for almost all x in (0,∞). For (10) we always
place a boundary condition at 0,
u1(0, z) = 0 (11)
where u1 is the first component of u =
(
u1
u2
)
. Similar to (6), its m function,
mH , can be expressed by
mH(z) =
u˜2(0)
u˜1(0)
(12)
where u˜ =
(
u˜1
u˜2
)
is a solution to (10) satisfying∫ ∞
0
u˜∗(x)H(x)u˜(x)dx <∞. (13)
Here ∗ means the Hermitian adjoint. Such a solution satisfying (13) is called
H-integrable. See [37, 38] for all these properties of (10).
Recall that there were three cases when defining Schro¨dinger m functions
and in each case we needed a special solution to formulate the correspond-
ing m function. For (10) an H-integrable solution, however, is only needed,
since (10) is half-line and a half-line trace-normed canonical system is always
in a limit point case at ∞. In other words, there is only one H-integrable
solution up to a multiplicative constant. See the original argument by [7] or
an alternative proof in [1] for more details.
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De Branges [10] and Winkler [37] then showed that, for a given Herglotz
function, there exists a unique half-line trace-normed canonical system with
(11), such that itsm functionmH is the given Herglotz function. This one-to-
one correspondence is essential later in order to cope with canonical systems
rather than Herglotz functions or their m functions.
3. Main result
In this paper, we show the density of Schro¨dinger m functions on all
Herglotz functions or, equivalently, all m functions mH to (10) in the sense of
their natural topology as analytic functions on C+ by the following theorem.
Theorem 3.1. The space of Schro¨dinger m functions with some fixed bound-
ary condition at 0 is dense in the space of all Herglotz functions.
The above theorem is stronger than what we just said, since, as the
statement itself says, all Schro¨dinger m functions with any fixed boundary
condition at 0 are dense in all Herglotz functions. The result can, moreover,
be stronger with such Schro¨dinger m functions corresponding to only smooth
potentials, which will be clear in Section 6 after proving. As its application,
Schro¨dinger m functions with the Dirichlet boundary condition at 0, mS0,β ,
corresponding to smooth potentials are dense in all Herglotz functions.
Due to Theorem 3.1 it cannot be expected that Schro¨dinger operators
with some fixed boundary condition at 0 converge to some Schro¨dinger op-
erator in the sense that this convergence is equivalent to the uniform conver-
gence of their m functions on compact subsets of C+. This is one of reasons
why only subclasses of Schro¨dinger operators are considered in many appli-
cations to make them compact.
Remark. It seems very difficult to show Theorem 3.1 through m functions
directly, even though the measures corresponding to (1), called Schro¨dinger
spectral measures, are dense in the space of all measures in the Herglotz
representation with respect to weak-∗ convergence. In (9) we can see that
the uniform convergence of Herglotz functions on compact subsets of C+ is
equivalent to both the weak-∗ convergence of the measures dρ and the point-
wise convergence of the constants A. In particular, the weak-∗ convergence
of measures (without the convergence of constants) is not sufficient for the
convergence of Herglotz functions.
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It turns out that any finite positive Borel measure on R∞ can be approxi-
mated by Schro¨dinger spectral measures in the weak-∗ sense. Indeed, for any
finite positive Borel measure dρ on R∞, construct a sequence of measures dρn
by
dρn(t) = χ(−n,n)(t)dρ(t) + χR\(−n,n)(t)dρfree(t) + ρ{∞}δn(t)
where δn is a Dirac measure at n and dρfree is the spectral measure for (1)
with V ≡ 0. In other words, this is a sequence of truncated measures having
the tail of dρfree and putting the point mass at n with the weight ρ{∞},
which implies that dρn are Schro¨dinger spectral measures. Then dρn → dρ
in the weak-∗ sense, as n→∞. The weak-∗ convergence of spectral measures
dρn, however, does not imply the convergence of m functions associated with
dρn in (9). This is because any Schro¨dinger spectral measures determine
their m functions; the error term in (7) or (8) is at least o(1), which means
that spectral measures decide the corresponding constants in (9). Therefore
it is unclear if these constants converge to some constant, and even worse
we cannot see if they will converge to the constant corresponding to a given
Herglotz function.
4. Schro¨dinger canonical systems
It is well known that Schro¨dinger equations can be expressed by some
canonical systems (which will be shown later) but the converse is not true.
This is the reason why canonical systems are thought of as generalizations
of Schro¨dinger equations. For us it is, however, necessary to learn which
canonical systems admit Schro¨dinger m functions as their m functions. In
this section, let us figure out all the conditions for such canonical systems,
called Schro¨dinger canonical systems as before.
Proposition 4.1. A Schro¨dinger equation (2) with boundary conditions (3)
and, if necessary, either (4) or (5) can be expressed as the following canonical
system such that both have the same Weyl-Titchmarsh m functions:
J
d
dt
u(t, z) = zPϕ(t)u(t, z), t ∈ (0,∞) (14)
with
Pϕ(t) :=
(
cos2 ϕ(t) cosϕ(t) sinϕ(t)
cosϕ(t) sinϕ(t) sin2 ϕ(t)
)
. (15)
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Here a new variable t is defined by
t(x) =
∫ x
0
(
u20(s) + v
2
0(s)
)
ds (16)
where u0 and v0 are the solutions to the given Schro¨dinger equation for z = 0
with u0(0) = v
′
0(0) = cosα and −u′0(0) = v0(0) = sinα. Put tb := limx↑b t(x)
in (0,∞]. Then ϕ is a strictly increasing function on (0, tb), which has a
locally integrable third derivative on (0, tb), satisfying three initial conditions
ϕ(0) = α,
dϕ
dt
(0) = 1, and
d2ϕ
dt2
(0) = 0. (17)
If tb <∞, then ϕ(t) = β˜ on (tb,∞) for some real number β˜ ∈ [0, π).
Conversely, any canonical system (14) with all the properties of ϕ above
can be written as (2) with some locally integrable potential V such that they
have the same m function.
In short, the proposition reveals that Schro¨dinger equations are exactly
the canonical systems with projection matrices Pϕ as their H in (10), such
that ϕ are strictly increasing functions on (0, tb) having the third derivatives
which have the same regularity with potentials V , and they behave as linear
functions with slope 1 near 0. If tb <∞, ϕ are constant on (tb,∞). Moreover,
their function values at 0, ϕ(0), are the same as α in (3) up to multiples of
π.
Note that, to have the condition ϕ(0) = α precisely, we assume that ϕ(0)
are in [0, π). This is fine because all entries in Pϕ are periodic with the period
π, which means that ϕ can be shifted by multiples of π at our disposal.
The reason why obtaining the one-to-one correspondence between (2) and
(14) is that their m functions are the same. Without this restriction, it is
possible to connect (2) to infinitely many different trace-normed canonical
systems which, of course, take different m functions from each other.
It is well known how to convert (2) to (10) (see e.g. [3] or [28]) and the
converse of Proposition 4.1 is a kind of reformulation of proposition 8.1 in
[28] in terms of trace-normed canonical systems. It is also realized that a very
similar form to (14) was discussed in [20] and [39] to deal with semibounded
canonical systems. However, (14) with (15) is a specific form which exactly
fits to Schro¨dinger canonical systems. It is also efficacious, since ϕ can be
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thought of as a spectral data. For example, since the third derivative of ϕ
and V have the same regularity and (14) can be well defined with measurable
ϕ, singular potentials may be treated by dropping the regularity of ϕ.
The reason to have projection matrices Pϕ is the asymptotic behavior of
solutions to (2). Indeed, de Branges, Krein and Langer [7, 19] showed that
solutions to (10) belong to Cartwright class of the exponential type h with
h =
∫ x
0
√
det H(t)dt
for fixed x. An entire function F belongs to Cartwright class of the exponen-
tial type h if
h := lim sup
|z|→∞
ln |F (z)|
|z| is finite,
and ∫ ∞
−∞
|ln |F (x)||
1 + x2
<∞.
Po¨schel and Trubowitz [25] then showed that solutions to (2) are of order
1/2 as entire functions with respect to z for fixed x. See also (4.3) in [28].
In particular, they are of exponential type 0 and so are the solutions to (10)
associated with them (by (18) below), which implies that det H = 0. Since
H are symmetric, the two conditions, Tr H(x) = 1 and det H(x) = 0 for
almost all x, indicate that H should be projection matrices Pϕ after some
change of variables.
Let us now verify Proposition 4.1.
Proof of Proposition 4.1. Let y be a solution to a given Schro¨dinger equation
(2). Define u = u(x, z) = (u1(x, z), u2(x, z))
t by(
u1
u2
)
:=
(
u0(x) v0(x)
u′0(x) v
′
0(x)
)−1(
y
y′
)
. (18)
Note that this is well defined, since the determinant of the 2 × 2 matrix in
(18) is the Wronskian of u0 and v0 at x, Wx(u0, v0), which is 1 for all x; in
particular, this matrix is invertible. Then u solves (10) with
H0(x) :=
(
u20(x) u0(x)v0(x)
u0(x)v0(x) v
2
0(x)
)
.
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This is shown by direct computation, which is left to readers.
The matrix H0(x) may not be trace-normed, and it should be changed to
a trace-normed matrix in order to apply de Branges theory. For this we do
a change of variable as follows; define R and ϕ through
u0(x) + iv0(x) := R(x)(cosϕ(x) + i sinϕ(x)) (19)
and a new variable t by (16). Then u(t, z) solves (14) with (15), but only on
(0, tb).
Let us investigate all the conditions of ϕ in the proposition. Direct com-
putation with (19) shows the key relation
(1 =) W (u0, v0)|x = R2(x)ϕ′(x), x ∈ (0, b), (20)
which tells us that ϕ is strictly increasing on (0, b) with respect to x. Due
to three equalities u′′0 = V u0, v
′′
0 = V v0 and u
2
0 + v
2
0 = R
2, the functions V ,
u′′0, v
′′
0 , R
′′ and ϕ′′′ are locally integrable. See also (25) below. These are
because of two following facts; the derivatives of solutions to (2) are abso-
lutely continuous when V is locally integrable, and two linearly independent
solutions cannot be zero at the same time. The initial values of u0 and v0 can
also be transformed to the conditions ϕ(0) = α, R(0) = 1, and R′(0) = 0,
or equivalently, ϕ(0) = α, ϕ′(0) = 1, and ϕ′′(0) = 0 by direct computation.
Note that ϕ is normalized by the condition ϕ(0) ∈ [0, π), as mentioned.
So far all the conditions of ϕ have been verified with respect to x. Now
that dt/dx = u20 + v
2
0 = R
2 and R cannot be zero, these conditions can be
converted to the ones with the new variable t. In other words, it can be
shown that, as a function of t, ϕ is a strictly increasing function on (0, tb)
satisfying (17) whose third derivative is locally integrable. The details are
left to readers.
Note that tb < ∞ precisely if b < ∞ or (2) is in a limit circle case at
b = ∞, since all solutions to (2) are in L2(0, b) in these two cases. When
tb < ∞, it is not difficult to see that the boundary condition (4) or (5) can
be converted to a similar one
u1(tb) cos(β˜) + u2(tb) sin(β˜) = 0 (21)
for u with another number β˜ ∈ [0, π). To obtain a half-line canonical system
we change (21) to a singular interval (tb,∞) of type β˜, in other words, H = Pβ˜
on this interval, where Pβ˜ is (15) with β˜ instead of ϕ(t).
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Observe that, for all t ∈ [tb,∞),
u(t) = u(tb) (22)
and
u∗(t)Pβ˜ u(t) = 0. (23)
Indeed, if u satisfies (21), Pβ˜ u(tb) is the 2× 1 zero matrix. With this, since
I2−zLJPβ˜ is the transfer matrix on (tb,∞) for a nonnegative number L (see
e.g. section 10 in [28]), where I2 is the 2× 2 identity matrix, we have that
u(tb + L) = (I2 − zLJPβ˜)u(tb) = u(tb),
which implies (22) and (23). All this means that, if a solution u satisfies
(21), then it can be trivially extended to [tb,∞) such that∫ ∞
tb
u∗(t)Pβ˜u(t)dt = 0. (24)
So far we have constructed (14) with (15) as their H . It remains to
show that both (2) and (14) have the same m function. To see this let us
compare their solutions which were used to define their m functions. Recall
y˜ in (6), that is, y˜ is a solution to (2) which is square-integrable near b =∞
or satisfying either (4) or (5), and let u˜ be the solution to (14) corresponding
to y˜ through (18). Then either u˜ or its trivial extension (again denoted by u˜)
through (22) is H-integrable with H = Pϕ. More clearly, since y˜ ∈ L2[0, b),
that is, ∫ b
0
y˜(x)∗y˜(x)dx <∞,
by (18), the above L2-condition is equivalent to the H0-integrability only on
(0, b), i.e., ∫ b
0
u˜(x)∗H0(x)u˜(x)dx <∞.
The change of variable to the new variable t then gives us the condition with
respect to t ∫ tb
0
u˜(t)∗Pϕ(t)u˜(t)dt <∞.
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If tb = ∞, that is, (2) is in a limit point case at ∞, then u˜ is trivially Pϕ-
integrable. When tb < ∞, the trivial extension of u˜ is Pϕ-integrable due to
(24). In other words, since u˜ satisfies (21), its trivial extension u˜ by (22) to
(0,∞) is Pϕ-integrable.
Let us now compare their m functions. Recall that mSα,β are the m func-
tions of (2) with (3) and, if necessary, either (4) or (5), and mH are the m
functions of (14) with H = Pϕ. By (6), (12) and (18), we then see that
mH(z) = mPϕ(z) =
u˜2(0)
u˜1(0)
=
(
0 1
1 0
)
· u˜1(0)
u˜2(0)
=
(
0 1
1 0
)(
u0(0) v0(0)
u′0(0) v
′
0(0)
)−1(
0 1
1 0
)
· y˜
′(0, z)
y˜(0, z)
=
(
cosα sinα
− sinα cosα
)
· y˜
′(0, z)
y˜(0, z)
= mSα,β(z)
where · is the action of a 2×2 matrix as a linear fractional transformation,
which was reviewed in Section 2. Therefore (14) has been constructed from
(2), as desired.
For the converse, let us go through the previous process, but in reverse.
Assume that (14) with (15) be given such that ϕ has all the properties in
Proposition 4.1. If ϕ is constant on a unbounded interval (c,∞) for some
number c, it is possible to put a suitable boundary condition at c, which is
similar to (21). When ϕ is strictly increasing on (0,∞), put c = ∞, which
implies that the corresponding Schro¨dinger operator (1) will be in a limit
point case at ∞.
Since dϕ
dt
> 0 on (0, c), let us recognize a variable x by
x(t) =
∫ t
0
[
d
dt
ϕ(s)
]1/2
ds
on (0, xc), where xc := limt↑c x(t). By putting R(x) :=
[
d
dt
ϕ(t(x))
]−1/4
we
can see that t′(x) = R2(x) and R2(x)ϕ′(x) = 1 (here ′ means d
dx
). As
expected, let’s define u0 and v0 by u0(x) = R(x) cosϕ(x) and v0(x) =
13
R(x) sinϕ(x). Direct computation then shows that u satisfies (10) withH0(x)
and R2(x)ϕ′(x) =Wx(u0, v0) for all x. The nonzero constant Wronskian con-
dition, moreover, allows us to define y through (18). Then y satisfies (2) with
the potential V
V =
7
16
(ϕ′′(x))2
(ϕ′(x))3
− 1
4
ϕ′′′(x)
(ϕ′(x))2
− ϕ′(x)
(
=
R′′
R
− 1
R4
)
(25)
by direct computation, which is left to readers.
Similar to the previous argument, it is possible to compare their solutions
and then to show that their m functions are the same. Proposition 4.1 now
has been proven, as desired.
5. Topology on canonical systems
The last preparation is to construct a topology on the set of trace-normed
canonical systems (10), which interacts well with the convergence on their m
functions. Let V+ be the set of the matrices H on trace-normed canonical
systems, that is,
V+ = {H in (10) : Tr H(x) = 1 for almost all x ∈ (0,∞)}.
Recall that H is a positive semidefinite 2 × 2 matrix whose entries are real-
valued, locally integrable functions. Let us say that Hn converges to H
weak-∗, if ∫ ∞
0
f ∗Hnf →
∫ ∞
0
f ∗Hf (26)
for all continuous functions f = (f1, f2)
t with compact support of [0,∞), as
n→∞. Observe that, for such a given function f , two convergences∫ ∞
0
f ∗Hnf →
∫ ∞
0
f ∗Hf and
∫ ∞
0
Hnf →
∫ ∞
0
Hf
are equivalent.
By the similar argument in section 2 of [30], it is briefly shown that V+
is a compact metric space. First proceed to define a metric on V+: pick a
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countable dense (with respect to || · ||∞) subset {fn : n ∈ N}, continuous
functions of compact support, and put
dn(H1, H2) :=
∣∣∣ ∫
(0,∞)
f ∗n(x)(H1 −H2)(x)fn(x) dx
∣∣∣.
Then define a metric d as
d(H1, H2) :=
∞∑
n=1
2−n
dn(H1, H2)
1 + dn(H1, H2)
.
Clearly, d(Hn, H)→ 0 if and only if Hn converges to H weak-∗, as n→ ∞.
To show that (V+, d) is compact, let us choose a sequence Hn in V+. By the
Banach-Alaoglu Theorem (on finite intervals [0, L] for some positive numbers
L) and a diagonal process (for the half line [0,∞)) it is possible to find a
subsequence Hnj with the property that the measures Hnj (t)dt converge to
some matrix-valued measure dµ in the weak-∗ sense. The proof can now
be completed by noting that the trace-normed condition, Tr H(x) = 1, is
preserved in the limiting process, which implies that the limit measure dµ is
absolutely continuous with respect to the Lebesgue measure and it can be
expressed by H(t)dt for some H in V+.
The topology on V+ above works fine with m functions by the following
proposition.
Proposition 5.1. The map from V+ to H, defined by H 7→ mH , is a
homeomorphism, where H is the set of all (genuine) Herglotz functions and
H = H ∪ R ∪ {∞}.
It is well known that H is compact with the uniform convergence on
compact subsets of C+ which is a natural topology for Herglotz functions as
analytic functions on C+. As discussed in Section 2, this map is a bijection
by de Branges [10] and Winkler [37]. Since V+ is compact, it suffices to
show that this map is continuous. Roughly speaking, this map should be
continuous because of Weyl theory and the fact that Tr H = 1 implies that
(10) is in a limit point case at∞. In other words, H on (0, L) for a sufficiently
large number L > 0 almost determines its m function mH .
Not to miss a major picture, the proof of Proposition 5.1 is postponed to
Appendix A, since it is quite long and the comment above is reasonable.
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Let us also mention that an equivalent convergence for H to (26) was
discussed in [7]. More precisely, de Branges showed that, if n → ∞, the
convergence mHn(z)→ mH(z) holds locally uniformly on C+ if and only if∫ x
0
Hn(t)dt→
∫ x
0
H(t)dt locally uniformly for x ∈ [0,∞) (27)
(see also proposition 3.2 in [20]). In de Branges’ version, Hn do not need to
be trace-normed, but the local uniform convergence is required as payment.
Note that, due to the trace-normed condition, the weak-∗ convergence in
(26) implies the local uniform convergence in (27), which reveals that two
convergences are equivalent. In this paper, (26) will be only discussed when
proving Proposition 5.1.
6. Proof of Theorem 3.1
In this section let us prove Theorem 3.1. Based on the discussion (or the
box) in the introduction, almost all the pieces have already been in our hands
from the previous sections. The remaining is to construct Schro¨dinger canon-
ical systems which converge to the trace-normed canonical system whose m
function is a given Herglotz function in the sense of the topology on canonical
systems in the previous section.
To do this, observe that, since any symmetric matrix can be expressed
by the sum of projections by the spectral theorem, it is at least locally and
averagely that H is the sum of projection matrices. In other words, H is Pϕ
(which is (15)) with a nondecreasing step function ϕ in the locally average
sense (which will be clear). Then approximate such ϕ by strictly increasing
smooth functions in the L1-sense. Due to this L1-approximation α can be
chosen in (3) at our disposal.
Proof of Theorem 3.1. Choose any function from H. By de Branges [7] and
Winkler [37], there is a unique matrix H in V+ such that the corresponding
m function mH is the given Herglotz function.
Let us first approximate H by Hn such that they are projection matrices
Pϕn whose ϕn are nondecreasing step functions. Given n ∈ N put Ij,n :=
[ j
2n
, j+1
2n
) and Hj,n := 2
n
∫
Ij,n
H(x) dx, where j = 0, 1, 2, · · · . Then Hj,n are
constant, positive semidefinite 2 × 2 matrices with Tr Hj,n = 1. Since Hj,n
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are symmetric, by the spectral theorem, there are some real numbers ϕj,n
such that
Hj,n = λj,nPϕj,n + (1− λj,n)Pϕj,n+pi2
where λj,n are eigenvalues of Hj,n and Pϕj,n are orthogonal projections onto
the eigenspaces for λj,n. The projections for the other eigenvalues are Pϕj,n+pi2
because of the orthogonality of eigenspaces of two eigenvalues. If there is
only one eigenvalue λj,n, it is possible to choose two orthogonal vectors in its
eigenspace, since its multiplicity is two.
Construct ϕn by
ϕn(x) :=
{
ϕj,n x ∈ [ j2n , j+λj,n2n )
ϕj,n +
π
2
x ∈ [ j+λj,n
2n
, j+1
2n
)
in such a way that ϕj+1,n ≥ ϕj,n + π2 for all j. Indeed, if ϕj+1,n < ϕj,n + π2
for some j, then add the smallest multiple of π to ϕj+1,n in order to make
ϕn nondecreasing. Do this process from j = 0 inductively, and denote new
values by ϕj+1,n again for convenience. This is fine because we later deal
with only three quantities cos2 ϕn, sin
2 ϕn and cosϕn sinϕn in (15) which are
periodic with the period π. Then ϕn are nondecreasing step functions. See
Figure 1 below.
x0 λ0,n
2n
1
2n
1+λ1,n
2n
2
2n
ϕ0,n
ϕ0,n+
π
2
ϕ1,n
ϕ1,n+
π
2
ϕn
Figure 1. Step functions ϕn
Put Hn := Pϕn. The definition of ϕn then indicates that, for given n0 ∈ N,∫
Ij,n0
Hn =
∫
Ij,n0
H (28)
for all n ≥ n0.
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We next prove that Hn converges weak-∗ to H in the sense of (26). Let
f be a continuous (vector-valued) function with support contained in [0, L]
for some positive number L. By the Lebesgue lemma, for given ǫ > 0, there
are numbers M , n0 and fj,n0 such that, for all x ∈ [0, L],
sup ‖f(x)‖ ≤M
and, for all n ≥ n0,
sup ‖f(x)− fj,n0‖ ≤
ǫ
2ML
for all x, y ∈ Ij,n.
Let us estimate the contribution of Hn − H on each small interval. First
decompose it by∫
Ij,n0
f ∗(Hn −H)f =
∫
Ij,n0
(f − fj,n0)∗(Hn −H)f
+
∫
Ij,n0
f ∗j,n0(Hn −H)(f − fj,n0)
+
∫
Ij,n0
f ∗j,n0(Hn −H)fj,n0.
By (28) the third integral is zero for all n ≥ n0. Now that the operator norm
of Hn −H is bounded by 2 (each H is bounded by 1 due to Tr H = 1 and
positive semidefiniteness of H), the absolute values of the first and second
integrals are bounded by ǫ
L2n0
. Hence the quantity
∣∣ ∫∞
0
f ∗(Hn−H)f
∣∣ is less
than 2ǫ. Since ǫ is arbitrary, Hn converges to H weak-∗.
We have so far constructed nondecreasing step functions ϕn such that
Hn (= Pϕn) converges to H weak-∗. These ϕn are, however, not the ones
corresponding to some Schro¨dinger equations, since ϕn are not differentiable,
not linear with slope 1 near 0, and not strictly increasing.
To overcome these, for each n let us construct new functions ϕ˜m,n in the
following way. For convenience the subscript n is dropped, and so ϕn and
ϕ˜m,n are denoted by ϕ and ϕ˜m, respectively. Assume that all the steps of the
graph of ϕ are bounded. This is OK because if an unbounded step exists,
then it would be the last step and it can be considered as a singular interval.
This singular interval can then be converted to some boundary condition
at the starting point of the unbounded interval, as talked in the proof of
Proposition 4.1.
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Except for the first step, all other steps of ϕ are approximated by piece-
wise linear, strictly increasing, and continuous functions ϕ˜m, so that ϕ˜m
converges to ϕ in the L1-sense. Look at the thick piecewise linear function in
Figure 2 below. For the first (bounded) step, assume that ϕ(0) > α, where
α is chosen at our disposal in (3). This is possible because of shifting ϕ up
by π at no costs. Then make ϕ˜m start at (0, α) and slightly move up linearly
with slope 1. Do the similar procedure for its remaining part of the first step
as the other steps. See the Figure 2 below. Then ϕ˜m are strictly increasing,
piecewise linear, continuous functions with ϕ˜m(0) = α which look linear with
slope 1 near 0. The problem is, however, that they may not be differentiable.
x0 λ0,n
2n
1
2n
1+λ1,n
2n
2
2n
α
ϕ0,n
ϕ0,n+
π
2
ϕ1,n
ϕ1,n+
π
2
ϕ˜m
Figure 2. Piecewise linear functions
Mollifiers then enable us to make ϕ˜m smooth functions (and denote them
by ϕ˜m again). Finally, the constructed functions ϕ˜m are smooth, strictly
increasing functions which are linear with slope 1 near 0. This means that
ϕ˜m correspond to some Schro¨dinger equations by Proposition 4.1. See Figure
3 below.
x0 λ0,n
2n
1
2n
1+λ1,n
2n
2
2n
α
ϕ0,n
ϕ0,n+
π
2
ϕ1,n
ϕ1,n+
π
2
ϕ˜m
Figure 3. Smooth functions
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Let us now rewrite the subscript n which was dropped. In the above
construction, observe that
‖ϕ˜m,n − ϕn‖L1 → 0 (29)
as m → ∞. Since sine and cosine are uniformly continuous, (29) implies
the weak-∗ convergence of H˜m,n to Hn, where H˜m,n = Pϕ˜m,n . Now that Hn
converges to H weak-∗, by Proposition 5.1, mH˜m,n converges tomH uniformly
on compact subsets of C+ with suitably chosen n and m. Theorem 3.1 has
just been proven, since mH˜m,n are Schro¨dinger m functions which converge
to the given Herglotz function, as desired.
Remark. As talked in Sections 1 and 3, what has been seen is stronger
than the main theorem; the proof above has showed that the Schro¨dinger m
functions with fixed α and smooth potentials are dense in all Herglotz func-
tions, since ϕ˜m,n(0) = α at all times and ϕ˜m,n are all smooth, that is, the
corresponding potentials are smooth by Proposition 4.1.
Appendix A. Proof of Proposition 5.1
To be self-contained we are going to prove Proposition 5.1 by following
the argument in [2]. The extension of his argument from H to H, however,
is necessary, especially to deal with ∞. As a cost of this extension, the proof
becomes much longer than that in [2].
Let’s start with the following lemma.
Lemma Appendix A.1. Assume that Hn converges to H weak-∗ in the
sense of (26), as n → ∞, and let un be solutions to (10) with Hn such that
the initial values un(0) are the same for all n. Then the sequence un has
a subsequence which converges uniformly on any compact subsets of the half
line [0,∞). Moreover, if u is such a limit, then u satisfies (10) with H.
Proof. Let us first see that un are uniformly bounded on any bounded inter-
vals in [0,∞), and then the sequence un converges in a subsequence uniformly
on any compact subsets. Given a positive number R, assume that |z| < R
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and put η = 1
2R
. Define operators Tn from C[0, η], the set of continuous
(vector-valued) functions on [0, η], to itself by
(Tnu)(x) = −z
∫ x
0
JHn(t)u(t)dt.
Then ||Tn|| ≤ 1/2. Indeed, since J is unitary, the trace-normed condition
Tr H = 1 and positive semidefiniteness imply that ‖JHn‖ ≤ 1 and
||Tn|| = sup||u||∞=1‖Tnu(x)‖ ≤ R |x| ≤ 1/2 (A.1)
for x ∈ [0, η]. In other words, Tn are uniformly bounded in n. Now that the
Neumann series converges and un are solutions to (10) with Hn,
(I − Tn)−1 =
∞∑
k=0
T kn , (A.2)
and
un(x)− un(0) = (Tnun)(x), or un(x) = (I − Tn)−1un(0). (A.3)
Then (A.1) and (A.2) say that ||(I − Tn)−1|| ≤ 2, which implies that un are
uniformly bounded in n on any bounded subsets of [0,∞). Due to (A.3),
un are equicontinuous. By Arzela-Ascolli Theorem, the sequence un has a
subsequence which converges uniformly on compact subsets of [0,∞), say,
un → u, as n → ∞. For convenience, we keep the same notation un for the
subsequence.
Let us see that u satisfies (10) with H . Similar to (A.3), observe that
un(x)− un(0) = −z
∫ x
0
JHn(t)un(t)dt.
The left-hand side goes to u(x) − u(0), as n → ∞, by continuity. Due to
splitting the integral on the right-hand side by∫ x
0
JHn(t)un(t)dt
=
∫ x
0
JHn(t)
(
un(t)− u(t)
)
dt︸ ︷︷ ︸
=:I
+
∫ x
0
J
(
Hn(t)−H(t)
)
u(t)dt︸ ︷︷ ︸
=:II
+
∫ x
0
JH(t)u(t)dt
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it suffices to show that the first two integrals I and II go to zero as n→∞.
First, I → 0 because JHn(t)dt are finite measures on [0, x], and the sequence
un converges to u uniformly on [0, x]. To see that II → 0, recognize our test
function through
II =
∫ ∞
0
J
(
Hn(t)−H(t)
)
χ[0,x](t)u(t)dt.
Since H(t)dt is absolutely continuous with respect to the Lebesgue measure
and, in particular, H(t)dt does not have point masses, the weak-∗ convergence
works fine with any characteristic functions χI for any bounded interval I.
Therefore II goes to zero, as n → ∞. This tells us that u satisfies the
equation
u(x)− u(0) = −z
∫ x
0
JH(t)u(t)dt,
that is, u is a solution to (10) with H , by the uniform convergence of un
on any compact subsets of [0,∞) and the fact that any solution to (10) is
absolutely continuous [19, 37].
We now prove Proposition 5.1.
Proof of Proposition 5.1. Choose a sequence Hn which converges to H weak-
∗, as n → ∞. Assume first that H not be the same as the constant matrix(
1 0
0 0
)
on (0,∞) and that mHn not converge to ∞, even in a subsequence.
This case is discussed first because it gives us the basic idea how to prove
Proposition 5.1. It will be shown later that Hn converges weak-∗ to the
constant matrix
(
1 0
0 0
)
on (0,∞) if and only if mHn converges to ∞. Hence
it would be enough to assume only that H not be the constant matrix
(
1 0
0 0
)
here.
It is well known that Weyl theory can be applied to a canonical system in
a similar way to that for Schro¨dinger operators (see e.g. [2]). More precisely,
it is possible to choose fn = (fn,1, fn,2)
t which are Hn-integrable solutions to
(10) (i.e., fn satisfy
∫∞
0
f ∗nHnfn <∞) such that, for z ∈ C+,
fn(x, z) = un(x, z) +mHn(z)vn(x, z) (A.4)
and
Im mHn(z)
Im z
=
∫ ∞
0
f ∗n(x, z)Hn(x)fn(x, z)dx (A.5)
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where mHn are the m functions of (10) with Hn, and un and vn are the
solutions for Hn satisfying the initial conditions un(0) =
(
1
0
)
and vn(0) =(
0
1
)
. Due to (A.4) and the initial values of un and vn, mHn are expressed by
mHn(z) =
fn,2(0, z)
fn,1(0, z)
(A.6)
which is (12).
The sequence fn then has a convergent subsequence. Indeed, the com-
pactness of H implies thatmHn has a convergent subsequence, say, mHn(z)→
m(z)( 6= ∞) ∈ H, uniformly on compact subsets of C+ (for convenience we
use the same notation for a subsequence). Since Hn converges to H weak-∗,
Lemma Appendix A.1 tells us that
un(x, z)→ u(x, z), and vn(x, z)→ v(x, z)
in subsequences uniformly on compact subsets in x and z, and u and v are
the solutions to (10) with H satisfying u(0) =
(
1
0
)
and v(0) =
(
0
1
)
. By (A.4),
fn converges in a subsequence, say to f which is written by
f(x, z) := u(x, z) +m(z)v(x, z). (A.7)
It is sufficient to show that f is H-integrable. Because, if f is H-
integrable, the similar formula to (A.6) for f and mH and (A.7) indicate
that
m(z) =
f2(0, z)
f1(0, z)
= mH(z),
which says that mH is the only possible limit. This is followed by the fact
that a trace-normed canonical system is always in a limit point case at ∞.
Therefore mHn converges to mH uniformly on compact subsets of C
+.
Let’s seeH-integrability of f . Sincem(z) 6=∞, due to (A.5), the sequence∫∞
0
f ∗nHnfn converges to some nonnegative number, as n→∞. In particular,
the quantities
∫∞
0
f ∗nHnfn are uniformly bounded for n, say, by M . Let us
then see that, for all n,
M ≥
∫ ∞
0
f ∗nHnfn
≥
∫ L
0
f ∗nHnfn for all positive number L
=
∫ L
0
(fn − f)∗Hnfn +
∫ L
0
f ∗nHn(fn − f) +
∫ L
0
f ∗Hnf.
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Since fn converges to f locally uniformly and H(x)dx is absolutely contin-
uous with respect to the Lebesgue measure, the weak-∗ convergence of Hn
says that the first and second integrals go to zero and the third converges
to
∫ L
0
f ∗Hf , as n → ∞. By taking L → ∞, f is H-integrable, for these
inequalities are all uniform in both n and L.
So far it has been showed that, if Hn converges to H weak-∗, then mHn
converges to mH , when the limit matrix H is not the constant matrix
(
1 0
0 0
)
and mHn does not converge to ∞, even in a subsequence.
It is the time to deal with the special case when the limit matrix H is(
1 0
0 0
)
on (0,∞), denoted by H∞, since its corresponding m function is ∞.
Let us show that Hn converges to H∞ weak-∗ if and only if mHn converges to
∞. Before proving, note that, because of this equivalence, it was enough to
assume that Hn did converge to H which was not H∞ in the previous case,
as talked before.
Observe that∫ L
0
v∗Hv dx = 0 if and only if H = H∞ on (0, L) (A.8)
where v is the solution to (10) with H satisfying v(0) =
(
0
1
)
. Indeed, for any
open interval I in (0,∞) it is well known to have either that∫
I
e∗He dx = 0, e ∈ C2 implies that e = ( 00 )
(i.e., I is of positive type in [17]), or that I is a singular interval of type θ, in
other words, H is the constant matrix Pθ
Pθ :=
(
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
)
(A.9)
almost everywhere on I for some θ in [0, π) (i.e., I is H-invisible of type θ
in [17]). See lemma 3.1 in [17] for more details. Because of the continuity
of v and the initial condition v(0) =
(
0
1
)
, if
∫ L
0
v∗Hv dx = 0, then θ = 0 on
(0, L), which shows the sufficiency of (A.8). Since v∞(x) =
(
0
1
)
on (0, L),
where v∞ is the solution to (10) with H∞ and the same initial condition of
v, we have the necessity.
Let us verify that, if Hn converges to H∞ weak-∗, then mHn converges to
∞. Suppose that mHn does not converge to ∞. By the compactness we can
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choose m ∈ H\{∞} such that mHn converges to m at least in a subsequence.
(For convenience we keep the same notation for the subsequence.) Due to
(A.4) and (A.5), see that, for any finite number L > 0,
Im mHn
Im z
=
∫ ∞
0
f ∗nHnfn
≥
∫ L
0
f ∗nHnfn
=
∫ L
0
u∗nHnun +mHn
∫ L
0
u∗nHnvn
+m¯Hn
∫ L
0
v∗nHnun + |mHn |2
∫ L
0
v∗nHnvn.
By taking n → ∞, Lemma Appendix A.1 tells that, at least in a subse-
quence,
Im m
Im z
≥
∫ L
0
u∗∞H∞u∞ +m
∫ L
0
u∗∞H∞v∞
+m¯
∫ L
0
v∗∞H∞u∞ + |m|2
∫ L
0
v∗∞H∞v∞
=
∫ L
0
1 dx
for any finite number L > 0, where u∞ and v∞ are the solutions for H∞
satisfying u∞(0) =
(
1
0
)
and v∞(0) =
(
0
1
)
. Since the transfer matrix is
I2−zxJP0 =
(
1 0
−zx 1
)
for x > 0, direct computation says that u∞(x) =
(
1
−zx
)
and v∞(x) =
(
0
1
)
, which implies the last equality. Due to choosing L freely,
the last integral,
∫ L
0
1 dx = L, can be arbitrarily large, which contradicts
that the left-hand side, Im m
Im z
, is a finite number which is independent of L.
Therefore, if Hn converges to H∞ weak-∗, then mHn converges to ∞.
The remaining is to show that, if mHn converges to∞, then Hn converges
to H∞ weak-∗. Put f˜n = −m˜Hnun + vn where m˜Hn(z) = − 1mHn (z) . In other
words, since mHn → ∞, (A.4) cannot be used directly. Let us, instead,
consider the negative reciprocals of mHn . Indeed, similar to (A.5), it satisfies
the equality
Im m˜Hn(z)
Im z
=
∫ ∞
0
f˜ ∗n(x, z)Hn(x)f˜n(x, z)dx. (A.10)
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For any finite number L > 0, see that
Im m˜Hn
Im z
=
∫ ∞
0
f˜ ∗nHnf˜n
≥
∫ L
0
f˜ ∗nHnf˜n
= |m˜Hn |2
∫ L
0
u∗nHnun − m˜Hn
∫ L
0
u∗nHnvn
−m˜Hn
∫ L
0
v∗nHnun +
∫ L
0
v∗nHnvn.
Since m˜Hn → 0, the left hand side on (A.10) converges to 0. The compactness
of V+ and Lemma Appendix A.1 indicate that, for L > 0,∫ L
0
f˜ ∗nHnf˜n →
∫ L
0
v∗Hv
as n → ∞, at least in a subsequence. Hence, whenever Hn converges to H
weak-∗ in a subsequence, we have shown that∫ L
0
v∗Hv = 0
for any L > 0, which, with (A.8), implies that H = H∞ on (0,∞). Every-
thing has then been done, since H∞ is the only possible limit.
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