perception of instrumental blend is important for understanding aspects of orchestration, but no work has studied blends of impulsive and sustained instruments. The first experiment identified the factors that influence the rating of blendedness of dyads formed of one sustained sound and one impulsive sound. Longer attack times and lower spectral centroids increased blend. The contribution of the impulsive sound's properties to the degree of blend was greater than that of the sustained sound. The second experiment determined the factors that influence similarity ratings among dyads. The mean spectral envelope and the attack time of the dyad best explained the dissimilarity ratings. However, contrary to the first experiment, the spectral envelope of the sustained sound was more important than that of the impulsive sound. Multidimensional scaling of dissimilarity ratings on blended dyads yielded one dimension correlated with the attack time of the dyad and another dimension whose spectral correlate was different for two different clusters within the space, spectral spread for one and spectral flatness for the other, suggesting a combined categorical-analogical organization of the second dimension.
O rchestration holds a special place in music composition. This art of timbre manipulation, of going from the musical notation to its acoustic realization, relies more than any other compositional activity on the composer's experience, knowledge of instrument timbres, and ability to predict the timbre of instrument sound mixtures. This particularity makes its formalization very difficult, if not impossible, as pointed out by authors of orchestration treatises such as Berlioz's: "This art can no more be taught than the writing of beautiful melodies... What suits the various instruments best, what is or is not practicable, easy or difficult, muffled or resonant, this can be taught... When it comes to combining them in groups ... and the art of mixing them in order to modify the sound of one with that of another and produce from the whole a particular timbre unobtainable on any instrument on its own... one can only point to the example of great composers and draw attention to the way they did it." (Berlioz, 1855 (Berlioz, /2002 More than a century later, and despite a tremendous evolution in its practice, orchestration remains mainly an intuitively empirical discipline.
Historically, the main way to teach orchestration was the treatise form (e.g., Berlioz, 1855 Berlioz, /2002 Casella & Mortari, 1958; Koechlin, 1954; Rimski-Korsakov, 1913) . Generally these treatises extensively describe the different possibilities of the various instruments of the orchestra. The description of orchestration itself, as a way to combine instruments, is usually less important and mainly consists of descriptions of the sound of various instrument combinations, illustrated by examples from the repertoire. The description is very empirical, and there is no attempt to formalize orchestration. From this perspective, Charles Koechlin's (1954) treatise is an exception. It is different from the others as it clearly exposes goals for orchestration tasks and proposes methods to attain those goals. Koechlin proposes the concept of "balance" to describe a perceptual attribute resulting from an orchestration. Balance is not a goal per se, but for Koechlin, it is important to know how to attain balanced orchestration in order to be able to write unbalanced orchestrations intentionally. Koechlin then suggests two scales to describe instruments that control orchestral balance: volume and intensity. Whereas intensity is often studied in the other treatises, volume is specific to Koechlin. He does not give a precise definition, but his ranking of instruments along this scale gives an intuitive idea. Koechlin uses this scale to obtain various instrumental layers. If instruments playing simultaneously have the same volume and intensity, then they will be perceived as belonging to the same layer. Thus, the perception of dyads of impulsive and sustained instrument sounds originality of Koechlin' s treatise is to propose dimensions that sort instruments and predict the effect of their combinations. He proposes the first true formalization of aspects of orchestration.
More recently, the development of knowledge concerning timbre perception and auditory scene analysis has brought new insights into perceptual aspects of orchestration. Experiments on mixtures of instrument tones have been used to explore the perception of instrumental tone blend and the emergent timbre of instrumental mixtures. Before describing these experiments we review some important results on timbre perception and auditory scene analysis.
Timbre PercePTion
Timbre similarity is usually studied using dissimilarity rating tasks (cf. McAdams, 1993 ). The dissimilarity ratings are then fed into a multidimensional scaling (MDS) algorithm to find a distance model to represent them (Grey, 1977; McAdams et al., 1995; Wessel, 1979) . The dimensions in the model are correlated with audio descriptors to derive a psychophysical model of timbre. The dimensions have most often been related to temporal envelope, spectral envelope and spectral variations. The most common audio descriptors are spectral centroid, logarithm of the attack time, and either spectral flux, spectral spread, or spectral irregularity (also called spectral deviation) (Krimphoff, McAdams, & Winsberg, 1994 ; Peeters et al., 2000) . Whereas the spectral centroid is widely accepted, the role of attack time is more questionable. Iverson and Krumhansl (1993) ran three pairwise similarity rating experiments on whole instrumental sounds, on the attack part, and on the remaining part of the sounds after removal of the attack. Dissimilarity matrices for the three stimulus sets were fairly strongly correlated (r ≥ .74), showing that, according to the authors, the salient attributes for timbral similarity judgments are present throughout the tones and that the attack time per se does not have the special role for similarity it has for instrument identification. This result may also be explained by the strong correlation between some descriptors of the attack part of the temporal envelope and other descriptors of the remaining part of the envelope. For instance, attack time and the shape of the decay are usually strongly correlated in instrument sounds when both sustained and impulsive sounds are presented in a stimulus set (sharp attacks are usually associated with impulsive sounds that have a resonant decay).
AudiTory Scene AnAlySiS
Following Bregman's (1994) work, many researchers have focused on trying to discover the mechanisms by which the auditory system segregates sounds coming from different sources and integrates the acoustic information coming from the same sound source. The grouping of auditory events, either sequentially or concurrently, seems to rely on one main guiding principle; events that are similar in their spectrotemporal properties should be grouped together because they probably come from the same source (McAdams, 1999) . For pure tones, the factors influencing sequential streaming are frequency and spatial location, the factors influencing concurrent grouping are harmonicity, onset synchrony, and spatial location (Bregman, 1994) . For complex sounds, the situation is somewhat less clear. There is general consensus that pitch and timbre have an influence on fusion. Iverson (1995) extensively studied the effect of static and dynamic attributes of timbre on sequential grouping. He found that tones with highly similar spectra were less segregated perceptually (i.e., were grouped into a single auditory stream) than were tones with dissimilar spectra, and that tones with shorter attacks were more segregated than were tones with gradual attacks. He also found that tones with low spectral centroid streamed less than high centroid tones. In line with this result, Bey and McAdams (2003) found that the distance separating sounds in timbre space was monotonically related to the ability of listeners to hear out a target sequence interleaved with a distractor sequence. Interestingly, the sound descriptors influencing sequencial streaming highlighted by Iverson (1995) have also been found to influence simultaneous grouping for instruments and singers (Goodwin, 1980; Sandell, 1995) .
exPerimenTS on inSTrumenT mixTureS
Following the development of auditory scene analysis, researchers began to study orchestration from a scientific point of view. Bregman (1991) tried to apply auditory scene analysis rules to an explanation of some orchestration techniques on the basis of concurrent and sequential grouping factors. For instance, by creating two distinct streams, the composer can write two dissonant lines without creating perceptual dissonance; in that case, sequential grouping prevails over simultaneous grouping, the latter resulting in dissonance. This study is the first to show that rules of orchestration can be explained by cognitive science and conversely that it might be possible to use science to define orchestration rules. With this aim, Kendall and Carterette (1991) tried to identify how dyads of instrument sounds are perceived. Participants were asked to rate the dissimilarity between all the pairwise combinations of five wind instrument tones: oboe, clarinet, flute, alto saxophone, and trumpet in six different contexts. A multidimensional scaling analysis was performed on the results. The axes were then identified by a musicologist as being nasal/not nasal, bright/rich, and simple/complex. This work demonstrates that tone dyads can be placed in a multidimensional timbre space in the same way as isolated tones. They also found that the positions of the dyads in the space could be partially predicted by the vector sum of the positions of the sounds composing the mixture in the same space, raising the possibility that the timbre of a combination of sounds can be predicted from its constituent timbres. In a second paper (Kendall & Carterette, 1993) , the authors attempted to link these dimensions to the perceived blend of the dyads and to the identification of the instruments composing the dyad. Blend ratings were well predicted by the distance between the instruments in a timbre space, showing that sounds with similar timbres are more likely to blend. In a similar experiment, Sandell (1995) attempted to identify audio descriptors that explain blend between instruments. The instrumental sounds used were drawn from those of Grey (1977) . Participants were asked to rate the blend of dyads of instrument sounds. Results were then correlated with nine audio descriptors. When the sounds were presented in unison, the centroid of the mixture was the descriptor that best explained blend ratings followed by attack contrast and loudness correlation. When they were presented with an interval of a minor third, the variance was explained (in decreasing order) by the difference in centroid, attack contrast, composite centroid, and release synchrony. The conclusion is thus quite similar to that of Kendall and Carterette (1993) : similar timbres blend better. This experiment also showed that dark sounds blend better. A similar effect was also noted by Goodwin (1980) when analyzing the blending strategy of choir singers.
The link between spectral centroid and blend perception could be a confirmation of the analysis by Chiasson (2007) of Koechlin's (1954) notion of volume. In an analysis of Koechlin's treatise, Chiasson (2007) compared the volume scale with the axes of a timbre space. He suggested that volume could be explained by the spectral centroid or the spectral spread of sounds and that these audio descriptors could be important for orchestration analysis. One might then hypothesize that the layers described by Koechlin are groups of instruments that blend well. Therefore, a balanced orchestration may be an orchestration in which all the instruments blend into a single timbre. The observation that balanced orchestrations are produced by instruments with the same volume could thus be explained by the fact that sounds with similar spectral centroid blend best.
All of the previously cited experiments deal with sustained (or continuant) sounds. But a very common technique in orchestration consists of using dyads of impulsive and sustained sounds to create a sound with particular temporal and spectral descriptors. In this case, the previously cited results are not really useful. In this article, we propose two experiments to study the perception of this kind of instrumental combination.
comPuTer-Aided orcheSTrATion conTexT
The two experiments presented in this article were conceived with the problem of designing perceptually relevant computer-aided orchestration (CAO) systems in mind. To help the composer explore the timbral possibilities of the orchestra, we propose the following problem: Given a target sound, how do we find a combination of instrument notes that sounds close to this target (for more details concerning this problem see Carpentier, Tardieu, Assayag, Rodet, & Saint-James, 2007; Tardieu & Rodet, 2007) . This problem raises many questions, some of which we address here: How is a combination of instrument tones perceived in terms of blend and emergent timbre? Can we predict this perception from acoustic attributes of the dyad or of the tones themselves?
We propose two experiments on dyads composed of an impulsive and a sustained sound. The first experiment attempts to identify the factors that influence the blending of such mixtures. From the previously described literature, it can be expected that the centroid and the attack time of the sounds would have an influence on blending. The second experiment seeks to determine the factors that influence the perception of dissimilarity between blended dyads. The expected factors are descriptors of the spectral envelope, such as spectral centroid, and of the temporal envelope, such as attack time. (ISO 389-8, 2004; Martin & Champlin, 2000) . Three participants were rejected because their hearing thresholds were at least 20 dB above standard at a given test frequency. They were paid $5 CAD. Those who completed the main experiment were paid $10 CAD.
These included 10 males and 10 females with a median age of 21 years (range 18-42) and a median number of years of musical practice of 12 years (range 5-30).
STimuli
Eleven sustained sounds and 11 impulsive sounds were used. Sustained sounds were extracted from the Studio Online database at IRCAM (Ballet & Borghesi, 1999) . Impulsive sounds were extracted from the Vienna Symphonic Library database (www.vsl.co.at). These sounds were chosen to cover a wide range of timbres. Instruments with sustained sounds included bassoon, B b clarinet, oboe, flute, C trumpet, French horn, trombone, violin, cello, and double bass. Instruments with impulsive sounds included flute "pizzicato" (produced by fingering a specific pitch and producing a hard, brief "T" gesture with the mouth), woodblock (played with a hard stringwound mallet and a wooden mallet), marimba (played forte and piano), vibraphone (played forte and piano), two different violin pizzicati, and two harp sounds, one playing normally and the other producing a harmonic at the octave. The list of sounds, their families, and abbreviations are given in Table 1 . The pitch was fixed at C#4 (a fundamental frequency of approximately 277 Hz). Sounds were cut to have a maximum duration of 2.5 s and a 200 ms decreasing linear ramp was applied. The decay times of the marimba and vibraphone sounds were thus shortened, but the slopes of the natural decay were not altered up to the ramp. Before starting the loudness equalization task, all of the sounds were equalized using a loudness estimation method based on Moore, Glasberg, and Baer (1997) for the instantaneous loudness and on N 6 for the estimation of the global loudness (Fastl, 1993) ; that is, the loudness value that is reached or exceeded 6% of the time over the duration of the tone. Then, six listeners equalized the loudnesses of the sounds by moving a slider on a computer screen to make the loudness of a sound equal to that of a reference sound. For the impulsive sounds, the reference was the forte vibraphone, and for the sustained sounds it was the trombone. These references were chosen because they sounded louder than the others to the authors. The impulsive and sustained sounds were equalized independently. All possible combinations of an impulsive sound and a sustained sound were then created by adding the sounds. A total of 121 stimuli were thus produced. The sounds were encoded in a 16-bit AIFF format with a sampling rate of 44,100 Hz. They were played at a mean level of 67 dB SPL as measured with a Bruel & Kjaer Type 2205 sound level meter coupled with a Bruel & Kjaer Type 4153 artificial ear.
Procedure
The experimental session consisted of a familiarization phase and an experimental phase. The participant read the experimental instructions and asked any questions necessary for clarification. Then the 121 sounds were presented in random order to familiarize the participant with the range of variation of blend among the sounds that were to be rated. For each experimental trial, participants heard a dyad, which they rated for blend on a continuous scale: the left end of the scale was noted "not blended" to indicate the absence of blend, and the right was noted "very blended" to indicate a perfect blend. Answers were given by adjusting a slider with the mouse. Each participant rated the 121 stimuli four times in four sessions. For each session, dyads were presented in random order. There was no break between sessions. The total duration of the experiment was about 45 min. The participant was seated in a booth in front of the computer. The experiment was controled by a PsiExp program (Smith, 1995) running on a Macintosh G5 computer. The stimuli were presented via Sennheiser HD280 earphones connected to a Grace Design m904 digital amplifier, which converted and amplified the signal received from the computer.
Sound AnAlySiS
The audio descriptors are taken from the Timbre Toolbox (Peeters, Giordano, Susini, Misdariis, & McAdams, 2011) . Each of the seven descriptors used (see below) is calculated on the impulsive sound, the sustained sound, and the mixture. The difference between the values of a given descriptor for the sustained and impulsive sounds is also used, for a total of 28 descriptors for each dyad. These descriptors will be classified as impulsive descriptors, sustained descriptors, mixture descriptors, and difference descriptors, respectively. All of the time-varying spectral descriptors are extracted using a 60-ms Blackman window and a hop size of 20 ms. Each time-varying function is then reduced to a single value by taking the mean over time weighted by loudness. Loudness is computed using the simplified version of the Moore et al. (1997) model described in (Peeters, 2004) . Note that because each individual sound appears in several dyads, the sustained and impulsive sound descriptors are the same for several dyads. Spectral centroid. Let X(k) be the amplitude spectrum computed on a logarithmic frequency scale of a time frame, where k is the frequency bin. The spectral centroid s c of the frame is:
where f(k) is the frequency corresponding to bin k and K is the index of the bin corresponding to the Nyquist frequency (22,050 Hz).
Spectral spread is defined as the standard deviation of the spectrum about the spectral centroid:
Spectral flatness is defined as the ratio between the geometric mean and the arithmetic mean of the amplitude spectrum. It is a measure of the sinusoidality of the sound. Let Y(k) be the amplitude spectrum of a time frame computed on a linear frequency scale, where k is the frequency bin and K is the index of the bin corresponding to the Nyquist frequency (22,050 Hz).
Mel spectrum is a multidimensional descriptor that is computed in the following way:
where H(k,m) is a filter bank of overlapping triangular filters. We used 70 filters with centers equally spaced on an approximated Mel scale:
It should be noted that this multidimensional descriptor is only used to compute the Euclidean distance between the Mel spectra of two sounds. Log-attack time. Attack time estimation is achieved with the weakest-effort method of Peeters et al. (2011) . Indeed, these authors found that the usual method, a fixed threshold for the start and maximum for the end of the attack, both derived from the energy function, was not robust for real sounds. For instance, the estimation of the start of the attack can be disturbed by additional background noise and the estimation of the end of the attack can be difficult for some instruments, like trumpet, which often have a continuously increasing envelope.
Temporal increase is defined as the mean slope over the attack portion of the energy envelope (Peeters et al., 2011) .
Temporal decrease is a measure of the signal energy decrease. Signal energy is modeled by:
where t max is the time at which the maximum energy is attained. The temporal decrease α is estimated by fitting a line to the logarithm of the energy envelope. This descriptor discriminates between sustained and impulsive sounds. For impulsive sounds, it also describes the shape of the release of the sound. We hypothesize that this shape has an influence on perceptual blend.
vibraphone piano, with a mean blend rating of .70, was the impulsive instrument that blended the best whatever the sustained instrument, whereas Bartók pizzicato on the violin blended the worst (.25). Bassoon was the sustained instrument that blended the best with a mean blend rating of .59 and cello blended the worst (.38). ANOVA. To assess the effect of the instrument on the blend rating, a three-way ANOVA with repeated measures on Impulsive Instrument, Sustained Instrument, and Session was performed. The effect of the factor Impulsive Instrument, F(10, 170) = 25.44, ε = .18, p < .001, η = .60 p 2 , was stronger than the effect of the factor Sustained Instrument, F(10, 170) = 9.91, ε = .25, p < .001, η = .37 p 2 . This would suggest that the choice of the impulsive instrument is more important than the choice of the sustained instrument in the control of the perceived blend for such dyads. We also observed a significant effect of the interaction of these two factors, F(100, 1700) = 4.53, ε = .12, p < .001, showing that the choice of the instruments cannot be made independently. An interesting point here is that the mean ratings for the factor Impulsive Instrument (see Figure 2 ) were strongly correlated with the spectral centroid of the corresponding sound, r(9) = −.93, p < .001. This indicates that a bright impulsive sound (high spectral centroid) will hardly blend, whatever the sustained sound is. This finding is in agreement with the results of Sandell (1995) on sustained sound dyads.
Correlation with audio descriptors. We tested the correlation of the blend ratings with the set of audio descriptors. We used only unidimensional descriptors. Note that because the individual sounds are the same in many dyads, the sustained and impulsive sound descriptors are equal for many dyads. Also, due to the strong correlation between temporal and spectral descriptors for impulsive sounds, it is impossible to separate temporal and spectral effects in the blend judgments.
The highest correlation was obtained for the spectral centroid of the impulsive sound, r(119) = −.79, p < .001. This is consistent with observations made in the previous section showing that a bright sound blends less. If we consider only mixture and difference descriptors, temporal descriptors correlate better. The temporal increase of the mixture, r(119) = −.75, p < .001, and difference between temporal decreases, r(119) = .73, p < .001, show moderate correlations with blend ratings, indicating that dyads with a slow attack or dyads composed of sounds with the same kind of envelope decay blend more. However, because the temporal descriptors of the sustained sounds do not vary much, these descriptors are strongly correlated with the corresponding descriptors computed on the impulsive sound. Therefore, these
Results
Each participant's data consisted of 484 blend ratings. The analysis proceeded in three stages. Interparticipant correlations on the ratings were computed using the Pearson correlation coefficient, and a cluster analysis of the correlations was used to detect participants who performed very differently from the others. Data sets that were systematically uncorrelated with all other sets might indicate participants who had not adopted a systematic rating strategy or those who misunderstood the instructions. These participants were eliminated from further analysis. Subsequently, analyses of variance (ANOVA) were performed to assess the effect of the kind of instrument contained in the dyad on the perceived blend. The Geisser-Greenhouse correction (Greenhouse & Geisser, 1959) was applied to compensate for inhomogeneity of covariances due to repeated measures. F statistics are cited with uncorrected degrees of freedom. If ε is less than one, its value is cited, and the probability is determined with the corrected degrees of freedom. Finally, ratings were correlated with audio descriptors.
Cluster analysis. The correlations between the rating vectors of all pairs of participants were computed (df = 482). The correlation matrix was submitted to a hierarchical cluster analysis using the nearest neighbor (single link) algorithm. Two participants were clearly isolated from the rest of the participants (see Figure 1) . The data for these two outliers were eliminated from the subsequent analysis. The average correlations between these participants and the others were .08 and −.09. The average interparticipant correlation was .51 (CI [.30, .72] ) for the remaining participants.
Blend ratings. The mean blend ratings for each dyad are listed in Table 2 . The dyad that blended the best was French horn combined with vibraphone played piano (.85). The dyad that blended the worst was violin with Bartók pizzicato combined with trumpet (.20). Overall, results could also be interpreted by saying that dyads containing an impulsive sound with a long attack or a slow decay blend better. Actually, the small ranges of the sustained sound descriptors compared to impulsive sound descriptors make the effect of the latter more salient and may hide the effect of the former. Finally, and practically, we suggest that this kind of mixture blends well either when the spectral centroid of the impulsive sound is low (the sound is not bright) or when the impulsive sound has a soft attack; these two descriptors being strongly correlated for this sound set.
experiment 2
In Experiment 2, we investigated the perceptual dissimilarities among a subset of blended dyads in order to determine the underlying acoustic features.
PArTiciPAnTS
The 25 participants came from the Schulich School of Music of McGill University. Fourteen of the participants had also taken part in Experiment 1. The participants who had not participated in the previous experiment all had normal hearing as measured with an audiometer. The participants were paid $10 CAD for their participation. Participants included 10 males and 15 females with a median age of 21.5 years (range 18-42) and a median number of years of musical practice of 14 years (range 7-30).
STimuli
Sixteen sounds were selected based on the results of the previous experiment. We selected sounds that blended well, but with various timbres. Because the perception of blend is highly dependent on the instrument timbre, we were not able to select only the dyads that blended the best, and we made a tradeoff between degree of blend and timbral diversity. The selected dyads are presented in Table 3 . Because vibraphone blends better than any other impulsive instrument, the selection method we used led to a high number of dyads containing vibraphone. The sounds were encoded in 16-bit AIFF format with a sampling rate of 44,100 Hz. They were played at a mean level of 63 dB SPL as measured with a Bruel & Kjaer Type 2205 sound-level meter. The difference in sound level between Experiments 1 and 2 is due to the fact that Experiment 1 Note: Columns are sustained instruments, rows are impulsive instruments. White corresponds to blend ratings lower than .5, light grey to ratings between .5 and .7, dark grey to ratings higher than .7.
was conducted using headphones, whereas Experiment 2 was conducted using speakers in a different testing space.
Procedure
The experimental session consisted of two phases: a familiarization phase and an experimental phase. Participants read the experimental instructions and asked any questions necessary for clarification. Then the 16 dyad sounds were presented in random order to familiarize the participants with the range of variation among the timbres to be rated. On each experimental trial, the participant's task was to compare two dyads and rate directly their degree of dissimilarity on a continuous scale ranging from "very close" to "very distant." Ratings were made with a computer mouse controlling a cursor on a slider on the computer screen. The pair could be played as many times as desired before entering the rating. All 120 pairs of the 16 sounds (excluding identical pairs) were presented for dissimilarity ratings in a different random order for each participant. The order of presentation of the two dyads in each pair was also randomized for each trial. Participants were allowed to take a break at any time during the experimental session, which lasted about 45 min. The participant was seated in an isolated, soundtreated room in front of the computer. The experiment was controlled by a PsiExp program running on a Macintosh G5 computer. The stimuli were presented via a pair of Dynaudio BM 15A speakers driven by a Grace Design m904 digital amplifier, which converted and amplified the signal received from the computer through an M-Audio Audiophile 192 sound card. The same signal was sent to both speakers, which were located about 2 m from the listener at an angle of about ±45°.
reSulTS Each participant's data consisted of a vector of 120 paired comparisons among 16 sounds. The analysis proceeded in four stages. Interparticipant correlations derived from the dissimilarity matrices were computed, and a cluster analysis of the correlations was used to detect participants who performed very differently from the others. These participants were eliminated from further analysis. Subsequently, analyses of variance were performed to assess the effect of the kind of instrument on the perceived dissimilarity. Then a multidimensional scaling analysis was performed using the CLASCAL algorithm (McAdams et al., 1995; Winsberg & De Soete, 1993) . Finally similarity ratings were correlated with the audio descriptors described above.
Cluster analysis. The correlations between the dissimilarity vectors of all pairs of participants were computed. The correlation matrix was submitted to a hierarchical cluster analysis using the nearest neighbor (single linkage) algorithm. One participant was clearly isolated from the rest of the participants (see Figure 3) . The mean correlation between this outlier and the other participants was .34. The average interparticipant correlation for the remaining participants was .52 (CI = .34, .70). The data of this outlier were eliminated from subsequent analyses.
ANOVA. A two-way ANOVA on the independent variables Both Impulsive Instruments Belong to the Same Family and Both Sustained Instruments Belong to the Same Family with mean dissimilarity ratings as dependent In both cases, dissimilarity was lower if the instruments belonged to the same family (median ± interquartile range = .43 ± .16 for impulsive instruments, .39 ± .43 for sustained instruments) than when they belonged to different families (.63 ± .23 for impulsive instruments, .61 ± .24 for sustained instruments). However, the effect on the overall similarity was a bit stronger for the sustained sound. This may indicate that the sustained instrument makes a greater contribution to the dissimilarity ratings and thus that the sustained part of the sound affects dissimilarity perception more than the attack part does in this context. It is interesting to note that this result contradicts that of the previous experiment: although the impulsive sound contributes more strongly to perceptual blend, the sustained sound contributes more strongly to the emergent timbre of the mixture.
Multidimensional scaling. The data from the 24 selected subjects were analyzed with the CLASCAL algorithm (McAdams et al., 1995; Winsberg & De Soete, 1993) , which models the dissimilarity ratings with a distance model that contains dimensions shared among all sounds, specificities for specific sounds and perceptual weights on each dimension and the set of specificities for an estimated number of latent classes of participants. The analysis converges to a two-dimensional space with specificities and three latent classes of participants. Figure 4 shows the two-dimensional space obtained by CLASCAL, and Table 4 shows the exact coordinates and the specificities. The first thing we noticed was the presence of two clusters along the first dimension. All the sounds in the right cluster contain a vibraphone. Thus, the first axis may reflect a categorization of the sounds on the basis of the presence or absence of the vibraphone. Interestingly, inside the no vibraphone cluster, the sustained instrument seems to be more important than the impulsive instrument in the dissimilarity ratings. Indeed, dyads containing the same sustained instrument but different impulsive instruments are very close together. On the one hand, vibraphone, when it is present, has a very strong influence on dissimilarity ratings, more important than the sustained instrument of the dyad. On the other hand, for dyads not containing vibraphone, the sustained instrument is more important. It is thus possible that two different strategies were used in the ratings depending on the presence/absence of the vibraphone. In the following, we explore this hypothesis by correlating audio descriptors and differences between descriptors with the coordinates of the MDS space and the dissimilarity ratings, respectively.
Correlation with audio descriptors. The attack time of the mixture is very strongly correlated with the first dimension of the MDS space, r(14) = .94, p < .001 (see Figure 5) . Thus, the vibraphone/no-vibraphone categorization can be simply based on the attack time of the mixture: dyads with a low attack time are on the left and dyads with a high attack time (those containing vibraphone) are on the right. Inside the no-vibraphone cluster, the proximities can be explained by another acoustic attribute. Indeed, they rely mostly et al., 1995) in order for them to be of comparable magnitude to the coordinates along the common dimensions.
on the second MDS dimension, which correlates strongly with the spectral spread of the mixture r(9) = −.96, p < .001. Concerning the right cluster, although interpreting a correlation coefficient derived from five samples should be done with caution, the second dimension correlates very strongly with spectral flatness of the mixture, r(3) = −.95, p < .001. Another way to find the acoustic attributes underlying the dissimilarity ratings is to compute the Euclidean distance between dyads for each audio descriptor described in Experiment 1, and then to compute the correlation between the obtained distances and the mean dissimilarity ratings (Iverson & Krumhansl, 1993 ). Since we compute the correlation between distances, we can use both unidimensional and multidimensional descriptors. Note that in the case of unidimensonal descriptors, the Euclidean distance is just the absolute difference. The highest correlation is obtained with the log-amplitude Mel spectra of the mixture, r(118) = .81, p < .001. The same descriptor also gives a strong correlation, r(118) = .74, p < .001, when computed between the two sustained sounds. The correlation is very weak for the impulsive sounds, r(118) = .32, p < .001. Whereas the influence of spectral attributes of the sounds was somehow hidden in the MDS space, it becomes obvious when we perform the correlation directly on the dissimilarity ratings. Concerning temporal attributes, the attack time gives a strong correlation, r(118) = .76, p < .001, confirming the previous analysis of the MDS results.
Finally, as shown in Figure 6 , a very good prediction of the ratings can be obtained by combining both descriptors in a linear regression, r(118) = .91, p < .001. To obtain this prediction, we computed the distance d m between dyads using log-amplitude Mel spectra on the one hand and the distance d a using attack time on the other hand and computed the linear regression between these distances and the dissimilarity ratings (s): s =ad m +bd a +c .
General discussion
In the two experiments, we highlight the audio descriptors underlying the perception of blend and the perception of emergent timbre for dyads composed of one impulsive and one sustained sound. In both cases, the descriptors are typical of instrumental timbre. The attack time is very important in both experiments, being one of the two most important factors for predicting both blend and emergent timbre perception. This confirms again the central role of attack, and more generally time-varying properties of sounds in timbre perception (McAdams et al., 1995) , auditory scene analysis (Iverson, 1995) , or instrument fusion (Sandell, 1995) . The importance of this descriptor for blend can be related to the importance of onset differences for simultaneous grouping (Darwin, 1981) . Slight onset differences between two sounds favor the segregation of the two sounds. In our case, a slow attack makes it difficult to identify the starting point of a sound and thus favors blend. We might therefore hypothesize that the influence of onset asynchrony on simultaneous grouping depends on the onset characteristics and more specifically on onset duration. The second feature found in both experiments relates to the spectral envelope of the sound. The spectral centroid of the impulsive sound explains the degree of fusion, whereas the spectral spread and spectral envelope of the mixture explain similarity ratings.
Overall the results confirm and extend previous results from the literature. It is interesting to note that results on blend for sustained instrument sounds found by Kendall and Carterette (1993) and Sandell (1995) can be partially extended to impulsive sounds. The main difference is the much greater importance of attack time for impulsive sounds. The second experiment also confirms the fact that a perceptual space can be derived for concurrent sound dyads, as shown by Kendall and Carterette (1993) . The perceptual correlates of the dimensions of this space were attack time for the first dimension and a spectrum-based descriptor for the second. These dimensions are the same as those found in previous experiments with single tones by McAdams et al. (1995) , except that attack time is measured linearly instead of logarithmically. It is worth noting that the attack time computed on the whole dyad better explains perceived similarity than does this descriptor when computed on only one of the sounds composing the dyad. This is an indication of the high degree of blend of the dyads and also of the effectiveness of the attack time measurement.
The space obtained with MDS suggests that ratings could have been made on the basis of a categorization in which the first descriptor was the presence/absence of the vibraphone and the second was a spectral property of the sustained instruments, meaning that two dyads containing vibraphone and a similar sustained instrument would be perceived as similar and two dyads not containing vibraphone, but containing a similar sustained instrument would also be similar. This interpretation suggests that longer impulsive tones or tones with slower decays, such as the vibraphone, have more influence on the overall similarity than shorter sounds. The correlations with acoustic attributes also indicate that different acoustic attributes may have been used in each category. However, when correlating directly the dissimilarity ratings with distances in the descriptor space, we found a unique linear regression, based on the attack time and the spectral envelope, that explains very well the ratings for all pairs. This apparent contradiction can be explained by the fact that the information contained in the two acoustic attributes -spectral spread and spectral flatness -is also contained in the spectral envelope. So when we compute correlations using distances in the descriptor space, we only need the spectral envelope as a spectral feature.
Finally, concerning orchestration, we can summarize all the results by saying that because blend is more influenced by the impulsive instrument, whereas the overall timbre is more influenced by the sustained sound, the composer could have two nearly independent parameters to control these dyads: perceived blend can be controlled by choosing the impulsive instrument, and the overall timbre can be controlled by choosing the sustained sound.
