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NORM-ATTAINING FUNCTIONALS AND PROXIMINAL
SUBSPACES
MARTIN RMOUTIL
Abstract. G. Godefroy asked whether, on any Banach space, the set of norm-
attaining functionals contains a 2-dimensional linear subspace. We prove that
a recent construction due to C.J. Read provides an example of a space which
does not have this property.
This is done through a study of the relation between the following two
sentences where X is a Banach space and Y is a closed subspace of finite
codimension in X:
(A) Y is proximinal in X.
(B) Y ⊥ consists of norm-attaining functionals.
We prove that these are equivalent if X is the Read’s space.
Moreover, we prove that any non-reflexive Banach space X with any given
closed subspace Y of finite codimension at least 2 admits an equivalent norm
such that implication (B) =⇒ (A) fails.
1. Introduction
Let X = (X, ‖ · ‖) be a normed linear space. Then by X∗ we denote the topo-
logical dual of X and by NA(X) = NA(X, ‖ · ‖) the set of all functionals in X∗ for
which there exists x ∈ SX such that x∗(x) = ‖x‖; its elements are norm-attaining
functionals.
A set F ⊂ X is said to be proximinal if for each x ∈ X there is y ∈ F with
‖x− y‖ = dist(x, F ). Note that proximinal sets are closed.
In this paper we investigate the relation of the following two sentences in which
X is a Banach space and Y ⊂ X is a closed subspace:
(A) Y is proximinal in X .
(B) Y ⊥ := {x∗ ∈ X∗; Y ⊂ Ker(x∗)} ⊂ NA(X).
In view of the easy observation that a functional x∗ ∈ X∗ is norm-attaining if
and only if Ker(x∗) is proximinal (see e.g. Corollary 3.4), it is reasonable to ask
whether sentences (A) and (B) are also equivalent when the codimension of Y in
X is higher than 1. And, indeed, implication (A) =⇒ (B) is true whenever the
quotient space X/Y is reflexive (cf. Lemma 3.3). In particular, it holds when the
codimension of Y in X is finite (and therefore dim(X/Y ) < ∞) which is the case
we are interested in the most.
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However, implication (B) =⇒ (A) is not necessarily true even if Y has finite
codimension. The validity of this implication (and related statements) for vari-
ous spaces has been studied by several authors (e.g. A.L. Garkavi, V. Indumathi
or G. Godefroy) and counterexamples are known: e.g. Indumathi [12, Section 4.]
shows that in any infinite-dimensional space L1(T, ν) (here (T, ν) is a positive mea-
sure space) there exists a closed non-proximinal subspace M of finite codimension
d ≥ 2 such that all subspaces N ) M are proximinal; in particular, L1(T, ν) fails
implication (B) =⇒ (A). In another work [13] of Indumathi, the author studies
the relation of (A) and (B) (and similar statements) in more detail and defines a
space to be R(1) if implication (B) =⇒ (A) is true for any closed subspace Y ⊂ X
of finite codimension (in general, a non-reflexive space is said to be R(n) space if
proximinality of its closed subspaces of finite codimension at least n is implied by
the proximinality of all n-codimensional subspaces containing it).
In Section 5 we show that, given any non-reflexive Banach space X and its closed
subspace Y of finite codimension at least 2, there is an equivalent norm |||·||| on X
such that Y is not proximinal in (X, |||·|||), but Y ⊥ ⊂ NA(X, |||·|||) (see Theorem 5.6).
In particular, any non-reflexive Banach space can be renormed so that it is not R(1).
The main motivation for the present work is the following Problem of G. Gode-
froy together with a recent theorem of C.J. Read below.
Problem 1.1 ([9, Problem III.], also e.g. [2] or [1]). Does the set NA(X) contain
a 2-dimensional subspace for any Banach space X?
The well-known theorem of E. Bishop and R.R. Phelps [4] states that for any
Banach space X , the set NA(X) is dense in X∗; in particular, NA(X) is nonempty
and so it clearly contains 1-dimensional subspaces. Since then, a number of papers
studying the structure of NA(X) from various viewpoints have been written; the
ones which are interesting for us are concerned with the linear structure of NA(X),
in particular the question whether NA(X) is lineable or spaceable (for definition
see Section 2). For example, in [2] it is shown that if X is an Asplund space
enjoying the Dunford-Pettis property, then NA(X) is not spaceable (e.g. C(K)
with K scattered (Hausdorff) compactum; however, NA(C(K)) for K infinite is
always lineable—see [1]). On the other hand, in [1] the authors prove that if the
Banach space X possesses an infinite-dimensional complemented subspace with a
Schauder basis, then X can be equivalently renormed so that NA(X) is lineable.
Some articles also investigate the lineability of X∗ \ NA(X), e.g. [1] or [7]. In [7]
it is observed that if J denotes the James space, then J ∗ \ NA(J ) is not even
2-lineable (i.e. (J ∗ \NA(J )) ∪ {0} contains no 2-dimensional subspace).
A related problem (again [9, Problem III.]) was to decide whether every Banach
space contains a proximinal subspace of codimension 2. This problem was recently
solved by C.J. Read:
Theorem R (C.J. Read [20]). Let |||·||| be the renorming of c0 from Definition 1.
Then (c0, |||·|||) contains no proximinal subspaces of finite codimension 2 or larger.
In Section 4 we show that this space also works as a counterexample for Prob-
lem 1.1. More precisely, our Theorem 4.2 states that NA(c0, |||·|||) contains no
2-dimensional subspaces. This is done by showing that (c0, |||·|||) is R(1) (i.e. im-
plication (B) =⇒ (A) holds for it) and then applying Read’s result. Among the
known sufficient conditions for a Banach spaceX to be R(1) are the following three:
• the dual space X∗ is (Gaˆteaux) smooth [13, Corollary 2];
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• X is WLUR (for definition see Section 2.) [13, Corollary 3];
• X is a subspace of c0 [10].
None of these seems to be suitable in the case of (c0, |||·|||), however; our proof has
to be more direct, although it is done similarly to our new proof of the sufficiency
of X being WLUR (see Corollary 3.6).
The essential (but simple) tool we use throughout the paper is a characterization
of conditions (A) and (B) in terms of the quotient space X/Y (see parts (i) and
(ii) of Lemma 3.3); for example, a closed subspace Y ⊂ X is proximinal if and only
if the quotient mapping q : X → X/Y maps BX onto the whole BX/Y (where BZ
denotes the closed unit ball in Z), and we have a similar condition characterizing
the fact that Y ⊥ ⊂ NA(X). It is not difficult to see that our characterization of
proximinality is equivalent to that of Garkavi [8] (see [13, Theorem A]), which is
not formulated using the quotient space. The characterization of Garkavi was used
in many subsequent articles on the topic, but it seems that our approach using
quotient spaces is, at least in some situations, more natural.
In Lemma 3.3 (iv) we use our characterizations of (A) and (B) to prove that
implication (B) =⇒ (A) holds whenever X/Y is strictly convex. Moreover, in
Proposition 3.5 we show that this is the case whenever the norm on X is WLUR
(thus obtaining a different proof of this known sufficient condition for R(1)). This
is not completely trivial since in Example 3.7 we have a strictly convex Banach
space X and its closed subspace Y of codimension 2 such that X/Y is not strictly
convex.
The proof of Theorem 4.2 (i.e. that Read’s space solves Problem 1.1) is done
by contradiction: Setting X = (c0, |||·|||) we assume that there is a closed subspace
Y ⊂ X of finite codimension at least 2 such that Y ⊥ ⊂ NA(X), and then we prove
that X/Y is strictly convex. It follows from Lemma 3.3 that Y is proximinal which
is a contradiction with Theorem R.
We also use quotient spaces to obtain our renorming of a non-reflexive space
X such that the resulting space contradicts implication (B) =⇒ (A). Indeed, in
Lemma 5.5 we take any closed subspace Y ⊂ X of finite codimension in X . Given
a set A ⊂ X/Y such that UX/Y ⊂ A ⊂ BX/Y satisfying some technical conditions,
we find a renorming of X such that q(BX) = A. Then, using our Lemma 3.3 we
show in Theorem 5.6 that if the codimension of Y is at least 2, then A can be
chosen in such a way that the resulting renorming satisfies (B), but not (A).
2. Notation and Definitions
Let X = (X, ‖ · ‖) be a normed linear space over the field of real numbers.
Then 0 is the origin in X (there is no risk of confusion), X∗ is its (topological)
dual, BX its closed unit ball, UX is the open unit ball and SX denotes the unit
sphere. For a functional x∗ ∈ X∗ we use the notation Ker(x∗) := (x∗)−1(0) and
att(x∗) := {x ∈ BX ; x∗(x) = ‖x∗‖}. As explained in the Introduction, NA(X) =
{x∗ ∈ X∗; att(x∗) 6= ∅}. If Y is a normed linear space, by X ∼= Y we mean that X
is linearly isomorphic to Y , andX⊕∞Y is the direct sum of X and Y equipped with
the maximum norm, i.e. for (x, y) ∈ X ⊕∞ Y we have ‖(x, y)‖ = max{‖x‖, ‖y‖}.
If Y is a subspace of X , we write Y ⊥ for its annihilator {x∗ ∈ X∗; Y ⊂ Ker(x∗)}.
Recall that the quotient space X/Y consists of all cosets of the form x+ Y and is
equipped with the norm ‖x+Y ‖ = dist(0, x+ Y ). If X is a Banach space and Y is
closed, then X/Y is a Banach space and its dimension is equal to the codimension of
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Y in X . We shall often work with the quotient mapping q : X → X/Y : x 7→ x+Y ,
which is a linear operator satisfying ‖q‖ = 1.
Next, if A ⊂ X is any set, then Int(A), A and ∂A stand for the interior, closure
and boundary of A respectively. By xn
w
→ x we mean that xn converges to x
weakly in X , and similarly for w∗. If we do not specify which topology we mean,
it is usually the norm topology; e.g. xn → x means limn→∞ ‖xn − x‖ = 0.
We recall that the norm ‖ · ‖ on X is called strictly convex (or rotund ; SC for
short) if all the points of SX are extremal points of BX , that is, if there are no
nontrivial line segments contained in SX . In that case X is also called strictly
convex.
The norm ‖ · ‖ is said to be weakly locally uniformly rotund (WLUR for short) if
xn
w
→ x whenever x ∈ X and (xn)∞n=1 ⊂ X are such that limn→∞ ‖xn‖ = ‖x‖ and
limn→∞ ‖x+ xn‖ = 2‖x‖. Then the space X is called WLUR.
For any sequence a ∈ ℓ∞ we denote a =
(
aj
)∞
j=1
=
(
a1, a2, . . .
)
.
Let A be a bounded set in a Banach space. We denote by convσ(A) the σ-convex
hull of A, that is
convσ(A) =
{ ∞∑
i=1
λixi; (λi)
∞
i=1 ⊂ [0, 1],
∞∑
i=1
λi = 1 and (xi)
∞
i=1 ⊂ A
}
.
A subset M of a Banach space is said to be:
• n-lineable if M ∪ {0} contains an n-dimensional subspace;
• lineable if M ∪ {0} contains an infinite-dimensional subspace;
• spaceable if M ∪ {0} contains an infinite-dimensional closed subspace.
A comprehensive survey on linear subspaces of various sets is [3].
3. Observations and lemmas
The following observations are obvious and will be applied without reference.
Observations 3.1. Let X be a normed linear space.
(i) Any proximinal set in X is closed.
(ii) Let F be a proximinal set in X and let x ∈ X. Then x+F is also proximinal
in X.
(iii) A subspace Y ⊂ X is proximinal if and only if for any x ∈ X there is a point
z with minimal norm in the coset x+ Y .
The next facts are well-known; we include them for the sake of completeness.
Fact 3.2.
(i) Let X be a normed linear space and y∗, x∗1, . . . , x
∗
n ∈ X
∗. Then
y∗ ∈ span{x∗1, . . . , x
∗
n} if and only if
⋂n
i=1Ker(x
∗
i ) ⊂ Ker(y
∗).
(ii) Let Z be any normed linear space. Then Z is not strictly convex if and only
if there is a functional ϕ ∈ Z∗ such that att(ϕ) contains more than one point.
(iii) Let X be a Banach space, Y ⊂ X be a closed subspace and q : X → X/Y the
quotient mapping. Then q∗ : (X/Y )∗ → Y ⊥ is an isometry onto Y ⊥.
Proof. (i) and (iii) are standard; for proof of (iii) see e.g. [6, Proposition 2.6].
(ii): Assume that Z is not strictly convex. Take two distinct points u, v ∈ SZ
such that for any λ ∈ (0, 1), λu+ (1− λ)v ∈ SZ , and find (using the Hahn–Banach
theorem) a functional ϕ ∈ SZ∗ such that ϕ(
u+v
2 ) = 1. Clearly, if ϕ(u) < 1, then
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ϕ(v) > 1, and vice versa. But ‖ϕ‖ = 1, whence ϕ(u) = ϕ(v) = 1. The opposite
implication is trivial. 
The following lemma translates properties (A) and (B) to the language of quo-
tient spaces, and is essential in the sequel.
Lemma 3.3. Let X be a Banach space, Y ⊂ X be a closed subspace and q : X →
X/Y be the quotient mapping. Then:
(i) Y is proximinal in X ⇐⇒ q(BX) = BX/Y .
(ii) Y ⊥ ⊂ NA(X) ⇐⇒ (∀ϕ ∈ (X/Y )∗) (∃u ∈ q(BX)) ϕ(u) = ‖ϕ‖.
(iii) If X/Y is reflexive and Y is proximinal, then Y ⊥ ⊂ NA(X).
(iv) If X/Y is strictly convex and Y ⊥ ⊂ NA(X), then Y is proximinal.
Proof. (i): Assume Y is proximinal. Obviously q(BX) ⊂ BX/Y ; to prove the
other inclusion, take any u ∈ BX/Y . Further, pick z ∈ q
−1(u). Then dist(0, z +
Y ) = ‖u‖ ≤ 1, and by Observation 3.1 (iii) there is a point y ∈ z + Y such that
‖y‖ = dist(0, z + Y ), so q(y) = u and y ∈ BX .
To prove the opposite implication, assume that q(BX) = BX/Y and take an
arbitrary x ∈ X . By homogeneity we can clearly assume that dist(0, x + Y ) = 1,
so q(x) ∈ BX/Y , and our assumption now implies that there exists y ∈ BX such
that q(y) = q(x) (which is equivalent to y ∈ x + Y ). By Observation 3.1 (iii) we
are done.
(ii): Let Y ⊥ ⊂ NA(X) and take an arbitrary ϕ ∈ (X/Y )∗. Then y∗ := ϕ ◦ q ∈
Y ⊥, and so there exists x ∈ BX such that ϕ(q(x)) = y∗(x) = ‖y∗‖ = ‖ϕ‖ (by
Fact 3.2 (iii)). Hence q(x) ∈ q(BX) ∩ att(ϕ).
Conversely, take any y∗ ∈ Y ⊥ and the corresponding ϕ ∈ (X/Y )∗ such that
y∗ = ϕ ◦ q. By the assumption there exists u ∈ q(BX)∩ att(ϕ). So there also exists
x ∈ BX ∩ q−1(u). Then y∗(x) = ϕ(q(x)) = ϕ(u) = ‖ϕ‖ = ‖y∗‖, and y∗ is therefore
norm-attaining.
(iii): Trivial from (i), (ii) and the fact that on a reflexive space, all functionals
are norm-attaining.
(iv): Assume the condition in (ii) is satisfied. Clearly UX/Y ⊂ q(BX) ⊂ BX/Y ,
so by (i) it suffices to show that SX/Y ⊂ q(BX). To that end, take an arbitrary
u ∈ SX/Y and use the Hahn-Banach theorem to find ϕ ∈ S(X/Y )∗ such that u ∈
att(ϕ). Since X/Y is strictly convex, it follows by Fact 3.2 that att(ϕ) = {u}, and
the condition in (ii) now implies that u ∈ q(BX). 
Corollary 3.4. Let X be a Banach space. Then:
(a) Let Y ⊂ X be a closed subspace of finite codimension in X. If Y is proximinal,
then Y ⊥ ⊂ NA(X).
(b) A functional x∗ ∈ X∗ is norm-attaining if and only if Ker(x∗) is proximinal.
Proof. (a): The quotient space X/Y is finite-dimensional and in particular it is
reflexive.
(b): In addition to being reflexive, the quotient space X/Ker(x∗) is (for trivial
reasons) also strictly convex, and the statement follows. 
Proposition 3.5. Let X be a Banach space with a WLUR norm, and Y ⊂ X be
its closed subspace such that Y ⊥ ⊂ NA(X). Then X/Y is strictly convex.
Proof. Aiming for a contradiction, suppose thatX is WLUR andX/Y is not strictly
convex. Then we can find a functional ϕ ∈ (X/Y )∗ such that ‖ϕ‖ = 1 and att(ϕ)
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contains more than one point (Fact 3.2 (ii)). Now, set x∗ = ϕ◦q where q : X → X/Y
is the quotient mapping. Fact 3.2 (iii) gives us that ‖x∗‖ = ‖ϕ‖ = 1 and x∗ ∈ Y ⊥.
As Y ⊥ ⊂ NA(X), x∗ attains its norm at a point x ∈ SX and ϕ(q(x)) = x∗(x) = 1,
whence q(x) ∈ att(ϕ).
Take any u ∈ att(ϕ) \ {q(x)} and any sequence of elements xn ∈ u such that
limn→∞ ‖xn‖ = 1 = ‖x‖. Then limn→∞ ‖x+ xn‖ = 2 since
2 = ϕ(q(xn) + q(x)) = x
∗(xn + x) ≤ ‖xn + x‖ ≤ ‖xn‖+ ‖x‖ → 2, n→∞.
Our assumption that X is WLUR yields that xn converges to x weakly in X .
To obtain the desired contradiction, take any ψ ∈ (X/Y )∗ such that ψ(q(x)) 6=
ψ(u) and set y∗ := ψ ◦ q ∈ X∗. Then for all n ∈ N we have y∗(x) = ψ(q(x)) 6=
ψ(u) = y∗(xn), so y
∗(xn) does not converge to y
∗(x) which is a contradiction. 
Let us note that these observations provide a new proof for the following result
of Indumathi (see [13, Corollary 3]).
Corollary 3.6. Let X be a Banach space with a WLUR norm and Y ⊂ X be its
closed subspace of finite codimension. Then Y is proximinal if and only if Y ⊥ ⊂
NA(X).
Proof. The statement follows immediately from Proposition 3.5, Lemma 3.3 and
Corollary 3.4. 
The following is a simple example of a strictly convex space X with a finite-
codimensional closed subspace Y such that X/Y is not strictly convex.
Example 3.7. By [0, ω] we mean the compact interval of ordinals with the order
topology. Let us define the Banach space X as C([0, ω]×{0, 1}) with the norm ‖ ·‖
defined by
‖x‖2 = ‖x‖2∞ +
∞∑
k=0
2−k
(
x(k, 0)2 + x(k, 1)2
)
.
It is easy to check that ‖·‖ is indeed a norm on C([0, ω]×{0, 1}), which is moreover
equivalent to ‖ · ‖∞. It is also clear that the dual to (C([0, ω] × {0, 1}), ‖ · ‖∞) is
(ℓ1([0, ω]× {0, 1}), ‖ · ‖1), so X∗ is isomorphic to the latter space.
Set Y := {x ∈ X ; x(ω, 0) = x(ω, 1) = 0}; then Y is a closed subspace of
codimension 2 and Y ⊥ = span{δ(ω,0), δ(ω,1)} and Y . We claim that X is strictly
convex, but X/Y is not.
Let x, y ∈ X be arbitrary points satisfying
2‖x‖2 + 2‖y‖2 − ‖x+ y‖2 = 0; (1)
by a well-known (and easy) characterization of strict convexity (see e.g. [6]) it
suffices to prove that x = y. One can rewrite equation (1) using the definition of
‖ · ‖, and observe that the left hand side is the sum of the term
2‖x‖2∞ + 2‖y‖
2
∞ − ‖x+ y‖
2
∞,
and all terms of the form
2−k
(
2x(k, i)2 + 2y(k, i)2 − (x(k, i) + y(k, i))2
)
, (k, i) ∈ [0, ω)× {0, 1}
which are easily seen to be non-negative. Since the sum of all these terms is equal
to 0, it follows that so is each of the terms. In particular, x(k, i) = y(k, i) for all
(k, i) ∈ [0, ω)× {0, 1}, and the continuity of x and y now implies that x = y.
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We shall now prove that X/Y is isometrically isomorphic to (R2, ‖ · ‖∞); in
particular, X/Y is not strictly convex. Consider the quotient mapping q : X →
X/Y : x 7→ x + Y = q(x). Obviously z ∈ q(x) if and only if z(ω, i) = x(ω, i),
i = 0, 1, whence the mapping L : X/Y → R2 : x+ Y 7→ (x(ω, 0), x(ω, 1)) is a linear
bijection. It remains to show that L : X/Y →
(
R2, ‖ · ‖∞
)
is an isometry.
Let x ∈ X be given; by definition,
‖x+ Y ‖ = dist(0, x+ Y ) ≥ max{|x(ω, 0)|, |x(ω, 1)|}.
To prove the opposite inequality, set for all N ∈ N,
xN := x · χ[N,ω]×{0,1},
where χA denotes the characteristic function of A ⊂ [0, ω]×{0, 1}; then xN ∈ x+Y
as xN (ω, i) = x(ω, i), i = 0, 1. Now,
‖xN‖
2 = ‖xN‖
2
∞ +
∞∑
k=N
2−k
(
x(k, 0)2 + x(k, 1)2
)
,
and it follows from the continuity of x that
lim
N→∞
‖xN‖ = max{|x(ω, 0)|, |x(ω, 1)|};
hence, dist(0, x+ Y ) ≤ max{|x(ω, 0)|, |x(ω, 1)|}.
In view of the last example and Proposition 3.5 it is natural to ask the following.
Problem 3.8. Can the assumption that X be WLUR in Proposition 3.5 be weak-
ened to SC? Equivalently, can Example 3.7 be done in such a way that we moreover
have Y ⊥ ⊂ NA(X)?
Remark 3.9. The following classical results are related to the problem above. Let
X be a Banach space.
(a) Let X be SC and Y be a reflexive subspace of X . Then X/Y is SC (V. Klee,
[17]).
(b) The following are equivalent (see e.g. M. Day, [5, Chapter VII, §2]):
(i) X∗ is Gaˆteaux smooth (equivalently, at each point of SX∗ there is only
one supporting hyperplane of BX∗);
(ii) every quotient of X is SC;
(iii) every 2-dimensional quotient of X is SC.
It is interesting to note that having a strictly convex norm on X/Y is not the
only known condition which ensures that the implication (B) =⇒ (A) holds. The
following theorem can be found in [10] or [9]:
Theorem GI (G. Godefroy, V. Indumathi). Let X be a closed subspace of c0 and
Y ⊂ X be a closed finite-codimensional subspace of X. Then Y is proximinal in X
if and only if Y ⊥ ⊂ NA(X).
Instead of showing that X/Y is strictly convex (which is not the case), the authors
essentially prove that X/Y is polyhedral (i.e. the unit ball is the convex hull of
finitely many points), and then show that each of the extremal points is contained
in q(BX) where q : X → X/Y is the quotient mapping (in the same manner as
we show it for each point of the sphere SX/Y ); it then follows from the convexity
of q(BX) that q(BX) = BX/Y , and therefore Y is proximinal. (In their proof, our
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Lemma 3.3 (i) is replaced by an essentially equivalent theorem of Garkavi, which
is not formulated in terms of quotient spaces.)
The next proposition can be regarded as a generalization of Corollary 3.4 (a).
This can be seen if we reformulate the corollary as follows:
Let X be a Banach space and x∗ ∈ X∗. Then the hyperplane Ker(x∗) is proxim-
inal whenever it contains a finite-codimensional proximinal subspace Y .
Proposition 3.10. Let X be a normed linear space and let Y ⊂ Z ⊂ X be linear
subspaces such that the codimension of Y in Z is finite. If Y is proximinal (in X),
then Z is also proximinal.
Proof. First assume that the codimension of Y in Z is 1. Fix a functional x∗ ∈ SX
such that Y = Z ∩Ker(x∗) and any vector v ∈ Z \ Y ; then it is easy to see that
Z =
⋃
c∈R
(cv + Y ).
Now, pick an arbitrary x ∈ X ; we aim to find a point y ∈ x + Z with ‖y‖ =
dist(0, x+Z). To that end, let us consider the function ϕ : R→ R defined at c ∈ R
by the formula
ϕ(c) := dist(0, x+ cv + Y ).
Assume, for the moment, that we have found a global minimum of ϕ at a point
c; then we can use the proximinality of Y to find a point y ∈ x + cv + Y with
minimal norm. Clearly y has the minimal norm also in x+ Z.
Since ϕ is easily seen to be continuous (even ‖v‖-Lipschitz), it is enough to show
that there is a compact set I ⊂ R with ϕ(R \ I) ⊂ (ϕ(0),∞). We claim that it
suffices to set
I := {c ∈ R; |x∗(x+ cv)| ≤ ‖x‖}.
Indeed, if c ∈ R \ I, then |x∗(x + cv)| > ‖x‖. Since Y ⊂ Ker(x∗), the functional
x∗ ∈ SX∗ is constant on any coset of the form z + Y , z ∈ X . It follows that
ϕ(c) = inf{‖x+ cv + y‖; y ∈ Y }
≥ inf{|x∗(x+ cv + y)|; y ∈ Y } = |x∗(x+ cv)| > ‖x‖ ≥ ϕ(0);
In particular, 0 ∈ I. The boundedness of I follows from the fact that v /∈ Ker(x∗).
Now assume that we have proved the assertion of the Proposition in case the
codimension of Y in Z is equal to n ∈ N, and suppose we have closed subspaces Y
and Z ofX such that Y ⊂ Z with codimension n+1. This means that there are some
x∗1, . . . , x
∗
n+1 ∈ X
∗ such that Y = Z ∩
⋂n+1
i=1 Ker(x
∗
i ). Set Z1 := Z ∩
⋂n
i=1Ker(x
∗
i ).
Then the codimension of Y in Z1 is 1, so Z1 is proximinal, and the codimension of
Z1 in Z is n, so Z is proximinal. 
Remark 3.11. Following W. Pollul [19], by Z ⊂p Y we mean that Z is a proxim-
inal subspace of the normed linear space Y ; it is then natural to ask under what
conditions is the relation⊂p transitive (in which case the ambient space is said to be
a P -space). Indumathi [13, Corollary 5] gives a characterization: A normed linear
space X is a P -space if and only if it is an R(1) space and NA(X) is orthogonally
linear (for definition see the same article). In particular, X is a P -space if it is an
R(1) space and NA(X) is a vector space.
Another related question is whether proximinality of subspaces is preserved un-
der intersections. This is not always the case either; if a Banach space X has the
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property that the intersection of arbitrary two finite-codimensional proximinal sub-
spaces is proximinal, X is said to be lattice-proximinal. A simple characterization
was given by Godefroy and Indumathi in [11]: X is lattice-proximinal if and only
if it is R(1) and NA(X) is a vector space. An example of such a space is c0; we
already know that it is R(1) (Theorem GI), and it is easy to see that norm-attaining
functionals on c0 are exactly finitely supported elements of ℓ1.
4. NA(X) need not be 2-lineable
The following renorming of c0 is due to C.J. Read [20] and it is the first Banach
space known to have no proximinal subspaces of finite codimension strictly larger
than 1 (Theorem R). In this section we will show that the set of norm-attaining
functionals on this space is not 2-lineable, solving Problem 1.1.
Definition 1 (C.J. Read). Let c00(Q) be the terminating sequences with rational
coefficients, and let (un)
∞
n=1 be a sequence of elements of c00(Q) which lists every
element infinitely many times.
Further, let (an)
∞
n=1 be a strictly increasing sequence of positive integers satis-
fying for each n ∈ N,
an > max suppun, and an ≥ ‖un‖1.
The norm |||·||| on c0 is defined as follows:
|||x||| = ‖x‖∞ +
∞∑
n=1
2−a
2
n |〈x, un − ean〉|.
Here ‖x‖∞ = supn |xn| is the usual norm on c0, ej ’s are the vectors from the usual
cannonical basis, and the duality 〈·, ·〉 is the 〈c0, l1〉 duality.
Remark 4.1. Proposition 3.10 implies that if a normed linear space X has no
proximinal subspace of codimension 2, then it has no proximinal subspace of any
finite codimension larger than 2 either. Hence, in the proof of C.J. Read it is enough
to show that the space (c0, |||·|||) constructed there has no proximinal subspace of
codimension 2 (he proves it at once for all codimensions, slightly complicating the
proof).
The following theorem shows that the construction of Read does, in fact, answer
Problem 1.1.
Theorem 4.2. Let X be the space (c0, |||·|||) from Definition 1. Then NA(X) con-
tains no linear subspaces of dimension larger than one.
Proof. We shall denote by |||·||| the norm on ℓ1 which is dual to |||·||| on c0. Assume
that Y $ X is a closed subspace of finite codimension and such that Y ⊥ ⊂ NA(X);
we aim to prove that the codimension of Y in X is equal to 1. It follows from
Theorem R and Lemma 3.3 that it is enough to prove the strict convexity of X/Y ;
we shall do so by contradiction.
To that end, we can (by Fact 3.2) assume that we have a functional ϕ ∈ S(X/Y )∗
such that att(ϕ) contains more than one point; set x∗ := ϕ ◦ q. Then x∗ ∈ Y ⊥ ⊂
NA(X), and so there is x ∈ att(x∗). Fact 3.2 gives that |||x∗||| = ‖ϕ‖ = 1 and
q(x) ∈ att(ϕ).
Let us take any point u ∈ att(ϕ)\{q(x)} and choose any sequence (xn)∞n=1 ⊂ u ⊂
X such that limn→∞ |||xn||| = 1 (recall that ‖u‖ = 1). Then (xn)
∞
n=1 is a bounded
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sequence and we can without loss of generality assume that there is x˜ ∈ ℓ∞ such
that xn
w∗
→ x˜ in ℓ∞.
Now,
2 = ϕ(q(x) + q(xn)) = x
∗(x+ xn) ≤ |||x+ xn||| ≤ |||x|||+ |||xn|||
n→∞
−→ 2,
whence
|||x|||+ |||xn||| − |||x+ xn||| −→ 0.
Since the norm |||·||| is defined by a series of pseudonorms (which satisfy the triangle
inequality), we in turn obtain for each k ∈ N:
|〈x, uk − eak〉|+ |〈xn, uk − eak〉| − |〈x+ xn, uk − eak〉|
n→∞
−→ 0,
so, since (xn) converges to x˜ in weak
∗ topology, we have that
|〈x, uk − eak〉|+ |〈x˜, uk − eak〉| − |〈x + x˜, uk − eak〉| = 0. (2)
Claim: There is λ ≥ 0 such that x˜ = λx. In particular, x˜ ∈ X and xn
w
→ x˜.
Assume this is not the case. Then there is z∗ ∈ c00(Q) ⊂ (ℓ1, |||·|||) = X∗ such
that z∗(x) < 0 < x˜(z∗), |z∗(x)| > ‖x‖∞ and x˜(z∗) > ‖x˜‖∞.
Indeed, by the Hahn-Banach theorem we can find z∗1 ∈ ℓ1 separating the point
x and the weak∗-closed convex set [0,∞) · x˜, and z∗2 ∈ ℓ1 separating x˜ and the
weak∗-closed convex set [0,∞) · x with
z∗1(x) < 0 ≤ x˜(z
∗
1), and z
∗
2(x) ≤ 0 < x˜(z
∗
2).
Setting z∗3 := z
∗
1 + z
∗
2 , one can readily see that
z∗3(x) < 0 < x˜(z
∗
3).
Using the density of c00(Q) in ℓ1 we find a functional z∗ ∈ c00(Q) ⊂ ℓ1 so close to z∗3
that, again, z∗(x) < 0 < x˜(z∗). Without loss of generality we can now assume that
|z∗(x)| > ‖x‖∞ and x˜(z∗) > ‖x˜‖∞ because in the opposite case we would simply
multiply z∗ by a sufficiently large rational constant.
Now, take k ∈ N such that uk = z∗ (see Definition 1); Then
〈x, uk − eak〉 = z
∗(x)− xak ≤ z∗(x) + ‖x‖∞ < 0 and
〈x˜, uk − eak〉 = x˜(z
∗)− x˜ak ≥ x˜(z∗)− ‖x˜‖∞ > 0.
But on the other hand it follows from (2) that for each natural k we have
〈x, uk − eak〉 · 〈x˜, uk − eak〉 ≥ 0,
a contradiction which proves the Claim.
Finally, find a functional ψ ∈ (X/Y )∗ such that ψ(q(x)) < 0 < ψ(u) (we can
do so e.g. using the same idea as with z∗3 above in this proof). But then, setting
y∗ := ψ ◦ q, we have that
y∗(x˜) = λy∗(x) = λψ(q(x)) ≤ 0 < ψ(u) = y∗(xn)
which contradicts the fact that xn
w
→ x˜, concluding the proof. 
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5. Non-R(1) renormings
The main result of the present section is Theorem 5.6, which shows that the
implication (B) =⇒ (A) (see the Introduction) can fail in all non-reflexive spaces
if we take a suitable renorming; the purpose of all the preceding lemmas is to prove
this theorem. At the end of this section we also prove a slightly stronger version of
the key Lemma 5.5 which holds for the space ℓ1.
Lemma 5.1. Let x1, x2, . . . , xn ∈ Rd be such that C := conv{x1, x2, . . . , xn} has
nonempty interior. Let x =
∑n
i=1 λixi with
∑n
i=1 λi = 1 and λi > 0 for each i.
Then x ∈ Int(C).
Proof. Assume that x ∈ ∂C and take any non-zero functional ϕ ∈ (Rd)∗ such
that supC ϕ = ϕ(x) (it exists due to the Hahn-Banach Theorem). The hyperplane
H := ϕ−1(ϕ(x)) is nowhere dense, so there is a j ∈ {1, . . . , n} such that xj ∈ C \H
(otherwise C ⊂ H which is impossible). But λj > 0, so λjϕ(xj) < λjϕ(x), whence
ϕ(x) = ϕ
( n∑
i=1
λixi
)
=
∑
i6=j
λiϕ(xi) + λjϕ(xj) <
∑
i6=j
λiϕ(x) + λjϕ(x) = ϕ(x),
which is a contradiction. 
Lemma 5.2. If C is a convex set in a normed linear space X, y ∈ Int(C) and
z ∈ C, then λy + (1− λ)z ∈ Int(C) for any λ ∈ (0, 1).
Proof. If C, y, z and λ are as above, we can find r > 0 such that U(y, r) ⊂ C and
a point x ∈ C ∩ U(z, λr1−λ ). Then the ball U := λU(y, r) + (1 − λ)x = U(λy +
(1 − λ)x, λr) is contained in C as it consists of convex combinations of points of
U(y, r) and x. But ‖λy + (1 − λ)z − (λy + (1 − λ)x)‖ = (1 − λ)‖z − x‖ < λr, and
so λy + (1− λ)z ∈ U . 
Proposition 5.3. Let A ⊂ Rd be bounded. Then convσ(A) = conv(A).
Proof. Take any σ-convex combination x =
∑∞
i=1 λixi of elements of A. If there
are only finitely many non-zero λi’s, then x ∈ conv(A) trivially. So we can clearly
assume that λi 6= 0 for every i, and we aim to prove that x ∈ conv{xi; i ∈ N} ⊂
conv(A).
Now, any convex set in Rd is either contained in a hyperplane, or has a nonempty
interior. Thus, setting C := conv{xi; i ∈ N}, we can assume that Int(C) 6= ∅. Take
N ∈ N so large that the interior of CN := conv{xi; i = 1, . . . , N} is nonempty and
set λ :=
∑N
i=1 λi; then by Lemma 5.1, y :=
1
λ
∑N
i=1 λixi ∈ Int(CN ) ⊂ Int(C).
The point z := 11−λ
∑∞
i=N+1 λixi is clearly an element of C. Since x = λy+(1−
λ)z, the result follows from Lemma 5.2. 
Lemma 5.4. Let X be a Banach space and let for each j, k ∈ N, f jk ∈ BX .
Let (ak)
∞
k=1 ⊂ ℓ1 and (bk)
∞
k=1 ⊂ ℓ1 be two sequences of elements of ℓ1 such that
limk→∞ ‖ak − bk‖1 = 0. Then
lim
k→∞
∞∑
j=1
ajkf
j
k = limk→∞
∞∑
j=1
bjkf
j
k
whenever one of the limits exists.
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Proof. Since X is a Banach space, all the series in the statement, as well as the
estimate below, converge because they converge absolutely. Hence, the following
suffices to conclude the proof:
∥∥∥
∞∑
j=1
ajkf
j
k −
∞∑
j=1
bjkf
j
k
∥∥∥ =
∥∥∥
∞∑
j=1
(
ajk − b
j
k
)
f jk
∥∥∥
≤
∞∑
j=1
∣∣ajk − bjk
∣∣ · ∥∥f jk
∥∥ ≤
∞∑
j=1
∣∣ajk − bjk
∣∣ = ‖ak − bk‖1 −→ 0. 
The following lemma is the core result of the present section showing how to
construct certain renormings of non-reflexive Banach spaces. The proof is rela-
tively complicated from the technical point of view, but except for its use of the
James’s theorem [14] (stating that on a non-reflexive Banach space there always is
a functional which does not attain its norm on the closed unit ball) it is elementary.
The proof is divided into 20 paragraphs to make it easier to read and also to relate
it to the proof of Proposition 5.7 which follows the same scheme. The main idea of
the proof appears already in the second paragraph where we define the renorming
by choosing a new unit ball for the space. The rest of the proof is to show that
the image of this new unit ball via the quotient mapping is exactly what we want
it to be (i.e. the set A). The difficult part is to show that the image contains no
extra points, and that follows from the choice of renorming which uses the non-
norm-attaining functional and the subsequent existence of a “very non-convergent”
bounded sequence of points (a norming sequence for the functional contained in the
unit sphere).
Lemma 5.5. Let X be a non-reflexive Banach space, d ∈ N, Y ⊂ X be a closed
subspace of codimension d in X, and q : X → X/Y be the quotient mapping. Let
‖·‖ be an equivalent norm on X/Y and let A ⊂ X/Y be a symmetric convex Fσ-set
satisfying U(X/Y,‖·‖) ⊂ A ⊂ B(X/Y,‖·‖) for which there exists v ∈ ∂A and r ∈ (0, 1)
such that A \
(
U‖·‖(v, r) ∪ U‖·‖(−v, r)
)
is closed.
Then X admits an equivalent norm |||·||| such that q(B(X,|||·|||)) = A.
Proof. §1: Since Y is a closed subspace of finite codimension d in X , it is comple-
mented in X , its (topological) complement is isomorphic to Rd as well as to X/Y ,
and X ∼= Y ⊕∞ X/Y (see e.g. [6, Section 4.1]). It follows that X ∼= Y ⊕∞ Rd.
Note also that Y is non-reflexive as in the opposite case X would be reflexive, be-
ing isomorphic to the direct sum of two reflexive spaces, which is easily seen to be
reflexive.
Our goal is to find a certain equivalent norm on X ; we can therefore assume
that X = Y ⊕∞ Rd and consider the projection to the second coordinate q : X →
Rd instead of the quotient mapping X → X/Y . This is, indeed, correct as the
topological and linear structure remains the same, so we can also assume without
loss of generality that A ⊂ Rd and that ‖ · ‖ is a norm on Rd (and it is the one
satisfying B(Rd,‖·‖) = A). To avoid any confusion, let us emphasize that we shall
use no other norm on Rd in this proof.
§2: Now, denote F0 := conv
(
A \ (U(v, r) ∪ U(−v, r))
)
; then F0 is a compact
subset of A. Clearly, the set A ∩ U(v, r) is of the type Fσ, so there are closed sets
Ej , j ≥ 1, such that A ∩ U(v, r) =
⋃∞
j=1 Ej . From the convexity of A ∩ U(v, r) it
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follows that A∩U(v, r) =
⋃∞
j=1 Fj where Fj := conv(Ej); then Fj is also closed for
each j.
To define an equivalent norm with the desired properties, we need to use the
fact that Y is non-reflexive. The James’s theorem implies that there exists y∗ ∈
Y ∗ \ NA(Y ), and we can fix a sequence
(
zj
)∞
j=0
⊂ SY such that y∗
(
zj
)
ր ‖y∗‖ as
j → ∞. The following set B clearly is the closed unit ball for an equivalent norm
|||·||| on X .
B := conv
(
BY ×
1
2
A ∪
∞⋃
j=0
({
zj
}
× Fj ∪
{
− zj
}
× (−Fj)
))
Indeed, B is closed absolutely convex with BY ×
1
2A ⊂ B ⊂ BY ×A.
§3: We will be done when we prove that q(B) = A. The inclusion q(B) ⊃ A
is easy to see; indeed, A is symmetric so A =
⋃∞
j=0(Fj ∪ (−Fj)), and obviously⋃∞
j=0(Fj ∪ (−Fj)) ⊂ q(B). It remains to prove that q(B) ⊂ A.
Note that the sequence (zj)∞j=0 does not converge; our task would therefore be
easy if the definition of B only involved closure instead of the closed convex hull.
If that were the case, our argument would be based on the simple observation that
a sequence of the form (zjk , fk)
∞
k=1 with fk ∈ Fjk converges only if the sequence of
indices (jk)
∞
k=1 is eventually constant with limk→∞ jk = j∞, whence limk→∞ fk ∈
Fj∞ ⊂ A.
The rest of the proof deals with the technical difficulties arising from the presence
of convex combinations.
§4: To that end, let us fix an arbitrary point u ∈ q(B) and an x ∈ Y such
that (x, u) ∈ B. Then (x, u) can be written as the limit of a sequence of convex
combinations:
(x, u) = lim
k→∞
(
tk
(
xk,
1
2
vk
)
+
nk∑
j=0
(
αjk
(
zj, f jk
)
− βjk
(
zj, gjk
)))
= lim
k→∞
(
tkxk +
nk∑
j=0
(
αjkz
j − βjkz
j
)
,
1
2
tkvk +
nk∑
j=0
(
αjkf
j
k − β
j
kg
j
k
)) (3)
where nk ∈ N, tk +
∑nk
j=0
(
αjk + β
j
k
)
= 1 with all the coefficients non-negative,
vk ∈ A and f
j
k , g
j
k ∈ Fj for each k ∈ N and j ∈ N∪{0}. Note that all the sets Fj , as
well as A, are convex, and so in the convex combinations it is enough to take only
one element from each of them instead of a convex combination of finitely many
elements.
In paragraphs §5 to §14 of this proof we essentially make a series of simplifying
assumptions which will be shown to cause no loss of generality; in this manner we
shall reduce the matter enough to be able to formulate the final argument in the
last six paragraphs.
§5: First, let us formally make all the sums in (3) infinite series by defining for
each k ∈ N and each j > nk,
αjk := 0, β
j
k := 0, f
j
k := f
1
k and g
j
k := g
1
k. (4)
Thus we now have
(x, u) = lim
k→∞
(
tkxk +
∞∑
j=0
(
αjkz
j − βjkz
j
)
,
1
2
tkvk +
∞∑
j=0
(
αjkf
j
k − β
j
kg
j
k
))
(5)
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where each of the infinite series has only finitely many non-zero summands (for
each k ∈ N). In the following we shall often use this fact without recalling it.
§6: By passing to a subsequence (using a diagonal argument) we can assume
that all the following limits exist for all j ∈ N (recall that all the sequences (f jk)
∞
k=1
and (gjk)
∞
k=1 are bounded in R
d):
αj := lim
k→∞
αjk, β
j := lim
k→∞
βjk, t := limk→∞
tk,
f j := lim
k→∞
f jk and g
j := lim
k→∞
gjk.
(6)
§7: We now distinguish two cases: Either t = 0 or t > 0. Assume first t > 0;
then we shall conclude that u ∈ A as follows. We can find k0 ∈ N such that tk > t2
for each k ≥ k0. Hence, for each k ≥ k0 we have
∥∥∥1
2
tkvk +
∞∑
j=0
(
αjkf
j
k − β
j
kg
j
k
)∥∥∥ ≤
∥∥∥ tk
2
vk
∥∥∥+
∞∑
j=0
∥∥αjkf jk
∥∥+
∞∑
j=0
∥∥βjkgjk
∥∥
≤
tk
2
+
∞∑
j=0
(
αjk + β
j
k
)
= tk +
∞∑
j=0
(
αjk + β
j
k
)
−
tk
2
= 1−
tk
2
< 1−
t
4
.
Hence,
u = lim
k→∞
(1
2
tkvk +
∞∑
j=0
(
αjkf
j
k − β
j
kg
j
k
))
∈
(
1−
t
4
)
B(Rd,‖·‖) ⊂ U(Rd,‖·‖) ⊂ A.
§8: Till the end of the proof, we shall therefore investigate the case when t =
limk→∞ tk = 0. It follows from (5) that
u = lim
k→∞
(1 − tk)
∞∑
j=1
( αjk
1− tk
f jk −
βjk
1− tk
gjk
)
= lim
k→∞
∞∑
j=1
( αjk
1− tk
f jk −
βjk
1− tk
gjk
)
,
and similarly for the first coordinate x; the sum on the right is a convex combination
for each k ∈ N. Hence, we can assume without loss of generality that tk = 0 for
each k, so we have
∞∑
j=0
(
αjk + β
j
k
)
= 1 for each k, and
(x, u) = lim
k→∞
( ∞∑
j=0
(
αjkz
j − βjkz
j
)
,
∞∑
j=0
(
αjkf
j
k − β
j
kg
j
k
))
.
§9: Next assumption we want to make is α0k = β
0
k = 0 for all k ∈ N. In the
present paragraph we show that this causes no loss of generality:
Let us first consider the case when α0 + β0 = 1; then
lim
k→∞
∞∑
j=1
(
αjk + β
j
k
)
= lim
k→∞
(
1−
(
α0k + β
0
k
))
= 1−
(
α0 + β0
)
= 0.
It is now easy to see (e.g. using Lemma 5.4) that limk→∞
∑∞
j=1
(
αjkf
j
k −β
j
kg
j
k
)
= 0,
whence (by (5) and (6)) u = α0f0 + β0g0 ∈ F0 ⊂ A.
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Assume now that α0 + β0 < 1. Clearly we can also assume that for each k ∈ N
we have α0k + β
0
k < 1, and consider the limit of convex combinations
u˜ := lim
k→∞
∞∑
j=1
( αjk
1−
(
α0k + β
0
k
)f jk −
βjk
1−
(
α0k + β
0
k
)gjk
)
; (7)
it is easy to see that the limit exists. Then we have
u =
(
α0 + β0
)( α0
α0 + β0
f0 −
β0
α0 + β0
g0
)
+
(
1−
(
α0 + β0
))
lim
k→∞
∞∑
j=1
( αjk
1−
(
α0 + β0
)f jk −
βjk
1−
(
α0 + β0
)gjk
)
(8)
=
(
α0 + β0
)( α0
α0 + β0
f0 −
β0
α0 + β0
g0
)
+
(
1−
(
α0 + β0
))
u˜,
where the last equality follows from Lemma 5.4 whose assumption is verified as
follows:
∥∥∥
( αjk
1−
(
α0 + β0
)
)∞
j=1
−
( αjk
1−
(
α0k + β
0
k
)
)∞
j=1
∥∥∥
1
=
∣∣∣ 1
1−
(
α0 + β0
) − 1
1−
(
α0k + β
0
k
)
∣∣∣ ·
∥∥(αjk
)∞
j=1
∥∥
1
−→ 0, k→∞,
and similarly with βjk instead of α
j
k.
In (8) we expressed u as a convex combination of an element of F0 ⊂ A and u˜;
therefore, to see that u ∈ A, it is sufficient to prove u˜ ∈ A. Of course, u˜ is in q(B)
as it is the projection of (x˜, u˜) ∈ B where
x˜ := lim
k→∞
∞∑
j=1
( αjk
1−
(
α0k + β
0
k
)zj − β
j
k
1−
(
α0k + β
0
k
)zj
)
.
To avoid introducing more notation, we henceforth assume that α0k = β
0
k = 0 for
all k ∈ N, so we now have
(x, u) = lim
k→∞
( ∞∑
j=1
(
αjkz
j − βjkz
j
)
,
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
))
.
§10: Next we distinguish two subcases depending on the value of
ν := min
{
lim
k→∞
∞∑
j=1
αjk , limk→∞
∞∑
j=1
βjk
}
;
by passing to a subsequence we can guarantee that both limits exist.
§11: Let us first consider the case when ν > 0; we claim that then u ∈ A. To
show that, set for k ∈ N,
αk :=
∞∑
j=1
αjk, βk :=
∞∑
j=1
βjk, fk :=
1
αk
∞∑
j=1
αjkf
j
k and gk :=
1
βk
∞∑
j=1
βjkg
j
k,
and find k0 ∈ N such that for each k ≥ k0, αk, βk ∈
(
ν
2 , 1 −
ν
2
)
. Now, for a given
k ≥ k0, let us assume for example αk ≥ βk; the opposite case is analogous.
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Recall that for j ≥ 1, f jk , g
j
k ∈ Fj ⊂ U(v, r) which implies that fk, gk ∈ U(v, r),
and thus ‖fk − gk‖ < 2r. We now have
∥∥∥
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
)∥∥∥ = ‖αkfk − βkgk‖ = ‖(αk − βk)fk + βk(fk − gk)‖
≤ αk − βk + 2rβk = 1− 2βk + 2rβk = 1− 2βk(1− r) < 1− ν(1− r) < 1.
This is true for any k ≥ k0, and consequently
u = lim
k→∞
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
)
∈ (1 − ν(1− r)) ·B(Rd,‖·‖) ⊂ U(Rd,‖·‖) ⊂ A.
§12: We now turn to the case ν = 0. The first step is to observe that we can
assume without loss of generality that either αk = 0 for all k, or βk = 0 for all k.
Setting
ck :=
(
α1k, α
2
k, . . .
)
and dk :=
(
β1k, β
2
k, . . .
)
,
we see that either ‖ck‖1 = αk → 0 or ‖dk‖1 = βk → 0. Let us examine only the
second case as the first one is analogous. Then we have (e.g. by Lemma 5.4)
lim
k→∞
∞∑
j=1
βjkg
j
k = 0,
and therefore (recall that αk + βk = 1, whence αk → 1)
lim
k→∞
∞∑
j=1
αjk
αk
f jk = lim
k→∞
∞∑
j=1
αjkf
j
k = lim
k→∞
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
)
= u,
from where the observation follows.
From now on, we assume that βjk = 0 for all j, k ∈ N, so
(x, u) = lim
k→∞
( ∞∑
j=1
αjkz
j ,
∞∑
j=1
αjkf
j
k
)
. (9)
§13: Again we need to distinguish two further subcases: This time depending
on the value of
λ :=
∞∑
j=1
αj .
§14: It is easy to see that λ ∈ [0, 1]; the easier situation is when λ = 1: In this
case we need to observe that the limits in the definition of u commute, that is:
u = lim
k→∞
∞∑
j=1
αjkf
j
k =
∞∑
j=1
αjf j . (10)
Indeed, let ε > 0 be given and let us find j0 ∈ N such that
∑∞
j=j0+1
αj < ε4 ,
and k0 ∈ N such that for each k ≥ k0 we have
∥∥∑j0
j=1
(
αjkf
j
k − α
jf j
)∥∥ < ε4 and∣∣∑j0
j=1
(
αjk−α
j
)∣∣ < ε4 . Then for each k ≥ k0 we also obtain (using the assumption
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λ = 1) that
∣∣∑∞
j=j0+1
(
αjk − α
j
)∣∣ < ε4 , and so
∥∥∥
∞∑
j=1
αjkf
j
k −
∞∑
j=1
αjf j
∥∥∥
≤
∥∥∥
j0∑
j=1
(
αjkf
j
k − α
jf j
)∥∥∥+
∥∥∥
∞∑
j=j0+1
αjkf
j
k
∥∥∥+
∥∥∥
∞∑
j=j0+1
αjf j
∥∥∥
<
ε
4
+
∞∑
j=j0+1
αjk +
∞∑
j=j0+1
αj <
ε
4
+
( ∞∑
j=j0+1
αj +
ε
4
)
+
ε
4
< ε.
This proves the second equality in (10), which implies that u ∈ convσ(A) (note
that f j , gj ∈ Fj ⊂ A for every j ∈ N) and it follows by Proposition 5.3 that
u ∈ conv(A) = A.
§15: Finally, assume that λ ∈ [0, 1); we will show that this assumption leads to
a contradiction. Set
xλ :=
∞∑
j=1
αjzj and x(1−λ) := x− xλ = lim
k→∞
∞∑
j=1
(
αjk − α
j
)
zj.
Now we aim to prove that
x(1−λ)
1−λ is the limit of a sequence of convex combinations
of zj. But it need not suffice to simply divide all the coefficients αjk − α
j by 1 − λ
as some of them could be negative. Hence, for any a ∈ R we define
a+ := max{a, 0}, a− := (−a)+, and γ˜jk :=
(
αjk − α
j
)+
,
and we claim that
x(1−λ) = lim
k→∞
∞∑
j=1
γ˜jkz
j .
§16: By Lemma 5.4 it is enough to prove that
lim
k→∞
∥∥(αjk − αj
)∞
j=1
−
(
γ˜jk
)∞
j=1
∥∥
1
= 0.
Let an arbitrary ε > 0 be given. We can find N ∈ N such that
∑∞
j=N+1 α
j < ε2
and k0 ∈ N such that for each natural k ≥ k0 we have
∑N
j=1
∣∣αjk − αj
∣∣ < ε2 . Note
that
(
αjk − α
j
)−
≤ αj as αjk ≥ 0. Then for each k ≥ k0 we have
∥∥(αjk − αj
)∞
j=1
−
(
γ˜jk
)∞
j=1
∥∥
1
=
∞∑
j=1
(
αjk − α
j
)−
≤
N∑
j=1
∣∣αjk − αj
∣∣+
∞∑
j=N+1
αj < ε.
§17: Now, set σk :=
∑∞
j=1 γ˜
j
k; then the last part together with the fact that∑∞
j=1
(
αjk−α
j
)
= 1−λ also implies that limk→∞ σk = 1−λ. Thus, setting γ
j
k :=
γ˜j
k
σk
we obtain
x(1−λ) = lim
k→∞
1− λ
σk
∞∑
j=1
γ˜jkz
j = (1− λ) lim
k→∞
∞∑
j=1
γjkz
j,
and from the definition it immediately follows that
∞∑
j=1
γjk = 1 for each k, and limk→∞
γjk = 0 for each j.
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§18: From these last facts we can readily see that
x(1−λ)
1− λ
= lim
k→∞
∞∑
j=1
γjkz
j ∈
∞⋂
N=1
conv
{
zj; j > N
}
. (11)
Indeed, pick arbitrary N ∈ N and ε > 0, and find k0 such that for each natural
k ≥ k0,
γk :=
N∑
j=1
γjk <
ε
2
.
Then for each k ≥ k0,
dist
( ∞∑
j=1
γjkz
j, conv
{
zj; j > N
})
≤
∥∥∥
∞∑
j=1
γjkz
j −
1
1− γk
∞∑
j=N+1
γjkz
j
∥∥∥
≤
∥∥∥
N∑
j=1
γjkz
j
∥∥∥+
∥∥∥
(
1−
1
1− γk
) ∞∑
j=N+1
γjkz
j
∥∥∥
≤ γk +
∣∣∣1− 1
1− γk
∣∣∣(1 − γk) = γk + γk < ε.
This estimate yields that
x(1−λ)
1−λ ∈ conv
{
zj; j > N
}
.
§19: But this is impossible since the intersection in (11) is empty as we will
show below. On the other hand, the limit in the definition (9) of x converges by
the assumption and since xλ is a well-defined element of the Banach space Y , the
limit defining x(1−λ) necessarily converges as well. This is a contradiction showing
that the case λ ∈ [0, 1) does not occur; since in all the other cases we have already
shown that u ∈ A, the proof will be complete, once we make the observation that
C :=
∞⋂
N=1
conv
{
zj; j > N
}
= ∅.
§20: Recall that
(
zj
)∞
j=1
⊂ SY was chosen to be a norming sequence of the
non-norm-attaining functional y∗. If there existed a point z ∈ C, then z ∈ BY and
y∗(z) > y∗
(
zN
)
for each N ∈ N. Hence, y∗(z) = ‖y∗‖ which is a contradiction, and
the proof is complete. 
As a corollary we obtain the following result.
Theorem 5.6. Let X be a non-reflexive Banach space and Y ⊂ X a closed subspace
of finite codimension d ≥ 2. Then X admits an equivalent norm such that Y ⊥ ⊂
NA(X) and Y is not proximinal.
Proof. As explained in §1 of the proof of Lemma 5.5, we can assume that X/Y is
isomorphic to Rd where d is the codimension of Y in X . Let ‖ · ‖2 be the Euclidean
norm on Rd and let ei, i = 1, . . . , d, be the canonical basis in Rd. Put
A := conv
(
B‖·‖2(e1, 1) ∪B‖·‖2(−e1, 1)
)
\ {e1 + e2,−e1 − e2}.
Clearly A is a symmetric convex Fσ set with nonempty interior satisfying the condi-
tion from Lemma 5.5, so there is a renorming |||·||| of X such that q(BX) = A where
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q : X → Rd is the quotient mapping; then A is the closed unit ball in Rd ∼= X/Y
with the corresponding norm. In the sequel, by X we mean (X, |||·|||).
Since q(BX) = A 6= BX/Y , Lemma 3.3 yields that Y is not proximinal in X .
To prove that Y ⊥ ⊂ NA(X) we will use Lemma 3.3 again. Take any ϕ ∈ (X/Y )∗;
we are to show that it attains its norm at a point of q(BX). Since dim(X/Y ) <∞,
there is a point u ∈ att(ϕ). If u /∈ {e1 + e2,−e1 − e2}, we are done. Suppose
u = e1 + e2; of course, the case u = −e1 − e2 is symmetrical. Further, we can
clearly assume ‖ϕ‖ = 1, so ϕ(u) = 1.
Consider the hyperplane H := {(x1, . . . , xn) ∈ Rd; x2 = 1}; obviously H is a
tangent hyperplane to A at the point e1+e2 (i.e. H∩Int(A) = ∅ and e1+e2 ∈ H∩A).
But there is only one such hyperplane because A ⊃ B‖·‖2(e1, 1) and e1 + e2 lies on
the boundary of B‖·‖2(e1, 1). It follows that H = ϕ
−1(1). But e2 ∈ H ∩ q(BX)
which concludes the proof. 
Proposition 5.7. Let Y ⊂ ℓ1 be a closed subspace of codimension d ∈ N, and
q : ℓ1 → ℓ1/Y be the quotient mapping. Let ‖·‖ be an equivalent norm on ℓ1/Y and
let A ⊂ ℓ1/Y be a symmetric convex Fσ-set satisfying U(ℓ1/Y,‖·‖) ⊂ A ⊂ B(ℓ1/Y,‖·‖).
Then there is an equivalent norm |||·||| on ℓ1 such that q(B(ℓ1,|||·|||)) = A.
Proof. The proof is very similar to that of Lemma 5.5, and so we will do it more
briefly, emphasizing the necessary changes in each paragraph of the proof.
§1: Denote X := ℓ1. The subspace Y ⊂ X is isomorphic to Z :=
{(
xj
)∞
j=1
∈
ℓ1; x
1 = x2 = · · · = xd = 0
}
as all subspaces of the same finite codimension in
X are isomorphic. But Z is obviously (isometrically) isomorphic to ℓ1, and so we
can (similarly as in the proof of Lemma 5.5) assume that X = Y ⊕∞ Rd where
Y = ℓ1. Throughout the proof we shall only consider the norm ‖ ·‖ on Rd for which
B(Rd,‖·‖) = A.
§2: In a similar (but simpler) way as in 5.5 we can find closed convex sets Fj
(j ∈ N) of diameter less than 1 and such that A =
⋃∞
j=1 Fj .
Now, instead of using the James’s theorem, we take the canonical basis (ej)∞j=1
of Y = ℓ1 and we define
B := conv
(
BY ×
1
2
A ∪
∞⋃
j=1
({
ej
}
× Fj ∪
{
− ej
}
× (−Fj)
))
.
Again, B is the closed unit ball for an equivalent norm |||·||| on X .
§3: We want to prove that q(B) = A; the inclusion q(B) ⊃ A follows immedi-
ately from the definition of B and the fact that A =
⋃∞
j=1 Fj .
§4: To prove the converse inclusion, we again take arbitrary u ∈ q(B) and x ∈ Y
such that (x, u) ∈ B. As in 5.5,
(x, u) = lim
k→∞
(
tkxk +
nk∑
j=1
(
αjke
j − βjke
j
)
,
1
2
tkvk +
nk∑
j=1
(
αjkf
j
k − β
j
kg
j
k
))
(12)
where nk ∈ N, tk +
∑nk
j=1
(
αjk + β
j
k
)
= 1 with αjk, β
j
k ≥ 0, vk ∈ A and f
j
k , g
j
k ∈ Fj .
§5, §6: Setting αjk, β
j
k, f
j
k and g
j
k for k ∈ N and j > nk as in (4), we can assume
again that all the limits in (6) exist. As in 5.5, we now formally consider all the
sums in (12) as infinite series.
§7, §8: In the same way as in 5.5 we prove that we can assume all tk’s to be
zero (otherwise u ∈ Int(A)).
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§9: This step of the proof we skip entirely because in this case we do not work
with the set F0.
§10: Here we make one of the important changes by defining
µ := lim
k→∞
∞∑
j=1
min
{
αjk, β
j
k
}
;
of course, we can assume that this limit exists, and we distinguish two cases: µ > 0
and µ = 0.
§11: Suppose µ > 0. For k ∈ N set
uk :=
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
)
;
then u = limk→∞ uk. Further, for all j, k ∈ N set µ
j
k := min
{
αjk, β
j
k
}
. Fix k ∈ N
and for a given j ∈ N assume that αjk ≥ β
j
k; the opposite case is analogous and we
obtain the same estimate:∥∥αjkf jk − βjkgjk
∥∥ = ∥∥(αjk − µjk
)
f jk + µ
j
k
(
f jk − g
j
k
)∥∥
≤
(
αjk − µ
j
k
)
+ µjk
= αjk + β
j
k − µ
j
k;
here the inequality follows from the fact that f jk , g
j
k ∈ Fj ⊂ BRd and diam(Fj) < 1.
Now, by taking the sum over all j ∈ N we obtain
‖uk‖ ≤
∞∑
j=1
∥∥αjkf jk − βjkgjk
∥∥ ≤
∞∑
j=1
(
αjk + β
j
k − µ
j
k
)
= 1−
∞∑
j=1
µjk.
It follows after passage to limit as k →∞ that ‖u‖ ≤ 1−µ, and so u ∈ (1−µ)BRd ⊂
URd ⊂ A.
§12: For the rest of the proof we shall assume that µ = 0. Similarly as in the
proof of Lemma 5.5 we prove that there is no loss of generality in assuming that
µk = 0 for each k. In other words, we can assume that for all j, k ∈ N we have
αjk = 0 or β
j
k = 0.
§13: Recalling the notation in (4), we finally distinguish two cases depending
on the value of
λ :=
∞∑
j=1
(
αj + βj
)
.
§14: Again, λ ∈ [0, 1] and we first resolve the case λ = 1: We shall observe that
the limit and the series in the definition of u commute, that is:
u = lim
k→∞
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
)
=
∞∑
j=1
(
αjf j − βjgj
)
. (13)
Indeed, let ε > 0 be given and let us find j0 ∈ N such that
∑∞
j=j0+1
(
αj + βj
)
< ε4 ,
and k0 ∈ N such that for each k ≥ k0 we have
∥∥∑j0
j=1
(
αjkf
j
k − α
jf j −
(
βjkg
j
k −
βjgj
))∥∥ < ε4 and
∣∣∑j0
j=1
(
αjk+β
j
k
)
−
∑j0
j=1
(
αj+βj
)∣∣ < ε4 . By the same calculation
as in the proof of 5.5 we obtain that for each k ≥ k0,
∥∥∥
∞∑
j=1
(
αjkf
j
k − β
j
kg
j
k
)
−
∞∑
j=1
(
αjf j − βjgj
)∥∥∥ < ε.
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This proves (13), so u ∈ convσ(A) = conv(A) = A by Proposition 5.3 and the
convexity of A.
§15: Aiming for a contradiction, suppose that λ ∈ [0, 1) and set
xλ :=
∞∑
j=1
(
αj − βj
)
ej and
x(1−λ) := x− xλ = lim
k→∞
∞∑
j=1
(
αjk − α
j −
(
βjk − β
j
))
ej.
Note that the last limit must exist as it is the difference of an existing limit and
xλ. Define
γ˜jk :=
(
αjk − α
j
)+
and δ˜jk :=
(
βjk − β
j
)+
,
and we now claim that
x(1−λ) = lim
k→∞
∞∑
j=1
(
γ˜jk − δ˜
j
k
)
ej.
§16: By Lemma 5.4 it suffices to prove that
lim
k→∞
∥∥(αjk − αj
)∞
j=1
−
(
γ˜jk
)∞
j=1
∥∥
1
= 0 and lim
k→∞
∥∥(βjk − βj
)∞
j=1
−
(
δ˜jk
)∞
j=1
∥∥
1
= 0.
This can be done in the same way as in the proof of 5.5.
§17: Now, set σk :=
∑∞
j=1
(
γ˜jk + δ˜
j
k
)
and observe that limk→∞ σk = 1 − λ.
Further, define
γjk :=
γ˜jk
σk
and δjk :=
δ˜jk
σk
;
then we have:
(i) x(1−λ) = (1− λ) limk→∞
∑∞
j=1
(
γjk − δ
j
k
)
ej ;
(ii) for each k ∈ N,
∑∞
j=1
(
γjk + δ
j
k
)
= 1;
(iii) for all j, k ∈ N, either γjk = 0 or δ
j
k = 0;
(iv) and for each j ∈ N, limk→∞ γ
j
k = 0 and limk→∞ δ
j
k = 0.
§18, §19, §20: Now, on one hand we can readily see from (i), (ii) and (iii) that
‖x(1−λ)‖ = (1− λ) lim
k→∞
∞∑
j=1
(
γjk + δ
j
k
)
= (1− λ) lim
k→∞
1 = 1− λ > 0.
On the other hand, (i) and (iv) yield that x(1−λ) = 0. Indeed, (i) says that x(1−λ)
is the norm-limit of a certain sequence which by (iv) converges pointwise to 0. 
Remark 5.8. (a) Let X be a Banach space, Y ⊂ X be a closed subspace and
q : X → X/Y be the quotient mapping. Since any functional y∗ ∈ Y ⊥ can
be expressed as y∗ = ϕ ◦ q for some ϕ := (X/Y )∗, one can notice that in the
proof of Lemma 3.3 (ii) we actually show the following equivalence for each
y∗ ∈ Y ⊥:
y∗ ∈ NA(X)⇐⇒ the corresponding ϕ ∈ (X/Y )∗ attains its norm on q(BX).
Consider the situation when X = ℓ1 and Y has codimension d in X ; then
X/Y ∼= Rd. The set A := U(Rd,‖·‖2) satisfies the assumptions of Proposi-
tion 5.7, so there is an equivalent norm |||·||| on ℓ1 such that q(B(ℓ1,|||·|||)) =
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A. From the above equivalence we immediately obtain that Y ⊥ ⊂ (X∗ \
NA(ℓ1, |||·|||)) ∪ {0}.
In other words, given any finite-dimensional subspace Z ⊂ (ℓ1)∗, we can find
a renorming such that Z \ {0} is contained in non-norm-attaining functionals.
Note that a result of F.J. Garc´ıa-Pacheco [7, Theorem 1.2] implies that ℓ∗1 \
NA(ℓ1) is, in fact, spaceable.
It is also easy to see that, in the new norm, Y is antiproximinal (i.e. no
point x /∈ Y has in Y a closest point). Indeed, the proof of Lemma 3.3 (i) also
shows that
X is antiproximinal ⇐⇒ q(BX) = UX/Y .
Likewise, given a closed subspace Y of finite codimension in a non-reflexive
Banach space X , there exists an equivalent norm on X such that Y is prox-
iminal in X . This follows from Lemma 5.5 as the set A := BX/Y satisfies the
assumptions.
(b) The assumption that Y is finite-codimensional is very important for our ap-
proach to both Lemma 5.5 and Proposition 5.7. In the proof of the former,
we use this assumption to see that Y is complemented, and therefore non-
reflexive as its complement is finite-dimensional; this argument is not neces-
sary in the latter case as ℓ1 contains no infinite-dimensional complemented
reflexive subspaces—see [6, Section 13.7]. The fact that Y is non-reflexive is
needed as any reflexive space is proximinal in any superspace (see [21]; the
converse is also true—[19] or [22]). In both cases we rely on Proposition 5.3.
(c) It is natural to ask whether the assumption that A is Fσ in Lemma 5.5 and
Proposition 5.7 can be relaxed to higher Borel classes or even analytic sets.
Related questions have already been studied: R. Kaufman proves in [15] that
any non-reflexive Banach space admits an equivalent norm such that the set of
norm-attaining functionals is not Borel; in [16] he improves this result showing
that such a renorming can be made even Fre´chet smooth. Following Kaufman
and using his deep abstract lemmas, O. Kurka proves in his paper [18] that
given any separable non-reflexive Banach spaceX and an ordinal α < ω1, there
exists an equivalent strictly convex norm on X such that the corresponding
set of norm-attaining functionals is not of the (additive) Borel class α (it is
observed in [15] that when X is strictly convex, NA(X) is Borel).
It seems likely that Kurka’s method could be (at least in some cases) used
to prove a version of Lemma 5.5 with weaker assumptions on the descriptive
quality of A.
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