One-way delay variation (OWDV) has become increasingly of interest to researchers as a way to evaluate network state and service quality, especially for real-time and streaming services such as voice-over-Internet-protocol (VoIP) and video. Many schemes for OWDV measurement require clock synchronization through the global-positioning system (GPS) or network time protocol. In clocksynchronized approaches, the accuracy of OWDV measurement depends on the accuracy of the clock synchronization. GPS provides highly accurate clock synchronization. However, the deployment of GPS on legacy network equipment might be slow and costly. This paper proposes a method for measuring OWDV that dispenses with clock synchronization. The clock synchronization problem is mainly caused by clock skew. The proposed approach is based on the measurement of inter-packet delay and accumulated OWDV. This paper shows the performance of the proposed scheme via simulations and through experiments in a VoIP network. The presented simulation and measurement results indicate that clock skew can be efficiently measured and removed and that OWDV can be measured without requiring clock synchronization.
I. Introduction
Real-time applications over the Internet, such as voice-overInternet protocol (VoIP) and video streaming services, use oneway delay variation (OWDV) information to monitor and maintain quality of service (QoS) or service quality as perceived by the user [1] . One-way delay (OWD) is defined as the delay that a data packet suffers in the trip from source to destination. If the source and destination use the same clock, this is equivalent to the difference between the arrival time at the destination and the departure time at the source. OWDV is defined as the difference in OWD experienced by two packets of the same length [2] , where the definition of OWDV between any two packets a and b (a≠b) is the difference of their OWDs, or
OWDV(a, b) = OWD(a) -OWD(b).
The problem is that the source and the destination generally use different clocks. Therefore, a major effort has been made in recent years to provide clock synchronization between remote hosts.
To describe clock synchronization, the following definitions are used in this paper. Clock A, C A , has time t A at the same time that Clock B, C B , indicates t B , where t A and t B are the indicated times or time stamps at the same time. The offset time is O A, B = t A -t B . Clocks A and B advance at rate r A = d(t A )/dt and r B = d(t B )/dt, respectively. Clock drift is the rate of change in the clock rate. For simplicity, this clock drift is assumed to be zero. Using C A as the reference, clock skew is defined as S A = r B /r A . In a similar way, the clock skew referenced at C B is S B = r A /r B .
Clock synchronization is the adjustment of time on the local clock relative to the reference's clock which may be at the Measurement Scheme for One-Way Delay Variation with Detection and Removal of Clock Skew
Makoto Aoki, Eiji Oki, and Roberto Rojas-Cessa source, destination, or some other node. In other words, clock synchronization is the elimination of the clock's offset. There are two measurement approaches: active and passive. Active measurements inject probing packets into the network, specifically between source and destination hosts, with the purpose of measuring the network parameter of interest [3] - [5] . Several existing active measurement schemes use the globalpositioning system (GPS), network time protocol (NTP) [6] , or precision time protocol (PTP), also known as IEEE 1588 standard [7] , to perform clock synchronization. However, the introduction of GPS increases equipment costs. Furthermore, GPS is difficult to deploy on legacy equipment. NTP and PTP require measurement of round-trip time (RTT) to perform clock synchronization, and even more restrictive, they require that both paths (from source to destination and from destination to source) have the same OWD to function. In general, each path has a different OWD unless the network was engineered with this feature in mind, and it is difficult to expect a network such as the Internet would be able to meet this restriction.
Active schemes that can measure OWD/OWDV without requiring clock synchronization have been proposed [8] - [10] . In [8] , cyclic-paths are selected properly to calculate each oneway delay, while a new relationship is introduced between OWD and RTT in [9] . However, both are based on the measurement of round-trip delays. The scheme in [10] measures the time-interval values between pairs of packets at the sender and the receiver using dedicated UDP packets and calculates the difference between both values. These values are used to deduce the Fourier-transformed magnitude of the queuing delay probability distribution function and so avoid the clock synchronization problem. This scheme is very attractive. Unfortunately, it cannot realize packet-by-packet OWDV measurement.
Passive measurement schemes use the traffic flowing through the network, most often user traffic, to implement the measurement process. Passive measurement is attractive because it does not inject additional traffic into the network and because measurement is directly performed on the user traffic (the effect that the user actually experiences). However, the accuracy of this approach depends on how to capture the flowing traffic data at a given time. A passive measurement scheme to measure OWD was recently proposed [11] . This scheme uses GPS and NTP for clock synchronization. Another passive OWD scheme is based on the assumption that PTP achieves clock synchronization [12] .
A scheme to measure OWD clock skew was recently proposed [13] . This scheme uses the real-time protocol (RTP) [14] and the real-time control protocol (RTCP) [15] to create fixed packet length and fixed inter-packet delay (IPD). IPD is the time between two consecutive packet departures at the source and is measured at the destination. This approach is based on a simple model to estimate clock skew, and demonstrates a different perspective from the existing complex approaches to the estimation of clock skew, where for example, linear programming is used [16] . The accuracy of clock skew removal depends on experiencing low queuing delays during the measurement. However, the case where the network remains with long queuing delays is not considered in the scheme. From the perspective of measurement accuracy, only GPS-based schemes are able to lower the error rate of clock frequency determination to under 10 -8 [11] . Almost none of the methods based on clock skew estimation addressed the issue of measurement accuracy [8] , [12] , [16] . From the user's point of view, it must be possible to measure the OWD/OWDV of the user's data anywhere with no limitation. For example, it means that the tools are offering passive measurement and interoperability with general purpose data capturing tools such as Wireshark [17] , and without the needs for clock synchronization. OWDV serves a very important role for jitter buffer design and analysis of network conditions [16] . This is because OWDV involves only queuing delays which strongly depend on network traffic conditions. This paper proposes a passive OWDV measurement scheme that does not need an external mechanism for clock synchronization between the source and destination hosts. The proposed approach measures IPD and the combined and accumulated OWDV (AOWDV), which is the sum of IPD. However, as clock skew is included in the IPD measurements, this paper introduces an AOWDV-based mechanism to estimate and remove clock skew. OWDV is obtained from AOWDV after clock skew is removed. In this process, the proposed method estimates the clock-rate difference between the source and the destination. The proposed approach is evaluated by the results of both simulations and analyses of real network data. The evaluation results show that the proposed method can effectively estimate OWDV.
The remainder of this paper is organized as follows. Section II introduces the mechanism proposed to measure OWDV. This section also describes the methodology used for the detection and adjustment of clock skew. Section III presents a simulation study of the proposed scheme. Section IV presents the results of OWDV evaluations of data from an actual VoIP network. Section V presents our conclusions.
II. Scheme to Measure OWDV
Measuring OWDV
The basic idea behind the measurement of one-way delay is described below. For simplicity, we assume that there is no 
TS(i+1)
clock skew in the network being examined. The following subsection focuses on clock skew removal. The proposed mechanism is based on the differences between the IPD and TS measured at the destination host. The adopted method uses the smallest experienced difference to evaluate the contribution of every new IPD and TS measurement as packets are received at the destination. To evaluate the clock skew, the source explicitly sends packets together with departure times, where the departure time is measured at the source host, to the destination. The packets have fixed length to comply with the OWDV definition [2] . Every packet has an identification number. If i is defined as the first packet transmitted from the source to perform measurement, then IPD(i+1) is measured between packets i and i+1. Figure 1 shows an example of the delay times between packets i and i+1 in a stream of packets. In this example, packet i departs at time T(i), and packet i+1 departs at time T(i+1), where T(i) and T(i+1) are measured at the source host. The arrival times of packets i and i+1 are then R(i) and R(i+1), as measured at the destination host.
The inter-packet delay at the source, TS(i+1), is defined as
TS(i+1) = T(i+1) -T(i).
This value is set by the source. The inter-packet delay measured at the destination, IPD(i+1), is
This value is TS(i+1) plus the variable OWD(i+1) that a packet undergoes, and it is measured by reference to the clock at the destination.
In general, OWD consists of two types of delays: deterministic and variable delays. Propagation and transmission delays are deterministic. The propagation delay is defined as the propagation time over the transmission medium (optical or electrical signal) and is proportional to transmission length. The transmission delay is defined as the transmission Queuing delay is variable, and represents the times that packets wait at the buffers in intermediate network nodes for onward transmission. These delays depend on traffic conditions in the networks and show values equal to or greater than zero. If the queuing delay is equal to zero, the packet is not affected by any other traffic so that OWD takes its minimum value. The minimum OWD, which includes only fixed delays, is a critical factor in implementing the proposed scheme.
The measurement of OWDV is based on the measurement of IPD and TS. As shown in Fig. 1, IPD(i+1) is measured as the difference in time between packets i and i+1. The minimum OWD(i+j) experienced among all those measured, including that of packet i+1, is denoted as D min. The consideration of consecutive packets is not required as long as TS between two packets is conveyed to the destination host (there are several options for implementing this requirement [12] ; however, they are outside the scope of this paper). Figure 2 describes the relationships among OWD, OWDV, and D min . Here, let the variables of OWD and OWDV be defined as γ(k) and δ(k), respectively, for packet k hereafter. δ(i+j) experienced by packet i+j in reference to D min can be rewritten as
On the other hand, the inter-packet delay at the source can be described as a function of IPD(i+j):
Using (5) and long measured periods, γ(i+n) as OWD for the last received packet n can be expressed as
where n is the index of the last measured OWD. Also, let the function AOWDV of variables of IPD, TS, and n,
Therefore, (6) can be transformed into
D min in (4) can be expressed from its definition and (7) as
where
is defined as a function of selecting the minimum value from the set of 1 2 { , ,
. Using (4), (7), and (8), δ(i+n) for packet n can be expressed as
Equation (9) shows that the one-way delay of the first experience γ(i) is removed. This means that the proposed scheme is able to estimate δ(i+n) by using measurable data of IPD and TS. However, since in practice these equations include clock skew information, the clock skew information has to be removed using a process described in the next subsection.
Removal of Clock Skew
The removal (also called adjustment) of the clock skew from Δ(i+j) measurements is described here. The adjustment needs to be done with reference to the destination clock C d . Measurements of TS(i+j) are made with the source clock, so they include information about the clock rate of C s . Since the information does not include the difference of the departure times, clock synchronization is not needed for the clock rate of C d . For this, Δ(i+j) is considered on a per-packet basis as in (9) . Figure 3 shows a general description of how Δ(i+j) is collected. Δ(i+j) is calculated using TS(i+j), IPD(i+j), and Δ(i+j) when packet i+j is received at the destination host. When this parameter is plotted against time (C d ), Δ(i+j) contains clock skew information that can be observed. However, Δ(i+j) values can include queuing delays, which render clock skew estimation inaccurate. A process that removes the queuing delays from the collected data of Δ(i+j) is required. For this, only the smallest values of Δ(i+j) selected in observation time units (defined as windows), min{Δ(i+j)}, including negative values, are used. The selection of min{Δ(i+j)} is independent of the difference of the smallest value in the complete set of collected measurements (that is, n), which makes it dependent Fig. 3 . Example of data collected for clock synchronization. 
where Ns(l) is the number of Δ(i+j) without queuing delay collected in n packets at load l. The window size is given in terms of the number of packets. There exists a trade-off between r(l) and n. For this reason, the ns2 simulation [18] of the M/M/1 model, with l=0.8 (heavier traffic load condition), used the values of r(l)=0.01 and n=100. n=100 means a window size of two seconds. The rate of clock skew is estimated from the set of smallest values selected in every window by using linear regression. Figure 4 shows the estimation process. First, the minimum value in each window (k) is selected. Then, the slope, which is equal to the clock skew, is estimated using these minimum values based on linear regression. Finally, actual Δ(i+j) is obtained by subtracting the delay gaps due to clock skew from Δ(i+j). 
III. Simulation of Proposed Scheme
Network simulator ns2 was used to validate the proposed measurement scheme. We focused on validating the estimation of OWDV in IP networks with heavy cross traffic. Figure 5 shows the network model used in the simulations. The network consists of four source hosts (S0 to S3), four destination hosts (D0 to D3), four network nodes (Node1 to Node4), and three links (L1 to L3) connected between network nodes. All the links have the rate of 1 Mbps.
In this simulation model, a VoIP connection was selected to validate the OWDV measurement scheme in IP networks since VoIP calls have strict requirements in terms of OWDV. The VoIP traffic, which is transmitted from S0 to D0, is characterized by constant bit rate (CBR) with a 240-byte packet being transmitted every 20 ms. The VoIP traffic bandwidth can reach 96 kbps.
In addition, cross traffic flows were injected into the IP network. The flows are characterized as variable bit rate (VBR), random packet-length (average 700 bytes), and random packetinterval time to simulate aggregated TCP/IP traffic flows in the IP networks. Three independent cross traffic flows, VBR1, VBR2, and VBR3, were injected from source nodes S1, S2, and S3 and transmitted to destination nodes D1, D2, and D3, respectively. These flows impose independent and randomized cross traffic on the VoIP stream. The network loads, including the VoIP traffic over the links, were set to around 80%. The clock rate difference between the source and the destination was set to ±1000 parts per million (ppm), or ± 1 ms per s. This value is a stricter test than is expected in practice (order of 200 ppm at most). Figure 6 plots the Δ(i+j) data calculated from the collected TS(i+j) and IPD(i+j) values, against the arrival times as clocked by C d . In addition to the variability in the Δ(i+j) data caused by the queuing delays of the cross traffic, the figure shows that there is a steady increase in Δ(i+j). This offset increase is created by the clock skew.
To remove the clock skew, the smallest values of Δ(i+j) are collected, as defined in subsection II.2. Different from [13] , where acceptable error ε from the minimum experienced delay is used to determine the selection of delays used in calculating the clock skew, the approach adopted in this paper segments the simulation time into windows, and the lowest value is collected from each window. The windows selected here have a length of 100 packets, or 2 s (as CBR traffic is used). Figure 7 shows the minimum values of Δ(i+j) collected in the case in Fig. 6 (C d > C s ) . The estimated skew rate is represented by the slope of the straight line in the figure. These values show similar increasing linear offset to that observed in Fig. 6 . The advantage of this method is that even if queuing delay remains constant, the collectable Δ(i+j) values can be used for the calculation of the clock skew.
The clock skew, estimated by using linear regression, was 1.03739×10 -3 . This means that the calculated clock skew has an error of 3.7% (against the 1.000×10 -3 of the experimental setup). After the skew is calculated, it is removed from the measured δ(i+j). This is the actual δ(i+j). Figure 8 shows actual δ(i+j) in this experiment, where the offset created by the clock skew is removed. As the figure shows, the distribution is similar to that shown in Fig. 6 , so no information is lost. A simulation of the case of C d < C s was also conducted. Figure 9 shows the Δ(i+j) data at the same link utilization rate (80%) as in the case of Fig. 6 ; a negative clock skew rate (-1000 ppm) and longer packet length (average 1000 bytes) were used. The longer packet length raises the probability of greater queuing delay.
We can see that there are larger Δ(i+j) values (more than 300 ms) in Fig. 9 than in Fig. 6 . Figure 10 shows the minimum values of Δ(i+j) based on the data shown in Fig. 9 . The clock skew rate estimated using the same method is represented by the slope of the straight line in the figure. These values yield a decreasing linear offset. As shown in Fig. 10 , a large value, which included long queuing delay, was detected at around 80 seconds. This was caused by high traffic loads with longer packet length. Almost all values seem to be close to the actual minimum Δ(i+j), so the slope of clock skew could be obtained with high accuracy. Estimations for δ(i+j) values were done in the same way as for the case of C d > C s . The figures for δ(i+j) are omitted due to space concerns.
IV. Field Test of Proposed Scheme
OWD measurements were conducted in a practical field environment. The system used offers private VoIP services to around 20,000 IP phones in major Japanese cities. The distance between the offices with IP phones and the network operation center (NOC) is as long as 2,000 km. The networks consist of various network subsystems, such as private core IP networks, public VoIP networks, Internet, ADSL, and Wireless LAN (IEEE 802.11). The network systems, including IP phones, are run without clock synchronization.
VoIP quality metrics such as packet loss and jitter (except one-way delay (variation)) were monitored at the NOC. Figure  11 shows the system used to measure δ(i+j) of the transmitted voice packets. The voice packets on the monitored paths were copied and transferred to packet capture tools installed at the NOC. The packet capture tools record the information of proper RTP packets, including transmission (timestamp) and reception times. Here the proper packets are defined as packets received with no protocol violation. Information of VoIP calls was stored in the packet capture tools to estimate δ(i+j). The source of this information is indicated by the red dotted lines in the figure.
The first example is that the observed VoIP call was impacted by the bursty cross traffic on the Internet during the calling time from 18 s to 105 s. We did not analyze the cause of the bursty traffic because it is outside our scope. Figure 12 shows the estimated Δ(i+j) based on data sampled at the NOC. Indicating that clock skew was small, Δ(i+j) shows an apparent constant offset. The collected minimum values of Δ(i+j), as mentioned in subsection II.2, are also shown in Fig. 13 , where the estimated skew rate is represented by the slope of the straight line. The clock skew rate was estimated, by linear regression, to be -2.95349×10 -6 . This shows that C d has a slightly smaller rate than C s due to having a minus rate. Since the absolute rate of 2.95349×10 -6 corresponds to around 10 ppm, clock skew between the source and destination is small compared to the specification requirement (order of 100 ppm). Due to the duration of the collection process, the values show a variation that could indicate the magnitude of the clock skew. However, the largest values are the most representative. Fig. 14 consists of positive data and shows estimated Δ(i+j). In this case, the small clock skew looks to be easily removed by a simple process, and data from other trials show a similar trend. However, linear regression is used for this purpose, and it is applied on minimum values.
The second experiment yielded the case of packet loss (at around 35 seconds) while packets were randomly delayed in all connection periods in the wireless network (IEEE 802.11), which is located at the office. This data shows a smaller variation of the offset values indicated the clock skew. Figure  15 shows the Δ(i+j) values gathered in this experiment. The offset values have a small slope, indicating that this path between the IP phone and the capture tool had relatively small clock skew.
The minimum values of Δ(i+j), used to calculate the clock skew, are shown in Fig. 16 . The estimated clock skew rate is represented by the slope of the straight line. The estimated clock skew rate shows that the absolute rate (16.9733×10 -6 ) is larger than that in Fig. 13 , and C d has a slightly smaller rate 0.14 than C s due to having a minus rate the same as in Fig. 13 . Figure 17 shows δ(i+j) values after clock skew removal. The figure shows Δ(i+j) characteristics that match those shown in Fig. 15 . As shown, the clock skew is effectively removed without degrading network information. This result shows that the proposed scheme performed well even if some packets were lost. This is due to the fact that Δ(i+j) can always be calculated by using pairs of TS(i+j) and IPD(i+j) values .
The proposed scheme was used to analyze OWDV of VoIP calls including calls with extremely poor voice quality (longer delay and/or many packet losses) in addition to the two examples mentioned above. The results confirm that OWDV measurement is useful for the analysis of network conditions like congestion.
V. Conclusion
OWDV, which is experienced by packets traveling between source and destination hosts, can be easily measured if clock synchronization is performed between the two hosts. Clock synchronization is known to be difficult except for the GPSbased system because time adjustment protocols require symmetrical paths for round trip measurements. However, as legacy equipment may need to be completely replaced to deploy GPS, this approach may be too slow or expensive. As an alternative that uses no additional resources, this paper presents a scheme for measuring OWDV that does not require an external mechanism for clock synchronization. The method depends on clock skew adjustment. This paper presents the dependability of estimating OWDV from the clock skew. The proposed scheme is based on the measurement of IPDs, which are the difference in arrival times of consecutive packets. The IPD values are closely related to OWDV. However, they are affected by the clock skew between the source and destination clocks. This paper introduced a method for the estimation and detection of clock skew to enable the measurement of OWDV. Different from existing methods, our method to estimate the clock skew is based on the accumulated values of OWDV or AOWDV. The use of AOWDV speeds up the collection of samples as it does not discard useful data as is done by errorbased methods.
The proposed measurement scheme was tested by computer simulation and in an actual VoIP network. The results of the simulations and field trials show that clock skew can be effectively removed, and the OWDV values can be efficiently obtained. The error in clock skew estimation achieved was equal to or smaller than 3.7%. The proposed scheme can be applied by network operators to detect large jitter values or OWDV and to make network adjustments.
