The International Atomic Energy Agency has established international safeguards standards for fissionable material at spent fuel reprocessing plants to ensure that significant quantities of weaponsgrade nuclear material are not diverted over a specified time frame. Currently, methods to verify that the facilities are operating under adequate safeguard-declared conditions require time consuming sampling and expensive, destructive analysis. The time delay between sampling and subsequent analysis provides a potential opportunity to divert the material out of the appropriate chemical stream. One way to avoid this problem is to use process monitoring equipment that is capable of on-line and in near-real-time monitoring of the flow sheet radiochemical streams to rapidly identify deviations from normal operating conditions. Three integrated systems for flow sheet monitoring are currently being developed at Pacific Northwest National Laboratory (PNNL) including 1) a multi-isotope process monitor (MIP), 2) a spectroscopy-based monitor utilizing UV-Vis-NIR (ultraviolet-visible-near infrared) and Raman spectrometers, and 3) an electrochemically modulated separations approach (EMS). MIP uses gamma spectroscopy and pattern recognition software to identify off-normal conditions in process streams. The UV-Vis-NIR and Raman spectroscopic monitoring continuously measures chemical compositions of the process streams including actinide metal ions (uranium, plutonium, and neptunium), selected fission products, and major cold flow sheet chemicals. EMS provides an on-line means for pre-separating and pre-concentrating elements of interest out of complex matrices prior to detection via non-destructive assay by gamma spectroscopy or destructive analysis with mass spectrometry.
Last FY, PNNL reported some of its initial modeling work as proof of principle. In this FY 2009 progress report, we provide a general overview of the performance of these technologies in the demonstrations that were carried out using spent nuclear fuel. The MIP monitor technology work scope had three specific goals, 1) to evaluate the sensitivity of the technology using spent nuclear fuel dissolver solutions that had undergone the first separation phase of a PUREX-type separation, 2) to optimize the multivariate analysis algorithm used based on the results of the test with the separated SNF solution, and 3) to demonstrate the applicability of the MIP monitor for predicting SNF burnup. The sensitivity of the MIP monitor was evaluated by using the gamma spectrum from the organic extract phase to indirectly determine the acid concentration of the acid feed phase. It was determined that the MIP monitor was able to accurately measure the acid concentration to within 0.1 M at three sigma (three standard deviations from the mean, which corresponds to the 99.9 percent confidence interval). This result, albeit quite promising was found to be subject to two experimental biases; a small sample size (N = 9) and a slightly nonlinear biphasic extraction model upon which the prediction algorithm was based. Using simulated gamma spectra, the acid concentration of the acid feed was predicted, as done for the separated SNF solution, for a 16 MWd/kgU boiling water reactor fuel that had been cooled for 26 years. The sensitivity was determined to be within 0.05 M at three sigma. This prediction has yet to be experimentally verified, but suggests a tremendous sensitivity of this technology for monitoring minute variations in process conditions, which are of paramount importance if one were trying to detect special nuclear material diversion via a trickle diversion methodology. The evaluation of the MIP monitor for predicting spent fuel burnup was also quite successful, being able to accurately determine burnup for a simulated fuel to within 0.1 percent using simulated spectra. This capability is rather promising for safeguards inspections at reprocessing facilities since it could be used to help minimize shipper-receiver differences and thereby significantly decrease the material unaccounted for by providing a valuable piece of complimentary data to the nuclear material accountancy measurements performed by the IAEA on the input accountancy tanks.
iv Spectroscopy-Based Monitoring has two inherent advantages due to its suitability for performing qualitative and quantitative measurements; both the potential applicability for process monitoring and nuclear material accountancy measurements. This is why, in part, the scope of work for the evaluation of the Spectroscopy-Based Monitoring system focused on both the sensitivity (detection limit) and the uncertainty (relative standard deviation) determination of this technology. Simulated process feed solutions containing uranium, neptunium or plutonium were used for the performance analyses. The Raman technology, which is used to determine the uranium concentration, yielded a detection limit of 3.1 mM and a relative standard deviation of 0.8 percent. This result is quite promising as it compares rather well to the performance of the safeguards benchmark technology, hybrid K-edge densitometry, which has a relative standard deviation around 0.7 percent. For plutonium and neptunium measurements a visiblenear infrared spectrometer coupled to fiber optic probes were used. This method provided a detection limit for tetravalent plutonium of 80 µM with a relative standard deviation of 1.7 percent, while neptunium measurements yielded a detection limit 0f 0.1 mM for pentavalent neptunium with a relative standard deviation of 5.6 percent and a relative standard deviation for hexavalent neptunium of 1.1 percent, respectively. The ability to rapidly measure neptunium quantitatively is quite significant due to the use of neptunium concentrations by the IAEA for performing flowsheet verification.
The electrochemically-modulated separation technology was evaluated as a means of separating and pre-concentrating plutonium from spent nuclear fuel dissolver solutions so that it could be quantified by gamma spectrometry. This experimental test was designed to attempt to validate the gamma spectra modeled last year for a spent fuel sample of comparable pedigree and burnup. Although this technology was able to demonstrate pre-concentration of plutonium using mass spectrometric detection, gamma spectroscopy was unable to observe a significant change in the gamma spectra before and after the separation was applied. The complex matrix of dissolver solution presented some unforeseen challenges, such as co-deposition of tetravalent zirconium. The NA-22 Safeguards Portfolio has recently committed to funding additional research and development that is needed to improve the performance of this technology for safeguards applications. 
Introduction
Pacific Northwest National Laboratory (PNNL) is developing and demonstrating three technologies designed to assist in the monitoring of reprocessing facilities in near-real time. These technologies include 1) a multi-isotope process monitor (MIP), 2) a spectroscopy-based monitor that uses UV-Vis-NIR (ultraviolet-visible-near infrared) and Raman spectrometers, and 3) an electrochemically modulated separations approach (EMS). The MIP monitor uses gamma spectroscopy and pattern recognition software to identify off-normal conditions in process streams. The UV-Vis-NIR and Raman spectroscopic monitoring continuously measures chemical compositions of the process streams including actinide metal ions (uranium, plutonium, neptunium), selected fission products, and major cold flow sheet chemicals. The EMS approach provides an on-line means for separating and concentrating elements of interest out of complex matrices prior to detection via nondestructive assay by gamma spectroscopy or destructive analysis with mass spectrometry. A general overview of the technologies and ongoing demonstration results are described in this report.
PNNL has hot cell facilities where two segments of spent nuclear fuel were dissolved for use in the demonstrations of all three process monitoring technologies discussed here: 1) a segment of low burnup (i.e., 16 MWd/kgU) boiling water reactor (BWR) fuel with a decay time of 26 years, and a segment of high burnup (i.e., ~67MWd/kgU) BWR fuel with a decay time of 16 years. Both fuels have been characterized previously (Vaidyanathan 1997 , Guenther 1998 , Wolf 2005 . These fuels were dissolved in nitric acid and a portion of each fuel solution was brought up in the following acid concentrations: 0.1, 1.3, 2.5, 3.8, and 5.1 M nitric acid. Both sets of spent fuel solutions, high burnup and low burnup, were used in the MIP and UV-Vis-NIR demonstration, while only the high burn up solution was used in the EMS demonstration. 
Modern industrial reprocessing techniques, including the plutonium-uranium extraction (PUREX) and uranium reduction and extraction (UREX+) family of separations technologies, are based on solvent extraction between organic and aqueous phases. In these bi-phase systems, product (actinide) and contaminant (fission and activation products) elements are preferentially driven (thermodynamically) to opposite phases, with small amounts of each remaining in the other phase (Benedict, Pigford, and Levi 1981) .
The distribution of each element between the organic and aqueous phases is determined by major process variables such as acid concentration, organic ligand concentration, reduction potential, and temperature. Hence, for consistent performance of the separation process, the distribution of each element between the organic and aqueous phases should be relatively constant. During "normal" operations, the pattern of elements distributing into the product and waste streams at each segment of the facility should be reproducible, thereby resulting in a statistically significant signature of the nominal process conditions. Under "abnormal" conditions, such as those expected under some protracted diversion scenarios, patterns of elements within the various streams would be expected to change measurably.
The multi-isotope process (MIP) monitoring approach uses changes in the concentrations of gammaemitting elements as evidence of changes to the process chemistry (Smith et al. 2007 . It exploits a suite of gamma-emitting isotopes to track multiple chemical species and behaviors simultaneously, thus encompassing a large array of elements that are affected by chemical and physical changes. In-process surveillance by the MIP monitor is accomplished by coupling the gamma spectrometry of the streams with multivariate techniques, such as principal component analysis (PCA). PCA is a chemometrics tool that finds combinations of variables (principal components) that best describe the common variance between differing datasets (Malinowski 2008) . Using multivariate analysis, such as PCA, the MIP monitoring technique is then capable of automatically evaluating the patterns of the gamma-emitting contaminants for statistically relevant signs of potential changes to the process chemistry. The MIP monitor represents the first of its technology to combine gamma-ray spectroscopy with multivariate analysis for monitoring reprocessing operations. 
Methodology 2.2.1 Methodology of the Simulations
A group of three computer models was used in series to simulate gamma spectra from reprocessing streams to test the MIP monitor concept. Spent boiling water reactor (BWR) fuel was modeled using the ORIGEN-ARP code (Croff 1983) . The fuel was modeled with various burnup levels for comparison purposes. The fuel type selected in ORIGEN-ARP (which includes the cross section libraries) was General Electric BWR fuel with 3-percent enrichment.
As output, ORIGEN-ARP provides quantity, weight, and activity of the elements and isotopes in the fuel. This output was used as a basis for predicting the elemental and isotopic composition in a simulated dissolved fuel solution. The results from the ORIGEN-ARP simulation were used as input for Argonne National Laboratory's (ANL) Model for Universal Solvent Extraction (AMUSE) (Regalbuto et al. 2009 , Vandegrift 1993 , Leonard and Regalbuto 1994 code to simulate solvent extraction. In its entirety, AMUSE can calculate the steady-state compositions for both the aqueous and organic phases at each contactor stage for various processes and also estimate the size and cost of the necessary equipment. For the purposes of this study, only a portion of the code (Spreadsheet Algorithm for Speciation and Partitioning Equilibria [SASPE] ) was used to calculate the batch extraction distribution coefficient for the primary uranium and plutonium extraction in a PUREX process. Regalbuto et al. (2009) explain that SASPE uses input compositions and the conditions of the aqueous and organic phases to calculate the distribution ratios. These calculations employ chemically-correct models that use the thermodynamic activities of the major aqueous species. The approach of Bromley (1973) is used to calculate these activities from aqueous-phase compositions. Solvent loading also is incorporated into the distribution coefficient.
An aqueous feed solution with a standard uranium concentration of 1.3 M for a typical PUREX process was modeled (Benedict, Pigford, and Levi 1981). Concentrations of major radioactive fission products were included in accordance to their respective ratios to the uranium in the dissolved fuel as simulated by ORIGEN-ARP. All fission and activation products were assumed to have dissolved completely into solution. The total element concentration of the selected nuclides were entered into AMUSE, and the distribution coefficient was calculated based on simulated contact with a 30-percent (V/V) tri-butyl phosphate (TBP) in dodecane in a two-to-one volume ratio with the aqueous phase. The distribution coefficients were calculated at different nitric acid concentrations of the feed solution.
The output from AMUSE consisted of the distribution coefficients for each element. Elements included in AMUSE defined by the default distribution coefficient included barium, carbon, cadmium, and cesium. In addition, the palladium distribution coefficients as a function of acid concentration from literature (Ishimori and Watanabe 1960) were used instead of the default constant. The input to AMUSE assumed that all of the plutonium existed in the tetravalent oxidation state. This assumption was adequate because the gamma rays from plutonium did not add appreciably to the overall spectra of spent fuel. AMUSE did not have the capability to model distribution coefficients for antimony, tellurium, tin, nickel, and niobium. These elements were left out of the model simulations.
The distribution coefficients generated by AMUSE were used to derive the element concentrations in both the organic extract and aqueous raffinate solutions. The fraction of each element extracted combined 2.3 with its relative isotopic abundances from ORIGEN-ARP output were used to distribute the nuclide activity between phases and propagate a list of nuclides and their activity. The nuclide activity list was used as source characterization for input into a third computer program, PNNL's Synth code (Hensley et al. 1995) , to simulate gamma spectra of the feed, raffinate and organic extract solutions. Synth is a onedimensional radiation transport code designed to mimic the response of a selected detector type among several choices, including sodium iodide, high-purity germanium (HPGe) and cadmium zinc telluride crystals. Spectra are populated based on the nuclide source list and a library that attributes the gamma rays and their branching ratios to each nuclide. Here, the gamma spectrum from the dissolver and the organic extract were simulated using HPGe.
For all spectral simulations, a point source was assumed. For the acid concentration variations, the energy calibration was set to 0.5 keV per channel, and 4096 channels were used, resulting in a full-scale energy of 2048 keV. The live time was set to one hour and the source was located 5 cm from the detector. For the direct measurement of dissolver solutions, the detector was modeled with 0.3 keV per channel with 8192 channels, resulting in an energy scale up to 2457 keV. The count time was 10 minutes and the source was located 10 cm from the detector. The HPGe detector was a coaxial model with 50-percent efficiency and the default settings were used, including a resolution of 1.9 keV (0.14%) at 1332 keV (Hensley et al. 1995) . These gamma spectra for the organic extract and aqueous dissolver were simulated as a function of acid concentration and burnup level, respectively.
Methodology of the Experiment
A segment of BWR spent commercial nuclear fuel was used in the experimental analysis of the MIP monitor. The dissolution and separation of the fuel was performed at the Shielded Analytical Laboratory hot cell facility at PNNL. The segment of fuel used in the experiment was part of the ATM 109 fuel rod group, which was BWR fuel irradiated in the Quad Cities I reactor. This rod was fabricated by General Electric, post-irradiation examinations were performed at General Electric's Vallecitos Nuclear Center, and the fuel was sent to ANL and then to PNNL for use as an Approved Testing Material. The segment of fuel dissolved for the demonstration had an initial enrichment of 3 percent and a burnup of approximately 67 to 70 MWd/kgU. The fuel was irradiated from February 1979 until September 1987 at which time the rod was removed from its bundle and placed in a carrier assembly. The carrier assembly was reinserted into the reactor and irradiated from November 1989 until September 1992 (Vaidyanathan et al. 1997; Wolfe, Bowers, and Cunnane 2005) . As of September 2009, the fuel had been cooling for approximately 17 years.
The dissolution and extraction of the fuel segment was performed in a hot cell by manipulators. The segment was removed from its cladding (12 to 15 g) and dissolved in concentrated nitric acid. The undissolved fines were removed by centrifuging the solution. A total of five feed/dissolver samples were prepared for solvent extraction by a TBP-dodecane mixture. Each of these feed solutions had a uranium concentration of roughly 0.7 M and nitric acid concentrations of approximately 0.3, 1.3, 2.5, 3.8, and 5.1 M, respectively. Following dissolution, each of the fuel segments underwent the first stage of a PUREXtype extraction in batch fashion. These aqueous samples were mixed with an equal volume of 30-percent (V/V) TBP in dodecane solution and then centrifuged to separate the phases. Portions of the feed, aqueous raffinate, and organic extract were removed and stored for analysis.
2.4
The samples were removed from the hot cell for additional preparation and analysis. The solutions were sub-sampled to reduce the gross amount of radiation emitted by each sample. Portions (0.1 mL) of each sample were placed in 4-mL glass vials and diluted to 1 mL with 0.5 M nitric acid (aqueous samples) or 30-percent (V/V) TBP in dodecane (organic samples) to provide sufficient volume to facilitate collimation during counting. In the case of the organic samples, the radiation levels of the undiluted samples were already low, but the sub-sampling during dilution further eliminated any aqueous carryover incompletely separated in the hot cell.
Gamma counting was performed in PNNL's Radiological Process Laboratory using an HPGe detector. The organic samples were counted on either a 70-or a 74-percent relative efficiency germanium detector at close range for a total live count time of 2 hours. Calibrations, performed on the detector daily, showed minimal drift (approximately ± 0.1 keV). All samples were counted at least once. The five organic extract samples were also counted 10 times each in a random order, resulting in additional spectra for use with PCA.
Multivariate Analysis Techniques
Several multivariate analyses were performed on the data set for each detector, including hierarchical cluster analysis, PCA, and the partial least squares (PLS) method. The PLS Toolbox (PLS Toolbox 2008) for Matlab (Matlab 2009 ) was used to perform all of the multivariate analyses mentioned above. All of the techniques required data preprocessing before they could be applied. In our case, preprocessing consisted of normalization to a unit area and mean-centering. Normalizing by area removes the effect of source intensity on the spectra while maintaining the pattern. Although intensity is a valid indicator of fuel history or process conditions, it also is easily influenced by source/detector geometry. While this effect can be easily managed during simulations, it may be difficult to control size and geometry of the samples to maintain precision between samples during an actual deployment. Normalization should reduce these artificial pattern variances. Because normalization would be used in an actual deployment, it was used exclusively for the first step of the simulated data preprocessing.
The analysis of the spectra included both supervised and unsupervised pattern recognition. To establish groups of interest and compare new samples to the groups, supervised pattern recognition takes into account sample information, such as which samples are normal and which are off-normal. Unsupervised pattern recognition does not consider the sample's origins; instead, it allows the samples to group based solely on the similarities and differences found in the spectra. This approach allows the intrinsic organization to emerge, thus resulting in increased insight into the reaction of the samples to the analysis technique.
After analysis by PCA, the PLS method was applied to the organic extract spectra to predict the acid concentration of the fuel represented by the spectra. PLS is a multivariate calibration method that uses an approach analogous to PCA. The general version of PLS described in this report and used in this study is PLS1 (Wise et al. 2006) . When using PLS1, it is necessary to develop separate models for each property of interest (i.e., burnup level or acid concentrations) to extract quantitative information.
2.5

Results
Non-Optimized Experimental Estimation of MIP Monitor for Determining Acid Concentration
The first stage of a PUREX type extraction was applied to spent fuel dissolver solution at the hot cell facility in PNNL's Radiochemical Processing Laboratory. After extraction, the organic phase was removed from the hot cells and counted using an HPGe detector. Figure 2 .1 shows typical spectra from the organic phase as a function of the acid concentration of the aqueous feed solution. These spectra were mean-centered, normalized, and analyzed using unsupervised PCA. Results from these analyses (shown in Figure 2 .2) illustrate that the spectra can be grouped according to acid concentration. Nine replicates at each acid concentration then were used to generate a supervised and calibrated (PLS) PCA model. One replicate at each acid concentration was then treated as an unknown and superimposed on the model to test the ability of the model to predict the acid concentration (Figure 2.3) . The root mean squared error of the prediction (RMSEP) is shown in the figure, which is an estimate of the performance of this approach. These preliminary results were limited by the following two major factors: 1) the number of experimental samples available and 2) the linear nature of the PLS model used to predict a nonlinear system. Considering these limitations, this approach was able to predict the acid concentration of the feed from the experimental gamma spectra of the organic phase following extraction to within ±0.1 M at an uncertainty of three sigma. 
Simulated Sensitivity of the MIP Monitor for Monitoring Acid Concentration
Simulations designed to mimic experimental investigations described above were conducted. Figure  2 .4 shows simulated spectra from the organic phase as a function of the acid concentration of the aqueous feed solution. These spectra were mean-centered, normalized, and analyzed using PLS. Five of these spectra were used to generate a supervised and calibrated (PLS) PCA model. The remaining two spectra were used as unknowns to test the predictive capability of the model (Figure 2 .5). The RMSEP is shown in the figure, which is an estimate of the performance of this approach. These simulations suggest the MIP approach, once optimized for a linear PLS model, may be able to predict the acid concentration of the feed using gamma spectra of the organic phase following extraction to within ±0.05 M. Data points in Figure 2 .5 show some level of nonlinearity, suggesting that a nonlinear model may be more accurate and appropriate for this application. 
Simulated Sensitivity of the MIP Monitor for Determination of Burnup
Traditional gamma spectrometry has been employed in the past to estimate burnup. However, this technique typically relies on the measurement of the 661-keV cesium-137 line, which in turn depends upon an accurate estimate of the baseline underneath this peak. We hypothesized that the MIP approach may provide a better estimate of burnup by using multiple indicator peaks and more accurately accounting for the unresolved baseline. This hypothesis was tested using simulated gamma spectra of three-year cooled, dissolved, spent fuel taken from a fictitious dissolver tank (shown in Figure 2 .6) as a function of burnup. In all samples, nine spectra were generated from simulations. These spectra were mean centered and normalized and then analyzed using unsupervised PCA. Six spectra were then used to generate a supervised and calibrated (PLS) PCA model, while three spectra were treated as unknowns and used to test the model predictive capability. The model developed from spectra that were mean centered and normalized (Figure 2 .7) was found to be less accurate than the model based on spectra that simply were mean centered before use (Figure 2.8 ). This finding indicates that intensity was an important determinant in the model output. The RMSEP is shown in each of the figures. These results suggest the MIP approach could be used to estimate burnup at the dissolver tank to within ±0.1 percent of the actual burnup. Model estimates of the MIP performance for this type of application need to be confirmed through experiments. 
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Introduction
Advanced techniques that enhance safeguarding of spent fuel reprocessing plants are urgently needed. Our approach is based on the prerequisite that real-time monitoring of solvent extraction flowsheets at a spent fuel reprocessing plant provides the unique capability to quickly detect unwanted manipulations with fissile isotopes present in the radiochemical streams during reprocessing activities. The methods used to monitor these processes must be robust and capable of withstanding harsh radiation and chemical environments.
On-line monitoring of nuclear waste streams was successfully demonstrated by combining spectroscopic measurements with physiochemical measurements (conductivity, density, and temperature) in the real-time quantitative determination of chemical components found in the waste (Bryan et al. 2005 . This new on-line monitoring system, which features Raman spectroscopy combined with a Coriolis meter and a conductivity probe, recently was developed by our research team to provide immediate chemical data and flow parameters of high-level radioactive waste streams. This process monitoring system has been used to measure the concentration of components of high brine/high alkalinity waste solutions, such as nitrate, nitrite, chromate, aluminate, phosphate, sulfate, carbonate, and hydroxide, during retrieval from Hanford waste storage tanks. The Raman bands of interest for these species are well resolved and have been easily incorporated into a chemometric model for quantitative analysis of the solution components.
By inclusion of Vis-NIR spectrophotometer, this robust system was modified to monitor spent fuel reprocessing streams (Bryan et al. 2007) . A key advantage of using a fiber optic Raman probe is that it allows the monitoring of various species encountered in both aqueous and organic phases. Raman active species include: 1) metal oxide ions, such as uranyl, neptunyl, and pertechnetate ions, 2) organics, and 3) inorganic oxo-anions and water. The trivalent and tetravalent actinides and lanthanides in both the aqueous and organic phases can be monitored by Vis-NIR spectroscopy, as would pentavalent or hexavalent neptunium and plutonium that are expected to be at concentrations too low to be determined by Raman spectroscopy. Process monitoring and control is feasible at various points within fuel reprocessing facilities.
The Raman and Vis-NIR spectrometers used under laboratory conditions are easily augmented to process-friendly configurations, allowing remote measurements under dynamic flow conditions using different sampling capabilities such as fiber-optic probes, dip probes, and flow-through cell geometries. In last years summary report, we presented our results on spectroscopic measurements of simulant flowsheet solutions and actual commercial fuel solutions designed to demonstrate the applicability of Raman and Vis-NIR spectroscopic analysis for process monitoring. In this report, we present results of 3.2 detection limit measurements for UO 2 2+ , plutonium(IV), neptunium(V) and neptunium(VI) under flowsheet conditions, as well as the relative standard deviation associated with each measurement in order to assess the viability of also using this technology for nuclear material accountancy measurements.
Experimental
Raman spectra were collected on an InPhotonics Inc. RS2000 echelle spectrograph. The system was equipped with a stabilized 670-nm, 150-mW visible diode laser as the excitation source. Data were collected at 1 cm -1 spectral resolution over a range of 200 to 4000 cm -1 stokes shift (Raman shift from 670 nm). Samples were measured with an InPhotonics focused fiber optic probe (RamanProbe™) with a thermoelectrically-cooled charge-coupled device detector, normal operating temperature -55°C. The laser beam was coupled to the sample through a 10-m fiber-optic cable and probe assembly, which focused the excitation beam directly into the sample; this approach also precluded any air gap between the laser source and the sample. The focal point of the laser beam was 5 mm beyond the end of the laser probe tip, the measured laser intensity at the sample was typically 50 mW, and the excitation laser beam diameter at the sample was measured as 3 mm. Molecule ® acquisition software with GRAMS 32 ® data manipulation software was used to process the Raman data. Typically, an integration time of 2 to 20 seconds was used for each acquisition. Visible-near infrared (VIS-NIR) measurements of plutonium (IV) solutions were performed using a 400 series dual source reflectance fiber optic probe (SI Photonics) coupled with an LS-1 tungsten halogen light source (Ocean Optics) and an USB2000-VIS-NIR spectrophotometer (Ocean Optics).
Process Monitoring Instrumentation
Uranium (VI) Analysis
A series of simulant feed solutions containing 0.1 to 1.3 M UO 2 (NO 3 ) 2 in 3.0 M HNO 3 was prepared and subjected to Raman measurements. The obtained spectral overlay is shown in Figure 3 .1. A linear relationship was observed between the Raman response of the respective UO 2 2+ (870 cm -1 ) and NO 3 -(1047 cm -1 ) bands and the concentration of UO 2 (NO 3 ) 2 as shown in Figure 3. 2. An International Union of Pure and Applied Chemistry (IUPAC)-recommended treatment was used to evaluate the detection limit (Long and Winefordner, 1983) of this spectroscopic technique. In this treatment, the detection limit is calculated using eq 3.1:
where DL is detection limit; k is a numerical coefficient; m is the slope; S b and S m are the standard errors for the intercept and slope of a calibration plot, respectively; and t is the Student's value for (n -2) degrees of freedom at the chosen confidence level. In accord with IUPAC recommendations, a k value of 3 was applied which in turn calls for a 99.87 percent confidence level. This confidence level was used in the linear regression analysis, and the denominator in eq 3.1 was taken as the upper 99.87 percent value of the slope. This treatment yielded a detection limit of 3.1 mM for UO 2 2+ under applied measurement conditions.
3.3
A series of Raman spectral measurements were performed overnight on a single solution containing 1M UO 2 (NO 3 ) 2 in 3.0 M HNO 3 . The series is shown in Figure 3 .3 and represents 3800 individual spectra taken over the 21.1 hour time span. The Raman spectral data were subjected to chemometric analysis using the data in Figure 3 .1 as the training set on which to base the quantitative analysis. The results of the analysis yielded a mean concentration of 1.042 M UO 2 2+ with a standard deviation of ± 0.009, which represents a 0.82 percent relative standard deviation for the UO 2 2+ measurement. 
Plutonium (IV) Analysis
A series of simulant feed solutions containing 0.1 to 10 mM Pu (IV) in a matrix of 1.33 M UO 2 (NO 3 ) 2 and 0.8 M HNO 3 was prepared and immediately subjected to VIS-NIR measurements. The obtained spectral overlay is shown in Figure 3 .4. It was observed that plutonium (IV) spectral features from 600 to 900 nm were not obstructed by spectroscopic features of UO 2 (NO 3 ) 2 or HNO 3 allowing linear calibration plots to be obtained using four characteristic plutonium (IV) bands in this region (Figure 3 .5). The detection limit for plutonium (IV) was determined to be 0.08 mM using the 659 nm band, using the IUPAC-recommended treatment discussed above. A series of VIS-NIR spectral measurements were performed for an extended period of approximately 1 hour using a single solution containing approximately 0.9 mM Pu(NO 3 ) 4 in 1.33 M UO 2 (NO 3 ) 2 and 0.8 HNO 3 . The series shown in Figure 3 .6 represents 230 individual spectra taken over the 1 hour time span. The VIS-NIR spectral data were subjected to chemometric analysis using the data in Figure 3 .4 as the training set on which to base the quantitative analysis. The results of the analysis yielded a mean concentration of 0.928 mM plutonium (IV) with a standard deviation of ± 0.016 mM, which represents a 1.7 percent relative standard deviation for the plutonium (IV) measurement. 
Neptunium (V, VI) Analysis
Neptunium is present in the dissolved spent fuel predominantly as neptunium (V) in the NpO 2 + chemical form. However, its redox equilibrium Np(IV)  Np(V)  Np(VI) highly depends on multiple factors including solution composition, temperature, etc. (Bürck 1991) . This redox chemistry determines neptunium distribution into the TBP/dodecane phase and its monitoring is desirable from a safeguards perspective because it is needed for flowsheet verification. The aqueous speciation of neptunium (V) is complex because of its coordination with nitrate anion and the formation of cation-cation complexes in accord with reactions 3.2 and 3.3 (Colston et al. 2001) :
where M n+ is a transition or f-metal cation. In dissolved spent fuel, the complex species NpO 2 + • UO 2 2+ is known to form and can be described by reaction 3.4.
The splitting of the single characteristic NpO 2 + band at 981 nm, commonly observed in 1 M HNO 3 solution, into two bands occurs in the presence of uranium (VI) at concentrations typically found in dissolved spent fuel streams. As a result, neptunium (V) spectroscopic properties are highly mobile and dependent on solution composition. To this end, understanding and quantification of neptunium (V) chemistry is needed to correctly interpret its VIS-NIR spectra.
3.7
To investigate the spectral nature of neptunium in the UREX+ process, a series of solutions of variable neptunium (V) concentration in 1.33 M UO 2 (NO 3 ) 2 and 0.8 M HNO 3 were prepared; the VIS-NIR spectra are shown in Figure 3 .7 (left). Two bands are observed for the neptunium (V) in the UREX feed solution, a result of the equilibrium between two neptunium solution species, the free neptunium (V) and a cation-cation interaction complex between neptunium (V) and UO 2 2+ (981 nm and 998 nm respectively) (Steele and Taylor 2007) . Figure 3 .7 (right) shows the calibration curves for the neptunium (V) VIS-NIR data in simple feed solution shown in Figure 3 .7 (left). The detection limit for neptunium (V) was estimated to be 0.1 mM with the 981 nm band, using the IUPAC-recommended treatment discussed above.
A series of neptunium solutions ranging in concentration from 0 to 0.1 mM Np(V); and 0 to 0.75 mM Np(VI), each containing 6.0 M HNO 3 were prepared and subjected to VIS-NIR measurement. The obtained spectral overlay is shown in Figure 3 .8. The linear calibration plots were obtained using the characteristic neptunium (V) and neptunium (VI) bands at 980 and 1220 nm, respectively (Figure 3.9) . A series of VIS-NIR spectral measurements were performed for an extended period of approximately 8 hours using one solution containing a mix of neptunium (V) and neptunium (VI) oxidation states. The series of spectra are shown in Figure 3 .10 representing 2010 individual spectra taken over the 8-hour time span. The VIS-NIR spectral data were subjected to chemometric analysis using the data in Figure 3 .8 as the training set on which to base the quantitative analysis. The results of the analysis yielded a mean concentration of 0.092 ± 0.005 mM for neptunium (V) and 0.910 ± 0.010 mM for neptunium (VI), which represents a 5.6 and 1.08 percent relative standard deviation for neptunium (V) and neptunium (VI) measurement, respectively. 
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4.2 Future work (being supported by the NA-22 Safeguards Portfolio) is focusing on the development of electrochemical cells that possess increased surface area and higher collection efficiency. A working electrode with increased surface will yield more active surface sites for plutonium accumulation and thus higher plutonium recoveries. Moreover, it will also allow for increased flow rates through the cell. Possible alternative working electrode materials being considered as a potential substitute to the current 1 cm 2 flow-by glassy carbon cell are based on reticulated vitreous carbon; with a typical surface area of 100 cm 2 for conventional disks and 1000 cm 2 for the carbon fiber form.
