Abstract. The controllability notions for partially observed stochastic systems are defined. Their relation with complete and approximate controllabilities is shown. In particular, it is proven that the approximate controllability condition is necessary and the complete controllability condition is sufficient for the partially observed linear Gaussian control system to attain the arbitrarily small neighborhood of each point in the state space with probability arbitrarily closely to one.
Introduction.
A quite complete theory of the controllability for the deterministic linear systems exists (see, for example, Curtain and Pritchard [1] ). At the same time there have been only several attempts to introduce a controllability notion for stochastic systems, which do not agree in general with either complete or approximate controllabilities when a deterministic system is considered as a stochastic system with zero noise, and to obtain the conditions of its contents. For example, the stochastic ε-controllability with probability p, defined in Sunahara et al. [2] , cannot be reduced to the known controllability notions for the deterministic systems.
In Bashirov and Hajiyev [3, 4] the approximate and complete controllability notions for the deterministic systems and the stochastic controllability from [2] were combined. In this paper, using the approach from [3, 4] -that is, based on the separation principle-we introduce the controllability notions for partially observed stochastic systems, show their relation with complete and approximate controllabilities, and study them for the linear systems. In particular, in this paper it is proven that the approximate controllability condition is necessary and the complete controllability condition is sufficient for the partially observed linear Gaussian control system to attain the arbitrarily small neighborhood of each point in the state space with probability arbitrarily closely to one.
Notations.
In this paper X and Y are the real separable Hilbert spaces. R n denotes the n-dimensional real Euclidean space. The closure of the set D is denoted by D.
The space of all linear bounded operators on X to Y is denoted by L(X, Y ). The brief notation L(X)=L ( X, X) is used as well. A * denotes the adjoint to the operator A. The trace of the operator A is denoted by trA.I fA∈L ( X) is self-adjoint and h, Ah ≥0 (respectively, h, Ah ≥c h 2 , where c =const.> 0) for all h ∈ X, then we write A ≥ 0 (respectively, A>0), where · , · is an inner product and · is a norm. Always it is supposed that (Ω, F, P) is a complete probability space, and two time moments are given. The initial time moment is identified with zero. The terminal moment is denoted by T . The notation T =[ 0 ,T] is used for the finite time interval on which all random and nonrandom processes will be considered. L 2 (T,X) (respectively, L 2 (Ω,X)) denotes the space of equivalence classes of all functions on T (respectively, Ω) to X that are Lebesgue measurable (respectively, F-measurable) and square integrable with respect to the Lebesgue measure (respectively, measure P).
The notation ∆ = {(t, s): 0≤s≤t≤T}is used for the triangular set over T. B 2 (∆, L(X, Y )) denotes the class of all L(X, Y )-valued functions on ∆ that are strongly measurable and square integrable with respect to the Lebesgue measure on ∆ (see Curtain and Ichikawa [5] ).
All integrals of the abstract functions are in Bochner sense. For the expectation and the conditional expectation the notations E and E(·|·) are used, respectively. cov(x, y) is the covariance operator of the random variables x and y. The brief notation covx =cov(x, x) is used as well. The integrals of the operator valued functions (except the stochastic integrals) are in strong Bochner sense.
3. Main definitions. Consider a control system on T. Let x u t be its (random or not) state value at time t ∈ T corresponding to the control u taken from the set of the admissible controls U . If the considered control system is stochastic, then by F u we denote the smallest σ-algebra generated by the observations on the time interval T corresponding to the control u. Suppose that X is the state space. Introduce the following sets:
where 0 ≤ ε<∞and 0 ≤ p ≤ 1 are the parameters. DEFINITION 1. If D = X (respectively, D = X), then the corresponding deterministic control system will be called D c -controllable (respectively, D a -controllable). DEFINITION 2. If 0 ∈ S(ε, p), then the corresponding stochastic control system wil l be cal led S 0 ε,p -controllable. DEFINITION 3. If S(ε, p)=X( respectively, S(ε, p)=X ) , then the corresponding stochastic control system will be called
It is clear that D c -a n dD a -controllabilities are the well-known complete and approximate controllabilities for the deterministic systems, respectively. The S 0 ε,pcontrollability is a generalization of the ε-controllability with probability p, defined in Sunahara et al. [2] , to the partially observed stochastic systems.
The geometric interpretation of the S c ε,p (respectively, S a ε,p )-controllability is as follows. If a stochastic system with the initial (random or not) state x 0 is S c ε,p (respectively, S a ε,p )-controllable, then with probability not less than p it can pass from x 0 for the time T into the √ ε-neighborhood of the arbitrary point of the state space (respectively, the set that is dense in the state space). The S 0 ε,p -controllability means that the hitting probability into the √ ε-neighborhood of zero is not less than p.T h e smaller ε is and the larger p is for the stochastic system, the more controllable it is; i.e., it is possible to hit into the smaller neighborhood with higher probability. In particular, if a D c (respectively, D a )-controllable deterministic system is considered as stochastic with zero noise, then this system is S c 0,1 (respectively, S a 0,1 )-controllable (with parameters ε = 0 and p = 1). At the same time it is clear that all stochastic systems are S c ε,p -a n dS a ε,p -controllable with ε ≥ 0a n dp=0orε=∞and 0 ≤ p ≤ 1 if we admit ∞ as a value for ε.
It is also to be noted that if a given stochastic system is S c ε,p (respectively, S a ε,p )-controllable, then it is also S c ε1,p1 (respectively, S a ε1,p1 )-controllable, where ε ≤ ε 1 < ∞ and 0 ≤ p 1 ≤ p.S o , i f ε is given for some system, it becomes important to find the largest value of p with which the system is S c ε,p (respectively, S a ε,p )-controllable. Similarly, if there is given p, then it is worth finding the smallest ε.
We also introduce the following stronger controllability notions. DEFINITION 4. If C(ε, p)=X( respectively, C(ε, p)=X ) , then the corresponding stochastic control system will be called
It is clear that C To introduce the next controllability notion we need the following lemma. LEMMA 1. A stochastic system is S a ε,p -controllable for all ε>0and 0 ≤ p<1if and only if it is S c ε,p -controllable for all ε>0and 0 ≤ p<1. Proof. The sufficiency is obvious. Let us prove the necessity. Suppose that a given stochastic control system is S a ε,p -controllable for all ε>0a n d0≤p<1. Let S(ε, p) be the set (2) corresponding to this system. We have S(ε, p)=X for all ε>0a n d 0≤p<1, where X is the state space. We should show that the stronger condition S(ε, p)=X for all ε>0a n d0≤p<1 holds. Fix arbitrary
Hence, for this u ∈ U ,w eh a v e
Thus, h ∈ S(ε 0 ,p 0 ). Since ε 0 > 0, 0 ≤ p 0 < 1a n dh∈Xare arbitrary, we have S(ε, p)=X for all ε>0a n d0≤p<1. The lemma is proven. DEFINITION 5. A stochastic control system will be called S-controllable if it is S c ε,p -controllable (or, equivalently, S a ε,p -controllable) for all ε>0and 0 ≤ p<1. Obviously, S-controllability is independent on parameters ε and p. Moreover, by Lemma 1, the complete and approximate versions of this controllability are equivalent.
S-controllability is the main object of our consideration. The geometric interpretation of S-controllability is as follows: an S-controllable stochastic control system can attain the arbitrarily small neighborhood of each point in the state space with probability arbitrarily closely to one.
Finally, it is to be noted that in the previously introduced controllability notions the abbreviations D, S,a n dCmean deterministic, stochastic, and combined, respectively.
4. Separation theorem. In this section we shall prove that in the case of linear systems the C c ε,p (respectively, C a ε,p )-controllability is equivalent to the S 0 ε,p -a n dD c (respectively, D a )-controllabilities combined. Suppose that A is the infinitesimal generator of a strongly continuous semigroup
is a Gaussian random variable with covx 0 = P 0 ; m and n are X-a n dR k -valued Wiener processes, respectively; n 0 =0 ;m 0 =0 ;E n t =0 ;E m t =0 ;c o v n t =It; I is the unit (k × k)-matrix, covm t = Mt; M is a nuclear operator on X;a n dx 0 ,n ,mare mutually independent. Consider the linear partially observed stochastic system
where x, u,a n dξare the state, control, and observation processes. Under a set U of the admissible controls we consider the set of all controls in the linear form
where
Note that under the above and some additional conditions the random function x,d e fi n e db y
satisfies the equation in (4) and stands for its unique solution (see Curtain and Pritchard [1] ). On the other hand, the function x t ,0≤t≤T,i sw e l ld e fi n e de v e n if these additional conditions do not hold. According to the theory of the differential equations in Banach spaces the function x t ,0≤t≤T, is called the mild solution of the equation in (4) that becomes the solution (in the ordinary sense) when the abovementioned additional conditions hold. Below under the solution of the equation in (4) we shall keep in mind its mild solution.
One can associate two systems with the system (4). The first of them is the deterministic system
where v is a control from V = {v : v t = Eu t ,u∈U } . The second one is the partially observed stochastic system
where w is a control from W = {w : w t = u t − Eu t ,u∈U } .
Note that under the solution of the equations in (6) and (7) we shall also mean their mild solution.
LEMMA 2. Under the above conditions and notation the following equalities hold:
On the other hand, if
then for u, which has the representation (5), we have w = u − Eu. So item (b) is true.
LEMMA 3. Under the above conditions and notation the equality U = V + W holds, where + is the sign of the sum of the sets.
Proof. Suppose v ∈ V , w ∈ W ,a n dwhas the form (8) .
Then u has the form of (5) withū as in (9), i.e., u ∈ U . On the other hand, each element of U can be shown as a sum of some elements taken from V and W .S o
Under the above conditions and notation, if u = v + w, v ∈ V , w ∈ W , then the σ-algebras F u,ξ and F w,η , generated by ξ Proof. Using u = v + w with v = Eu it is easy to show that
Since the second term in the right-hand side of (10) is nonrandom, we conclude that ξ u s ,0≤s≤T,a n dη w s ,0≤s≤T, generate the same σ-algebra. THEOREM 1. Under the above conditions and notation the system (4) is C Proof. Let C(ε, p) be the set (3) corresponding to the system (4). Similarly, let D be the set (1) corresponding to the system (6) . Suppose that the system (4) is Consider w = u − Eu ∈ W . By Lemma 4, we have F u,ξ = F w,η . Therefore,
i.e., the system (7) is S 0 ε,p -controllable. So the necessity is proven. To prove the sufficiency let h ∈ D. Then there exists v ∈ V such that h = y v T . From the S 0 ε,pcontrollability of the system (7), we conclude that there exists w ∈ W with P{ E(z w T |F w,η ) 2 >ε}≤1−p.
i.e., h ∈ C(ε, p). Therefore, D ⊂ C(ε, p). As D = X (respectively, D = X), then C(ε, p)=X (respectively, C(ε, p)=X). Thus, the system (4) is C (6) and (7), respectively. The D c -a n dD acontrollabilities of the linear system (6) on the set L 2 (T,Y) of admissible controls are investigated in a number of papers. Therefore, we mention only the following results from Curtain and Pritchard [1, pp. 56, 60] that will be used later. THEOREM 2. Under the above conditions and notation the following statements hold:
(a) the system (6) is D c -controllable if and only if
(b) the system (6) is D a -controllable if and only if B * U * t x =0implies x =0for all t ∈ T.
5. Sufficient condition for S 0 ε,p -controllability. Consider the system (7) under the above conditions and notation. Let Q i and P be the solutions of the following operator Riccati equations, respectively:
where I is the identity operator. Note that under the solution of (11) we mean the operator-valued function Q that for all x, y ∈ D(A) satisfies
where D(A) is the domain of A. The same sense is applied to the solution of (12). It follows from Curtain and Pritchard [1] that these equations have the unique strongly continuous solutions Q i and P with Q i t ≥ 0a n dP t ≥0 for all t ∈ T. LEMMA 5. Under the above conditions and notation the equality
holds, where Q i and P are the solutions of (11) and (12), respectively, and there exists a finite limit in the right-hand side of (13).
Proof. First we shall prove the existence of the finite limit. Consider the family of the stochastic optimal control problems on W with the state and observation systems defined by (7) and the functional
to be minimized. It is known (see Curtain and Ichikawa [5] ) that there exists the unique optimal control w i ∈ W in the considered optimal control problem and
Since P T is the covariance of the error z
Therefore, if we denotẽ
We conclude thatJ i (w i ), i =1 ,2 ,..., is a nonnegative and nonincreasing sequence. Therefore, there exists a finite limit ofJ i (w i )a si→∞ . From (14), it follows that there exists a finite limit in the right-hand side of (13). Now let us show that (13) is true. Indeed
wherew r , r =1,2,..., is a minimizing sequence of the functional
Consequently, taking the limit in (15) as i →∞and r →∞ , we obtain the equality (13). The lemma is proven.
Denote
THEOREM 3. Under the above conditions and notation the system (7) is S 0 ε,pcontrollable if
where a is defined by (17).
Proof. By Lemma 5, we have
Therefore, there exists w 0 ∈ W such that
Using Chebyshev's inequality, we obtain
Hence, the theorem is proven. It should be noted that the condition (18) that is the sufficient condition for S 0 ε,pcontrollability is not necessary in general. In view of this we present the following arguments. Define the following functions for a given system:
Obviously, ϕ and ψ are the nondecreasing functions and ϕ 0 = 0, lim ε→∞ ψ ε =1 . I t follows from the definitions that the necessary and sufficient condition for the system to be S 0 ε,p -controllable is
which can be written in the following equivalent form:
Using (18), define the functions
By (21), (22), and Theorem 3, it follows that ϕ p ≤φ p , 0 ≤ p ≤ 1, and ψ ε ≥ψ ε , 0 ≤ ε<∞;
i.e., in the case of the system (7) the functionsφ andψ, defined with the help of (18), give only approximations of the functions ϕ and ψ a n dm a yn o tb ee q u a lt o them. In the case ϕ p <φ p or ψ ε >ψ ε the condition (18) cannot be necessary for S 0 ε,p -controllability. But it turns out that the condition (18), being sufficient for S 0 ε,pcontrollability of the system (7), is weaker than the D c -controllability of the system (6). We shall prove this result in the next section.
6. Necessary and sufficient condition for C c ε,p -controllability. Using the special form of the Riccati equation (11), we can present its solution in the following explicit form.
LEMMA 6. Under the above conditions and notation the Riccati equation (11) has a solution in the form
Proof. First note that the right-hand side of (23) is a composition of three operators, each depending on time t. The first and third of them satisfy
But the middle one is the inverse of the operator that is strongly differentiable in t. According to the rule for the derivative of the inverse operator, we have
Substituting (24) and (25) in (26) and using (23), one can easily show that Q i , defined by (23), is a solution of (11). LEMMA 7. Under the above conditions and notation the D c -controllability condition for the system (6) from Theorem 2(a) implies
Proof. By D c -controllability condition, for all 0 ≤ t<T we have
where b t > 0 for all 0 ≤ t<T. Therefore,
and by (23),
The last inequality implies
Thus, applying majorized convergence theorem, we obtain
THEOREM 4. Under the above conditions and notation the system (4) is C c ε,pcontrollable for all ε>0and 0 ≤ p<1if and only if the system (6) is D c -controllable. Proof. The necessity follows from Theorem 1. Suppose that the system (6) is D ccontrollable. Using Theorem 2(a), we obtain that the condition of Lemma 7 holds. Therefore, a = 0, and, applying Theorem 3, we get the S 0 ε,p -controllability for all ε and p satisfying ε(1 − p) > 0 for the system (7). Note that the condition ε(1 − p) > 0 includes all pairs (ε, p) with ε>0a n d0≤p<1. Finally, by Theorem 1, we obtain C c ε,p -controllability of the system (4) for all ε>0a n d0≤p<1. The theorem is proven.
Remark. One may ask, is the analogue of Theorem 4 true in the approximate controllability case; i.e., is C a ε,p -controllability of the system (4) for all ε>0a n d 0≤p<1 equivalent to D a -controllability of the system (6)? The necessity part again holds in view of Theorem 1. Problems arise in proving the sufficiency. The sufficiency part of Theorem 4 is based on Lemma 7, in the proof of which the uniform operator convergence (27) under the D c -controllability condition from Theorem 2(a) was used. There is an example (see section 7) constructed by the reviewer of this article which shows that, if the exact controllability condition in Lemma 7 is replaced with the approximate controllability condition (see Theorem 2(b)), then the uniform operator convergence (27) is not true. Nevertheless, it might be possible to prove the convergence Q i t → 0,i→∞ , in the strong (or weak) operator topology. This problem needs further investigation.
7. Necessary and sufficient conditions for S -controllability. Now we can consider the main controllability notion for the stochastic systems that was defined in Definition 5.
LEMMA 8. Under the above conditions and notation let w be the random process defined by (8) , where K ∈ B 2 (∆, L(R k ,Y)) and η w is defined by (7) . Then there exists M ∈ B 2 (∆, L(R k ,Y)) such that
where η 0 is the observation process of the system (7) corresponding to the zero-control. Conversely, if w is defined by (28) with M ∈ B 2 (∆, L(R k ,Y)), then there exists K ∈ B 2 (∆, L(R k ,Y)) such that w has the representation (8). Proof. The direct statement is proven in Curtain [6] . The converse will be proven in the same way as in Curtain [6] . Suppose w has the form (28). It is easy to observe that there exists the following relation between η w and η 0 : So w ∈ W . The lemma is proven.
LEMMA 9. Under the above conditions and notation the set U of admissible controls of the system (4) is convex.
2(b)). But it is not D
c -controllable since B 2 e n l2 = n −2 → 0a sn→∞ , and, therefore, the operator
