Introduction
Alignment of nucleic or amino acid sequences is one of the most important tools of sequence analysis in molecular biology. Consequently, an important challenge for computational biology is to design algorithms capable of automatically finding 'biologically correct' alignments, i.e. alignments which correlate the functionally, structurally or evolutionarily related parts of sequences in question. The two major prerequisites involved are: (i) a scoring scheme that allows assignment of a distinct score to every possible alignment of a given set of sequences and (ii) a suitable algorithm capable of finding optimal, or at least reasonable suboptimal, alignments according to this scoring scheme.
Since the early 1970s, most alignment algorithms have employed versions of a scoring scheme proposed by Needleman and Wunsch (1970) . Given a similarity matrix, e.g. PAM (Dayhoff et al., 1978) or BLOSUM (Henikoff and Henikoff, 1994) , the overall similarity score of a pairwise alignment is defined by the sum of all similarity values of the aligned residue pairs minus a so-called gap penalty for every gap introduced into the alignment. Needleman and Wunsch have proposed a dynamic programming algorithm which is able to find optimal alignments according to this scoring scheme.
Since then, the alignment problem has been widely considered as being solved for pairwise alignments and most efforts focused on improving the algorithm to find optimal or reasonably good suboptimal multiple alignments according to the Needleman-Wunsch scoring scheme (Feng and Doolittle, 1987; Carrillo and Lipman, 1988; Thompson et al., 1994; Tönges et al., 1996; Abdeddaïm, 1997; Stoye et al., 1997) . In addition, considerable efforts have been made to define appropriate parameter settings, especially for the gap penalty, a crucial determinant of the final alignment (Fitch and Smith, 1983; Vingron and Waterman, 1994) .
The Needleman-Wunsch algorithm produces reasonable, i.e. 'biologically correct' (or at least, acceptable) alignments if sequences are closely related and only a small number of gaps have to be inserted during the alignment procedure. However, the scoring scheme based on single matches and gap penalties cannot be appropriate if the sequences share only local similarity which might be caused by genetic processes like recombination or exon shuffling events. Smith and Waterman (1981) have developed a 'local' version of the Needleman-Wunsch method which can be successfully applied if two sequences share one single region of high similarity and are not related outside of this region. The situation is more difficult if sequences share several regions of local similarity which are separated by unrelated regions, e.g. by introns for genomic DNA or loops for proteins. Recently, we have proposed a novel alignment algorithm which is especially suited to detect local similarities even if these similarities are separated by long or short unrelated parts of the sequences (Morgenstern et al., 1996) and which, as dis- In (A), the 'F' in the third sequence is assigned simultaneously to two different residues of the first sequence. In (B), there is a 'cross-over' assignment of residues. By contrast, (C) is a consistent collection of diagonals. It is possible to introduce gaps into the sequences such that residues connected by diagonals are in the same column of the resulting alignment (D). Residues not involved in any of the three diagonals are printed in lower-case letters. They are not considered to be aligned.
cussed below, reflects in a rather direct way the basic principles of sequence evolution as seen today. Here, we present the algorithm in general terms and describe the implementation into a program called DIALIGN 1.0.
Algorithm
The basic idea of our algorithm is to build sequence alignments by comparison of whole segments (i.e. uninterrupted stretches of residues) of the sequences rather than by comparison of single residues. Accordingly, alignments are composed from gap-free pairs of segments of equal length. Such pairs of segments are referred to as diagonals since they would form diagonals in a dot-matrix comparison of two sequences. Diagonals of various length are considered simultaneously and mismatches are allowed within diagonals.
A pairwise as well as a multiple alignment comprises a suitable collection of diagonals meeting a certain consistency criterion [a mathematical definition of consistency is given in Morgenstern et al. (1996) ]. In short, a collection of diagonals is called consistent if there is no conflicting double or crossover assignment of residues (see Figure 1 ). We assign a socalled weight to every possible diagonal, and then try to find a consistent collection of diagonals with maximal sum of weights. Gaps are not considered in the calculation of the alignment score. An optimal alignment, i.e. a collection of diagonals with maximum sum of weights, can be found by a modification of the standard dynamic programming scheme which is feasible at least for pairwise alignments.
The weight function for diagonals is based on probabilistic considerations [for a mathematical definition, see Morgenstern et al. (1996) ]. To reduce the 'noise' of small random diagonals, a threshold T is used as a lower cut-off criterion for diagonals to be taken into consideration, which can be specified by the user.
Multiple alignments are constructed as follows. In a first step, all optimal pairwise alignments are formed. The diagonals incorporated into these alignments are sorted (i) according to their weight scores and (ii) according to the degree of overlap with other diagonals in order to emphasize motifs occurring in more than two sequences (so-called overlap weights ). The resulting list of diagonals is then used to assemble a multiple alignment in a greedy manner: the diagonal with the highest weight is the first one to be selected for the alignment. Then, the next diagonal from the list is checked for consistency and added to the alignment if consistent. The algorithm proceeds in this way until the whole list of diagonals has been processed. Once a diagonal is selected, it becomes part of the alignment and cannot be removed at any later stage.
The process of performing pairwise alignments, sorting diagonals, and incorporating them greedily into a growing multiple alignment is repeated iteratively until no additional diagonals can be found. [A similar greedy approach was proposed independently in Abdeddaïm (1997) .]
In a final step, the program introduces gaps into the sequences until all residues connected by the selected diagonals are properly arranged. In the output, these residues are printed in upper-case letters, whereas residues not involved in any of the selected diagonals are printed in lower-case letters. They are not considered to be aligned (see Figure  1D ). If sequences are only locally related, DIALIGN does not attempt to generate a global alignment of sequences and will only align residues connected by selected diagonals.
Results
To test our method and to compare it to other methods, we have employed four different data sets: (i) a set of 30 helixturn-helix proteins used in Lawrence et al. (1993) as test material for their Gibbs sampling method; (ii) a set of 16 acetyltransferase proteins as described in Neuwald et al. (1994) ; (iii) a set of nine protein sequences of the basic helix-loophelix (bHLH) family of transcription factors as described by Atchley and Fitch (1997) (accession numbers: P41894, Q02575, P17106, A55438, U10638, P13902, Q04635, U11444, A48085); (iv) a set of 12 RH proteins (McClure et al., 1994) . In each data set, sequences contain one or several conserved domains as described in the literature. We tested various alignment programs with regard to their ability to align these domains correctly: DIALIGN (this study), CLUSTAL W (Thompson et al., 1994) , MULTALIN (Corpet, 1988) , MAP (Huang, 1994) , PIMA (Smith and Smith, 1992) and MATCH-BOX (Depiereux and Feytmans, 1992) . CLUS-TAL W, MULTALIN and MAP are global progressive alignment methods; PIMA and MATCH-BOX are local methods.
All programs were applied with default parameters. In addition, we used DIALIGN with a threshold T = 10 in order to study the influence of this parameter on the resulting alignments.
The results of this comparison are summarized in Table 1 and one example is given in detail in Figure 2 . For all test examples, DIALIGN was among the best-scoring programs. However, in all but one example, the best results were not obtained with the default threshold T = 0, but with T = 10. It seems that this threshold improves the resulting alignments if sequences share significant local similarities occurring at different positions within the sequences. This situation occurs in helix-turn-helix, acetyltransferase and helix-loophelix motifs. In these examples, DIALIGN yields the best results with T = 10.
Future efforts should be made in order to study the influence of the parameter T in more detail and to improve the weighting scheme further.
Discussion
The alignment algorithm described here differs fundamentally from standard algorithms by its way of scoring the quality of alignments. Unlike alignment methods relying on the sum of individual similarity values and on gap penalties as optimization criteria, we focus on comparing complete segments of sequences. Therefore, DIALIGN is able to locate small conserved regions that cannot be detected by standard alignment programs.
If sequences share only limited regions of similarity, DIA-LIGN aligns these regions and ignores the unrelated parts of the sequences. However, unlike pure motif search programs (Henikoff and Henikoff, 1994; Neuwald et al., 1995 Neuwald et al., , 1997 , DIALIGN will return a global alignment if detectable similarity extends over the full range of the sequences.
The present implementation of DIALIGN uses a rather simple weighting scheme to assess the quality of diagonals. However, this specific weighting scheme is not essential for our algorithm. Different weighting schemes should be tested in order to improve the performance of the algorithm further.
The basic concept of segment comparison is also in agreement with some of the most fundamental principles of sequence evolution that are now generally accepted. The driving force in most cases appears to be exchange of whole segments of sequences by recombination (Mushegian and Koonin, 1996) or transposition (Plasterk, 1993) which also includes mechanisms of gene conversion (Gangloff et al., 1996) . Point mutations add the fine tuning of sequences, while insertions or deletions of single nucleotides are relatively rare events in functional genomic sequences as compared to insertions of longer sequence elements (e.g. retrotransposons; Batzer et al., 1996) . All of these mechanisms are accounted for in DIALIGN: high-scoring diagonals or sets of diagonals correspond to shuffled sequence regions, mismatches within the diagonals represent point mutations and insertions or deletions within conserved regions can be accommodated by splitting diagonals into smaller subdiagonals.
Recombinations cause abrupt termination of biological homology. Even where standard alignment methods are able to align isolated homologies correctly, they tend to extend the alignment beyond the homologous regions since they try to maximize the total sum of individual similarity scores and minimize the number of gaps. By contrast, DIALIGN tries to find local similarities among sequences and restricts the alignment to segments of the sequences that are more similar to each other than can be expected by chance alone.
The new concept implemented in DIALIGN has already proved to be useful for many users who downloaded the program from our WWW server. We hope that this paper fulfills the frequent demand for a more detailed description and discussion of the biological motivation of the algorithm to complement the mathematical principles detailed in the first publication (Morgenstern et al., 1996) . We believe that the potential of the concepts on which DIALIGN is based deserves to be developed further and will prove to be a valuable addition to the current collection of alignment algorithms.
