INTRODUCTION
A Steiner triple system (STS) (a twofold triple system (TTS)) is a pair (V, B), where V is a u-set and B is a collection of 3-subsets of V called blocks or triples such that each 2-subset of I' is contained in exactly one (exactly two) blocks. The number u is called the order of STS or TTS. It is well known that an STS of order u exists if and only if u = 1 or 3 (mod 6), and a TTS of order u exists if and only if u = 0 or 1 (mod 3).
It is possible for the set of blocks of a TTS to contain two blocks, say b, = {x, y, z}, bZ= {x, y, z> which are identical as subsets of V; in this case, {x, y, z> is said to be a repeated block. Otherwise, a block is called nonrepeated. It is well known, for instance, that for all u = 0, 1 (mod 3) there exists a TTS of order u without repeated triples ([ 11; see also [ 121) . On the other hand, one can find in the literature various examples of TTSs with repeated blocks [3, 7, 83 , and others are easy to come by (repeating each triple of an STS whenever the latter exists is one such possibility).
In this paper we deal with the following question: Given u z 0, 1 (mod 3) and a (nonnegative) integer k, does there exist a TTS of order u with exactly k repeated triples? This question is answered in this paper completely.
The question is related to one discussed and solved earlier in [6] , namely, the intersection problem for STSs. In spite of this relationship, the problem dealt with in this paper turned out to be much harder, and the arsenal of methods needed for its solution had to be substantially enlarged. It is perhaps indicative of the level of difficulties involved that it was not even easy to just predict the actual form of the spectrum of repeated triples in TTSs.
PRELIMINARIES AND THE CASE UE 1,3 (mod6)
For u E 0 or 1 (mod 3), denote R(u) = (k: 3 TTS(u) having exactly k repeated blocks}. Our aim is to determine the sets R(o). It is easily seen that R(3) = { I>, R(4) = {0}, and it is also well known that R(6) = (01, R(7) = (0, 1, 3, 7). Further, R(9) = (0, 1,2,3,4,6,12}
[lo], R(lO) = (0, 1, 2, 3, 4, 5, 6, 7, 9} [3] . Th us f rom now on we may assume u > 10.
Let us first dispose of the case v E 1 or 3 (mod 6), that is, when there exists an STS(v). Following [6] , let J(u) = (k: 3 a pair of STS( v)'s having exactly k triples in common}.
Denote Z, = (0, l,..., t,}\(t, -5, t, -3, t, -2, t, -1 }, where t, = v(v -1)/6. It was shown in [6] that for u > 13, J(u)=Z,.
(For ~~13, one has J(3)= {l}, J(7)= (0, 1, 3,7}, J(9)= (0, 1, 2, 3, 4, 6, 12}.) Clearly, J(v) E R( ) f u oru=lor3(mod6),asapairof STS(v)'s having exactly k triples in common yields a (decomposable) TTS(v) with k repeated triples. In order to show that R(v) = J(v) for v = 1 or 3 (mod 6), we have to show only that there is no indecomposable TTS(v) (i.e., one which cannot be separated into two STSs) having exactly t nonrepeated blocks where t = 2,4,6, or 10.
Before proceeding, let us introduce an auxiliary notion. With every TTS( V, B) we associate the following graph G (which we call the singleedge graph of (V, B)) on vertex-set V: If u # b E V, we join a and b by an edge of G if and only if the pair {a, b} is contained in two distinct triples of B.
G enjoys the following properties:
(1) There is a set of distinct triangles of G which cover edge of G exactly twice, ( 2) The edges of the complement G of G can be partitioned into triangles.
Note that if G has E edges, then the TTS( V, B) has exactly i( (;) -E) repeated blocks, and the degree of each vertex has the same parity (same as u-l).
For every vertex x E V(G), the set { {a, b}: {x, a, b } is non-repeated block of B} is a set of edges of G which comprise a union of vertex-disjoint cycles of G, which we call the cycles ar x. Proof Let ( V, B) be a TTS(u), let Tc B be the set of nonrepeated blocks, 1 TI = t = 2, 4, 6, or 10. Then T itself is an indecomposable partial triple system with the property that if a pair {x, y> is contained in a triple of T then it is contained in exactly two triples of T (the nonexistence of decomposable sets T with this property and with t = 2,4, 6, or 10 was shown in [6] ). Let us show that there is no such T with t = 10; the case t = 6 can be handled in a similar manner, except much more easily, and the cases t = 2 and 4 are trivial.
If t = 10, the single-edge graph G of (V, B) has 15 edges, degree of each of its vertices is even and 22. If G had a vertex of degree at least 8 then it would necessarily have at least 8 other vertices of positive degree (at least 4), hence G would have at least 20 edges. Thus the degree of each vertex of G is 0, 4, or 6. If x4, x6 denote the number of vertices of G of degree 4 and 6, respectively, then 2c(, + 3x6 = 15 which has three solutions: (i) a,=O, me= 5, (ii) q= 3, a6= 3, and (iii) ~1~ = 6, t16 = 1. We see that there must be at least one vertex of degree 6, hence at least 7 vertices of positive degree. That eliminates possibilities (i) and (ii). Let x be the vertex of degree 6. There are two possibilities for the cycles at x: two 3-cycles (Fig. la) or one 6-cycle (Fig. lb) . In the former case, the missing three edges of G must be as in Fig. 2a where dotted edges must occur in two triangles. This is clearly impossible. In the latter case, the missing three edges can be added in two ways, as in Fig. 2b and Fig. 2c where dotted edges must occur in two triangles. This again is impossible. m
Thus from now on we can restrict our attention to the case when u z 0 or 4 (mod 6) which is the main concern of this paper. Proof: I. In a TTS(u), each element occurs in r = u -1 blocks. Since r is odd, each element must occur in at least three nonrepeated triples. Thus there are at least 3u/3 = u nonrepeated triples, and hence at most (u( u -1)/3 -u)/2 = u( u -4)/6 = s, repeated triples.
If a TTS(u) has s, repeated triples then each element occurs in exactly three nonrepeated triples. Let, without loss of generality, {x, a, b}, {x, a, c}, {x, b, c} be the 3 nonrepeated triples containing X. Since each of a, b, c, also occurs in exactly 3 nonrepeated triples, {a, b, c} must be a block as well. It follows that each element is contained in a unique TTS(4). Thus s, E R, implies u 5 0 (mod 4).
II. Assume now that a TTS(u) has s, -1 repeated triples. The number of nonrepeated triples is then u + 2. If t, denotes the number of times element x occurs in nonrepeated triples (t, 2 3) then (*) C,, ,, t, = 3u + 6. On the other hand, if ai is the number of elements occurring in exactly i nonrepeated triples, then (w) Ci ai = u. Multiplying (w) by 3 and subtracting from (*) gives a5 + 2a, + 3ag = 3. This has three solutions in nonnegative integers:
1. a,=u-l,a,=a,=O,a,=l, 2. a3=v-2,a,=a,=i,a,=O, 3. a,=v-3,a,=3,a,=a,=O.
(i) Let us prove that if an element x appears in exactly 3 nonrepeated blocks then x is in a subsystem TTS (4) . Without loss of generality, let (x, a, b}, ( x, a, c}, {x, b, c} EB. If {a, b, c}EB, there is nothing to prove, so assume {a, b, c} $ B. Consider three cases: Case 1. {a, b, u}, {a, c, u}, {b, c, w } E B. This leaves only solution 3 as a possibility, and forces {a, U, a>, (b, U, w}, {c, v, w} E B. Now each of a, b, c occurs in exactly 5 nonrepeated blocks. However, element u occurs already in 3 nonrepeated blocks, and would have to occur in at least two more, a contradiction. (ii) Assume that an element, say x, is in exactly 5 nonrepeated blocks. Then we have, without loss of generality, {x, a, b), (x, b, c), (x, c, d}, {x, d, e}, {x, a, e} E B. At most two further elements can be in more than 3 nonrepeated blocks, so at least three of a, b, c, d, e must be in exactly 3 nonrepeated blocks. Then, w.l.o.g., we may assume that both a, b are in exactly 3 nonrepeated blocks. But then by (i), they are in a subsystem TTS (4) . Since {x, u, b}, { x, a, ej, {x, b, c} are nonrepeated blocks, this implies c = e, a contradiction.
(iii) Thus the only possibility we are left with if the number of nonrepeated blocks is u + 2 is 1: a3 = u -1, a5 = a7 = 0, a9 = 1. Indeed, there is /h/I" : 9 v=4g+10 FIGURE 3 a corresponding solution for u = 10 (i.e., a TTS( 10) with sjO -1 repeated blocks), and, in general, for u = 4g + 10 elements. These solutions are pictured schematically in Fig. 3 where a line represents a subsystem TTS(4); all other triples are repeated. Thus, if s, -1 E R, then u = 2 (mod 4). This completes the proof of the lemma. 1
The next sections are devoted to determining R(u) for u B 12. In particular, we will prove the following: We will also determine R( 12) where one exceptional value occurs (as compared with the above). But before proving Theorem 1, we need to prove the existence of certain auxiliary configurations.
THE EXISTENCE OF CERTAIN GROUP DIVISIBLE DESIGNS
A group diuisible design (GDD) is a triple (X, G, B), where X is a set of elements, G= (G,, G2 ,..., G,) is a partition of X into subsets called groups, and B is a collection of subsets of X called blocks such that any block meets a group in at most one element, and each pair of elements from different groups is contained in exactly one block. We will be interested in a special class of GDDs whose all blocks have cardinality 3, all groups except possibly one have cardinality 4, and the remaining group has cardinality U. Such a design will be denoted by GD(4g + U; U, 4; 3). Proof: For u = 0 or 4 the statement of the lemma follows from [4] , so we may assume u 2 6. We will use the every popular "method of differences" here. Each edge of the complete graph on vertices Z, has assigned to it an integer in the range [1,2g] , called its difference, in the obvious way. Our plan is to partition the set { 1,2,...., 2g) of differences into four sets From such a partition A, B, C, D, we can easily construct a GD(4g + U; U, U, 4; 3) as follows:
We take Z, v (cc 1, 00 2,..., 00,) for our underlying set; the group of size u is {co,, co?,..., co,},and thegroupsofsize4are {i,i+g,i+2g, i+3g}, O<i<g-1.
By a remarkable theorem of Stern and Lenz [ 111, the set of edges of the complete graph on vertices Zdg whose differences lie in C can be partitioned into u l-factors F,, F, ,..., F,. For each i, 1 d i 6 U, and each {a, b } in Fi, take the triple (coi, Q, b).
For each difference triple {a, 6, c> of a partition of B into difference triples, take the 4g triples {i, i + a, i + a + b}, i E Z,.
Finally, if D = (4g/3}, take the 4g/3 triples {i, i+4g/3, i+ 8g/3}, O<i<4g/3- Cl, kl, we construct the following difference triple: If j= 2i, it is We note that the above proof also works when g E 0 (mod 3) and a= 2 (mod 6). It is easy to see that the only other possibility for a GD(4g + u; U, 4; 3) is g = 0 (mod 3), u = 4 (mod 6), and although the above proof does not work, its slight modification handles this case as well.
Let us remark that some of the constructions of [S] are similar to the above.
The construction of B' above is reminiscent of Skolem sequences, though they in fact are simplified by the "gap" at g in B'.
RECURSIVE CONSTRUCTIONS
Before proceeding to the proof of Theorem 1, we need to mention one auxiliary device.
Let L(n) [Lid(n), respectively] be the set of integers k such that there exists a pair of latin squares (idempotent latin squares, respectively) of order n that agree in exactly k cells. It has been shown by Fu [2] that L(n) = (0, l,..., n2-6,n2-4,n2), L,(n) = {n, n + l,..., n* -6, n* -4, n"} whenever n > 6.
If A = (+), B= (b,) are two latin squares of order n that agree in exactly k cells, then the set of triples {{(i, l), (j, 2)(~, 3)}, ((i, l), (j, 2), (6,, 3)): i,jE (1, 2 ).'.) n}} contains exactly k repeated triples. We will use this principle and its extensions heavily in the recursive constructions that follow. (ii) Let u~6, 10 (mod 12). Then R(u) =I" implies R(3u)x I;"\ P3" -2, sg, -1). (ii) Let u= 5,9 (mod 12). Then R(u+ 1) =I:+, implies R(3u+ l)~ I;~+~\{s~"+~-~,s~,+~-~,s~,+~}.
LEMMA 5.5. Let u = 1 (mod 6), ki~R(u) for i= 1, 2, 3, t E Lid(u). Then t-u+~~=,kiER(3u+1). ProoJ: Let the set of elements of TTS(2u + 4) be U= Vu W, where v= (a1 )...) a,}, w= z"+d.
On W, let D be the set of triples ({i, i+ 1, i+(u+4)/2}: iEZ,+4 }. The cyclic graph G on W consisting of edges with remaining differences 2, 3,..., u/2, each difference occurring twice, is a regular graph of degree 2(0-2). Obviously, it can be 2-factorized in such a way that exactly s, SE (0, l,... u -4, u -2}, of the u -2 2-factors will consist of double edges only, and the remaining u -2 -s 2-factors will have no multiple edges. Let F, , F,,..., F, _ z be the 2-factors. Form triples and adjoin to this the triples of a TTS(u) on V with t repeated blocks. This shows that the statement of the lemma holds for SE (0, l,..., u-4, u-2).
To show that it holds for s E {u -3, u -1 } as well, replace the set of triples {{i, i+ 1, i+(u+4)/2}} a ove b with the set {{i, i+ 1, i+2}:
i~2,+~}, and the set E with E'={{ai,x,y}: {x,y}oFi,i=l,2 ,..., s} u {{a,,x,y}: lx-yl=2} if s=u-1, and with E"=E'u{(a,_,,x,y}, {a,-,,x,y}:Ix-yl=3}ifs=u-3,whereF;,F; ,..., c,s~{u-3,u--I}, are 2-factors of any 2-factorization of the cyclic graph G' on W that contains edges with differences 3,4,..., (u + 2)/2, (u + 4)/2 if s = u -1 (with differences 4, 5 ,..., (u + 2)/2, (u + 4)/2, if s = u -3) each twice, and F,!, i = 1, 2,..., s, consists of double edges only. i (ii) Let u G 10 (mod 36). Then R(u) = I: implies R(2u + ~)xI;"+~\ 1s 2"+4-U/2-2,S2,+4--f2-l,..., S2"+4-2, Proof: For each k > 0, there exists a transversal design with six groups of size u = 6k + 1 and blocks of size 6 (as this is equivalent to the existence of 4 MOLS of order 6k + 1, see [4] ). In such a transversal design, replace each block by a TTS(6), and put on each group TTS(u) with ki repeated blocks. B COROLLARY 5.12. Let u z 0 (mod 18), u >O. Then R(2u+ 6)x (0, l,..., (0 + 3)/3}. LEMMA 5.13. Let the conditions of Lemma 4.1 be satisfied, i.e., g = 0, 1 (mod3)ifu~O(mod6),andg~2(mod3)ifu=4(mod6),4g~u+4.Let further t E R(u). Then t + 4g(2g + u -2)/3 E R(4g + u).
ProoJ: By Lemma 4.1, there exists a GD(4g + u; U, 4; 3). The number 4g(2g + u -2)/3 is just the number of blocks in this GDD. Repeat all these blocks. On the group of size u put a TTS(u) with t repeated blocks, and on each group of size 4 put a TTS(4). 1
STARTING THE INDUCTION
Let u = 0,4 (mod 6). Let us determine first R ( 12) . (In this section, we will often omit figure brackets when listing the blocks, and sometimes also commas separating the elements-both in the interest of saving space and increasing clarity). 345, 678, 12~2, 14~2, 25u, 47u, 58u, 68u,  67u, Olb, 02b, 17b, 28b, 456, 4lb, 58b, 14c, 17c, 25c, 28c, 34c, 35c, 78~ ). LEMMA 
11 E R( 12).
ProoJ: Elements: V= (co, x, a, a', s, t, b, c, 1, 2, 3, 4 ).
Repeated blocks: B, = {ma', sb4, ~3, tcl, tb2, ~13, a'14, a24, abc, a'b3, a'c2).
Nonrepeated blocks: B,= {coat, was, ooa't, ma's, coxb, cobl, ~012, ~023, 0034, co4c, cocx, ast, a'st, ~12, t34, xsl, xs2, xt3, xt4, xbl, xc4, x23}. u LEMMA 6.4. 13 E R( 12).
Proof. Elements: V= {co, cc r, oc)*, a, a', a", 6 Nonrepeated blocks: B, = { 00 1 ab, 00, bc, co 1 ac, m,ab, co 2ac, oo2 bc, ooaa', coaa", ooa'a", aa'a", oobb', mbb", mb'b", cod, COCC", cdc", cc'c", bb'b"}. 1
LEMMA 6.5. 14 # R( 12).
Proof. We give only a sketch of the proof; the masochistic reader may till in the details.
In our case, the single-edge graph G (cf. Sect. 2) is a graph on v = 12 vertices and E = 24 edges. By property (2), every vertex of G must have odd degree, and so by (1 ), each degree must be > 3.
For each in (3, 5 If G has a vertex v of degree 11, consider the graph on vertex set q{ u}, together with those edges joining vertices of v\{u} which are not in the cycles at u (cf. Sect. 2). In solution # 1, this yields a graph with one vertex of degree 4, and 10 of degree 0, which is clearly impossible. A similar argument eliminates solution # 2: (*) The following observations are crucial: vertices adjacent to a vertex of degree 3 in G must be adjacent in G. In particular, any cycle C at v of length at least 4 cannot contain two vertices of degree 3 in G which are adjacent in C.
Now suppose G has a vertex u of degree 9. From the table, we see there are at most three other vertices of degree 2 5. So (*) restricts us to the case where either the cycles at u are one of length 6 and one of length 3, or three of length 3. In the first instance, we are forced to solution # 5, and the strength in Fig. 4 which cannot be completed. So the cycles at u must be all of length 3 (see Fig. 5 ).
We have assigned degree 3 to each of the two vertices not adjacent to u; for if such a vertex had degree 25, it would be adjacent to at least 4 neighbors of u, which would yield at least 6 vertices of degree 25, which is impossible by the table. If a vertex of degree 9 is adjacent to u, then there must be at least 6 vertices of degree >5, which is impossible by the table. This excludes solution # 3. If a vertex of degree 7 is adjacent to u, then 03 03 FIGURE 5 FIGURE 6 there must be at least 4 vertices of degree 25, which leads us to solution #5, which fortunately has no vertices of degree 7. We conclude that every vertex adjacent to u must have degree either 3 or 5. This eliminates solution # 4, so we are stuck with # 5, and the graph in Fig. 6 which has no double covering by triangles.
Only solution numbers 6, 7, 8, 9 remain to be disqualified. Now suppose that u is a vertex of degree 7 in G. The case in which the cycles at u consist of one cycle of length 7 forces us to solution #8, which can be easily excluded. Thus there must be exactly two cycles at u, one of length four, and one of length three.
In solution #6, we must have the graph in Fig. 7 , which cannot be completed to a graph with a double covering by distinct triangles, eliminating #6.
In #7, the other vertex of degree 7 must be adjacent to u, otherwise it would have a common neighbor of degree 3 with u. The assumption that it is on the 3-cycle at u quickly leads to a contradiction, thus it is on the 4-cycle at u. Now the 3-cycle at u must contain at least one vertex of degree 3, so it cannot contain any of degree 5, so all three have degree 3. Now at least one of the vertices in the 4-cycle at u must be of degree 3; it can either be adjacent on the 4-cycle to the vertex of degree 7, or opposite it. In the first case, we have the situation in be completed. In the second case, we are inexorably lead to the graph in Fig. 9 , whose complement cannot be partitioned into triangles, as an examination of the neighbors of v will show. Only solutions 8 and 9 remain to be eliminated. In #8, the 4-cycle at u must have at least two vertices of degree 5, so the 3-cycle at v must have at least one vertex of degree 3, so all 3 have degree 3. First suppose the 4cycle at u has a chord; it must join two vertices of degree 5 (see Fig. 10 ).
Consideration of the 5-cycle at u shows that either x or y had degree 5; we may suppose y has degree 5. But now the 5-cycle at w shows the 5-cycle at y is impossible. Thus the 4-cycle at u has no chords, so each of its vertices must have degree 5 (see Fig. 11 ). But now consideration of the 5-cycles at u and y lead to a contradiction. Only # 9 remains. Here the six vertices of degree 5 cannot be mutually adjacent, otherwise they would form a sub-TTS of order 6, which is impossible in TTS of order 12. Thus at least one vertex u of degree 5 is adjacent to a vertex of degree 3 (see Fig. 12 ).
If the &cycle at u is entirely contained in the subgraph induced by v and its neighbors, then u and x are adjacent, and x has degree 5. But now the 5-cycle at x is impossible. Thus the 5-cycle at ZJ must contain a new vertex z, and the 5-cycle at w shows z and x are adjacent, as in Fig. 13 . Now the only edges in Fig. 13 contained in less than two triangles so far are xy, xz, and yz; since x, y, and z must be the other three vertices of degree 5, G must be as in We will see that 14 $ R ( 12) is an exceptional fact, and that for u > 16, R(u) = I:. Nonrepeated blocs: B, = (e35, d24, aco,O, ~116, bco, 1, act, 1, cfg, ,x,e3, co2e5, 00~35, co,d!, co2 d4, 00~24, m2cf, co,cg, co2fg, co,00,0, mzOa, m2a6, ~0~61, cc2 lb, co2 bee 1}. (i+ lh, (i+ l,,}, {k (i+2)1, (i+5),) , {h, (i+3),, (i+7)2}, {iz> (i+ l),, (i+3),}:
FEZ,}, and as nonrepeated blocks BN={{il, B= (a12, a67, a89, b15, b37, b49, ~19, ~23, ~78, d18, d27, d59}, C = (a34, a35, a45, b26, b28, b68, ~45, ~46, ~56, d34, d36, d46), D = (e24, e79, f29}, E= (e13, e16, e35, e58, e68, j-13, f16, f38, f47, f48, f56, f57,g14,g17, g25, $6, g38, g39, g@,g57, g@}, F= (e13, e24, e79, f57}, G= (e56, e58, e68, f14, f16,f26,f29, f38, f39, f48, 816, 817, 825, g29, g35, 838, g47, g48, g69}, H= (e13, e24, e79, f38, g48}, J= (e56, e58, e68, f14, f16, f25, f29, f47, f57, f69, 816, 817, g26, 82% 835, 83% g57).
Let further (V', K) and (v', L) be any TTS (7) with 3 and 7 repeated triples, respectively (recall that 3, 7 E R (7)). Then x1y4b2, x2a3c2, x2b2c3, x2b3cl, x2ylal, x2ydl, x2y4a2, x3alb2, w2c2, x3a3b3, x3ylc3, x3y2bl, x3y4cl, x4alc2, x4a2bj x4hc3, x4ylb3,
y2b2c1, y2b3c1, x4y4~, alblcly y3alc3, y3&, y3a3b2, y4alb3, y4a3c3, y.J&.
Nonrepeated blocks: B, = { couiai, cobibj, coc,cj: {i, j} c (1,2, 3) ) u 1 al$a3, blb2b3, ClC2c3)u {xixjxk, YiYjY,}: {i,j, k} c {l,Z 3,4}}-I LEMMA 6.15. 39 E R( 18).
Proof. Elements I/= {a, 6 , c, d, e, f, g, h, i, j, k, Z, m, n, o, p, q, r }. Repeated blocks: B, = { hco, hql, hjp, hfr, irm, iak, idq, igp, ngb, nej, naf, ncd, dfp, dbk, dem, doj, dir, fee, jib, fgk, fqm, pml, pko, pab, pee, bmo, bjq, bcr, oaq, ogr, mcg, maj, kel, acl, jrk, geq, qck, jgl, aer}.
Nonrepeated blocks: B, = {adg, adh, agh, dgh, beh, bei, bhi, ehi, cfi, cf, cij, fij, hkm, hkn, hmn, kmn, iln, ilo, ino, Ino, npq, npr, nqr, pqr}. 1 LEMMA 6.16. 38 E R( 18).
Proof: Elements: V= (co, a, b, c, d, e} uZ, x {1,2, 3). Repeated blocks: B,= (0,1,2,, 0,2,1,, aO,2,, aO,2,, b0, l,, b02 22, c0213, ~0~2, mod4) u (aDjlj, d2,3,, elj2,, eOj3j: j= 1, 2, 3 ).
Nonrepeated blocks: B, = 10 blocks of any TTS (6) 2811, a27, a39, a511, a610, b15, 6311, b79, b810, ~17, ~210, ~36, ~58, d29, d38, d47, d56, e25, e34,e67,e89,f410,f59,f68,f711,g45,g611,g78,g910}and also the repeated. blocks of any TTS(7) on V' with 3 or 7 repeated blocks, respectively.
Nonrepeated blocks: B, = { 14 8, 2 4 6, 3 5 7, 3 5 10, 3 7 10, 4 9 11, 5710, a14, al8, a48, b24, b26, b46, ~49, ~411, ~911, d110, dlll,d1011,e110,elll,e1011,f12,f13,f23,g12,g13,g23}, and also the nonrepeated blocks of the above TTS (7) 1,2, 3,4, a,b,c,, a,c,d,, a,b,d,,  a2b24, a2b3c3, a2cld3, a3b3el, a3cle2, a3dle3, b,d,e,, b,c,e,, b,d,e,,   cd2e2, c3d3e3, alb2x2, alc3~3, ale2x4, ale1 y3, ale3yl, a,d3 y,, a,b, y,,  a2c2x4, a2d2y,, wlxl, a2e2x3, a2e3y4, a,b,x,, a3b2x4, a3c2x2, a3c3yl, a34y3, a3d3y2, bld3x3, b,4y4, b,c,x,, b,e2y3, b,c,x,, b2c1 y,, b,c, Nonrepeated blocks: B, = the blocks of a TTS(4) on (co, a,, a2, a,}, (00, b,, b2, b3}, (00, cl, c2, c3}, {x1, x2, x3, x4>, {yl, y2, y3, y4}, and a TTS(6) on (1, 2, 3, 4, 5, 6 bclx3, b3czX4, bcsyl, b,c,xz, b4c3x1, b,c,y,, b-,x, A  0  7  10  8  3  11  4  9  5  612  B  11  2  6  10  5  9  0  8  1  7 34  C  10  3  2  4  1  7  8  0  9  11 56  D  9  4  0  2  11  1  3  5  6  10 7 8  E  8  6  4  0  7  5  11  1  2  3 910  F  1  5  8  6  9  3  7  4  10  2 Proof: We need a GD(40; 16,4; 3) (which is not given by Lemma 4.1). Let V=Z,,v (00~: i= 1, 2 ,..., 16), and let the groups be (0, 6, 12, 18) mod 24 and { ai: i= 1, 2 ,..., 16). First of all, it is easily seen that the set of pairs {x, y }, x, y E Z,,, whose differences are 1 or 2 can be partitioned into a set C of 8 triples and two l-factors, say F,, F2 (it suffices to take for C, e. g. the triples {3i, 3i+ 1, 3i+ 2): i= 0, l,..., 7). By [ll] , the set of edges of Zz4 with differences 3,4, 5, 7,9, 10, 11 can be partitioned into 14 l-factors, say F3, F4 ,..., F,,. Take now for the blocks of our GDD, 
