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This paper introduces a formal approach to constraint-aware model transformation which
supports specifying constraints in the definition of transformation rules. These constraints
areused to controlwhich structure to create in the targetmodel andwhich constraints to add
to the created structure. The proposed approach is classified under heterogeneous, graph-
based and out-place model transformations; and illustrated by applying it to a language
translation. It is based on the Diagram Predicate Framework which provides a formalisation
of (meta)modelling based on category theory and graph transformation. In particular, the
proposed approach uses non-deleting transformation rules that are specified by a joined
modelling languagewhich isdefinedby relating the sourceand target languages. The relation
between source and target languages is formalised bymorphisms from their corresponding
modelling formalisms into a joined modelling formalism. Furthermore, the application of
transformation rules is formalised as a pushout construction and the final target model is
obtained by a pullback construction.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and motivation
Since the beginning of computer science, developing high-quality software at low cost has been a continuous vision.
This has boosted several shifts of programming paradigms, e.g. machine code to assembler programming and imperative
to object-oriented programming. In every shift of paradigm, raising the abstraction level of programming languages and
technologies has proved to be beneficial to increase productivity. One of the latest steps in this direction has led to the usage
of models and modelling languages in software development processes.
The word “model” has different meanings in different contexts. In [10], one of the definitions of the word model is
“a representation of something, either as a physical object which is usually smaller than the real object, or as a simple
description of the object which might be used in calculations”. This definition corresponds to the way models are used in
most engineering disciplines. In software engineering, a model is an abstraction in the sense that it may not represent all
aspects and properties of the real system [4,44], but only those which are relevant in the given context. Models are used
to tackle the complexity of software by enabling developers to reason about and deal with a real system at a higher level
of abstraction before it is implemented. In formal specifications such as formal logic and universal algebra, in contrast, a
system is represented by a specification, i.e. a set of logical formulae. Amodel of that specification consists of amathematical
structure that satisfies these formulae. In this paper,we interpret thewordmodel from the software engineering perspective.
In software engineering, models are often diagrammatic. The word “diagram” has also different meanings in different
contexts. In [1], oneof thedefinitions of theworddiagram is “adrawingorplan that outlines andexplains theparts, operation,
etc., of something”; e.g. chart diagrams and cake diagrams. In software engineering, the sameword denotes structureswhich
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Table 1
Advantages of diagrammatic modelling.
Property Advantage Achieved by
Documentation and commu-
nication
Facilitating intuitivity Visual models
Abstraction Independence of the implementation platform Abstract models and model transforma-
tions
Validation and verification Revealing errors and flaws before the system is imple-
mented
Formal models andmodel checking
are based on graphs, i.e. a collection of nodes together with a collection of arrows between nodes. Graphs are a well-known,
well-understood and frequently used means to represent structural or behavioural properties of a software system [15]. In
mathematics, in contrast, diagram has a precise meaning: it denotes a graph homomorphism from a shape graph into a
graph [17]. In this paper, we interpret the word diagram from the software engineering perspective.
Since graph-based structures are often visualised in a natural way, “visual” and “diagrammatic” modelling are often
treated as synonyms. However, it may be a challenging task, and sometimes even impossible, to find appropriate and
intuitive visualisations for all aspects of diagrammatic models. In this paper, we distinguish clearly between visualisation
and diagrammatic syntax. That is, we focus on precise syntax (and semantics) of diagrammatic models independent of their
visualisation.
Diagrammatic models have already been around in software engineering for some decades; e.g. Flowcharts (Seventies)
for the description of behavioural properties of software systems; Petri nets (Eighties) for the representation of discrete
distributed systems; Entity-Relationship (ER) diagrams (Eighties) for the conceptual representation of data structures, UML
diagrams (Nineties) for the representation of structural and behavioural properties of software systems. Diagrammatic
models have become popular because they facilitate the conception of (aspects of) a software system at a high level of
abstraction while programming languages do not. Some of the advantages of diagrammatic modelling are summarised in
Table 1.
Initially, models were adopted in software development processes for sketching the architectural design or documenting
an existing implementation. In the latest trend in software engineering, however, models are regarded as first-class entities
of the development process. These models are used to automatically generate (parts of) software systems by means of
model-to-model andmodel-to-code transformations. In the literature, this trend is referred to as model-driven engineering
(MDE).
In the context of MDE, models are typically specified by means of modelling languages. Each modelling language has a
corresponding metamodel. Models which are specified by a modelling language should conform to the metamodel of the
language. The precise definition of “metamodel” is still under debate (see [4,23,26,27,50] for a comprehensive discussion).
Conceptually, the prefix “meta-” suggests that modelling has occurred twice, which is reflected in the definition “[a meta-
model is] a model of models” [33]. Technically, a metamodel specifies the abstract syntax of its corresponding modelling
language. The abstract syntax defines the set of modelling concepts, their attributes and their relationships, as well as the
transformation rules for combining these concepts to specify valid models [35]. Thus a metamodel restricts the set of its
instances the same way a model restricts its instances, which is reflected in the definition “a model is an instance of a
metamodel” [35].
Metamodels, in turn, are specified by means of a metamodelling language. Each metamodelling language has a corre-
sponding meta-metamodel. Metamodels which are specified by a metamodelling language should conform to the meta-
metamodel of the language. Hence, it is possible to identify a generic pattern and a (meta)modelling hierarchy in which
models at each metalevel are specified by a modelling language at the metalevel above and conform to the language’s cor-
responding metamodel (see Fig. 1). Hypothetically, this pattern may continue ad infinitum. In general, however, the chain
stops with a reflexive meta-metamodel, that is, a meta-metamodel which conforms to itself.
In the state-of-the-art of MDE, models are typically specified by means of the Unified Modeling Language (UML) [35],
developed by the Object Management Group [36]. The metamodel of UML, in turn, is specified by means of the Meta-Object
Facility (MOF) [37]. The meta-metamodel of MOF is reflexive. According to the OMG’s vision of MDE, models, modelling
languagesandmetamodelling languagesareorganised in fourmetalevelsM0−M3 in theso-calledOMG’s4-layerhierarchy [5]
(see Fig. 2).
A challenge related to MOF-basedmodelling languages is that a formalisation of the correspondence betweenmodelling
languages and metamodels as well as the conformance between models and metamodels is not included in the OMG
standards. This is despite the fact that many researchers in the field have claimed that unless a complete formalisation of
these relations is given, the potentials of MDE may not be fully unfolded (consult [4,7,13,47] for further references).
1.1. Constraints
MOF-based modelling languages allow the specification of simple constraints such as multiplicity and uniqueness con-
straints, hereafter called structural constraints. These constraints are usually specified by properties of classes in the meta-
model of the modelling language. For instance, the requirement “a person is the child of exactly two parents” in a UML
model can be forced by a multiplicity constraint which uses the properties lower and upper of the class Property of the UML
metamodel (see Fig. 3(a)). Instances of the UML model should satisfy this multiplicity constraint. However, these structural
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Fig. 1. Generic pattern in a metamodelling hierarchy.
Fig. 2. OMG’s 4-layer hierarchy.
constraints may not be sufficient to meet complex requirements’ specifications. Hence, textual constraint languages such
as the Object Constraint Language (OCL) [34] are usually used to define complex constraints, hereafter called attached con-
straints. For instance, the requirement “a person cannot be a child of her/himself” in a UML model can only be forced by an
OCL expression (see Fig. 3(b)).
Constraints in MOF-basedmodelling languages may be classified based on two factors: their origin, i.e. where they come
from; and their effect, i.e. what they constrain. Considering the origin, constraints may come from the modelling language
itself, i.e. structural constraints;or fromexternal constraint languages, e.g. attachedconstraints. Structural constraints include
also typing constraints defined by the metamodel of the modelling language. These are constraints restricting which types
of elements the models can contain and how these elements can be related to each other, e.g. according to the simplified
metamodel of UML presented in Fig. 3(a), a UML class diagrammay have classes, associations and properties. Considering the
Fig. 3. Constraints in MOF-based modelling languages and DPF: (a) structural constraints in UML, (b) attached constraints, (c) integration of constraints in DPF.
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Fig. 4. Constraints in metamodelling.
effect, we have constraints which should be satisfied by models defined by the modelling language; and constraints which
should be satisfied by instances of these models. Thus, for a modelling language with its metamodel at metalevelMn+1 we
may identify these three kinds of constraints (see Fig. 4).
• SCn: Structural constraints which are added to models at metalevel Mn. The origin of these constraints is the modelling
language which has its corresponding metamodel at metalevelMn+1. The effect of these constraints is that they should
be satisfied by models at metalevelMn−1.• ACn: Attached constraints which are added to models at metalevel Mn. The origins of these constraints are external
languages such as OCL. The effect of these constraints is that they should be satisfied by models at metalevelMn−1.• SCn+1, ACn+1: Structural and attached constraints which are added to models at metalevel Mn+1. The origin of these
constraints is either the modelling language which has its corresponding metamodel at metalevelMn+2, or an external
language such as OCL. The effect of these constraints is that they should be satisfied by models at metalevelMn.
MixingMOF-basedmodelling languageswithOCL is just a special caseof a general patternwherediagrammaticmodelling
languages use textual languages to define constraints that are difficult to express by their own syntax and semantics. While
this solution is to some extent accepted among software developers, in this paper we propose a completely diagrammatic
approach for specifying and reasoning about structural models for the following reasons:
Firstly, the fact that OCL constraints are term-based expressions while models specified by means of MOF-based mod-
elling languages are graph-based structures makes automatic reasoning about these models challenging. As an example,
consider the UML class diagram in Fig. 3: checking the state of the system against themodel will involve two steps: checking
the structure and some of the constraints in UML and checking the rest of the constraints by an OCL engine. Moreover, any
modification in the structure of the UML class diagram must be reflected in the OCL constraints, which are related to the
modified structure. This requires the definition of automatic synchronisation of OCL constraints for arbitrary model modifi-
cations. However, the identification of classes of modifications, for which an automatic synchronisation of OCL constraints
is possible, requires complex machinery to be implemented by tool vendors and may not be possible at all [31].
Secondly, in order to obey the “everything is a model” vision of MDE [4], it is desirable to have both structure and
constraints in the same diagrammatic, model-centric format. This enables models to serve their purpose “to tackle the com-
plexity of software by enabling developers to reason about and deal with a real system at a higher level of abstraction” [44].
Recall again themodel in Fig. 3. Since some of the semantics of themodel is hidden in the OCL code, themodel development
process may become complex and error-prone in the long run. In particular, domain experts may have difficulties in under-
standing the OCL code – something which may force the developers to use the list of requirements in a natural language
instead of the OCL rules and in turn may lead to misunderstandings [8].
1.2. Model transformation
Model transformation is one of the key techniques inMDEwhich is used to automate severalmodel-related activities such
as code generation, refactoring, optimisation, language translation etc. [51]. A general definition of model transformation
is given in [24] and further generalised in [32] as follows: A transformation is the automatic generation of target models
from source models, according to a transformation definition. A transformation definition is a set of transformation rules
that together describe how a model in the source language can be transformed into a model in the target language. A
transformation rule is a description of how one or more constructs in the source language can be transformed into one or
more constructs in the target language. A transformation engine is a tool which is used for the application (or execution)
of model transformations. Thus, model transformation consists basically of two tasks: definition of transformations, and,
application of these transformations.
Several classifications of model transformations are given in [11,32]. A first classification is based on whether the trans-
formation is used to transform between models specified by one modelling language, called homogeneous transformation,
or between models specified by different modelling languages, called heterogeneous transformation. A second classification
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Fig. 5. Overview of model transformation.
Fig. 6. Relation between model transformation rules, metamodel and constraints.
is based on whether the target model is created from scratch, called out-place, or the source model is modified in order to
obtain the target model, called in-place. The former class of transformations is suitable for model refactoring and optimisa-
tion [6,30], while the latter is suitable for model translation and migration. A third classification is based on the underlying
technique which is used to carry out the transformations, e.g. logic programming, functional programming, graph transfor-
mation, etc. A fourth classification is based on which properties of the models are preserved by the model transformation;
e.g. the structure, behaviour or semantics of the model. These classifications are orthogonal to each other, e.g. both homo-
geneous and heterogeneous model transformations may be carried out in-place or out-place, by using logic programming
or graph transformation, etc.
Given a metamodelling hierarchy, model transformations are defined at a certain metalevel and applied at the metalevel
below. Thus, for transforming models at metalevelMn, the transformation rules are defined at metalevelMn+1 (see Fig. 5).
Hence, the language used for the definition of transformations needs to know about the types of the model elements which
are to be transformed.
The way constraints are specified in MOF-based modelling languages may introduce an challenge related to their trans-
formation. While existing model transformation techniques take into account structural constraints, they often ignore the
attached constraints [31,40,49]. This is because model transformation rules are defined over elements of the metamodels
corresponding to the modelling languages, while attached constraints are specified by a different language (see Fig. 6). As a
consequence, model transformation rules are able to describe transformation of structural constraints but they are unable
to describe the transformation of attached constraints (see Fig. 4). This challenge is closely related to the fact that the con-
formance relation between models and metamodels is not formally defined for MOF-based modelling languages [13,41],
especially when OCL constraints are involved [7].
1.3. Proposed solution
In this paper, a solution to this challenge is proposed. The solution is based on theDiagramPredicate Framework (DPF) [43,
45,47–49]which provides a formal approach to (meta)modelling andmodel transformation based on category theory [3,17].
DPF is an extension of the Generalized Sketches Framework originally developed by Diskin et al. in [13,54–59]. The proposed
approach to model transformation reuses the diagrammatic formalisation of MOF-based modelling languages described
in [47], in which structural constraints and attached constraints are integrated in signatures (see Fig. 3(c) for an intuition).
In the DPF based approach to model transformation, these constraints are taken into account by introducing the concept
of “constraint-aware model transformation” [49]. Constraint-aware model transformation is a technique which supports
specifying constraints in input and output patterns and uses these constraints to control
• which structure to create in the target specification and;
• which constraints to add to the created structure.
A. Rutle et al. / Journal of Logic and Algebraic Programming 81 (2012) 422–457 427
Fig. 7. Overview of the DPF-based approach to model transformation.
In this respect, it can be considered as an enhancement of the formal framework of graph transformation [15] in the sense
that it can be used to transform the structure of models as well as constraints. That is, it offers more fine-grained means to
describe, control and apply model transformations. Similar to graph transformation, the DPF based approach may be used
to solve different transformation tasks. However, in this paper the approach is demonstrated by a heterogeneous, out-place
model transformation.
The definition task is performed in two steps. The first step consists of relating the source and the target modelling
languages to each other; that is, constructing an appropriate joined modelling language. An appropriate joined modelling
language is a languagewhich canbeused to specify both the source and the targetmodels (see Fig. 7). The second step consists
of using the joined modelling language to define model transformation rules. The definition task is usually performed only
once for each pair of modelling languages, and reused during the application task.
The application task is performed in three steps. The first step consists of converting each sourcemodel to an intermediate
model; i.e. amodelwhich isdefinedby the joinedmodelling language. In the secondstep, the transformation rules are applied
iteratively to the intermediate models. In the third step, target models will be projected out from the final intermediate
models.
A running example is used to illustrate our approach. It presents a transformation of an object-oriented structural model
to a relational data model. In this example, the syntax used for the definition of the transformation rules is the same as the
syntax used to specify the (meta)models (see [2,9,19] for references to and arguments for the usage of this kind of “concrete
syntax” for the definition of model transformation rules).
This paper further develops the work on the formalisation of constraint-aware model transformation in MDE already
published in [49]. Firstly, we have reorganised the structure of the paper and added several examples from software engi-
neering which help the reader to gain insight into our reasoning. Secondly, we have extended the theoretical foundation by
defining the concepts on which our approach to constraint-aware model transformation relies. Finally, we have described
the transformation procedure in more detail and enriched the terminology related to these details.
The content of this paper is neither purely theoretical nor purely practical; rather it seeks to bridge the gap between these
worlds. We provide a formal approach to diagrammatic modelling and model transformation motivated and illustrated by
practical examples. We introduce only the theoretical elements which are necessary to investigate, formalise, and solve
the practical problems. More precisely, we explicitly define the formal concepts and constructions needed in order to
understand the paper, such as graph, graph homomorphism, category and pushout. For a more comprehensive discussion
of these concepts and constructs, the interested reader is encouraged to consult the literature, for example [15,17].
1.4. Outline of the paper
The remainder of the paper is organised as follows: Section 2 reviews our formalisation of diagrammatic modelling.
Section 3 presents the details of our approach tomodel transformation. In Section 4, a comparison of our approachwith other
graph transformation-based approaches to model transformation is given. Finally, in Section 5 some concluding remarks
and ideas for future work are presented.
2. Formalisation of diagrammatic modelling
In software engineering, diagrammatic models are graph-based structures where different kinds of graphs, e.g. simple
graphs, directed graphs, directedmulti-graphs (directed graphswhich permitmultiple arrows between the same source and
target nodes), attributed graphs, hypergraphs etc., may be used as a basis for thesemodels. Hence, in a first approximation, it
is natural to represent (meta)models in the (meta)modellinghierarchy in Fig. 2 bygraphs. In this section, first the graph-based
formalisation is introduced, then, the DPF-based approach is presented as an extension to this formalisation.
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2.1. Diagrammatic modelling by graphs
Models which are specified by a modelling language should conform to the metamodel of the language (see Fig. 2).
In the graph-based formalisation, this conformance relation between models and metamodels is represented by a typing
morphism; that is, a graph homomorphism which assigns a type, i.e. an element of the metamodel, to each element of the
model (see Appendix B for an introduction to some graph-theoretic concepts). A model is said to be typed by a metamodel
if there is a typing morphism from the model to the metamodel.
The semantics of nodes and arrows of a graph has to be chosen in a way which is appropriate for the corresponding
modelling environment [47]. For object-oriented structural models, it is appropriate to interpret nodes as sets and arrows
X
f−→ Y as multi-valued functions f : X → ℘(Y). The powerset ℘(Y) of Y is the set of all subsets of Y , i.e. ℘(Y) =
{K | K ⊆ Y}. Moreover, the composition of two multi-valued functions f : X → ℘(Y), g : Y → ℘(Z) is defined by
(f ; g)(x) := ⋃{g(y) | y ∈ f (x)}. On the other hand, for relational data models it is appropriate to interpret nodes as sets
and arrows as single-valued functions.
The semantics of nodes and arrows of a graph can be formally defined in either indexed or fibred way [14,53]. In the
indexed version, the semantics of a graph is given by all graph homomorphisms sem : G → U from the graph G into a
category U, e.g. Set (sets as objects and functions as morphisms) orMult (sets as objects and multi-valued functions as
morphisms as described above).
In the fibred version, the semantics of a graph G is given by the set of its instances (I, ι) where ι : I → G is a graph
morphism. A node A in G is interpreted by ι as the set of ι−1(A) of nodes in I; and an arrow A f−→ B in G represents a
multi-valued function ι−1(f ) from ι−1(A) to℘(ι−1(B)), where for any nodes a and b in I we have b ∈ ι−1(f )(a) if and only
if there is an arrow g : a → b in I with ι(g) = f . f represents a total (and single-valued) function, i.e. a morphism in Set, if
there is for each node a in I exactly one b and one g : a → b in I with ι(g) = f .
Software engineers prefer the fibred semantics because it reflects the conformance relation between models and meta-
models asdescribed in the (meta)modellinghierarchy. In contrast,mathematiciansprefer the indexedsemantics. Fortunately,
the switch between these two semantics is possible where the Grothendieck construction, as described in [53] for graphs,
transfers indexed into fibred semantics.
The following example explains how this graph-based formalisation of the (meta)modelling hierarchy works in practice.
This example is kept intentionally simple, retaining only the details which are relevant for our discussion.
Example 1 (Diagrammatic modelling by graphs). Let us consider an information system for the management of employees
and projects. At any state of the system the following requirements should be satisfied:
(1) An employee may work for none or many departments.
(2) A department may have none or many employees.
(3) A project may involve none or many employees.
(4) A project may be controlled by none or many departments.
Fig. 8(a) shows a graph G3 representing a generic meta-metamodel. Fig. 8(b) shows a graph G2 representing a meta-
model for the specification of object-oriented structural models. Fig. 8(c) shows a graph G1 representing an object-oriented
structural model compliant with the requirements above. In these graphs, nodes and arrows are interpreted as sets and
multi-valued functions. Fig. 8(d) shows a graph G0 representing an instance of the model G1.
The model G3 is typed by itself (reflexive). That is, it satisfies the restriction that nodes and arrows may only be of type
Node andArrow, respectively. Moreover, themodel G2 is typed by G3. That is, it satisfies the restriction that nodes and arrows
may only be of typeNode andArrow, respectively, e.g. the nodeClass is of typeNode and the arrow Reference is of typeArrow.
Furthermore, the model G1 is typed by G2. That is, it satisfies the restriction that nodes and arrowsmay only be of type Class
and Reference, respectively, e.g. the nodes Employee andDepartment are of type Class and the arrows connecting them are of
type Reference. Similarly, the instance G0 is typed by G1. In Fig. 8, the typing morphisms are denoted by grey, dashed arrows
between the metalevels in the hierarchy.
2.2. Diagrammatic modelling in DPF
In Example 1, the object-oriented structural model is compliant with the initial requirements. However, inmost practical
cases these requirements might not be sufficient. For instance, we may add the requirement “an employee involved in a
project must work in the controlling department”. This additional requirement cannot be forced by means of graphs and
typing morphisms alone since they lack means to specify this kind of constraints. To cope with this, DPF provides a more
sophisticated formalisation of diagrammatic modelling. DPF is a generic graph-based specification framework that tends to
adapt first-order logic and categorical logic to software engineering needs. DPF is generic in the sense that it supports any of
kind of graph structures (see [14] for the general case). However, the variant of DPF which we employ in this paper is based
on directed multi-graphs.
In the remainder of this section, we explain the DPF-based formalisation of diagrammatic modelling.
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Fig. 8. A sample (meta)modelling hierarchy using the graph-based formalisation.
2.2.1. Syntax of specifications
In DPF, models are represented by (diagrammatic) specifications. A specificationS = (S, CS :) consists of an underlying
graph S together with a set of atomic constraints CS [45,47]. The graph represents the structure of the specification and the
atomic constraints represent the restrictions attached to this structure. Atomic constraints are specified by predicates from
a predefined (diagrammatic predicate) signature . A signature  = (, α) consists of a collection of predicates, each
having a symbol, an arity (or shape graph), a visualisation and a semantic interpretation [45,47].
Definition 1 (Signature). A signature = (, α) consists of a collection of predicate symbols and amap α which
assigns a graph to each predicate symbol π ∈  . α(π) is called the arity of the predicate symbol π .
Definition 2 (Atomic constraint). Given a signature  = (, α), an atomic constraint (π, δ) on a graph S consists of a
predicate symbol π and a graph homomorphism δ : α(π) → S.
Definition 3 (Specification). Given a signature  = (, α), a specificationS = (S, CS :) consists of a graph S and a
set CS of atomic constraints (π, δ) on S with π ∈  .
The following example illustrates how the DPF-based approach to diagrammatic modelling works in practice.
Example 2 (Diagrammatic modelling in DPF). Building upon Example 1, let us refine the information system for the man-
agement of employees and projects with the following requirements:
(1) An employee must work for at least one department.
(2) A department may have none or many employees.
(3) A project may involve none or many employees.
(4) A project must be controlled by at least one department.
(5) An employee involved in a project must work in the controlling department.
Table 2 shows a sample signature 2 = (2 , α2) suitable for object-oriented structural modelling. The first column
of the table shows the predicate symbols. The second and the third columns show the arities of predicates and a possible
visualisation of the corresponding atomic constraints, respectively. Finally, the fourth column presents the semantic inter-
pretation of each predicate. The predicates in Table 2 are generalisations, or general patterns, for constraints that are used
in object-oriented structural modelling; e.g. [mult(m, n)] for multiplicity constraints in UML class diagrams.
Fig. 9(a) shows a specificationS3 representing a genericmeta-metamodel. Fig. 9(b) shows a specificationS2 representing
ametamodel for specifying object-oriented structural models. Fig. 9(c) shows a specificationS1 = (S1, CS1:2) represent-
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Table 2
A sample signature 2.
Fig. 9. A sample (meta)modelling hierarchy using the DPF-based formalisation.
ing an object-oriented structural model compliant with the requirements above. Similar to Example 1,S3 is typed by itself
(reflexive),S2 is typed byS3 andS1 is typed byS2.
The requirement “an employee must work for at least one department” is forced in S1 by the atomic constraint[mult (1,∞)], δ1) on the arrow empDeps. This atomic constraints is formulated by predicate [mult(m, n)] from the sig-
nature 2 (see Table 2). Furthermore, the requirement “an employee involved in a project must work in the controlling
department” is forced in S1 by the atomic constraints ([composition], δ2) and ([image-inclusion], δ3) on the arrows
proEmps’ and proEmps.
The requirements in Example 2 would have been specified in a UML class diagram by mixing UML and OCL syntax
(see [47] for a comparison of the UML/OCL- and DPF-based models of a similar system). Both structural constraints and
attached constraints are integrated in the specification shown in Fig. 9(c) by using predicates from the signature 2.
Remark 1 (Predicate symbols). Someof thepredicate symbols in (see Table 2) refer to single predicates, e.g. [surjective],
while someothers refer to a family of predicates, e.g. [mult(m, n)]. In the case of [mult(m, n)], thepredicate is parametrised
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Fig. 10. The specificationS1 and a possible instance of S0.
by the (non-negative) integersm and n, which represent the lower and upper bounds, respectively, of the cardinality of the
function which is constrained by this predicate.
2.2.2. Semantics of specifications
The semantics of predicates of the signature  (see Table 2) is described using the mathematical language of set theory.
In an implementation, the semantics of a predicate is typically given by the code of a corresponding validator where both
the mathematical and the validator semantics should coincide. However, it is not necessary to decide for one of the above
mentioned possibilities; it is sufficient to know that any of these possibilities defines valid instances of predicates.
Definition 4 (Semantics of predicates). Given a signature  = (, α), a semantic interpretation [[..]] of  consists of
a mapping that assigns to each π ∈  a set [[π ]] of graph homomorphisms ι : O → α(π), called valid instances of π ,
where Omay vary over all graphs. [[π ]] is assumed to be closed under isomorphisms.
The semantics of a specification is defined in the so-called fibred way [14,53]. That is, the semantics of a specification
S = (S, CS : ) is given by the set of its instances (I, ι). An instance (I, ι) of S is a graph I together with a graph
homomorphism ι : I → S which satisfies the atomic constraints CS .
To check that an atomic constraint is satisfied in a given instance ofS, it is enough to inspect only the part ofSwhich is
affected by the atomic constraint. This kind of restriction to a subpart is obtained by the pullback construction [3,17], which
can be regarded as a generalisation of the inverse image construction.
Definition 5 (Instance of specification). Given a specificationS = (S, CS :), an instance (I, ι) ofS consists of a graph I
and a graph homomorphism ι : I → S, called typing morphism, such that for each atomic constraint (π, δ) ∈ CS we have
ι∗ ∈ [[π ]] , where the graph homomorphism ι∗ : O∗ → α(π) is given by the following pullback:
α(π)
δ  S
O∗
P.B.
δ∗

ι∗

I
ι

Example 3. Building upon Example 2, Fig. 10(b) shows a graph S0 representing an instance of the specificationS1. Similar to
Fig. 9 inwhichS1 is typed byS2, the instance S0 is typed byS1. In addition to the typing restrictions, the instance S0 satisfies
the set of atomic constraints CS1 . If S0 contained an arrow connecting the nodes Distech and Alessandro (shown as a red, 1
dotted arrow), it would not be a valid instance ofS1 since it would violate the atomic constraint ([image-inclusion], δ3).
This arrow represents the information “the employee Alessandro is involved in the Distech project”, but, according to
requirement 5 “the employee Alessandro cannot be involved in the Distech project because he does not work for the DCE-
BUC department”.
1 For interpretation of the references to colour in Fig. 10, the reader is referred to the web version of this article.
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For a given specificationS, the category of instances ofS is defined as follows:
Definition 6 (Category of instances). Given a specification S = (S, CS : ), the category Inst(S) has all instances (I, ι)
of S as objects and all graph homomorphisms φ : I → I′ as morphisms between instances (I, ι) and (I′, ι′), such that
ι = φ; ι′.
S
=
I
ι
 φ  I′
ι′

Inst(S) is a full subcategory of Inst(S) where Inst(S) = (Graph ↓ S) is the comma category of all graphs typed by
S [3]. That is, we have an inclusion functor incS : Inst(S) ↪→ Inst(S)
In DPF, the relation between specifications is represented by specification morphisms, which are defined in the following.
First, we observe that any graph homomorphism induces a translation of instances of graphs.
Proposition 1 (Translation of Instances of Graphs). Each graph homomorphismφ : S → S′ induces a functorφ• : Inst(S) →
Inst(S′) with φ•(I, ι) = (I, ι;φ) for all (I, ι) ∈ Inst(S)
S
φ  S′
I
ι

ι;φ

Inst(S)
φ•  Inst(S′)
Moreover, each graph homomorphism φ : S → S′ induces a functor φ• : Inst(S′) → Inst(S) with φ•(I′, ι′) given by the
pullback (I∗, φ∗, ι∗).
S
φ  S′
I∗
ι∗

P.B.
φ∗
 I′
ι′

Inst(S) Inst(S′)φ
•

Proof
The proof of φ• is given by the composition ι;φ of graph homomorphisms. The proof of φ• is given by the pullback in the
categoryGraph, as shown in [14]. 
For specification morphisms, we should require that atomic constraints are preserved.
Definition 7 (Specification morphism). Given two specifications S = (S, CS : ) and S′ = (S′, CS′ : ), a specification
morphism φ : S→ S′ is a graph homomorphism φ : S → S′ such that (π, δ) ∈ CS implies (π, δ;φ) ∈ CS′ .
α(π)
δ 
δ;φ
=

S
φ  S′
Remark 2 (Inclusion specification morphism). A specification S = (S, CS : ) is a subspecification of a specification
S′ = (S′, CS′:), writtenS 	 S′, iff S is a subgraph of S′ and the inclusion graph homomorphism inc : S ↪→ S′ defines a
specification morphism inc : S ↪→ S′.
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Remark 3 (Graph homomorphism and constraints). Any graph homomorphism φ : S → S′ induces a translation of
atomic constraints. That is, for any specification S = (S, CS : ) we obtain a specification φ(S) = (S′, Cφ(S) :) with
Cφ(S) = φ(CS ) = {(π, δ;φ) | (π, δ) ∈ CS }.
Based on this remark, the condition for specificationmorphisms canbe reformulated as follows: a specificationmorphism
φ : S→ S′ is a graph homomorphism φ : S → S′ such that φ(S) 	 S′; i.e. Cφ(S) = φ(CS ) ⊆ CS′ .
For a given signature , the category of specifications is defined as follows:
Definition 8 (Category of specifications). Given a signature  = (, α), the category Spec() has all specifications
S = (S, CS :) as objects and all specification morphisms φ : S→ S′ as morphisms between specificationsS andS′.
The associativity of composition of graphhomomorphismensures that the composition of two specificationmorphisms is
a specification morphism as well and that the composition of specification morphisms is associative. Moreover, the identity
graph homomorphisms idS : S → S define identity specification morphisms idS : S → S and ensure that identity
specification morphisms are left and right neutral with respect to composition.
Proposition 2 (Specification Morphisms and Category of Instances). For any specification morphism φ : S → S′, we have
φ•(Inst(S′)) ⊆ Inst(S), that is, the functor φ• : Inst(S′) → Inst(S) restricts to a functor φ• : Inst(S′) → Inst(S)
S
φ
		
Inst(S) Inst(S)  S
φ
		
S′ Inst(S′)
φ•

=
Inst(S′)
φ•

  S′
Proof
The proof follows from the result that the composition of two pullbacks is again a pullback [3] and from the assumption that
[[π ]] is closed under isomorphisms (see Definition 4), as shown in [14].
α(π)
δ 
δ;φ

S
φ  S′ α(π) δ;φ  S′
O
δ∗

ι∗

P.B.
δ∗;φ∗


I
φ∗

ι

P.B.
I′
ι′

O•
ι•

P.B.
(δ;φ)∗
 I′
ι′
 
2.2.3. Typing and conformance
This section deals with the DPF based formalisation of the conformance relation between models in a metamodelling
hierarchy (see Fig.1). In DPF, we use specifications to represent models at any metalevel of a metamodelling hierarchy.
Moreover, we distinguish between two types of conformance relations: typed by and conforms to. A specification Sn at
metalevel n is typed by a specificationSn+1 at metalevel n + 1 if there exists a typing morphism ιSn : Sn → Sn+1 between
the underlying graphs of the specifications. This corresponds to the relation between a model and its metamodel in the
graph-based formalisation of the metamodelling hierarchy (see Section 2.1). In contrast, a specification Sn at metalevel n
is said to conform to a specification Sn+1 at metalevel n + 1 if there exists a typing morphism ιSn : Sn → Sn+1 such that
(Sn, ι
Sn) is an instance ofSn+1 [47]. That is, in addition to the existence of the typing morphism ιSn , the constraints CSn+1
are satisfied by (Sn, ι
Sn).
A typed specificationmaybe typedby any graph, i.e. not only the underlying graph of another specification. A specification
typed by a graph G is a structure which consists of an underlying graph that is typed by G, together with a set of typed
atomic constraints. Typed atomic constraints are formulated with help of typed signatures. The “untyped” versions of
signatures, atomic constraints and specifications are already defined in Chapter 2.2. The typed versions are defined as
follows.
Definition 9 (Typed signature). A signature typed by a graph G is a signature  = (, α) together with a map τ
assigning to each predicate π ∈  a graph homomorphism τ(π) : α(π) → G. τ(π) is called the typing of π . We
use G or ((, α)τ  G) to denote a signature  typed by G.
α(π)
τ(π)  G  τ
  G
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Fig. 11. A sample typed signature 2G and the type graph G .
Example 4 (Typed signature). Fig. 11(a) shows a part of the signature2 from Table 2 as a typed signature. The typing graph
G chosen for this purpose is shown in Fig. 11(b). The column Typing τ2(π) of the signature represents the possible types
for the predicates. According to the typing, the predicate [mult(m, n)]may be used to add constraints to arrows which are
typed by any of the arrows Attr or Ref , as shown in the Typing column. Moreover, the predicate [irreflexive]may only
be used to add constraints to model elements which are typed by the loop structure with the node Class and the arrow Ref .
Remark 4 (Predicate names and typing). Recall the observation in Remark 1 about predicate names. Some of the predicate
names in 2 in Table 2 refer to unique predicates, while some others refer to a family of predicates. For typed signatures,
these nameswill have yet another dimension based on the typingmap. For example, the predicate [mult(m, n)] in Fig. 11(a)
may be added to arrows of type Attr or Ref .
Definition10 (Typedatomic constraint). Givena typedsignature ((, α)τ  G), a typedatomic constraint (π, δ)added
to a typed graph (S, ιS)with ιS : S → G is given by a predicate symbol π and a graph homomorphism δ : α(π) → S such
that δ; ιS = τ(π).
α(π)
δ





τ (π)  G
=
S
ιS

Definition 11 (Typed specification). Given a graph G and a typed signature G, a specification typed by the graph G is a
specification S = (S, CS : ) together with a typing graph homomorphism ιS : S → G assigning to each element of S a
type in G such that ∀(π, δ) ∈ CS : δ; ιS = τ(π). We writeSG or ((S, CS :)ιS G) to denote a specificationS typed
by G.
α(π)
τ(π) 
δ





G 
τ 
CS



 G
=
S
ιS

=
S
ιS

Remark 5 (Semantics of typed specifications). The semantics of the typedversions of predicates and specifications is defined
in the same way as for the corresponding untyped versions. This is because, whether a specification is typed by a graph will
only affect the relation between the specification and the graph, not the instances of the specification.
Remark 6 (Atomic constraints vs graph constraints). In the field of graph transformation, graph constraints are used to
express properties for graphs [15]. Graph constraints are of the form a : Permise → Conlusionwhere a is a graphmorphism.
In case a is surjective, a graph constraint can be seen to correspond to a first-order implication of the form∀x : P(x) → Q(x)
where x denotes a list of variables. In case a is not surjective, however, a graph constraint corresponds to a first-order
implication of the form ∀x : P(x) → (∃y : Q(x, y)). For some of our predicates the semantics can be described by
those first-order implications. This is the case, for example, for the predicates [surjective] and [inverse]. In such a way,
some atomic constraint at metalevel n + 1 give rise to graph constraints at metalevel n. For example, in Fig. 10(a) the
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Table 3
Graph constraints represented by [surjective] and [inverse].
atomic constraint ([surjective], δ) on depEmps represents a graph constraint c1 in Table 3, while the atomic constraint
([inverse], δ) represents the graph constraints c2 and c3 in Table 3. 2
Nowwecandefineconformant specificationsas typedspecificationswhichsatisfy theconstraintsof another specification.
In the following definition, we use the indices 1, 2 and 3 in order to reflect the metalevels in the metamodelling hierarchy.
Definition 12 (Conformant specification). Let S2 = (S2, CS2 :3) be a specification with 3 = (3 , α3), and 2
S2 = ((2 , α2)τ 2 S2) a signature. A typed specification S1 = ((S1, CS1 :2)ιS1 S2) conforms to S2 iff (S1, ιS1) ∈
Inst(S2). We writeS1S2 or ((S1, CS1:2)ιS1 S2) to denote a specificationS1 conformant toS2.
3
CS2




2
τ2 
CS1 


 S2
S1
ιS1

Recall that we defined specification morphisms as relations between the untyped version of specifications (see Defini-
tion 7). Now we generalise this definition for the typed version of specifications.
Definition 13 (Typed specificationmorphism). Given a graphG and a typed signatureG, a typed specificationmorphism
between two typed specifications φ : ((S, CS :)ιS G) → ((S′, CS′ :)ιS′ G) is a specification morphism φ : (S, CS :
) → (S′, CS′:) such that φ; ιS′ = ιS .
G
=
S
ιS
 φ  S′
ιS
′
							
Having defined the concepts of typed specification and typed specificationmorphism, the category of typed specifications
is defined as follows.
Definition 14 (Category of typed specifications). For any graph G and any typed signature G we obtain the category
TSpec(G) of all typed specifications ((S, CS :)ιS G) and all typed specification morphisms φ : SG → S′G.
Moreover, according to thedefinitionsof (typed) specifications and (typed) specificationmorphisms, there exists a functor
UG : TSpec(G) → Spec() with UG((S, CS :)ιS G) = (S, CS :) for all specifications S typed by G, and with
UG(φ) = φ : (S, CS :) → (S′, CS′:) for all typed specification morphisms φ : ((S, CS :)ιS G) → ((S′, CS′:)ιS′
G).
TSpec(G) UG  Spec()
2 The graph constraints in the table come with negative constraints to avoid duplication of the conclusion, this detail is omitted.
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Analogously, having defined the concepts of conformant specification and typed specificationmorphism, the category of
conformant specifications is defined as follows.
Definition 15 (Category of conformant specifications). For any specificationS2 = (S2, CS2:3) and any signature 2S2
we obtain a category CSpec(2S2) of all conformant specifications ((S1, CS1 :2)ιS1 S2) and all typed specification
morphisms φ : S1S2 → S′1S2.
Moreover, CSpec(2S2) is a full subcategory of TSpec(2 S2). That is, we have an inclusion functor incS2 :
CSpec(2S2) → TSpec(2S2). Putting this together with Definition 14, we obtain the following diagram:
CSpec(2S2) inc
S2 
incS2 ;US2 




















 TSpec(2S2)
US2
		
=
Spec()
The objects in the category of typed specifications TSpec(2S2) are specifications S1 which are typed by S2. That
is, we have S1 ∈ Inst(S2). Analogously, the objects in the category of conformant specifications CSpec(2S2) are
specificationsS1 which conform toS2. That is, we have S1 ∈ Inst(S2). Putting this together with Definition 6, we obtain
the following remark.
Remark 7 (CategoriesTSpec(2S2),CSpec(2S2), Inst(S2), Inst(S2)). Given the inclusion functor incS : Inst(S)→ Inst(S) from Definition 6 and the inclusion functor incS2 : CSpec(2S2) → TSpec(2S2) from Definition 15,
we obtain the following diagram:
CSpec(2S2) inc
S2 
instS2
		
TSpec(2S2)
instS2
		
Inst(S2)
incS2

=
Inst(S2)
2.2.4. Modelling formalisms
In DPF, eachmodelling language is formalised as amodelling formalism (2S2,S2, 3). The correspondingmetamodel
of the modelling language is represented by the specification S2 which has its constraints formulated by predicates from
the signature3. The atomic constraining constructs which are available for the users of themodelling language are located
in the typed signature 2S2. Fig. 12 shows a modelling formalism and its alignment with the metamodelling hierarchy
from OMG. In addition, the figure shows the relation between the modelling formalism and a specificationS1 specified by
the formalism.
Definition 16 (Modelling formalism). A modelling formalism S = (2 S2,S2, 3) is given by two signatures 2 =
((2 , α2)τ 2 S2) and 3 = (3 , α3) and a specificationS2 = (S2, CS2:3) called the metaspecification of S.
In a modelling formalism S = (2  S2,S2, 3), predicates from the signature 3 are used to add atomic con-
straints to the metaspecification S2. These constraints should be satisfied by all specifications ((S1, C
S1 : 2) ιS1 S2).
Moreover, predicates from the signature 2 are used to add atomic constraints to typed- and conformant specifications
((S1, C
S1:2)ιS1 S2) and ((S1, CS1:2)ιS1 S2), respectively. These constraints should be satisfied by instances of these
specifications.
As mentioned in the introduction, we use a running example to illustrate our approach to constraint-aware model
transformation. The example presents transformation of an object-oriented structural model to a relational data model. In
the following, we present the two modelling formalisms which are used to specify these kinds of models.
Fig. 12. Modelling formalism (2S2,S2, 3).
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Table 4
A sample signature 3.
Table 5
A sample signature 2T2.
Example 5 (Modelling formalism S). Building upon Examples 1 and 2, in DPF, a modelling language for specifying object-
oriented structural models is represented by a modelling formalism S = (2 S2,S2, 3) where the specification S2
corresponds to the metamodel
Class Attr 
Ref 
DT
withAttr standing for “Attribute”,Ref for “Reference” andDT for “DataType”.Moreover, the signature2 is shown in Table 2,
while the signature 3 is empty since the metaspecificationS2 does not contain any atomic constraints.
Note that since S is used for specification of object-oriented structural models, the nodes and arrows in the arities of
predicates in 2 as well as the nodes and arrows of specifications which are specified by S are interpreted as sets and
multi-valued functions, respectively.
Example 6 (Modelling formalism T). In DPF, a modelling language for specifying relational data models is represented by
a modelling formalism T = (2T2,T2, 3) where the specification T2 corresponds to the metamodel
Table Col
[1..∞]
 DT
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with Col standing for “Column” and DT standing for “SQL DataType”. Moreover, the signatures 3 and 2 are shown in
Tables 4 and 5, respectively. The predicates in Table 5 are generalisations, or general patterns, for constraints that are used
in relational data modelling (see Section 3.3 for an explanation of the predicates [join] and [subset]).
Note that since T is used for specification of relational data models, the nodes and arrows in the arities of predicates in
2 as well as the nodes and arrows of specifications which are specified by T are interpreted as sets and (single-valued)
functions, respectively.
2.2.5. Universal constraints
So far we have discussed two concepts for constraining specifications: existence of a typingmorphism to themetamodel
of themodelling formalism and satisfaction of the atomic constraintswhich are added to themetamodel. These concepts are
used to define the conformance relation between specifications and themetamodel of the modelling formalism. In addition
to the conformance requirement, there are other constraints concerning the overall structure of specifications defined by a
modelling formalism. An example is if one wants to formulate that in rooted EMF models “every model must have a root
class” and “every class in a model must have the root class as its container, directly or transitively”. We call constraints
which have such (overall) impact on specifications for universal constraints. As the name “universal constraint” suggests, it is
universally quantified over elements (nodes, arrows and constraints) of a specification. In addition, each universal constraint
should hold for all specifications which are specified by the modelling formalism.
Universal constraints canbedefinedboth for (untyped) specifications, typed specifications andconformant specifications.
However, in the following we define these constraints for the case of typed specifications since according to Definitions 14
and 15 the definitions can be applied to untyped and conformant specifications also.
Definition 17 (Universal constraint). Given a signature  G = ((, α) τ  G), a universal constraint is a typed
specification morphism c : LG → RG with LG = ((L, CL :)ιL G) andRG = ((R, CR :)ιR G).
The universal constraints related to a modelling formalism (2S2,S2, 3) explicate requirements which have to be
satisfied by all specifications S1S2 and S1S2; i.e. all specifications that can be specified by the modelling formalism.
The satisfaction of a universal constraint by a specification is defined as follows.
Definition 18 (Satisfaction of universal constraints). A typed specificationSG = ((S, CS :)ιS G) satisfies a universal
constraint c : LG → RG iff for any typed specification morphism m : LG → SG there is a typed specification
morphism n : RG → SG such that c; n = m.
G
S
ιS

L
c 
m

ιL

=
R
n
								
ιR

We call LG and RG input and output patterns of the constraint c, respectively; and we call m and n matches of the
patterns LG andRG inSG, respectively.
Some universal constraints are presented Example 7.
Remark 8 (Universal constraints and transformation rules). Each universal constraint c : LG → RGmay be understood
as a transformation rule (see Definition 23) in the sense that, given a typed specificationSG = ((S, CS :)ιS G), if there
is a match m : LG → SG, then a match n : RG → SG will be created such that c; n = m. This can be used to
derive information which is left implicit in specifications.
Remark 9 (Universal constraints vs graph constraints). The concept of universal constraints is a generalisation of the concept
of graph constraints which is detailed in [15,52]. It is a generalisation in the sense that a universal constraint c : L → R
with empty sets CL and CR can be seen as a (typed) graph constraint [15]. In [29], a variant of universal constraints, which is
without typing, is called “sketch axioms” or “sketch entailment”. In this variant, a full hierarchy is proposed for these axioms
with graph constraints on the lowest metalevel.
Remark 10 (OCL vs graph constraints). Nested graph constraints [22,39,42] are as expressive as thefirst-order logic subset of
OCL. Following this linewe could go beyonduniversal constraints and introduce a full first-order logic for DPF (see Remark 6).
This extension, however, is outside the scope of this paper and subject of ongoing and future work.
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Table 6
Universal constraints for relational data models.
Example 7 (Universal constraints for T). Building upon Example 6, Table 6 shows the universal constraints for themodelling
formalism T = (2T2,T2, 3) which have to be satisfied by any specification T1 in CSpec(2T2). These constraints
are defined as typed specification morphisms c : LT2 → RT2 with LT2 = ((L, CL :2)ιL T2) andRT2 = ((R, CR :
2)ιR T2). Note that the notation 1:T is a short-cut for the typing morphism ι : 1 → T . Note also that we only show
mappings for nodes and arrows whose names do not match; the others are omitted.
There are some differences between the universal constraints in Table 6. While the constraints c1 and c3 require the exis-
tence of some structures in T1, the other two constraints forbid some structures. The universal constraint c2 is a uniqueness
condition. It ensures that each table has at most one primary key column. If a table would have two different primary key
columns we can find a match m of the input pattern with m(2) = m(4). But then we cannot find a match n of the output
pattern such thatm = c2; n. The universal constraint c4 works analogously.
3. Specification transformation
This section presents the DPF-based approach to constraint-aware model transformation. In order to cover the general
case, we consider here the transformation between models defined by different modelling languages. In this regard, the
definition task is performed in two steps. The first step consists of relating the source and the target modelling languages
to each other; that is, constructing an appropriate joined modelling language. An appropriate joined modelling language is a
language which can be used to define both the source and the target models (see Fig. 7). The second step consists of using
the joined modelling language to define transformation rules. The definition task is usually performed only once for each
pair of modelling languages, and reused during the application task.
The application task is performed in three steps. The first step consists of converting each sourcemodel to an intermediate
model; i.e. amodelwhich isdefinedby the joinedmodelling language. In the secondstep, the transformation rules are applied
iteratively to the intermediate models. In the third step, target models will be projected out from the final intermediate
models.
In DPF terms, the definition task of constraint-aware model transformation is carried out as follows (see Fig. 13):
(1) Define an appropriate joined modelling formalism (2J2, J2, 3) together with morphisms from the source (2
S2,S2, 3) and target (2T2,T2, 3) modelling formalisms into (2J2, J2, 3).
Fig. 13. Join, conversion and projection.
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Fig. 14. Two unrelated modelling formalisms.
(2) Define (non-deleting) transformation rules as typed specification morphisms r : LJ2 → RJ2.
Given a conformant source specificationS1S2, the application task is performed as follows:
(1) ConvertS1S2 to a typed specification J1J2.
(2) Apply the transformation rules iteratively to J1J2, and obtain a conformant specification J′1J2.
(3) Project out a conformant target specification T1T2 from J′1J2.
A running example is used to illustrate constraint-awaremodel transformations. It presents a transformation of an object-
oriented structural model to a relational data model. The modelling formalisms used to define these models are introduced
in Examples 5 and 6. In this example, the syntax used for the definition of the transformation rules is the same as the syntax
used to specify themodels themselves (see [2,9,19,20] for references to and arguments for the usage of this kind of “concrete
syntax” for the definition of transformation rules).
3.1. Relating modelling formalisms
The first step of the definition task, as mentioned, is based onmorphisms betweenmodelling formalisms. Since both the
source and the target modelling formalisms will be related to the joined modelling formalism in the same way, we describe
themorphism betweenmodelling formalisms in a generic way; i.e. from (2S2,S2, 3) to (′2S′2,S′2, ′3). Amodelling
formalism morphism should satisfy the following properties:
• It should enable the conversionof any conformant specification ((S1, CS1:2)ιS1 S2) to a typed specification ((S′1, CS′1:
′2)ιS′1 S
′
2). That is, it should define a conversion functor fromCSpec(2S2) toTSpec(′2S′2).
• It should enable the projection of a conformant specification ((S1, CS1:2)ιS1 S2) from any conformant specification
((S′1, CS
′
1:′2)ιS′1 S′2). That is, it should define a projection functor fromCSpec(′2S′2) toCSpec(2S2).
Recall that a modelling formalism (2 S2,S2, 3) consists of a signature 3 = (3 , α3), a metamodel S2 =
(S2, C
S2 : 3) and a typed signature 2 S2 = ((2 , α2) τ 2 S2). Hence, in order to relate modelling formalisms
(2S2,S2, 3) and (′2S′2,S′2, ′3) (see Fig. 14), we need to define
(1) a signature morphism from 3 to 
′
3,
(2) a specification morphism fromS2 toS
′
2, and
(3) a typed signature morphism from 2S2 to ′2S′2.
First, we define signature morphisms (see Fig. 15).
Definition 19 (Signature morphism). Given signatures 3 = (3 , α3) and ′3 = (′3 , α′3), a signature morphism
σ3 : 3 → ′3 is a mapping σ3 : 3 → ′3 such that for any π ∈ 3 it holds that α3(π) = α′3(σ3(π)).
A semantically compatible signature morphism is a signature morphism where [[σ3(π)]]′3 ⊆ [[p]]3 .
Each signaturemorphismσ3 : 3 → ′3 gives rise to a functorσ ∗3 between the corresponding categories of specifications
Spec(3) and Spec(′3).
Proposition 3 (Signature Morphism and Translation Functor). Given signatures3 = (3 , α3) and′3 = (′3 , α′3), a
signature morphism σ3 : 3 → ′3 induces a functor σ ∗3 : Spec(3) → Spec(′3) between the corresponding categories of
specifications. That is,
given a specification S2 = (S2, CS2:3) in Spec(3),
we define σ ∗3 (S2) = (S2, σ ∗3 (CS2):′3) in Spec(′3)
where σ ∗3 (CS2) = {(σ3(π), δ) | (π, δ) ∈ CS2}.
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Fig. 15. Signature morphism and heterogeneous specification morphism.
3
σ3 ′3
α3(π)
δ 
α
′
3(σ3(π))
δS2
=
for any specification morphism ψ : S2 → P2 in Spec(3)
we get a specification morphism σ ∗3 (ψ) := ψ : σ ∗3 (S2) → σ ∗3 (P2) in Spec(′3).
Proof We have to validate that σ ∗3 (ψ) preserves atomic constraints. This is ensured by the following:
(σ3(π), δ) ∈ σ ∗3 (CS2) ⇔ (π, δ) ∈ CS2 (Definition of σ ∗3 (CS2))
⇒ (π, δ;ψ) ∈ CP2 (ψ : S2 → P2 is specification morphism)
⇔ (σ3(π), δ;ψ) ∈ σ ∗3 (CP2) (Definition of σ ∗3 (CP2))
Now considering specification morphism from S2 to S
′
2. For the modelling formalisms (2  S2,S2, 3), (′2 
S′2,S′2, ′3), a signature morphism σ3 : 3 → ′3 allows us to define a heterogeneous specification morphism between
the metamodels S2 and S
′
2 (see Fig. 15). Since these two specifications belong to two different categories, i.e. Spec(3)
and Spec(′3), respectively, the morphism (φ2, σ3) : S2 → S′2 is defined in two steps. Firstly, the induced functor σ ∗3
maps the specificationS2 to a specification σ
∗
3 (S2) in Spec(
′
3). Then, a (homogeneous) specification morphism φ2 (see
Definition 7) is defined between σ ∗3 (S2) andS′2.
Definition 20 (Heterogeneous specification morphism). Given two specificationsS2 = (S2, CS2:3) andS′2 = (S′2, CS′2:
′3), a heterogeneous specification morphism (φ2, σ3) : S2 → S′2 is given by a signature morphism σ3 : 3 → ′3
together with a specification morphism φ2 : σ ∗3 (S2) → S′2
3
σ3 ′3
Spec(3)
σ ∗3  Spec(′3)
S2
 
∈

σ ∗3 (S2)
φ2 
∈

S′2
∈

After defining morphisms between the signatures3 and
′
3 and the specificationsS2 andS
′
2, the next step is to define
a typed signature morphism between the typed signatures 2S2 and ′2S′2 (see Fig. 16).
Definition 21 (Typed signature morphism). Given typed signatures 2 S2 = ((2 , α2) τ 2 S2) and ′2 S′2 =
((
′
2 , α
′
2) τ ′2 S
′
2), a typed signature morphism (σ2, φ2) : 2 S2 → ′2 S′2 is given by a signature morphism
σ2 : 2 → ′2 together with a graph homomorphism φ2 : S2 → S′2 such that τ2(π);φ2 = τ′2(σ2(π)) for all π ∈ 2 .
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Fig. 16. Typed signature morphism.
A typed signature morphism (σ2, φ2) is semantically compatible if σ2 is semantically compatible.
2
σ2 ′2
α2(π)
τ2 (π)
 S2 φ2

=
S′2 α
′
2(σ2(π))
τ
′
2 (σ2(π))

Similar to (untyped) signature morphisms, each typed signature morphism (σ2, φ2) : 2S2 → ′2S′2 gives rise to a
functor (σ2, φ2)
∗ between the corresponding categories of typed specificationsTSpec(2S2) andTSpec(′2S′2).
Proposition 4 (Typed Signature Morphism and Translation Functor). Given typed signatures 2S2 and ′2S′2, a typed
signature morphism (σ2, φ2) : 2 S2 → ′2 S′2 induces a functor (σ2, φ2)∗ : TSpec(2 S2) → TSpec(′2 S′2)
between the corresponding categories of typed specifications. That is,
given a typed specification ((S1, C
S1:2)ιS1 S2) inTSpec(2S2),
we define (σ2, φ2)
∗((S1, CS1:2)ιS1 S2) =
((S1, (σ2, φ2)
∗(CS1):′2)ιS1 ;φ2S′2)
inTSpec(′2S′2)
where (σ2, φ2)
∗(CS1) = {(σ2(π), δ) | (π, δ) ∈ CS1}.
2
σ2 ′2
α2(π)
τ2 (π)

δ 
S2 φ2

=
S′2 α
′
2(σ2(π))
δ
τ
′
2 (σ2(π))

=
S1
ιS1
								 ι
S1 ;φ

= =
for any typed specification morphism
ψ : ((S1, CS1:2)ιS1 S2) → ((P1, CP1:2)ιP1 S2) inTSpec(2S2),
we get a specification morphism
(σ2, φ2)
∗(ψ) := ψ : ((S2, (σ2, φ2)∗(CS1):′2)ιS1 ;φ2S′2) →
((P1, (σ2, φ2)
∗(CP1):′2)ιP1 ;φ2S′2) inTSpec(′2S′2).
Proof In addition to the proof of Proposition 3, we have to validate that (σ2, φ2)
∗(CS1) is compatible with typing, that is,
∀(σ2(π), δ) ∈ (σ2, φ2)∗(CS1) : δ; (ιS1;φ2) = τ′2(σ2(π)). This is ensured by the following:
δ; (ιS1;φ2) = τ2(π);φ2 (CS1 is type compatible)
= τ′2(σ2(π)) (φ2 is type compatible)
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We can validate that (σ2, φ2)
∗(ψ) preserves atomic constraints in the same way as in Proposition 3. It remains only
to validate that (σ2, φ2)
∗(ψ) is also compatible with typing. This is ensured by definition; i.e. ψ; ιP1 = ιS1 implies
ψ; (ιP1;φ2) = ιS1;φ2.
Immediately from Propositions 2, 3 and 4 we obtain the following corollary.
Corollary 1. Given a semantically compatible signature morphism σ3 : 3 → ′3, for any specificationS2 = (S2, CS2:3) in
Spec(3), we have Inst(σ ∗3 (S2)) ⊆ Inst(S2).
Similarly, given a semantically compatible typed signature morphism (σ2, φ2) : (2 S2) → (′2 S′2), for any typed
specificationS1S2 = ((S1, CS1:2)ιS1 S2) inTSpec(2S2), we have Inst((σ2, φ2)∗(S1S2)) ⊆ Inst(S1S2).
The corollary entails, as shown below, that the condition "semantically compatible" is sufficient to ensure the required
existence of a projection functor.
Remark 11 (Commutative functors). Based on Definition 14 (see Section 2.2.3) and Propositions 3 and 4, we obtain the
following commutative square of functors between categories of (typed) specifications.
TSpec(2S2) U
S2 
(σ2,φ2)
∗
		
=
Spec(2)
σ ∗2
		
TSpec(′2S′2) U
S′2  Spec(′2)
Proposition 5 (Signature Morphism and Category of Instances). Given a semantically compatible signature morphism σ3 :
3 → ′3, a heterogeneous specification morphism (φ2, σ3) : S2 → S′2 with S2 = (S2, CS2 :3) andS′2 = (S′2, CS′2 :′3)
induces a forgetful functor (φ2, σ3)
• : Inst(S′2) → Inst(S2).
Proof Follows from Proposition 2 and Corollary 1. That is,
(φ2, σ3)
• : Inst(S′2) → Inst(σ ∗3 (S2)) ⊆ Inst(S2)
We are now able to define morphisms between modelling formalisms in such a way that the requirements ensuring the
conversion and projection steps in our approach are fulfilled.
Definition 22 (Modelling formalism morphism). Given modelling formalisms
(2 S2,S2, 3) and (′2 S′2,S′2, ′3), a modelling formalism morphism (σ3, φ2, σ2) : (2 S2,S2, 3) → (′2
S′2,S′2, ′3) is given by:
– a semantically compatible signature morphism σ3 : 3 → ′3 and
– a graph homomorphism φ2 : S2 → S′2 such that· (σ2, φ2) : 2S2 → ′2S′2 is a typed signature morphism and· (φ2, σ3) : S2 → S′2 is a heterogeneous specification morphism.
The conversion step is ensured by the existence of a conversion functor.
Proposition 6 (Conversion Functor). Given modelling formalisms (2S2,S2, 3) and (′2S′2,S′2, ′3), a typed signature
morphism (σ2, φ2) : 2S2 → ′2S′2 provides a conversion functor
CSpec(2S2)
(σ2,φ2)
∗
TSpec(′2S′2)
For any conformant specification ((S1, C
S1 : 2) ιS1 S2) we define a typed specification (σ2, φ2)∗((S1, CS1 : 2) ιS1
S2) = ((S′1, CS′1:′2)ιS′1 S′2).
Proof Follows immediately from Proposition 4 and the inclusionCSpec(2S2) ⊆ TSpec(2S2) in Definition 15.
Also, the projection step is ensured by the existence of a functor.
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Proposition 7 (Projection Functor). Given modelling formalisms (2S2,S2, 3) and (′2S′2,S′2, ′3), a modelling formal-
ism morphism (σ3, φ2, σ2) : (2S2,S2, 3) → (′2S′2,S′2, ′3) provides a projection functor
CSpec(′2S′2)
(σ3,φ2,σ2)
•
CSpec(2S2)
For any conformant specification ((S′1, CS
′
1 : ′2) ιS′1 S′2) we define a conformant specification (σ3, φ2, σ2)•((S′1, CS
′
1 :
′2)ιS′1 S
′
2) = ((S1, CS1:2)ιS1 S2).
Proof The underlying graph S1 together with the graph homomorphism ι
S1 : S1 → S2 are constructed by a pullback of
S2
φ2−→ S′2 ι
S′1←− S′1. Proposition 5 ensures (S1, ιS1) ∈ Inst(S2).
3
CS2




σ3 ′3
C
S′2




2
CS1






 τ2

σ2

S2 φ2
 S′2 ′2
C
S′1





τ
′
2

S1
ιS1

φ1
 S′1
ιS
′
1

It remains to construct the set CS1 of atomic constraints. For any π ∈ 2 and any atomic constraint (σ2(π), δ′) ∈ CS′1
we construct an atomic constraint (π, δ) ∈ CS1 as follows:
2
σ2 ′2
α2(π)
δ




 τ2 (π)
 S2
φ2 
P.B.
=
S′2 α
′
2(σ2(π))
δ′




τ
′
2 (σ (π))

S1
ιS1

φ1

=
S′1
ιS
′
1

=
Due to the definition of typed signature morphisms we have α2(π) = α′2(σ2(π)) and τ2(π);φ2 = τ′2(σ2(π)).
Since CS
′
1 is type compatible we obtain, in such a way, τ2(π);φ2 = δ′; ιS′1 thus exists, due to the universal property of
the pullback, a unique δ : α2(π) → S1 such that δ;φ1 = δ′ and δ; ιS1 = τ2(π). The second equation means that the
constructed atomic constraint (π, δ) ∈ CS1 is also type compatible.
3.2. Joined modelling formalism
We have explained how modelling formalism morphisms are defined and which properties these morphisms should
possess. In this section, we explain the first step of the definition task; i.e. how a joined modelling formalism and the corre-
sponding morphisms may be defined in practice. A possible way to obtain a joined modelling formalism is to construct the
disjoint union of the components of the source and targetmodelling formalisms and to add additional auxiliary components
to this disjoint union as shown in [49]. In this case, the morphisms from the source and target modelling formalisms to the
joined modelling formalism are given by the injections which we obtain according to the disjoint union construction.
Roughly speaking, given the source (2  S2,S2, 3) and the target (2  T2,T2, 3) modelling formalisms (see
Fig. 17(a) and (c), respectively), a joined modelling formalism (2J2, J2, 3) is defined by the disjoint union construction
(see Fig. 17(b)). In more detail, the source and target metamodels are joined together to J2 := S2 unionmultiK2 unionmultiT2, and the source
and target signatures are joined together to 2J2 := 2S2 unionmulti 2T2 and 3 := 3 unionmulti 3 unionmulti 3, where unionmulti denotes the
disjoint union operation (see Example 8). In J2, the component K2 represents the correspondence between S2 and T2. In
most cases, the elements in K2 will be arrows connecting nodes inS2 and T2. However, in some cases it may be convenient
to also have auxiliary nodes in K2 and arrows connecting these nodes with elements inS2 and/or T2. In 3, the component
3 contains predicates which are used to add atomic constraints, and thus additional requirements, to J2. That is, K2 is not
a specification independently, similarly, 3 is not a signature independently.
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Fig. 17. Source, target and joined modelling formalisms.
Fig. 18. A joined modelling formalism for object-oriented structural models and relational data models.
Table 7
A sample signature 3.
In practice, the definitions ofK2 and3 are often donemanually by transformation designers during the definition task of
specification transformation. This is the essential and creative part which normally cannot be performed fully automatically
unless the source and target modelling formalisms are very similar.
Example 8 (Joinedmodelling formalism). Recall Examples 5 and 6 in which we introduced the sourcemodelling formalism
(2S2,S2, 3) for specifying object-oriented structural models and the target modelling formalism (2T2,T2, 3) for
specifying relational data models. Fig. 18 shows a joined modelling formalism (2J2, J2, 3). Moreover, Table 7 shows the
component 3 of 3. Note that the node DT inS2 and T2 is renamed to DTs and DTt in J2 by the disjoint union operation.
Remark 12 (Universal constraints in joined modelling formalisms). The universal constraints from the source modelling
formalism will be checked to validate source specifications. Moreover, after the projection of target models, the universal
constraints of the target modelling formalismwill be checked to validate the target specifications. The universal constraints
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of the target modelling formalism may also be translated to the joined modelling formalism by the conversion functor (see
Proposition 6) and applied as transformation rules.
3.3. Constraint-aware transformation rules
The second step in the definition task of specification transformation consists of the definition of constraint-aware
transformation rules. These transformation rules are defined as typed specificationmorphisms; that is, the input and output
patterns are typed specifications. Moreover, we use non-deleting (or monotonic) transformation rules in our approach. As a
consequence, in each transformation rule the input pattern is included in the output pattern.
Definition 23 (Transformation rule). Given a modelling formalism (2 S2,S2, 3), a transformation rule is a typed
specification morphism r : LS2 ↪→ RS2 between the input and output patterns LS2 and RS2, with r being an
inclusion.
S2
=
L
ιL
    r  R
ιR
!!
LS2 
 r RS2
Recall that a specification transformation definition consists of a set of transformation rules and its application consists of
the iterative application of these transformation rules. In our approach, given a modelling formalism (2S2,S2, 3), the
application of a transformation rule is given by a pushout construction in the category TSpec(2S2) (see Proposition 8
in Appendix B).
Definition 24 (Application of transformation rule). Let (2  S2,S2, 3) be a modelling formalism, S1  S2 a typed
specification, and r : LS2 ↪→ RS2 a transformation rule. An application 〈r,m〉 of r via a match m : LS2 → S1S2,
wherem is a typed specification morphism, is given by a pushout ofS1S2 m←− LS2 r−→ RS2 inTSpec(2S2)
LS2
m
		
  r RS2
m∗
		
S1S2
 〈r,m〉 S∗1S2
P.O.
Note that in constraint-aware transformation rules, the output patterns are not only dependent on the structure of
the input patterns, but also on the atomic constraints. That is, the input patterns L1 and L2 of two transformation rules
r1 : L1 → R1 and r2 : L2 → R2 may have the same underlying graphs L1 = L2, however, depending on differences
between CL1 and CL2 , the output patterns R1 and R2, and especially the underlying graphs R1 and R2, may be different.
This makes constraint-aware transformation rules more fine-grained and expressive in the sense that one can consider
more transformation cases based on atomic constraints. This feature of expressiveness comes in addition to the capability
of transforming atomic constraints.
Recall that themodelling formalisms in our running example, defined in Examples 5 and 6, are designed formulti-valued
and single-valued semantic environments, respectively. In order to define transformation rules between models specified
by these formalisms, one needs to determine how functions and predicates from a multi-valued semantic environment
are represented in a single-valued environment. We discuss now the representation of multi-valued functions, as well
as the composition and image-inclusion of these functions in a single-valued modelling environment. In Example 9, the
representation of multi-valued functions is reflected in transformation rules r4, r5 and r6; while composition and image-
inclusion are reflected in transformation rule r7.
For a multi-valued function f : X → Y , the graph of f is defined by gr(f ) = {(x, y)|y ∈ f (x)}. The set of tuples
gr(f ) together with the projections π1, π2 and the atomic constraint ([jointly-injective], δ) represent the multi-valued
function f in a single-valued environment (see Fig. 19).
For two multi-valued functions f : X → Y and g : Y → Z , the composition f ; g is defined as (f ; g)(x) = g(f (x)) =
{z ∈ Z | ∃y ∈ Y : y ∈ f (x) ∧ z ∈ g(y)}. This is represented by the atomic constraint [composition] (see Fig. 20(a)). In
a single-valued environment, this composition is obtained in two steps. In the first step, we use the pullback construction
gr(f )  gr(g) = {(x, y, z) | (x, y) ∈ gr(f ) ∧ (y, z) ∈ gr(g)}. In the second step, we use surjective-jointly-injective
factorisation gr(f ; g) = PrX,Z(gr(f )  gr(g)) = {(x, z) | ∃y ∈ Y : (x, y) ∈ gr(f ) ∧ (y, z) ∈ gr(g)} (see Fig. 20(b)). The
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Fig. 19. Representation of multi-valued function in a single-valued environment.
Fig. 20. Representation of composition of multi-valued functions in a single-valued environment.
Fig. 21. Representation of image-inclusion on multi-valued functions in a single-valued environment.
predicate [rcomp] in the signature2 (see Table 5) can be seen as an abbreviation of the pullback construction followed by
the surjective-jointly-injective factorisation.
Nowwe consider image-inclusion. For themulti-valued version, if we have f : X → Y and g : X → Y , then f 	 g means
∀x ∈ X : f (x) ⊆ g(x). In a single-valued environment, this will be represented by a function inj : gr(f ) → gr(g) together
with the atomic constraints [injective] and [composition], with the meaning that (x, y) ∈ gr(f ) implies (x, y) ∈ gr(g)
(see Fig. 21). Note that for readability reasons the arrows f and g are omitted in Fig. 21(b).
Example 9 (Definition of transformation rules). Building upon Example 8, Tables 8 and 9 shows some of the transformation
rules which are needed to transform object-oriented structural models to relational data models. Moreover, Table 10 shows
some transformation rules which enable transformation of more complex constraints such as requirement 5 in Example 2.
These transformation rules are typed by the joined metamodel J2 shown in Fig. 18.
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Table 8
Rules r1 and r2 for the transformation of object-oriented structural models to relational data models.
Table 9
Rules r3, r4, r5 and r6 for the transformation of object-oriented structural models to relational data models.
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Table 10
Rule r7 for the transformation of object-oriented structural models to relational data models.
In transformation rule r1, each class is transformed to a corresponding table. In transformation rule r2, for each attribute
a column is created. The transformation rules r3 and r4 are used to transform bidirectional references (or a pair of inverse
functions) between two classes to foreign keys between two tables. Notice that the difference between the input patterns
of the transformation rules r3 and r4 is the atomic constraints [injective] and [mult(0, 1)] on the arrows 1:Ref and 2:Ref ,
respectively. These atomic constraints affect the way in which a match of the input pattern is transformed to a match of the
output pattern. More precisely, since in r3 each 2:Class is related to at most one 1:Class, a foreign key column 3:Col will be
created which will refer to 1:Col. However, in r4 each 2:Classmay be related to many 1:Class and vice versa. Therefore, a link
table 3:Table is created with two foreign key columns 3:Col and 4:Col.
As seen from Table 9, applying transformation rule r5 will have the same effect as applying transformation rule r4. The
difference between the input patterns is that in r4 both classes 1:Class and 2:Class have access to each other, while in r5 only
1:Class “knows about” (or has access to) 2:Class. In contrast, in the output patterns of both transformation rules, the link
table 3:Table has access to both of the corresponding tables 1:Table and 2:Table.
The transformation rule r6 resembles r3 and r4, however, the main difference are the atomic constraints [surjective]
and [mult(1,∞)] on the arrows 1:Ref and 2:Ref , respectively. According to these atomic constraints, each 2:Classmust be
related to at least one 1:Class. This is reflected in the output pattern by the atomic constraint [image-equal] on the arrows
2:Col and 4:Col.
In transformation rule r7, the atomic constraints [composition] and [image-inclusion] on the arrows 1;2:Ref and 3:Ref
are mapped to [rcomp], [injective] and [total]. More precisely, the link tables 4:Table, 5:Table and 6:Table with their
atomic constraints [jointly-injective] and [foreign-key] correspond to the references 1:Ref , 2:Ref and 3:Ref , respec-
tively, according to transformation rule r5. Moreover, the join table 7:Table and its atomic constraint [rcomp] correspond to
the reference1;2:Ref and theatomic constraint [composition]. Furthermore, theatomic constraint [total] and[injective]
on the arrow from 6:Table to 7:Table correspond to the atomic constraint [image-inclusion] on the references 3:Ref and
1;2:Ref .
3.4. Application of transformation rules
In this section, we discuss the application task of specification transformation. That is, for the following source, target
and joined modelling formalisms as well as the morphisms between them,
(2S2,S2, 3)
(σ2,φ2,σ3)  (2J2, J2, 3) (2T2,T2, 3)
(ψ2,μ2,ψ3)
we outline the procedure for transforming a source specification S1S2 to a target model T1T2. We explain the
procedure later by applying it to our running example.
(1) Conversion of the source specification. The source specification S1S2 is converted to an intermediate specification
J1  J2. This conversion is given by the conversion functor according to Proposition 6 which leads to J1  J2 =
(σ2, φ2)
∗(S1S2).
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(2) Iterative application of the transformation rules. Upon the application of a transformation rule r : LJ2 ↪→ RJ2, for
a match of the input pattern LJ2 in J1J2, the specification J1J2 will be extended by an appropriate copy of the
new elements in R J2, i.e. by those elements in R J2 that are not already in L J2. This step is repeated as long
as there are transformation rules which are applicable and the intermediate specification is not conformant to the
joined metamodel.
(3) Obtaining the target model. Once a conformant specification J′1J2 is constructed and there are no more applicable
transformation rules, the projection functor (see Proposition 7) ensures that we can construct a specification T1
T2 = (ψ2, μ2, ψ3)•(J′1J2) which can be considered the target model.
Remark 13 (Cases during rule application). The transformation rules are applied iteratively to the intermediate specification
J1 J2. While applying these transformation rules, depending on whether there are still transformation rules which are
applicable and whether the intermediate specification is conformant to the joined metamodel, we encounter one of the
following states:
• There are still transformation rules which are applicable, and the intermediate specification is not conformant to the
joined metamodel. In this case, we continue applying the transformation rules.
• Nomore transformation rules are applicable and the intermediate specification is conformant to the joined metamodel.
This is the desired case in which we stop applying the transformation rules and project out the target model.
• Nomore transformation rules areapplicable, but the constructed specification isnot conformant to the joinedmetamodel.
This may mean that the transformation rules are not complete; i.e. the transformation rules do not cover all possible
cases in the source models. Alternatively, this may mean that the joined metamodel is not satisfiable.
• There are still transformation ruleswhich are applicable, but the specification is already conformant. Thismaymean that
the joined metamodel is underspecified, or loosely specified.
• There are always some transformation rules which are applicable. This may mean that the transformation rules are
non-terminating, e.g. because the negative application conditions (NACs) [15] are not defined properly.
Note that a specification transformation may show two kinds of non-determinism [15]. Firstly, there may be more than
one applicable transformation rule. Secondly, there may be more than one match of a transformation rule in the source
specification. In both cases, the choice may be arbitrary. Some degree of determinism may be achieved by controlling the
flow of the application of transformation rules. Among techniques for controlling the application of transformation rules
is negative application condition (NAC) and layering of transformation rules. The interested reader may consult [45] for a
discussion of these techniques in view of constraint-aware specification transformation.
Example 10 (Sample specification transformation). Recall the source (2  S2,S2, 3), target (2  T2,T2, 3) and
joined (2J2, J2, 3) modelling formalisms introduced in Examples 5, 6 and 8, respectively. In this example, we use our
transformation procedure to apply the transformation rules from Tables 8–10 to the source model ((S1, C
S1:2)ιS1 S2)
in Fig. 9(c).
Fig. 22(b) shows the specification J1J2 after the conversion step; that is, it shows the first intermediate model before
application of the transformation rules. Note that the only difference betweenS1S2 in Fig. 9(c) and J1J2 in Fig. 22(b) is
thatS1 is typed by the specificationS2 while J1 is typed by the specification J2.
Fig. 23 shows an intermediate specification which is created by applying the transformation rules r1, r5 and r6 in Tables 8
and 9 to the specification in Fig. 22(b). The effect of applying the transformation rules r1 and r5 are hopefully obvious from
the figure. The transformation rule r6 is applied to the arrows empDeps and depEmps, and the atomic constraints [inverse]
and [surjective] are transformed to [foreign-key], [image-equal], [total] and [jointly-injective] on the arrows
connecting the nodes TEmployee, TEmpDep and TDepartment to Int in Fig. 23. The atomic constraint [image-equal] is used
to force that for any row in the table TEmployee there is a corresponding row in the table TEmpDep.
Fig. 24(c) shows the relational data model, right after the projection step, which is created by applying the projection
functor to the result of the transformation after applying the transformation rules r1, r5, r6 and r7. More precisely, this
specification is obtained by applying r1 three times, r5 three times, r6 one time, and r7 one time. Note that the transformation
rule r7 is applied to the arrows proEmps and proEmps’, and the atomic constraints [composition] and [image-inclusion]
are transformed to [rcomp], [injective] and [total] on the arrows connected to the nodeTProEmp’. Recall that arrows in
(2T2,T2, 3) are interpreted as (single-valued) functions (see Example 6). Hence, we do not need to add constraints to
force (single-valued) functions in Fig. 24(c). However, we use the predicate [total] from2T2 (see Table 5) to add atomic
constraints which force total functions whenever necessary, for example columns for which a value is required.
Remark 14 (Queries in data models). Note that, in Fig. 24(c), the atomic constraints [rcomp], [injective] and [total], the
node TProEmp’, and the arrows connected to it inT1, may be seen as queries or triggers in SQL. That is, in SQL this structure
may not be present in the actual database scheme. However, it may be represented as one or another mechanismwhich will
check that the database is in a valid state, i.e. satisfies these constraints, after each update.
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Fig. 22. The specification J1J2 before the application of transformation rules.
Fig. 23. The specification J1J2 resulting from the application of the transformation rules r1, r5 and r6 from the Tables 8 and 9.
Remark 15 (Cases of specification transformation). Recall the classifications of specification transformations into homoge-
neous and heterogeneous on one hand, and into in-place and out-place on the other hand (see Section 1.2). Recall also that
these classifications are orthogonal to each other; that is, a homogeneous specification transformation may be carried out
in-place or out-place, likewise, a heterogeneous specification transformation may be carried out in-place or out-place. In
this view, we identify the following interesting cases for the joined modelling formalism and its relations to the source and
target modelling formalisms:
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Fig. 24. The hierarchy of the target modelling formalism (2T2,T2, 3) along with (3,T3, 3); note that the signatures are not shown.
(2S2,S2, 3)
(σ2,φ2,σ3) 
(2S2,S2, 3)
unionmulti
(2K2,K2, 3)
unionmulti
(2T2,T2, 3)
(2T2,T2, 3)
(μ2,ψ2,μ3)
In case of out-place specification transformations, the transformation rules are specified such that no model elements in
R \ L are typed by the source metamodel. That is, ιR\L  φ2(S2). This is necessary to ensure that the transformation will
happen out-place, i.e. the original source model is not touched by the specification transformation.
In case of heterogeneous, out-place transformations, i.e. the general casewhichwe have detailed in this paper, the source
and target modelling formalisms are different. In case of homogeneous, out-place specification transformations, the source
and target modelling formalisms are the same.
In case of in-place specification transformations, our approach supports the case where specification transformations
only extend the source models; i.e. the case where no deleting transformation rules are necessary. Hence heterogeneous,
in-place transformations cannot be covered by the our approach since this kind of transformations requires deleting trans-
formation rules.
In case of homogeneous, in-place transformations, the source and target modelling formalisms are the same. Moreover,
an appropriate joined modelling formalism may be constructed as follows:
(2S2,S2, 3)
(σ2,φ2,σ3) 
(2S2,S2, 3)
unionmulti
(2K2,K2, 3)
4. Related work
Several approaches to transform graph-based structures have been developed in the field of graph grammars and graph
transformation. In this section, a short comparison of our approach to some graph transformation-based approaches is
outlined.
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Graph Transformation Systems (GTS) [15] arewidely used as the formal foundation formodel transformation approaches.
In most applications of GTS to model transformations, models are represented by typed attributed graphs, and the confor-
mance relation between models and metamodels is represented by a typing morphism. In addition, graph constraints are
used to formulate properties for graphs. In DPF, models and metamodels are additionally equipped with a set of atomic
constraints, and a model conforms to a metamodel if there exists a typing morphism which satisfies the atomic constraints
in the metamodel. Furthermore, graph constraints are comprised by atomic and universal constraints. In this respect, we
extend GTS by adding support for transformation of constraints which come additional to the graph structure of themodels.
Triple Graph Grammar (TGG) [16,25] is a GTS-based approach which is suitable for language translation. A triple graph
consists of a source and a target graph that are related via a correspondence graph and two graph homomorphisms from
the correspondence graph to the source and target graphs. In this way, the source and target graphs are joined into a single
structure thus providing a basis for consistent co-evolution of the graphs [16]. The use of correspondence graphs allows to
relate a node (arrow) in the source graph with a node (arrow) in the target graph and, in principle, one can constrain these
simple relations by means of OCL. Similar to TGG, in DPF a joined metamodel is used to describe relations between the
source and target metamodels. The difference is however that we can define and constrain, in a diagrammatic way, arbitrary
complex relations between source and target metamodel elements, e.g. the commutativity constraint in Fig. 18.
Pattern-basedmodel-to-model transformation [12] is an algebraic, bidirectional and relational approach tomodel trans-
formation. This approach is based on triple patterns which express allowed and forbidden relations between two models,
where themodels are triple graphs. Triple patterns can be seen as graph constraints for triple graphs,which specify both neg-
ative and positive constraints. Pattern-based specifications are compiled to operational TGG-transformation rules [16,25],
which perform forward and backward model transformations. In [21], the approach is extended by attribute-handling
mechanisms. In particular, attribute computations and conditions are integrated in triple patterns. In [38], correctness,
completeness and termination properties of pattern-based model-to-model transformation are analysed. In particular, the
authors show that it is possible to prove that the compilation mechanism generates graph grammars that are terminat-
ing. In addition, they analyse correctness of the compilation of pattern-based specification into operational transformation
rules. They also show completeness in the sense that models which are considered relevant can be built by the generated
operational transformation rules.
The Visual Modeling and Transformation System (VMTS) [28] is an n-layer metamodelling environment which supports
editingmodels according to theirmetamodels and allows specifyingOCL constraints. VMTSprovides a graph transformation-
based approach to model transformations in which models are formalised as directed, labelled graphs. Moreover, OCL
constraints are used to control the execution of transformations. The input and output patterns of transformation rules
use metamodel elements; meaning that an instantiation of the input pattern must be found in the source graph instead
of an isomorphic subgraph of the pattern. These patterns are guarded by pre- and post-conditions. Before the execution of
each transformation rule, the pre-conditions are checked and used to narrow down the set of matches. After execution of
each transformation rule, the post-conditions are checked against the output of the transformation rule. In this way, if a
transformation rule executes successfully it can be asserted that the transformation has resulted in the expected output.
The DPF-based approach is different in that constraints are not used only for controlling the matches, but they can also be
transformed from source models to target models. In DPF terms, this means that VTMS can be seen as transforming the set
of constraints CS2 while ignoring CS1 .
An approach to the analysis of graph transformation rules basedonan intermediateOCL representation is presented in [9].
The semantics of transformation rules together with their properties (such as transformation rule applicability, conflict or
independence) are transformed into OCL expressions. While these OCL expressions are combined with structural- and
attached OCL constraints during the analysis process, the attached OCL constraints are not shown to be transformed. In the
DPF-based approach attached OCL constraints and structural constraints are integrated inmodelling formalisms, facilitating
a uniform transformation of these constraints.
The approach proposed in [18] employs transformation rules to preserve the semantics of UML/OCL class diagramswhen
using refactoring transformation rule moveAttribute. The DPF-based approach is more generic in the sense that it can be
used for the definition of transformation rules between constrained models which are specified by different modelling
languages.
5. Conclusion and future work
This paper proposes a formal approach to the definition of constraint-aware model transformation which is applied to
language translation. This is possible due to the diagrammatic formalisation of MOF-based modelling languages [47] in
which structural and attached constraints are integrated in modelling formalisms.
In this approach, model transformation is divided into three steps. Firstly, the source and target modelling languages
are joined together; i.e. a joined metamodel is defined. Secondly, the transformation rules are declared as input and output
patterns which are typed by the joined metamodel. The input and output patterns of the transformation rules are spec-
ifications; and the morphisms between input and output patterns as well as their matches are formalised as constraint-
and type preserving specification morphisms. Hence, constraints can be added to the input patterns, and these constraints
can be used to control which structure to create in the target model and which constraints to add to the created structure.
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Thirdly, the model transformation is applied as follows: The source model is converted to an intermediate model which is
typed by the joined metamodel. Next, the transformation rules are iteratively applied to the intermediate model. Finally,
the target model is obtained by projection. The approach exploits existing machinery from category theory to formalise
constraint-awaremodel transformations. More precisely, pushout construction is used for the application of transformation
rules, and pullback construction is used for the projection of target models.
In a future study, we intend to analyse the following subjects with respect to the specification and transformation of
constraints:
• Scheduling and controlling application of constraint-aware transformation rules building upon our previous work de-
scribed in [46].
• Description and investigation of bidirectional transformations within our approach.
• Role and use of universal constraints in constraint-aware model transformation.
• Design of a logic and a reasoning system for relations/dependencies between predicates.
• Use of operations, in addition to predicates, in signatures and corresponding extensions of signature morphisms and
thus morphisms between modelling formalisms.
• Development of a fully fledged diagrammatic first-order logic for DPF. Extension of atomic and universal constraintswith
quantifiers in order to represent first order logic.
• Comprehensive comparison of this new logic with OCL.
• Design and implementation of a prototype tool for specification and transformation of specifications in DPF.
Appendix A. Graph and graph homomorphism
In DPF, graphs and graph homomorphisms are used to represent several concepts.
Definition 25 (Graph). A graph G = (G0, G1, srcG, trgG) consists of a collection G0 of nodes, a collection G1 of arrows and
two maps srcG, trgG : G1 → G0 assigning the source and target to each arrow, respectively. f : X → Y denotes that
src(f ) = X and trg(f ) = Y .
Definition 26 (Subgraph). A graphG = (G0, G1, srcG, trgG) is subgraph of a graphH = (H0,H1, srcH, trgH), writtenG 	 H,
iff G0 ⊆ H0, G1 ⊆ H1 and srcG(f ) = srcH(f ), trgG(f ) = trgH(f ), for all f ∈ G1.
Definition 27 (Graph homomorphism). A graph homomorphism ϕ : G → H consists of a pair of maps ϕ0 : G0 → H0,
ϕ1 : G1 → H1 which preserve the sources and targets; i.e. for each arrow f : X → Y in G we have ϕ1(f ) : ϕ0(X) → ϕ0(Y)
in H.
Remark 16 (Inclusion graph homomorphism). G 	 H iff the inclusion maps inc0 : G0 ↪→ H0 and inc1 : G1 ↪→ H1 define a
graph homomorphism inc : G ↪→ H.
Having defined graphs and graph homomorphisms, it is natural to consider all graphs and graph homomorphisms as
objects and morphisms, respectively, of a category [3,17]. The category of graphs is defined as follows:
Definition 28 (Category of graphs). The category Graph has all graphs G as objects and all graph homomorphisms ϕ :
G → H as morphisms between graphs G and H.
The composition ϕ;ψ : G → K of two graph homomorphisms ϕ : G → H and ψ : H → K is defined component-
wise ϕ;ψ = (ϕ0, ϕ1); (ψ0, ψ1) := (ϕ0;ψ0, ϕ1;ψ1). The identity graph homomorphisms idG : G → G are also defined
component-wise idG = (idG0 , idG1). This ensures that the composition of graph homomorphisms is associative and that
identity graph homomorphisms are left and right neutral with respect to composition.
Appendix B. Pushout inTSpec(G)
Bearing in mind that the construction of limits and colimits in the category of graphs is based on the corresponding
component-wise constructions in the category of sets [15], it is possible to extend limit and colimit construction for graphs
to the corresponding construction for typed specifications.
In this paper, we consider only injective, non-deleting transformation rules (see Section 3). It is enough, therefore,
to consider only pushouts for spans with one inclusion specification morphisms. To make the paper self-contained, we
present the corresponding version of pushout construction which is used in the application of constraint-aware model
transformations.
Proposition 8 (Pushout). Given a graph G and typed specifications A G,B G,C G, a typed specification morphism
m : AG → BG and an inclusion typed specification morphism n : AG ↪→ CG, we can construct a typed specification
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DG, an inclusion typed specification morphism n∗ : BG ↪→ DG and a typed specification morphismm∗ : CG → DG,
such that the resulting diagram is commutative and a pushout inTSpec(G).
AG 
n
""




m
##




(A, ιA) 	
n
$$




m
%%



A 
 
n





m





BG 
n∗





P.O. CG
m∗
##




(B, ιB) 	
n∗ $$



 P.O. (C, ι
C)
m∗%%



B 
 
n∗





ιB
$$
P.O. C
m∗
 




ιC
%%
DG (D, ιD) D
ιD
		
G
Proof First, we construct the pushout for the underlying graphs and graph homomorphisms: The graph D is defined as
follows:
Di := Bi ∪ {C.x | x ∈ Ci, x /∈ Ai}, i = 0, 1
srcD(f ) :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
srcB(f ), if f ∈ B1
m0(src
C(f )), if f ∈ C1, srcC(f ) ∈ A0
srcC(f ), if f ∈ C1, srcC(f ) /∈ A0
trgD(f ) is defined analogously
The inclusion n∗ : B ↪→ D, is given by construction and the graph homomorphismm∗ : C → D is defined by the following,
for i = 0, 1:
m∗i (x) :=
⎧⎪⎨
⎪⎩
mi(x), if x ∈ Ai
C.x, if x /∈ Ai
This construction provides a pushout in Graph and, second, we have to show how the construction extends to typing: By
assumptionwe havem; ιB = ιA = n; ιB thus the pushout property provides us a unique graph homomorphism ιD : D → G
such that n∗; ιD = ιB andm∗; ιD = ιC . ιD is given by, for i = 0, 1:
ι
D
i (x) :=
⎧⎨
⎩
ιB(x), if x ∈ Bi
ιC(x), if x ∈ Ci, x /∈ Ai
The two equations for ιD mean that n∗ and m∗, respectively, are compatible with typing and we obtain, in such a way, a
pushout in the category (Graph ↓ G) of all graphs typed by G.
Third, we define the set of constraints CD by
CD := CB ∪ {(q, σ ;m∗) | (q, σ ) ∈ CC }
and obtain, finally, a pushout inTSpec(G).
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