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Abstract The q-monopole bundle introduced previously is extended to a general
construction for quantum group bundles with non-universal differential calculi. We
show that the theory applies to several other classes of bundles as well, including
bicrossproduct quantum groups, the quantum double and combinatorial bundles
associated to covers of compact manifolds.
1 Introduction
A ‘quantum group gauge theory’ in the sense of bundles with total and base ‘spaces’ noncommu-
tative algebras (and quantum gauge group) has been introduced in [1] with the construction of
the q-monopole over the q-sphere. Two nontrivial features of this q-monopole are the use of non-
universal quantum differential calculi and construction in terms of patching of trivial bundles.
Several aspects of general formalism concerning nonuniversal calculi were left open, however,
and in the present paper we study some of these aspects further, providing a continuation of the
general theory in [1].
We recall that in noncommutative geometry the nonuniqueness of the differential calculus is
much more pronounced than it is classically. Although every algebra has a universal or ‘free’
calculus it is much too large and one has to quotient it if one is to have quantum geometries
‘deforming’ the classical situation. There are many ways to do this, however, and even for
quantum groups (where we can demand (bi)covariance) the calculus is far from unique. In
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the case of quantum principal bundles one needs quantum differential calculi both on the base
and on the quantum group fibre which have to fit together to provide a nontrivial calculus on
the total space. This is the problem which we address here and its solution is the main result
of the present paper. We introduce in Section 3 a natural construction which builds up the
calculus on the total space of the bundle from specified ‘horizontal forms’ related to the base, a
specified bicovariant calculus on the quantum group fibre and a connection form on the bundle
with the universal calculus. Roughly speaking, it is the maximal differential calculus having the
prescribed horizontal and fibre parts and such that the connection form is differentiable. This
approach appears to be different from and, we believe, more complete than recent attempts on
this problem in [2][3].
The remainder of the paper is devoted to examples and applications of this construction.
We re-examine the q-monopole in Section 4 and verify that this example from [1] fits into the
general formalism.
In Section 5 we consider a different application of the theory. We show that the combina-
torial data associated to a cover of a compact manifold may be encoded in a discrete quantum
differential calculus over the indexing set of the cover. This demonstrates the novel idea of doing
(quantum) geometry of the combinatorics associated to a manifold rather than the combina-
torics of the classical geometry. We show that the Czech cohomology may be recovered as the
quantum cohomology over the cover. We also consider quantum group gauge theory over the
cover as a potential source of new invariants of manifolds. Note that classical differential calculi
are not possible over discrete sets, but nontrivial quantum ones are, i.e. this is a natural use of
quantum geometry.
In Section 6 we further apply the theory to construct left-covariant quantum differential
calculi on certain Hopf algebras of cross product form. We regard them as trivial quantum
principal bundles and apply the results of Section 3. Examples include all cross product Hopf
algebras such as the bicrossproduct quantum groups in[4], the biproducts and bosonisations[5][6]
and the quantum double [7]. Although the bundles here are ‘trivial’, the uniform construction of
natural quantum differential calculi on them by abstract methods would be a first step towards
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their patching to obtain nontrivial bundles.
We begin the paper in Section 2 with some preliminaries from [1][8][9], including the definition
of a trivial quantum principal bundle. This is basically an algebra factorising as P = MH
where M is the ‘base’ algebra and H is a quantum group. All algebras in the paper should
be viewed as ‘coordinates’ although, when the algebra is noncommutative, they will not be the
actual coordinate ring of any usual manifold. For quantum groups, we use the notations and
conventions in [10]. In particular, ∆ : H → H ⊗H denotes the coproduct expressing the ‘group
structure’ of quantum group H. S : H → H denotes the antipode expressing ‘group inversion’,
and ǫ : H → C denotes the counit, expressing ‘evaluation at the group identity’. We work over
C. All general constructions not involving ∗ work over a general field just as well.
2 Preliminaries
In this section, we recall the basic definitions and notations to be used throughout the paper, up
to and including the definition of a quantum principal bundle with nonuniversal calculus from
[1]. The same formalism has been extended to braided group fibre and, beyond, to merely a
coalgebra as fibre of the principal bundle[11], to which some of the results in the paper should
extend.
If P is an algebra, we denote by Ω1P its universal or Ka¨hler differential structure or quantum
cotangent space. Here Ω1P = kerµ ⊂ P ⊗P , where µ is the product map. The differential
dU : P → Ω
1P is dUu = 1⊗u − u⊗ 1. We denote by Ω
1(P ) a general nonuniversal differential
structure or cotangent space. By definition, this is a P -bimodule and a map d : P → Ω1(P )
obeying the Leibniz rule and such that P ⊗P → Ω1(P ) provided by u⊗ v 7→ udv is surjective. It
necessarily has the form Ω1(P ) = Ω1P/N where N ⊂ Ω1P is a subbimodule, and d = πN ◦ dU
where πN is the canonical projection. Nonuniversal calculi are in 1-1 correspondence with
nonzero subbimodules N .
When P is covariant under a quantum group H by a (say) right coaction ∆R : P → P ⊗H
as a comodule algebra (i.e. ∆R is a coaction and an algebra map), Ω
1(P ) is right covariant (in
an obvious way) iff ∆R(N ) ⊂ N ⊗H. Here ∆R is extended as the tensor product coaction to
P ⊗P and restricted to Ω1P for this equation to make sense. We will consider only calculi on
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P of this form in the paper. Similar formulae hold for left covariance.
When H is a Hopf algebra the coproduct ∆ : H → H ⊗H can be viewed as both a right and
a left coaction of H on itself by ‘translation’. We will be interested throughout in nonuniversal
differential calculi Ω1(H) which are both left and right covariant (i.e. bicovariant) under ∆.
The subbimodule N in the left covariant case in necessarily of the form N = θ(H ⊗Q) where
θ : H ⊗H → H ⊗H is defined by
θ(g⊗h) = gSh(1) ⊗h(2) (1)
and Q ⊂ ker ǫ ⊂ H is a right ideal. Left covariant calculi are in 1-1 correspondence with such
Q [12]. Bicovariant calculi Ω1(H) are in 1-1 correspondence with right ideals Q which are in
addition stable under Ad in the sense Ad(Q) ⊂ Q⊗H [12]. Here Ad is the right adjoint coaction
Ad(h) = h(2)⊗(Sh(1))h(3). We use in these formulae the notation ∆h = h(1)⊗h(2) (summation
understood) of the resulting element of H ⊗H, and higher numbers for iterated coproducts.
The universal calculus on H is bicovariant and corresponds to Q = {0}.
The space ker ǫ/Q is the space of left-invariant 1-forms on H. We denote by πQ the canonical
projection. The dual of ker ǫ/Q (suitably defined) is the space of left-invariant vector fields or
‘invariant quantum tangent space’ on H. Hence a map which classically has values in the Lie
algebra of gauge group will be formulated now as a map from ker ǫ/Q. This is the approach
in [1] for connections with nonuniversal calculi. Note that it depends on the choice of calculus.
The moduli of bicovariant calculi (or more precisely, of quantum tangent spaces) on a general
class of quantum groups has been obtained in [13]; it is typically discrete but infinite.
Since a general differential calculus is the projection of a universal one, it is natural to
consider principal bundles and gauge theory with the universal calculi Ω1P , Ω1H first, and
construct the general bundles by making quotients. Therefore, we recall first the definitions for
this universal case. A quantum principal H-bundle with the universal calculus is an H-covariant
algebra P as above, such that the map χ : Ω1P → P ⊗ ker ǫ defined by χ(u⊗ v) = u∆Rv is
surjective and obeys kerχ = P (Ω1M)P , where M = {u ∈ P |∆Ru = u⊗ 1} is the invariant
subalgebra. The latter plays the role of coordinates of the ‘base’. For a complete theory, we
also require that P is flat as an M -bimodule. The surjectivity of χ corresponds in the geometric
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case to the action being free. The kernel condition says that the joint kernel of all ‘left-invariant
vector fields generated by the action’ (the maps Ω1P → P obtained by evaluating against
any element of ker ǫ∗) coincides with the ‘horizontal 1-forms’ P (Ω1M)P pulled back from the
base. It plays the role in the proofs in [1] played classically by local triviality and dimensional
arguments. The surjectivity and kernel conditions are equivalent to χM : P ⊗M P → P ⊗H
being a bijection, where χ descends to the map χM (cf. [8, Proposition 1.6], [9, Lemma 3.2]).
This is the Galois condition arising independently in a more algebraic context, cf [14] (not
connected with connections and differential structures, however). We prefer to list the two
conditions separately for conceptual reasons.
A connection ωU on a quantum principal bundle with universal calculus is a map ωU :
ker ǫ→ Ω1P such that χ◦ωU = 1⊗ id and ∆R ◦ωU = (ωU ⊗ id)◦Ad. It is shown in [1] that such
connections are in 1-1 correspondence with equivariant complements to the horizontal forms
P (Ω1M)P ⊂ Ω1P . We are now ready for the general case:
Definition 2.1 [1] A general quantum principal bundle P (M,H,N ,Q) is an H-covariant al-
gebra P , an H-covariant calculus Ω1(P ) described by subbimodule N and a bicovariant calculus
Ω1(H) described by Ad-invariant right ideal Q compatible in the sense χ(N ) ⊆ P ⊗Q and such
that the map χN : Ω
1(P )→ P ⊗ ker ǫ/Q defined by χN ◦ πN = (id⊗πQ) ◦ χ is surjective and
has kernel P (dM)P .
The surjectivity and kernel conditions here can also be written as an exact sequence
0→ P (dM)P → Ω1(P )
χN→ P ⊗ ker ǫ/Q → 0, (2)
and thus combined into single ‘differential Galois’ condition by noting that χN descends to a
map Ω1(P )/P (dM)P → P ⊗ ker ǫ/Q and requiring this to be an isomorphism. The condition
χ(N ) ⊆ P ⊗Q expresses ‘smoothness’ of the action and is needed for χN to be well-defined. In
fact if P (M,H,N ,Q) is a quantum principal bundle then the inclusion above implies the equality
χ(N ) = P ⊗Q [8, Corollary 1.3]. On the other hand if P (M,H) is already a quantum principal
bundle with the universal calculus then the equality χ(N ) = P ⊗Q is sufficient to ensure that
P (M,H,N ,Q) is a quantum principal bundle with the corresponding non-universal differential
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calculi. Conversely, if P (M,H,N ,Q) is a quantum principal bundle with the corresponding
non-universal differential calculi then P (M,H) is a quantum principal bundle with the universal
calculus if and only if kerχ∩N ⊆ P (Ω1M)P ∩N [15]. Finally, a connection on P (M,H,N ,Q)
is a map ω : ker ǫ/Q → Ω1(P ) such that χN ◦ ω = 1⊗ id and ∆R ◦ ω = (ω⊗ id) ◦ Ad. The
Ad here denotes the quotient of the right adjoint coaction on H to the space ker ǫ/Q given by
Ad ◦ πQ = (πQ⊗ id) ◦ Ad. As explained in [1], connections are in 1-1 correspondence with
equivariant complements to the horizontal forms P (dM)P ⊂ Ω1(P ). See [1][9][16] for further
details and formalism in this approach.
There are also two main general constructions for bundles and connections in [1], the first
of them used to construct the local patches of the q-monopole and the second of them used to
construct the q-monopole globally.
Example 2.2 [1] Let P be an H-covariant algebra and suppose Φ : H → P is a convolution-
invertible linear map such that Φ(1) = 1 and ∆R ◦ Φ = (Φ⊗ id) ◦ ∆. Then M ⊗H → P by
m⊗h 7→ mΦ(h) is a linear isomorphism and P (M,H,Φ) is a quantum principal bundle with
universal calculus. There is a connection
ωU (h) = Φ
−1(h(1))βU (πǫ(h(2)))Φ(h(3)) + Φ
−1(h(1))dUΦ(h(2)) (3)
for any βU : ker ǫ → Ω
1M . Here πǫ(h) = h − ǫ(h) is the projection to ker ǫ. The case β = 0 is
called the trivial connection.
In fact, P is a cleft extension ofM byH and has the structure of a cocycle cross product. If, in
addition, Q andN define Ω1(H) and Ω1(P ) as in Definition 2.1 then P (M,H,N ,Q) is a quantum
principal bundle with nonuniversal calculus. We call this a trivial quantum principal bundle with
general differential calculus. We will obtain in the paper the construction of connections ω from
β in this case.
Example 2.3 [1] If P is itself a Hopf algebra and π : P → H a Hopf algebra surjection. P
becomes H-covariant by ∆R = (id⊗π) ◦∆. Suppose that the product map kerπ|M ⊗P → kerπ
is surjective. Then P (M,H, π) is a quantum principal bundle with universal calculus. If there
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is a linear map i : ker ǫH → ker ǫP such that π ◦ i = id and (id⊗π) ◦Ad ◦ i = (i⊗ id) ◦Ad, then
there is a connection
ωU(h) = (Si(h)(1))di(h)(2) (4)
It is called the canonical connection associated to a linear splitting i.
Remark 2.4 Note that if P and H are Hopf algebras and π : P → H is a Hopf algebra
surjection, then the canonical map χ is surjective since it is obtained by projecting the inverse
θ−1 of the linear automorphism θ of P ⊗P in (1) down to P ⊗H, i.e. χ = (id⊗π) ◦ θ−1. The
condition that the product map kerπ|M ⊗P → kerπ be surjective provides that the kernel of
χ is equal to horizontal one-forms. Combining [17, Theorem I] with [18, Lemma 1.3] one finds
that kerπ|M ⊗P → ker π is surjective if there is a linear map j : H → P such that j(1) = 1 and
∆R ◦ j = (j⊗ id) ◦∆. More precisely, [17, Theorem I] and [18, Lemma 1.3] imply that if such
a j exists then in addition to P (M,H, π) there is also a quantum principal bundle P (M,H ′, π′)
where H ′ = P/(ker π|M · P ). Therefore one can write the following commutative diagram
0 −−−→ 0 −−−→ ker sy y y
0 −−−→ P (Ω1M)P −−−→ P ⊗P
(id⊗π′)◦θ−1
−−−−−−−−→ P ⊗H ′ −−−→ 0y y ys
0 −−−→ P (Ω1M)P −−−→ P ⊗P
(id⊗π)◦θ−1
−−−−−−−→ P ⊗H −−−→ 0y y y
0 −−−→ 0 −−−→ cokers
The second and third row are exact by definition of a quantum principal bundle. Obviously
cokers = 0. The application of the snake lemma (cf. [19, Section 1.2]) yields ker s = 0,
i.e. H ′ ⊆ H. Since H = P/ ker π, H ′ = P/(ker π|MP ) this implies that the product map
ker π|M ⊗P → ker π is surjective as required.
If there exists a left integral on H , i.e. λ ∈ H∗ such that λ(1) = 1 and (λ⊗ id) ◦∆ = λ then
the map j : H → P can be defined by j = ηP ◦ λ, where ηP : C→ P is the unit map. The map
j is clearly an intertwiner since
∆Rj(h) = λ(h)1⊗ 1 = λ(h(1))⊗h(2) = (j ⊗ id)∆(h).
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In particular, if H is a compact quantum group in the sense of [20] then λ is the Haar measure on
H. Therefore ifH is a compact quantum group then the Hopf algebra surjection π : P → H leads
immediately to the bundle P (M,H, π). This fact is also proven directly by using representation
theory of compact quantum groups in [21].
In the situation of Example 2.3, if Ω1(P ) is left covariant with its corresponding right ideal
QP ⊆ ker ǫ ⊂ P obeying (id⊗π) ◦ Ad(QP ) ⊂ QP ⊗H, then Ω
1(H) defined by Q = π(QP )
provides a quantum principal bundle P (M,H, π,QP ). We call it a homogeneous space bundle
with general differential calculus. If i : ker ǫH → ker ǫP is as above and, in addition, i(Q) ⊂ QP
then ω(h) = (Si(h)(1))di(h)(2) is a connection. A refinement of this construction will be provided
in the paper.
3 Differential Calculi on Quantum Principal Bundles
In this section we obtain the main tool in the paper. This is a new construction for general
quantum principal bundles with nonuniversal calculi, starting with a specified bicovariant cal-
culus Ω1(H) on the fibre and a specified ‘horizontal calculus’ on the base. In the classical case
one has local triviality and one accordingly takes the calculus on P coinciding with its direct
product form over each open set. That this is actually the standard calculus on P is consequence
of the smoothness part of the axiom of local triviality. This is our motivation now.
As recalled in the Preliminaries, in the quantum case we actually have global conditions
playing the role of local triviality[1], which is the ‘global approach’ which we describe first.
Building up the calculus on P globally in this way means that we construct Ω1(P ) as the direct
sum of a part from the base and a part from the fibre, i.e. actually the same process as building
a connection ω. Therefore, the nonuniversal bundles constructed in this way will automatically
have the property of existence of a natural connection.
On the other hand, the data going into the construction of Ω1(P ) should not already assume
the existence of a bundle, as this is to be constructed. Instead, the additional input data
besides the desired calculi Ω1(H) and on the base should be related to the ‘topological’ and not
‘differential’ splitting. We therefore take for this additional ‘gluing’ datum a connection ωU on
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P as a quantum principal bundle with the universal calculus.
Accordingly, we let P (M,H) be a quantum principal bundle with the universal calculus and
Ω1(H) a choice of bicovariant calculus on H defined by Q ⊆ ker ǫ ⊂ H. As far as the differential
calculus on the base is concerned, we can specify Ω1(M) by NM ⊂ Ω
1M as an M -subbimodule.
More natural (and slightly more general) is to specify a ‘horizontal’ subbimodule N hor.
Lemma 3.1 Let P (M,H) be a quantum principal bundle with the universal calculus and let ωU
be a connection on it. Let Q specify a bicovariant calculus on Ω1(H). Let hω : P ⊗Q⊗P → Ω
1P
be a linear map given by hω(u, q, v) = uv
¯(1)ωU (qv
¯(2))−uωU (q)v, where we write ∆Ru = u
¯(1)⊗u ¯(2)
(summation understood). Then N 0 = Imhω ⊂ P (Ω
1M)P is a P -subbimodule invariant under
∆R in the sense ∆RN 0 ⊂ N 0⊗H.
Proof Clearly whω(u, q, v) = hω(wu, q, v), for any u, v, w ∈ P and q ∈ Q. Also
hω(u, q, v)w = uv
¯(1)ωU (qv
¯(2))w − uωU(q)vw
= uv
¯(1)ωU (qv
¯(2))w − uv ¯(1)w ¯(1)ωU(qv
¯(2)w
¯(2)) + hω(u, q, vw)
= hω(uv
¯(1), qv
¯(2), w) + hω(u, q, vw).
Therefore N 0 = Imhω is a subbimodule of Ω
1P . Furthermore
χ(hω(u, q, v)) = χ(uv
¯(1)ωU (qv
¯(2))− uωU (q)v) = uv
¯(1)⊗ qv
¯(2) − (u⊗ q)(v
¯(1) ⊗ v
¯(2)) = 0,
i.e. N 0 ∈ kerχ = P (Ω
1M)P . Finally,
∆R(hω(u, q, v)) = u
¯(1)v
¯(1)ωU(q(2)v
¯(2)
(3))⊗u
¯(2)v
¯(2)
(1)Sv
¯(2)
(2)Sq(1)q(3)v
¯(2)
(4)
−u ¯(1)v ¯(1)ωU(q(2))⊗u
¯(2)Sq(1)q(3)v
¯(2)
= u
¯(1)v
¯(1)ωU(q(2)v
¯(2)
(1))⊗u
¯(2)Sq(1)q(3)v
¯(2)
(2)
−u ¯(1)v ¯(1)ωU(q(2))⊗u
¯(2)Sq(1)q(3)v
¯(2)
= hω(u
¯(1), q(2), v
¯(1))⊗ u
¯(2)Sq(1)q(3)v
¯(2) ∈ N 0⊗H
where we used the covariance of ωU and the fact that Q is Ad-invariant. Therefore N 0 is
right-invariant as stated. ⊔⊓
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We call any ∆R-invariant P -subbimodule of P (Ω
1M)P ‘horizontal’. We fix one, denoted
N hor. The corresponding quotient Ω
1
hor = P (Ω
1M)P/N hor is our choice of ‘horizontal’ part of
the desired calculus on P .
Theorem 3.2 Let P (M,H), ωU be a quantum principal bundle with the universal calculus and
connection as above. Let Q specify Ω1(H) and
N 0 ⊆ N hor ⊆ P (Ω
1M)P
specify Ω1hor. Then
N = 〈N hor, PωU (Q)P 〉
specifies a differential calculus Ω1(P ) with the property that P (M,H,N ,Q) is a quantum prin-
cipal bundle, P (dM)P = Ω1hor and ω = πN ◦ ωU is a connection on the bundle.
The calculus resulting from the choice N hor = N 0 is called the maximal differential calculus
compatible with ωU . The choice N hor = P (Ω
1M)P is called the minimal differential calculus
compatible with ωU .
Proof By assumption, ∆RN hor ⊂ N hor⊗H. Also
∆R(uωU (q)v)= u
¯(1)ωU (q)
¯(1)v
¯(1)⊗u ¯(2)ωU (q)
¯(2)v
¯(2) = u
¯(1)ωU(q(1))v
¯(1)⊗u ¯(2)(Sq(1))q(3)v
¯(2)
for all u, v ∈ P and q ∈ H. The result is manifestly in PωU (Q)P ⊗H since Q is Ad-invariant.
Hence ∆RN ⊂ N ⊗H.
Next, we clearly have χ(N hor) = 0. Then χ(uωU (q)v) = uχ(ωU (q))∆Rv = uv
¯(1)⊗ qv ¯(2) ∈
P ⊗Q since Q is a right ideal. Conversely, if u⊗ q ∈ P ⊗Q then uωU (q) ∈ PωU (Q)P and
χ(uωU (q)) = u⊗ q. Hence χ(N ) = P ⊗Q. We therefore have quantum principal bundle with
nonuniversal differential calculus Ω1(P ).
Clearly πN ◦ ωU(Q) = 0, hence this descends to a map ω : ker ǫ/Q → Ω
1(P ). Moreover,
χN ◦ πN ◦ ωU = (id⊗πQ) ◦ χ ◦ ωU = 1⊗πQ
on ker ǫ, where the first equality is the definition of χN and the second is the equivariance of
ωU . Also,
∆R ◦ πN ◦ ωU = (πN ⊗ id) ◦∆RωU = (πN ◦ ωU ⊗ id) ◦ Ad.
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The first equality is clear from the definition of ∆R. Hence we have a connection ω.
Finally, we note that the stated Ω1(P ) is uniquely determined by ωU and N hor as the
universal calculus with the stated properties. Thus, suppose that N ′ defines another quantum
differential calculus on P such that πN ′ ◦ωU is a connection. Then ωU(Q) ⊂ N
′. The stated N
is clearly the minimal subbimodule containing PωU (Q)P and N hor, i.e. any other such Ω
1(P )
is a quotient. ⊔⊓
There is a natural generalisation of this theorem in which we assume only that P is an
H-comodule algebra (i.e. without going through the assumption that P (M,H) is already a
quantum principal bundle with the universal calculus). For this version we assume the existence
of an Ad-equivariant map ωU : ker ǫ → Ω
1P obeying χ ◦ ωU = 1⊗ id and Q, N hor as above.
Then the map χN can be defined and if its kernel is P (dM)P then the same conclusion holds.
We now consider how our construction looks for the two examples of quantum principal
bundles with the universal calculus in the Preliminaries section.
Proposition 3.3 Consider a trivial quantum principal bundle P (M,H,Φ) with the universal
calculus and let Ω1(H) and Ω1(M) be determined by Q and NM . Then for any βU : ker ǫ→ Ω
1M
there is a differential calculus Ω1(P ) with Ω1hor = P (dM)P and forming a trivial quantum
principal bundle, and
ω(h) = Φ−1(h(1))β ◦ πǫ(h(2))Φ(h(3)) + Φ
−1(h(1))dΦ(h(2)) (5)
is a connection on it for β : ker ǫ→ Ω1P (M), where obtained by restricting Ω
1
P (M) = πN (Ω
1M).
Proof We define ωU : ker ǫ→ Ω
1P by ωU (h) = Φ
−1(h(1))βU (πǫ(h(2)))Φ(h(3))+Φ
−1(h(1))dUΦ(h(2))
as a connection on the bundle with universal calculus. We also take N hor = 〈PNMP,N 0〉
where N 0 is determined by ωU . We can now apply Theorem 3.2. Note also that N =
〈PNMP,PωU (Q)P 〉 as N 0 ⊂ PωU (Q)P .
Explicitly, the sub-bimodule corresponding to Ω1(P ) isN = 〈N hor, P Φˆ(NH)P 〉 whereNH =
θ(H ⊗Q) and Φˆ : H ⊗H → Ω1P ,
Φˆ(g⊗h) = Φ(gh(1))Φ
−1(h(2))βU (h(3))Φ(h(4)) + Φ(gh(1))Φ
−1(h(2))⊗Φ(h(3))
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for all h, g ∈ H. This makes it clear that we recover here the construction for nonuniversal trivial
bundles in terms of a map Φˆ in [22]. Note that Φˆ ◦ θ(g⊗h) = Φˆ(gSh(1) ⊗h(2)) = Φ(g)ωU (h), for
any g, h ∈ H. Note that the inherited differential structure on M , Ω1P (M) ⊂ Ω
1(P ) is smaller
than the original Ω1(M) = Ω1M/NM unless N 0 ∩Ω
1M ⊆ N P . ⊔⊓
From the proof of Theorem 3.2 we see that the resulting trivial bundle with nonuniversal
calculus is of the general type discussed after Example 2.2; we succeed by the above to put
a general class of connections on it. Also note that we may take more general N hor and any
βU : ker ǫ→ Ω1M to arrive at some Ω1(P ), ω, though not necessarily of the form stated.
Lemma 3.4 Let P (M,H,Φ,Q,N ) be a trivial quantum principal bundle with differential cal-
culus determined by Q and N . Then β : ker ǫ → Ω1P (M) defines a connection ω by (5) in
Proposition 3.3. if and only if for all q ∈ Q,
Φ−1(q(1))β(πǫ(q(2)))Φ(q(3)) = −Φ
−1(q(1))dΦ(q(2)). (6)
Furthermore, if Φ is an algebra map then for all h ∈ H,
Φ−1(q(1))β(πǫ(q(2)h))Φ(q(3)) = ǫ(h)Φ
−1(q(1))β(πǫ(q(2)))Φ(q(3)).
Proof Requirement (6) is another way of expressing the fact that ω(q) = 0 for all q ∈ Q.
Since Q is a right ideal, condition (6) implies that
h(1)⊗Φ
−1(q(1)h(2))β(πǫ(q(2)h(3)))Φ(q(3)h(4))⊗ h(5) = −h(1)⊗Φ
−1(q(1)h(2))dΦ(q(2)h(3))⊗ h(4).
Applying Φ⊗ id⊗Φ−1 and multiplying we thus obtain
Φ(h(1))Φ
−1(q(1)h(2))β(πǫ(q(2)h(3)))Φ(q(3)h(4))Φ
−1(h(5)) =
−Φ(h(1))Φ
−1(q(1)h(2))dΦ(q(2)h(3))Φ
−1(h(4)).
If Φ is an algebra map the above formula simplifies further
Φ−1(q(1))β(πǫ(q(2)h))Φ(q(3)) = −Φ
−1(q(1))d(Φ(q(2))Φ(h(1)))Φ
−1(h(2)).
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The application of the Leibniz rule and the fact that q ∈ ker ǫ the yields
Φ−1(q(1))β(πǫ(q(2)h))Φ(q(3)h) = −ǫ(h)Φ
−1(q(1))dΦ(q(2)),
which in view of (6) implies the assertion. Notice that the condition one obtains in this way
deals entirely with the structure of Ωhor and is the consequence of the existence of N 0. ⊔⊓
Proposition 3.5 Consider a quantum principal bundle with the universal calculus of the ho-
mogeneous type P (M,H, π) where π : P → H is a Hopf algebra surjection. For any Ω1(H),
if ωU is left-invariant and N hor is left-invariant under the left-regular coaction of P as a Hopf
algebra, then Ω1(P ) in Theorem 3.2 is left covariant. Moreover, left-invariant ωU are canonical
connections in 1-1 correspondence with i as in Example 2.3. Left-covariant N hor are in 1-1
correspondence with right ideals Q0 ⊂ Qhor ⊆ ker π, where
Q0 = span{i(q)u− i(qπ(u))| q ∈ Q, u ∈ P}.
Proof We can regard N hor as a subbimodule of Ω
1P . As such, it defines a differential calculus
Ω1P/N hor on P . As P is now a Hopf algebra, the calculus is left covariant i.e. ∆LN hor ⊂
N hor⊗P iff N hor = θ(P ⊗Qhor) for a right ideal Qhor ⊆ ker ǫ ⊂ P . Here ∆L is the left regular
coaction or ‘translation’ on P ⊗P obtained from the coproduct.
On the other hand, since N hor ⊂ P (Ω
1M)P , we know that χ(N hor) = 0. Take q ∈ Qhor.
Then 0 = χθ(1⊗ q) = (Sq(1))q(2)⊗π(q(3)) = π(q) so Qhor ⊆ kerπ. Conversely, if Qhor ⊆ kerπ
then clearly N hor = θ(P ⊗Qhor) ⊂ P (Ω
1M)P , since kerπ = (ker ǫ |M )P .
If the connection ωU is invariant in the sense ∆LωU(h) = 1⊗ωU (h) for any h ∈ ker ǫ then
clearly ∆L(uωU (q)v) ∈ P ⊗PωU (Q)P for all u, v ∈ P and q ∈ Q ⊂ ker ǫ ⊂ H. Therefore N
defined in Theorem 3.2 obeys ∆LN ⊂ P ⊗N , i.e. Ω
1(P ) is left covariant.
The canonical connection associated to i as in Example 2.3 is invariant:
∆LωU(h)= ∆L((Si(h)(1))dU i(h)(2)) = (Si(h)(2))i(h)(3) ⊗Si(h)(1) ⊗ i(h)(4)
= 1⊗Si(h)(1) ⊗ i(h)(2) = 1⊗ωU (h).
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Conversely if ωU is an invariant connection , we define i : ker ǫH → ker ǫP by i = (ǫP ⊗ id) ◦ ωU .
Let θ−1 be the inverse to the canonical map θ : P ⊗P → P ⊗P defined as in (1). Explicitly
θ−1(u⊗ v) = uv(1) ⊗ v(2). Clearly θ
−1 = (id⊗ ǫP ⊗ id) ◦ ∆L. Since ω is left-invariant one im-
mediately finds that θ−1 ◦ ωU (h) = 1⊗ i(h). Thus ωU (h) = θ(1⊗ i(h)) = Si(h)(1) ⊗ i(h)(2) =
Si(h)(1)dU i(h)(2) and ωU has the structure of the canonical connection associated to i. It re-
mains to prove that i is an Ad-covariant splitting. Since χ = (id⊗π) ◦ θ−1 the fact that
χ ◦ ωU(h) = 1⊗h implies that π(i(h)) = h. Finally compute
∆R(ωU (h)) = Si(h)(2) ⊗ i(h)(3) ⊗π(Si(h)(1)i(h)(4)).
On the other hand ωU is a connection therefore
∆R(ωU (h)) = ωU(h(2))⊗Sh(1)h(3) = Si(h(2))(1)⊗ i(h(2))(2)⊗Sh(1)h(3).
Applying (ǫP ⊗ id⊗ id) to above equality one obtains the required Ad-covariance of i.
Using the fact that ωU is left-invariant we find
∆L(hω(u, q, v)) = u(1)v(1)⊗u(2)v(2)ωU(qπ(v(3)))− u(1)v(1)⊗u(2)v(2)ωU(q)
= u(1)v(1)⊗hω(u(2), q, v(2)),
where hω is the map defined in Lemma 3.1. Therefore N 0 is left-invariant and there is corre-
sponding right ideal Q0 ∈ ker ǫP given by N 0 = θ(P ⊗Q0). Since N hor contains necessarily N 0,
the right ideal Qhor must contain Q0. For the canonical connection induced by the splitting i,
Q0 comes out as stated. The fact that Q0 is a right ideal can be established directly since
(i(q)u − i(qπ(u)))v = (i(q)uv − i(qπ(uv))) − (i(qπ(u))v − i(qπ(u)π(v))) ∈ Q0.
For completeness, we also show that the resulting bundle is indeed of the natural nonuni-
versal homogeneous type discussed after Remark 2.4. First of all note that θ−1(uωU(q)v) =
u(Si(q)(1))i(q)(2)v(1)⊗ i(q)(3)v(2) = uv(1)⊗ i(q)v(2). Hence N = θ(P ⊗QP ) where QP =
〈Qhor, i(Q)P 〉. From this it is also clear that Ω
1(P ) is left covariant, as QP is clearly a
right ideal. Also, π(QP ) = Q. It remains to verify whether (id⊗π)Ad(QP ) ⊂ QP ⊗H.
Take any q ∈ QP , then Sq(1)⊗ q(2) ∈ N . By construction Ω
1(P ) is right H-covariant,
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therefore Sq(2)⊗ q(3)⊗π(Sq(1)q(4)) ∈ N ⊗H. Applying θ
−1⊗ id to this one thus obtains that
1⊗ q(2)⊗π(Sq(1)q(3)) ∈ P ⊗QP ⊗H. Therefore (id⊗π)Ad(QP ) ⊂ QP ⊗H as required.
In this case it is clear that i(Q) ⊂ QP , i.e. the canonical connection is of the type mentioned
after Remark 2.4 from [1]. ⊔⊓
In the case of a homogeneous quantum principal bundle with a general differential calculus
of the type discussed after Remark 2.4. we can establish the one-to-one correspondence between
invariant connections and Ad-covariant splittings as follows. The conditions satisfied by QP and
Q allow for definition of maps Ad : ker ǫP /QP → ker ǫP /QP ⊗H and π : ker ǫP/QP → ker ǫH/Q
by Ad ◦ πQP = (πQP ⊗π) ◦ Ad and π ◦ πQP = πQ ◦ π. Here πQ : ker ǫH → ker ǫH/Q and
πQP : ker ǫP → ker ǫP /QP are canonical surjections.
Proposition 3.6 The left-covariant connections ω in P (M,H, π,QP ) are in one-to-one corre-
spondence with the linear maps i : ker ǫH/Q → ker ǫP /QP such that π ◦ i = id and Ad ◦ i =
(i⊗ id) ◦ Ad.
Proof Assume that ω : ker ǫH/Q → Ω
1(P ) is an invariant connection in P (M,H, π,QP ).
Define a map ǫ : Ω1(P )→ ker ǫP/QP by the commutative diagram with exact rows
0 −−−→ N −−−→ Ω1P
πN−−−→ Ω1(P ) −−−→ 0yǫP ⊗ id
yǫP ⊗ id
yǫ
0 −−−→ QP −−−→ ker ǫP
πQP−−−→ ker ǫP/QP −−−→ 0
Let i = ǫ ◦ ω. Then we have the following commutative diagram with exact rows
0 −−−→ N −−−→ Ω1P
πN−−−→ Ω1(P )y∆L
y∆L
y∆L
0 −−−→ P ⊗N −−−→ P ⊗Ω1P
id⊗πN−−−−−→ P ⊗Ω1(P ) −−−→ 0yid⊗ ǫP ⊗ id
yid⊗ ǫP ⊗ id
yid⊗ ǫ
0 −−−→ P ⊗QP −−−→ P ⊗ ker ǫP
id⊗πQP−−−−−−→ P ⊗ ker ǫP /QP −−−→ 0yid⊗π yid⊗π yid⊗π
P ⊗Q −−−→ P ⊗ ker ǫH
id⊗πQ
−−−−−→ P ⊗ ker ǫH/Q −−−→ 0
(7)
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The first two maps ∆L are left coactions of P on P ⊗P obtained from the left regular coaction
of P provided by the coproduct while the third ∆L is their projection to Ω
1(P ). The third
column gives the map χ, therefore the fourth column describes χN , i.e. χN = (id⊗π ◦ ǫ) ◦∆L.
Since ω is a connection, χN (ω(h)) = 1⊗ h for any h ∈ ker ǫH/Q. Thus we have
1⊗ h = (id⊗π ◦ ǫ) ◦∆L(ω(h)) = 1⊗ π ◦ ǫ ◦ ω(h) = 1⊗ π ◦ i(h).
To derive the second equality we used invariance of ω. Therefore π ◦ i = id.
Next consider the map θN : Ω
1(P )→ P ⊗ ker ǫP /QP , given by θN = (id⊗ ǫ)◦∆L. This map
makes the following diagram commute
0 −−−→ 0 −−−→ ker θNy y y
0 −−−→ N −−−→ Ω1P
πN−−−→ Ω1(P ) −−−→ 0yθ−1
yθ−1
yθN
0 −−−→ P ⊗QP −−−→ P ⊗ ker ǫP
id⊗πQP−−−−−−→ P ⊗ker ǫP /QP −−−→ 0y y y
0 −−−→ 0 −−−→ cokerθN
This diagram is a combination of the first three rows of (7). Clearly cokerθN = 0. By the snake
lemma (cf. [19, Section 1.2]), ker θN = 0. Therefore θN is a bijection. The left-invariance of ω
implies that
θN (ω(h)) = (id⊗ ǫ) ◦∆L(ω(h)) = 1⊗ ǫ(ω(h)) = 1⊗ i(h)
for any h ∈ ker ǫH/Q. Therefore ω(h) = θ
−1
N (1⊗ i(h)).
Using Ad and ∆R one constructs the tensor product coaction ∆R : P ⊗ ker ǫP /QP →
P ⊗ ker ǫP/QP ⊗H. Then θN is a right H-comodule isomorphism. This follows from the fact
that θ−1 is a corresponding H-comodule isomorphism. Explicitly
∆R(θ
−1(u⊗ v)) = ∆R(uv(1) ⊗ v(2)) = u(1)v(1)⊗ v(4)⊗π(u(2)v(2)Sv(3)v(5))
= u(1)v(1)⊗ v(2)⊗π(u(2)v(3)).
∆R here is a right coaction of H on P ⊗ ker ǫP built with (id⊗π) ◦∆ on P and (id⊗π) ◦Ad on
ker ǫP . On the other hand
(θ−1⊗ id)(∆R(u⊗ v)) = θ
−1(u(1)⊗ v(1))⊗π(u(2)v(2)) = u(1)v(1)⊗ v(2)⊗π(u(2)v(3)),
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where ∆R is a standard tensor product coaction of H on Ω
1P ⊂ P ⊗P . Therefore
∆R ◦ θN ◦ πN = ∆R ◦ (id⊗πQP ) ◦ θ
−1 = (id⊗πQP ⊗ id) ◦∆R ◦ θ
−1
= (id⊗πQP ⊗ id) ◦ (θ
−1⊗ id) ◦∆R = (θN ⊗ id) ◦ (πN ⊗ id) ◦∆R
= (θN ⊗ id) ◦∆R ◦ πN .
Therefore θN is an intertwiner as stated. Its inverse is also an intertwiner. We compute
∆R ◦ θ
−1
N (1⊗ i(h)) = (θ
−1
N ⊗ id) ◦∆R(1⊗ i(h)) = (θ
−1
N ⊗ id)(1⊗Ad(i(h))).
On the other hand, since ω is a connection this is equal to ∆R(ω(h)) = (ω⊗id)◦Ad(h). Applying
(θN ⊗ id) to both sides one obtains
1⊗((i⊗ id) ◦ Ad(h)) = 1⊗Ad ◦ i(h),
i.e. Ad ◦ i = (i⊗ id) ◦Ad, as required.
Conversely, given i : ker ǫH/Q → ker ǫP/QP with the properties described in the proposition,
one defines a map ω : ker ǫH/Q → Ω
1(P ) by ω(h) = θ−1N (1⊗ i(h)). The Ad-covariance of i
implies the Ad-covariance of ω since θ−1N is an intertwiner of ∆R and ∆R. Furthermore, since
χN = (id⊗π) ◦ θN from diagram (7),
χN (ω(h)) = 1⊗π(i(h)) = 1⊗h.
Therefore ω is a connection. The fact that ω obtained in this way is left-covariant is well-known
from the theory of left-covariant calculi [12] but we include the proof for the completeness. First
consider any u⊗ v ∈ P ⊗P and compute
∆L(θ(u⊗ v)) = ∆L(uSv(1)⊗ v(2)) = u(1)Sv(2)v(3)⊗u(2)Sv(1)⊗ v(4) = u(1)⊗ θ(u(2)⊗ v).
This implies that
∆L(θ
−1
N (u⊗ v)) = u(1)⊗ θ
−1
N (u(2)⊗ v).
for any u ∈ P and v ∈ ker ǫP /QP . Therefore
∆Lω(h) = ∆L ◦ θ
−1
N (1⊗ i(h)) = 1⊗ θ
−1
N (1⊗ i(h)) = 1⊗ω(h),
for any h ∈ ker ǫH/Q. This completes the proof. ⊔⊓
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Example 3.7 Consider a homogeneous quantum principal bundle P (M,H, π) with the universal
calculus and split by i : ker ǫH → ker ǫP . Let Ω
1(H) and Ω1(M) be determined by Q and NM .
Then there is a differential calculus Ω1(P ) with Ω1hor = P (dM)P and ω(h) = (Si(h)(1))di(h)(2) is
a connection on it. If Ω1(M) is left P -covariant then Ω1(P ) is left-covariant. The corresponding
canonical map ker ǫH/Q → ker ǫP /QP from Proposition 3.5 in this case is [h] 7→ πQP ◦ i(h),
where h ∈ π−1Q ([h]) ⊂ ker ǫH .
Proof We take N hor = 〈PNMP,N 0〉 as in Proposition 3.3. Then
∆L(um⊗nv) = u(1)(m⊗n)
¯(1)v(1)⊗u(2)(m⊗n)
¯(2)v ∈ P ⊗N hor
for all u, v ∈ P and m⊗n ∈ NM provided ∆LNM ⊂ P ⊗NM . Therefore Ω
1
hor is left-covariant
and the assertion follows from Proposition 3.5. As in Proposition 3.3 the inherited Ω1P (M) is a
quotient of Ω1(M) = Ω1M/NM unless N 0 ∩ Ω
1M ⊆ NM . ⊔⊓
This provides a natural construction for homogeneous bundles (where P is a Hopf algebra)
to have differential calculi which are left-covariant. We conclude with the simplest concrete
example of our construction in Theorem 3.2.
Example 3.8 Let P = H regarded as a trivial quantum principal bundle with M = C and the
universal calculus. The trivialisation is Φ = id and the associated trivial connection is the unique
nonzero ωU . Hence, for every bicovariant Ω
1(H) Theorem 3.2 induces a natural Maurer-Cartan
connection ω : ker ǫ/Q → Ω1(H).
Proof Here Ω1M = 0 so N hor = 0 and β = 0 is the only choice in Proposition 3.3. In fact,
there is a unique connection ωU since χ = θ
−1 so that the condition χ ◦ ωU (h) = 1⊗ h implies
that ωU (h) = θ(1⊗h). This is the Maurer-Cartan form with the universal calculus. We then
apply Theorem 3.2. ⊔⊓
4 Differential Structures on the q-Monopole Bundle
Recall from [1] that the q-monopole (of charge 2) is a canonical connection in the bundle
SOq(3)(S
2
q ,C[Z,Z
−1], π). The quantum group SOq(3) is a subalgebra of SUq(2) spanned by all
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monomials of even degree. SUq(2) is generated by the identity and a matrix t = (tij) =
(
α β
γ δ
)
,
subject to the homogeneous relations
αβ = qβα, αγ = qγα, αδ = δα+ (q − q−1)βγ, βγ = γβ, βδ = qδβ, γδ = qδγ,
and a determinant relation αδ − qβγ = 1, q ∈ C∗. We assume that q is not a root of unity.
SUq(2) has a matrix quantum group structure,
∆tij =
2∑
k=1
tik⊗ tkj, ǫ(tij) = δij , St =
(
δ −q−1β
−qγ α
)
.
The structure quantum group of the q-monopole bundle is an algebra of functions on U(1), i.e.
the algebra C[Z,Z−1] of formal power series in Z and Z−1, where Z−1 is an inverse of Z. It has
a standard Hopf algebra structure
∆Z±1 = Z±1⊗Z±1, ǫ(Z±1) = 1, SZ±1 = Z∓1.
There is a Hopf algebra projection π : SOq(3) → k[Z,Z
−1], built formally from π 1
2
: SUq(2) →
C[Z
1
2 , Z−
1
2 ],
π 1
2
:
(
α β
γ δ
)
7→
(
Z
1
2 0
0 Z−
1
2
)
,
which defines a right coaction ∆R : SOq(3) → SOq(3)⊗C[Z,Z
−1] by ∆R = (id⊗π) ◦ ∆.
Finally S2q ⊂ SOq(3) is a quantum two-sphere [23], defined as a fixed point subalgebra, S
2
q =
SOq(3)
C[Z,Z−1]. S2q is generated by {1, b− = αβ, b+ = γδ, b3 = αδ} and the algebraic relations in
S2q may be deduced from those in SOq(3).
The canonical connection in the q-monopole bundle ωD is provided by the map i : C[Z,Z
−1]→
SOq(3) given by i(Z
n) = α2n, i(Z−n) = δ2n, n = 0, 1, . . . (restricted to ker ǫC[Z,Z−1]). In this
section we construct differential structures on the q-monopole bundle using ωD.
Similarly as in [1] we choose a differential structure on C[Z,Z−1] to be given by the right
ideal Q generated by Z−1+ q4Z− (1+ q4). The space ker ǫ/Q is one-dimensional and we denote
by [Z − 1] its basic element obtained by projecting Z − 1 down to ker ǫ/Q.
Proposition 4.1 Let for a quantum principal bundle SOq(3)(S
2
q ,C[Z,Z
−1], π), Q and i be as
above. Then the minimal horizontal ideal Q0 ∈ ker ǫSOq(3) defined in Proposition 3.5 is generated
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by the following elements of ker π
βγ, q4α3β + δβ − (1 + q4)αβ, q4α3γ + δγ − (1 + q4)αγ
The space kerπ/Q0 and thus the corresponding differential calculus are infinite-dimensional.
Let Q(k,l), k, l = 1, 2, . . . be an infinite family of right ideals in kerπ generated by the gen-
erators of Q0 and additionally by β
2k, γ2l. For each pair (k, l), kerπ/Q(k,l) is 4(k + l − 1)-
dimensional.
Furthermore let Q(k,l;r,s),k, l = 1, 2, . . ., r = 0, 1, . . . , k, s = 0, 1, . . . , l be an infinite family of
right ideals in ker π generated by the generators of Q(k,l) and also by (α− δ)β2r−1, (α− δ)γ2s−1.
Then kerπ/Q(k,l;r,s) is a 3k+3l+r+s−4-dimensional vector space. Notice also that Q(k,l;k,l) =
Q(k,l).
Proof The generators of Q0 are obtained by a direct computation of the ideal given in Propo-
sition 3.5. Explicitly, βγ is computed by taking q = Z−1+q4Z−(1+q4) and u = α2 and u = δ2.
The remaining two elements are obtained by taking q = 1 + q4Z2 − (1 + q4)Z and u = αβ and
u = αγ correspondingly. It can be then shown that all the other elements of Q0 are generated
from the three listed in the proposition. For example, the choice q = Z−2 + q4 − (1 + q4)Z−1
and u = δβ gives δ3β + q4αβ − (1 + q4)δβ, but
δ3β + q4αβ − (1 + q4)δβ = q−2(q4α3β + δβ − (1 + q4)αβ)δ2 − βγ(q7αβ + q8α2βδ − (1 + q4)βδ),
etc. Using this form of the generators of Q0 one easily finds that ker π/Q0 is spanned by the
projections of the following elements of ker π:
αkβ2n−k, αkγ2n−k, δβ2n−1, δγ2n−1, n = 1, 2, . . . k = 0, 1, 2, k < 2n.
Therefore ker π/Q0 is an infinite-dimensional vector space.
Notice that for n = 1 there are 6 independent elements of ker π/Q0 coming from monomials
in SOq(3) of degree 1, while for n > 1 there are 8 such elements. Using this fact we can compute
dimensions of ker π/Q(k,l). Clearly dim(ker π/Q(1,1)) = 4 = 4(1+1−1). Also dim(ker π/Q(k,l)) =
dim(kerπ/Q(l,k)). First take k = 1, l > 1. Then, by counting elements in kerπ/Q0 of given
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degree we find dim(ker π/Q(1,l)) = 5 + 4(l − 2) + 3 = 4l = 4(l + 1 − 1). Finally take k, l > 1.
Then dim(ker π/Q(k,l)) = 6 + 4(k − 2) + 4(l − 2) + 6 = 4(k + l − 1) as stated.
In the case of kerπ/Q(k,l;r,s) new generators added to Q(k,l) restrict the dimension by k− r+
l− s. Therefore dim(ker π/Q(k,l,r,s)) = dim(ker π/Q(k,l))− (k − r+ l− s) = 3k + 3l+ r + s− 4.
⊔⊓
Proposition 4.2 Let differential structure on C[Z,Z−1] be given by the ideal Q generated by
Z−1 + q4Z − (1 + q4). The largest differential calculus on SOq(3)(S
2
q ,C[Z,Z
−1], π) compatible
with q-monopole connection is specified by the ideal QP ⊂ ker ǫSOq(3) generated by βγ and δ
2 +
q4α2 − (1 + q4). This calculus is infinite-dimensional. Let Q
(k,l;r,s)
P = 〈Q
(k,l;r,s), i(Q)SOq(3)〉, be
a family of right ideals in ker ǫSOq(3) indexed by k, l = 1, 2, . . ., r = 0, 1, . . . , k, s = 0, 1, . . . , l.
Each of Q
(k,l;r,s)
P induces a 3k+3l+ r+ s− 3-dimensional, left-covariant differential calculus on
SOq(3).
Proof We need to show that QP = 〈Q0, i(Q)SOq(3)〉. This is equivalent to showing that the
generators of Q0 can be expressed as linear combinations of elements of QP . Clearly βγ ∈ QP .
Furthermore we have
q4α3β + δβ − (1 + q4)αβ = (δ2 + q4α2 − (1 + q4))αβ − q−3βγδβ ∈ QP ,
q4α3γ + δγ − (1 + q4)αγ = (δ2 + q4α2 − (1 + q4))αγ − q−3βγδγ ∈ QP .
To prove the remaining part of the proposition it suffices to notice that ker ǫP /QP is spanned
by elements of ker ǫP /Q0 listed in Proposition 4.1 and additionally by the projection of α
2 − 1.
Similar calculation as in Proposition 4.1 thus reveals that dim(ker ǫP/Q
(k,l;r,s)
P ) = 3k+3l+r+s−3.
⊔⊓
As a concrete illustration of the above construction we consider differential calculus in-
duced by Q
(1,1;1,1)
P = Q
(1,1)
P . Explicitly Q
(1,1)
P is generated by the following four elements
δ2+q4α2−(1+q4), β2, βγ, γ2. The space ker ǫ/Q
(1,1)
P is five-dimensional, so that Q
(1,1)
P generates
a five-dimensional left covariant differential calculus Ω1(SOq(3)) on SOq(3). Since SOq(3) is a
subalgebra of SUq(2) the four elements above generate an ideal in SUq(2) which also induces a
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differential calculus on SUq(2). Choosing the following basis for the space of left-invariant one
forms in Ω1(SOq(3))
ω0 =
1
q4 − 1
πN ◦ θ(1⊗ (q
4αβ − δβ)), ω2 = −
q−1
q4 − 1
πN ◦ θ(1⊗ (δγ − q
4αγ)), (8)
ω3 =
1
q2 + 1
πN ◦ θ(1⊗ (αβ − δβ)), ω4 = −
1
q2 + 1
πN ◦ θ(1⊗ (δγ − αγ)), (9)
ω1 =
1
q−2 + 1
πN ◦ θ(1⊗ (α
2 − 1)), (10)
one derives the commutation relations in Ω1(SOq(3)) embedded in Ω
1(SUq(2)),
ω0,2α = q
−1αω0,2, ω3,4α = q
−3αω3,4, ω1α = q
−2αω1 + βω4, (11)
ω0,2β = q
1βω0,2, ω3,4β = q
3βω3,4, ω1β = q
2βω1 + αω4, (12)
and similarly for α replaced with γ and β replaced with δ. The exact one-forms are given in
terms of ωi as follows
dα = αω1 − qβ(ω2 −
q
1− q2
ω4), dβ = −q
2βω1 + α(ω0 +
q2
1− q2
ω3),
and similarly for α replaced with γ and β replaced with δ. It can be easily checked that the forms
ω0, ω2, ω3, ω4 are horizontal. Note that this calculus reduces to the 3D calculus of Woronowicz
if one sets ω3 = ω4 = 0. This is equivalent to enlarging Q
(1,1)
P by (δ − α)β, (δ − α)γ and thus
the 3D Woronowicz calculus corresponds to Q
(1,1;0,0)
P .
The calculus Q
(1,1)
P appears naturally when one looks at the monopole bundle from the local
point of view. Recall from [1] that one of the trivialisations of the q-monopole bundle has the form
P1(M1,C[Z,Z
−1],Φ1), where P1 = SOq(3)[(βγ)
−1],M1 = S
2
q [(b3−1)
−1], and Φ1(Z
n) = (β−1γ)n,
n ∈ Z. This trivialisation corresponds to the quantum sphere with the north pole removed. It
can be easily shown that P1 = M1 ⊗ C[Z,Z
−1] as an algebra. The structure of M1 can be
most easily described in the stereographic projection coordinates, z = αγ−1 = qb−(b3 − 1)
−1,
z¯ = δβ−1 = b+(b3− 1)
−1, introduced in [24]. M1 is then equivalent to the quantum hyperboloid
[25] generated by z, z¯, (1− zz¯)−1 and the relation
z¯z = q2zz¯ + 1− q2.
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The natural differential structure Ω1(M1) on M1, also discussed in [24], is given by the relations
zdz = q−2dzz, zdz¯ = q−2dz¯z, z¯dz = q2dzz¯, z¯dz¯ = q2dz¯z¯.
In other words Ω1(M1) = Ω
1M1/NM1 , where the subbimodule NM1 ⊂ Ω
1M1 is generated by
q−2z¯⊗ z + z⊗ z¯ − q−2z¯z⊗ 1− 1⊗ zz¯. (13)
(1 + q2)z⊗ z − q2z2⊗ 1− 1⊗ z2, (1 + q−2)z¯⊗ z¯ − q−2z¯2⊗ 1− 1⊗ z¯2. (14)
The subbimoduleM1 and the q-monopole connection taken as the input data in Proposition 3.3
produce the differential calculus on P1 which coincides with the differential calculus induced by
Q
(1,1)
P when restricted to SOq(3). Notice also that the generator (13) appears as a consequence
of the existence of the minimal horizontal subbimodule N 0. Thus the differential structures on
P1 obtained from data (NM1 , ωD) and (N˜M1 , ωD), where N˜M1 is generated by (14) only, are
identical.
In any calculus Ω1(SOq(3)) admitting the q-monopole connection one can define one-form
ω1 by (10), with πN a canonical projection related to the bimodule N defining Ω
1(SOq(3)).
Then the connection ωD : ker ǫ/Q → Ω
1(SOq(3)) can be computed explicitly,
ωD([Z − 1]) = (1 + q
−2)ω1.
The canonical map iD : ker ǫC[Z,Z−1]/Q → ker ǫSOq(3)/QP , with N = θ(SOq(3) ⊗ QP ), cor-
responding to ωD comes out as iD([Z − 1]) = [α
2 − 1] and is clearly Ad-covariant since
Ad([Z − 1]) = [Z − 1]⊗ 1 and Ad([α2 − 1]) = [α2 − 1]⊗ 1.
Similarly, regardless of the differential calculus on P1(M1,C[Z,Z
−1],Φ1), the local connection
one-form β : ker ǫC[Z,Z−1] → Ω
1(M1) can be computed as follows. It is given by
β(h) = Φ1(h(1))Si(h(2))(1)d(i(h(2))(2)Φ
−1
1 (h(3))).
To compute it explicitly one can use Lemma 3.4 to prove the following
Lemma 4.3 Let P (M,C[Z,Z−1],Φ) be a trivial quantum principal bundle with a trivialisation
Φ which is an algebra map. Assume that differential structure Ω1(C[Z,Z−1]) is given by the
ideal generated by Z−1 + q4Z − (1 + q4) for q a complex, non-zero parameter. Then ω =
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Φ−1 ∗ β ◦ πǫ ∗ Φ + Φ
−1 ∗ d ◦ Φ is a connection in P (M,C[Z,Z−1],Φ) if and only if the map
β : ker ǫ→ Ω1(M) satisfies the following conditions
β(Zn+1 − 1) = (1 + q−4)Φ(Z)β(Zn − 1)Φ−1(Z)− q−4Φ(Z2)β(Zn−1 − 1)Φ−1(Z2)
+(1 + q−4)Φ(Z)dΦ−1(Z)− q−4Φ(Z2)dΦ−1(Z2)
β(Z−n − 1) = (1 + q4)Φ−1(Z)β(Z−n+1 − 1)Φ(Z)− q4Φ−1(Z2)β(Z−n+2 − 1)Φ(Z2)
+(1 + q4)Φ−1(Z)dΦ(Z)− q4Φ−1(Z2)dΦ(Z2),
for any n ∈ N.
The above lemma implies, in particular, that the map β corresponding to the q-monopole
connection is fully determined by its action on Z − 1 say, where it is given by
β(Z − 1) = (1− zz¯)−1(q2zdz¯ − q−2z¯dz).
The above formula for β is valid in any differential structure on M1 which admits a q-monopole
connection, in particular in the natural one discussed above. The map β is related to q-monopole
connection ωD as in Proposition 3.3. The corresponding map Φˆ1 can be constructed and,
applied to the generic element of N C[Z,Z−1] of the form θ(g⊗h), g ∈ C[Z,Z
−1], h ∈ Q, reads
Φ1(g)Si(h)(1) ⊗ i(h)(2).
5 Finite gauge theory and Czech cohomology
In this section we show how quantum differential calculi and gauge theory can be applied in the
simplest setting where M = C(Σ), Σ a finite set, and H = C(G), G a finite group. We consider
the case of a tensor product bundle P = C(Σ)⊗C(G). We show how this formalism provides a
quantum geometrical picture of Czech cohomology when Σ is the indexing set of a good cover
of a topological manifold. This demonstrates a possible new direction to the construction of
manifold invariants: instead of the usual approach in algebraic topology whereby one looks at
the combinatorics of the geometrical structures on manifolds, we consider instead the (quantum)
geometry of combinatorial structures on the manifold.
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Although we are primarily interested in 1-forms (and occasionally 2-forms), it is important
to know that they extend to an entire exterior algebra. Recall that for any unital algebra M
there is a universal extension Ω·M of Ω1M given in degree n as the joint kernel in M⊗n+1 of
all the n maps given by adjacent product. It can be viewed as Ω1M ⊗M Ω
1M ⊗M · · · ⊗M Ω
1M .
The collection Ω·M forms a differential graded algebra with
(a0⊗ · · · ⊗ an) · (b0⊗ · · · ⊗ bm) = (a0⊗ · · · ⊗ amb0⊗ · · · ⊗ bm)
dU(a0⊗ · · · ⊗ an) =
∑n+1
j=0 (−1)
j(a0⊗ · · · ⊗ aj−1⊗ 1⊗ aj ⊗· · · ⊗ an)
with the obvious conventions for j = 0, n + 1 understood. A general exterior algebra Ω·(M)
is then obtained by quotienting it by a differential graded ideal, i.e. an ideal of Ω·M stable
under dU . Without loss of generality, we always assume that the degree 0 component of the
differential ideal is trivial. The degree 1 component is in particular a sub-bimodule NM of
Ω1M as in the setting above. Conversely, Ω1(M) as defined by a sub-bimodule NM has a
maximal prolongation to an exterior algebra Ω·(M) by taking differential ideal generated by
NM ,dUNM . In each degree it can be viewed as a quotient of Ω
1(M)⊗M Ω
1(M)⊗M · · ·Ω
1(M)
by the additional relations implied by the Leibniz rule applied to the relations of Ω1(M) cf[1].
For example, Ω2(M) = Ω1(M)⊗M Ω
1(M)/(πM ⊗M πM )(dUNM ), where πM is the canonical
projection Ω1M → Ω1(M).
Clearly one may take a similar view for Ω2(M). The degree 2 part of a differential ideal of
Ω·M will, in particular, be a subbimodule F in the range
NM ⊆ F ⊆ Ω
2M
where NM = (Ω
1M)NM +NM (Ω
1M)+dUNM is a subbimodule (in view of the Leibniz rule for
dU), and Ω
2(M) = Ω2M/F . Conversely, given Ω1(M), any subbimodule F in this range defines
an Ω2(M) compatible with Ω1(M) in the natural way. Moreover, taking the differential ideal
generated by NM ,F ,dUF provides a prolongation of Ω
1(M),Ω2(M) as specified by NM ,F .
Similarly, one may specify the exterior algebra up to any finite degree and know that it prolongs
to an entire exterior algebra Ω·(M). This is the point of view which we take throughout the
paper.
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We begin with a lemma which is well-known (see e.g. [26, p. 184]), but which we include
because it provides the framework for our analysis of Ω1 and Ω2 in the case of a discrete set.
Lemma 5.1 When Σ is a finite set of order |Σ|, ΩnC(Σ) may be identified with the subset
C
|Σ|⊗ · · · ⊗C|Σ| consisting of degree-(n + 1) tensors vanishing on any adjacent diagonal. The
exterior derivative Ωn−1C(Σ)→ ΩnC(Σ) is
(dUf)i0,···,in =
n+1∑
j=0
(−1)jfi0,···,iˆj ,···,in
where ˆ denotes ommission. The algebra structure of Ω·C(Σ) is (f · g)i0···in+m = fi0···ingin···in+m
for f of degree n and g of degree m.
Proof We consider C(Σ) as a vector space with basis Σ. An element is then a vector in
C
n with components fi for i ∈ Σ. The corresponding function is f =
∑
i fiδi where δi is the
Kronecker delta-function at i. We have ΩnC(Σ) as a subspace of C(Σ)⊗n+1 in the kernel of
adjacent product maps. These send
∑
fi0···inδi0 ⊗ · · · δin to
∑
fi0···ij−1,ij−1,ij+1···inδi0 ⊗· · · ⊗ δin
for all j = 1 to j = n. So the joint kernel means tensors fi0,···,in vanishing on the identification
of any two adjacent indices. The action of dU on Ω
n−1
C(Σ) is a signed insertion of 1 in each
position of the n-fold tensor product, which is the form stated. The product structure is the
pointwise product with the outer copies of C(Σ), as stated. ⊔⊓
In particular, we identify Ω1C(Σ) with |Σ| × |Σ| matrices vanishing on the diagonal.
Proposition 5.2 Let Σ be a finite set. Then the possible Ω1(C(Σ)) are in 1-1 correspondence
with subsets E ⊂ Σ×Σ−Diag. The quotient Ω1(C(Σ)) is obtained by setting to zero the matrix
entries fij for which (i, j) /∈ E. In this way we identify Ω
1(C(Σ)) = C(E).
Proof We consider first the possible sub-bimodules NM ⊂ Ω
1
C(Σ). Let δi denote the obvious
(Kronecker delta-function) basis elements of C(Σ). If λδi⊗ δj+µδi′ ⊗ δj′ ∈ NM for (i, j) 6= (i
′, j′)
then multiplying by δi from the left or by δj from the right implies that λδi⊗ δj ∈ NM also, as
NM is required to be a sub-bimodule. Hence NM = span{δi⊗ δj} for (i, j) in some subset of
Σ× Σ−Diagonal. We denote the complement of this subset in Σ× Σ− diag by E. This gives
the general form of a nonuniversal Ω1(C(Σ)) = Ω1C(Σ)/NM . ⊔⊓
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We write i− j whenever (i, j) ∈ E and we write i#j whenever (i, j) is in the complement of
E in Σ×Σ− diag.
Lemma 5.3 Let Ω1(C(Σ)) be defined as above by E. Then the possible Ω2(C(Σ)) extending this
are in 1-1 correspondence with vector subspaces Vij ⊂ C(Σ − {i, j}) such that
Vik ∋


∑
j 6=i,k δj if i#k
δj if i#j, j 6= k
δj if i 6= j, j#k
.
Then Ω2(C(Σ)) = ⊕i,kδi⊗C(Σ− {i, k})/Vik ⊗ δk. We say that Ω
2(C(Σ)) is local if all the Vik
are spanned by δ-function basis elements.
Proof We first compute NM . Clearly, NM (Ω
1
C(Σ)) = span{δi⊗ δj ⊗ δk|∀i#j, k 6= j} and
(Ω1C(Σ))NM = span{δi⊗ δj ⊗ δk|∀i 6= j, k#j}, while for i#j, dUδi⊗ δj = 1⊗ δi⊗ δj−δi⊗ 1⊗ δj+
δi⊗ δj ⊗ 1 has most of its terms contained already in the above. The additional contribution
to NM is {δi⊗(
∑
a6=i,j δa)⊗ δj | i#j}. These three subspaces span NM . Meanwhile, by similar
arguments to the proof of Lemma 5.1, any C(Σ)-bimodule F ⊂ Ω2C(Σ) has the form
F = span{δi⊗Vik ⊗ δk| i, k ∈ Σ}, Vik ⊆ C(Σ− {i, k})
for some vector subspaces as shown. In order to contain NM we see that we require the subspaces
Vik to contain the elements stated. ⊔⊓
The local case is clearly the natural one for ‘geometry’ on the set Σ. From Proposition 5.2
we know that Ω1(C(Σ)) is always local in the same sense. From the above lemma we see that
its maximal prolongation has the Vij = 0 except in the cases stated, when it is spanned by the
stated vectors; it is therefore not local and we need to quotient it further.
Theorem 5.4 Local Ω2(C(Σ)) are in correspondence with subsets
F0 ⊆ {(i, j) ∈ Σ× Σ| i− j, j − i}, F ⊆ {(i, j, k) ∈ Σ× Σ× Σ| i− j, j − k, i− k}.
Then Ω2(C(Σ)) = C(F ) ⊕ C(F0) can be identified with 3-tensors fijk vanishing on adjacent
diagonals and such that either i = k, (i, j) ∈ F0 or (i, j, k) ∈ F .
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The 1-cycles in Ω1(C(Σ)) are fij such that
fij = −fji, fij − fik + fjk = 0
for all (i, j) ∈ F0 and (i, j, k) ∈ F respectively. Moreover, the image of C(Σ) is (dg)ij = gi − gj
for all i− j.
Proof In the preceding lemma we consider Vik as spanned by δ-functions on the complement
of some subsets Fik ⊆ Σ− {i, k}, say. We consider the requirements of the lemma for the three
mutually exclusive possible cases i#k, i = k and i− k. To contain
∑
j 6=i,k δj in the first case, we
need Fik = ∅. For the second case, we know that i#j or j#i must imply j not in Fii, i.e. j ∈ Fii
should imply i− j and j − i (we consider only j ∈ Σ− {i}). This requires Fii ⊂ {j|i− j, j − i}.
Similarly for the third possibility. Thus, the conditions on Vik in the preceding lemma become
now
Fik ⊆


∅ if i#k
{j ∈ Σ|i− j, j − i} if i = k
{j ∈ Σ|i− j, j − k} if i− k
.
Moreover, in the local case we can identify the quotients as remaining basis elements, i.e.
Ω2(C(Σ)) = ⊕i,kδi⊗C(Fik)⊗ δk.
Next, we can collect together all the Fik where i− k. The specification of these is equivalent
to the specification of F as stated. Likewise, the specification of all the Fii is equivalent to the
specification of F0 as stated. Then Ω
2(C(Σ)) = C(F )⊕C(F0) where C(F ) refers to the coefficients
of vectors of the form δi⊗ δj ⊗ δk when i − j, j − k, i − k, and C(F0) refers to coefficients of
δi⊗ δj ⊗ δi.
Finally, we compute the (df)iji = fij + fji and (df)ijk = fij − fik + fjk in Ω
2(C(Σ)), where
we need only consider (i, j) ∈ F0 in the first equation and (i, j, k) ∈ F in the second. Hence the
closed forms are as stated. ⊔⊓
It should be clear that a similar situation occurs to all orders. The maximal prolongation
of local Ω1,Ω2, say, will not be local, requiring further subset data to obtain local Ω3, and
so on. Note also that such ‘finite differential geometry’ makes no sense classically because 1-
forms and functions commute in Ω1(C(Σ)) only in the trivial case; one needs the more general
axioms of quantum differential geometry and quantum exterior algebra. As an application,
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we may associate a suitable nonuniversal quantum differential calculus to any finite cover of a
topological manifold, i.e. we have the possibility to do ‘geometry’ on the combinatorics of the
manifold rather than combinatorics of the geometry. We recall that a finite cover {Ui} has some
nonzero intersections {Ui ∩ Uj}, some nonzero triple intersections {Ui ∩ Uj ∩ Uk} etc.
Corollary 5.5 Let X be a topological manifold with a finite good open cover {Ui} where i run
over an indexing set Σ. The cover has an associated local quantum differential calculus Ω1(C(Σ)),
Ω2(C(Σ)) such that its quantum cohomology is the Czech cohomology H1(X).
Proof Let E be the distinct pairs for which Ui ∩ Uj 6= ∅. Here i − j iff j − i so E has a
symmetric form. We take F0 = E. We take for F the distinct triples for which Ui∩Uj ∩Uk 6= ∅.
We have 1-cochains {fij} defined for i− j but we do not require fji = −fij for the cochain itself,
i.e there are many more 1-cochains than in Czech cohomology. On the other hand, the closure
condition is stronger than in Czech cohomology and antisymmetry appears ‘on shell’ for any
closed cochain. The image of d in Ω1(C(Σ)) has the usual (antisymmetric) form, so we recover
the usual H1(X) in spite of the ‘quantum’ construction. ⊔⊓
Note that for a smooth compact manifold this recovers the DeRahm cohomology H1(X), i.e.
we recover a known geometrical invariant from ‘geometry’ directly on the cover. Also, it should
be clear that the similar result applies more generally to any simplicial complex (with the one in
the corollary being the nerve of the cover of a topological manifold.) We let Σ be the vertices,
E the edges and F the faces. The associated quantum exterior algebra Ω·(C(Σ)) is such that
its cohomology H1 coincides with the usual simplicial cohomology. Unlike the usual situation,
however, our ‘quantum’ resolution of the simplicial cohomology has the cochains forming a
differential graded algebra and not only a complex of vector spaces as in the usual situation.
This allows us to proceed in a ‘geometrical’ fashion. Essentially, the product in Lemma 5.1 is
not compatible with antisymmetry of the cochains and we instead impose the antisymmetry
only ‘on shell’ and not for the cochains themselves. Although the similarity of dU in Lemma 5.1
with the Czech coboundary is obvious from the outset, one usually imposes antisymmetry by
hand on the cochains (see for example [27]) and hence loses the exterior algebra structure.
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We may now proceed to consider further geometrical structures in this discrete setting. In
particular, gauge theory or quantum group gauge theory then provides the natural extension to
group or quantum-group valued Czech cohomology. We note first that if we are interested in
only trivial principal bundles and gauge theory in terms of the base M , we do not need to fix
a differential calculus Ω1(H). We need only the coalgebra structure of H[1] for a formal gauge
theory with any β : H → Ω1(M) (not necessarily vanishing on 1) and any γ : H → M (not
necessarily unital). As explained in [28] we can use any nonuniversal Ω1(M),Ω2(M) which are
compatible (as part of a differential graded algebra), and still have the fundamental lemma of
gauge theory that
F (β) = dβ + β ∗ β; βγ = γ−1 ∗ β ∗ γ + γ−1 ∗ dγ
obeys
F (βγ) = γ−1 ∗ F (β) ∗ γ
where ∗ denotes the convolution product defined via the coproduct of H. We can still have
sections and covariant derivatives as well at this level[28]. Equally well, we can work with
β ∈ Ω1(M)⊗A and invertible γ ∈M ⊗A, where A need only be a unital algebra. For example,
the zero curvature equation dβ + β ∗ β = 0 makes sense in Ω2(M)⊗A.
Proposition 5.6 Let A be a unital algebra and consider gauge fields β ∈ Ω1(C(Σ))⊗A such that
F (β) = 0 in Ω2(C(Σ))⊗A. There is an action of the group of invertible elements γ ∈ C(Σ)⊗A
on this space and the moduli space of zero curvature gauge fields modulo such transformations
coincides with the multiplicative Czech cohomology H1(X,A) in the setting of the preceding
corollary.
Proof In the setting of Proposition 5.4 we have
F (β)iji = βij + βji + βijβji, F (β)ijk = βij + βjk − βik + βijβjk
for all (i, j) ∈ F0 and (i, j, k) ∈ F respectively. Hence the zero-curvature equation is
(1 + βij)(1 + βji) = 1, (1 + βij)(1 + βjk) = 1 + βik
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as a multiplicative version of Proposition 5.4 and with values in A. Although βij are not imposed
to be such that gij = 1 + βij is invertible, we see that this appears ‘on shell’ for zero curvature
gauge fields, along with g−1ij = gji. Finally, a gauge transformation means γ ∈ C(Σ)⊗A with
components {γi} invertible, and the action on connections is
βγij = γ
−1
i βijγj + γ
−1
i γj − 1
for all i− j. Hence, in the particular setting of Corollary 5.5 (or more generally for a simplicial
complex) we obtain for the moduli space of zero curvature gauge fields the multiplicative Czech
cohomology. ⊔⊓
Note that if A supports logarithms then 1 + βij = exp fij and the multiplicative theory
becomes equivalent to the additive theory as in Corollary 5.5, i.e. we have a second interpretation
with f as A-valued quantum differential forms in this case.
We proceed now to quantum group gauge theory with a full quantum geometric structure
where P = C(Σ)⊗C(G) = C(Σ×G), G a finite group (say) and both C(G), C(Σ) are equipped
with quantum differential calculi. Bicovariant (coirreducible) calculi on C(G) are known to
correspond to nontrivial conjugacy classes on G. When G = Z2 there is only one non-zero
calculus, which is also the universal one. Here ker ǫ is 1-dimensional so β, γ are fully specified
as β ∈ Ω1(C(Σ)) and γ ∈ C(Σ) with invertible components. In this case we recover the setting
of Proposition 5.6 with A = C. However, for other groups (or if we use the zero calculus on
C(Z2)) we need the theory of quantum principal bundles with nonuniversal calculi developed in
Section 3. We demonstrate some of this theory now, namely Proposition 3.3 which provides the
construction of the differential calculus on a trivial bundle P by ‘gluing’ the chosen calculi on
the base and on the fibre via a universal connection.
We consider G = Z3 = {e, g, g
2}, which has two non-zero bicovariant calculi, associated to
g or g−1. Without loss of generality we consider the one associated to g. Then Ω1(C(Z3)) is
1-dimensional over H = C(Z3). The unique normalised left-invariant 1-form is ω1 say and
dδe = (δg2 − δe)ω1, dδg = (δe − δg)ω1, ω1δgi = δgi−1ω1
gives its structure on a δ-function basis of C(Z3). The ideal Q for this bicovariant calculus is
31
Q = Cδg2 . From the point of view of Proposition 5.2, the calculus corresponds to edges specified
by a− b iff a = b− 1, where a, b ∈ {0, 1, 2} mod 3. The corresponding subbimodule of Ω1C(Z3)
is span{δe⊗ δg2 , δg ⊗ δe, δg2 ⊗ δg}.
Example 5.7 Let C(Σ) have differential calculus described by a collection of edges {i − j}
via Proposition 5.2. Let C(Z3) have the standard 1-dimensional calculus as above. For any
βU : ker ǫ→ Ω
1
C(Σ), i.e. a pair β(1) = βU (δg), β
(2) = βU (δg2) of |Σ| × |Σ| of matrices with zero
diagonal, the induced Ω1(C(Σ × Z3)) via Proposition 3.3 has the allowed edges
(i, a)− (j, a) if i− j, β
(2)
ij = 0
(i, a) − (i, b) if a = b− 1
(i, a− 1)− (j, a) if i− j, β
(1)
ij = 0
Moreover, ω : ker ǫ/Q → Ω1(C(Σ × Z3)) defined by
ω(δg)=
∑
i−j,β
(2)
ij
=0
∑
a
β
(1)
ij δi⊗ δga ⊗ δj ⊗ δga −
∑
i−j,β
(1)
ij
=0
∑
a
δi⊗ δga−1 ⊗ δj ⊗ δga
−
∑
i,a
δi⊗ δga−1 ⊗ δi⊗ δga
is a connection on C(Σ × Z3) as a quantum principal bundle with this quantum differential
calculus.
Proof Since P = C(Σ)⊗C(Z3) is a tensor product bundle P = M ⊗H, the trivialisation in
Proposition 3.3 is Φ(h) = 1⊗ h and so
ωU (h) = (1⊗Sh(1))βU (πǫ(h(2)))⊗h(3) + 1⊗Sh(1)⊗ 1⊗h(2) − 1⊗ 1⊗ 1⊗ 1ǫ(h).
To compute the minimal horizontal subbimodule
N 0 = P span{(m⊗h(1))ωU (qh(2))− ωU(q)(m⊗ h)| q ∈ Q, m ∈M, h ∈ H}
and N = 〈PNMP,PωU (Q)P 〉 defining Ω
1(P ), we compute first
ωU(δg2)=
∑
a+b+c=2
δg−aβU (δgb)δgc +
∑
a+b=2
1⊗ δg−a ⊗ 1⊗ δgb
=
∑
i,j,a
β
(1)
ij δi⊗ δga−1 ⊗ δj ⊗ δga +
∑
i,j,a
β
(2)
ij δi⊗ δga ⊗ δj ⊗ δga −
∑
a
1⊗ δga+1 ⊗ 1⊗ δga
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where indices a, b, c are taken in {0, 1, 2} mod 3 and i, j ∈ Σ. Then
(δl⊗ δgb)ωU (δg2)(δk ⊗ δga)
= (δl⊗ δgb ⊗ 1⊗ 1)×
×(
∑
j
β
(1)
jk ⊗ δj ⊗ δga−1 ⊗ δk ⊗ δga +
∑
j
β
(2)
jk δj ⊗ δga ⊗ δk ⊗ δga − 1⊗ δga+1 ⊗ δk ⊗ δga)
= δb,a−1β
(1)
lk δl⊗ δga−1 ⊗ δk ⊗ δga + δb,aβ
(2)
lk δl⊗ δga ⊗ δk ⊗ δga + δb,a+1δl⊗ δga+1 ⊗ δk ⊗ δga
Choosing b = a− 1, a, a + 1 we see that
PωU (Q)P = span{δi⊗ δga−1 ⊗ δj ⊗ δga |β
(1)
ij 6= 0} + span{δi⊗ δga ⊗ δj ⊗ δga |β
(2)
ij 6= 0}
+span{δi⊗ δga+1 ⊗ δj ⊗ δga}.
This and
PNMP = span{δi⊗ δga ⊗ δj ⊗ δgb | i#j}
gives N . One may compute N 0 similarly, noting that since Q = Cδg2 ,
N 0 = span{(δl⊗ δgb ⊗ 1⊗ 1)
(
(δk ⊗ δga+1)ωU (δg2)− ωU(δg2)(δk ⊗ δga)
)
}.
This turns out to be the PωU (Q)P in which its third part is restricted to span{δi⊗ δga+1 ⊗ δj ⊗ δga |i 6=
j}.
Next, we compute the edges corresponding to N as in the setting of Proposition 5.2. We
consider only (i, a) 6= (j, b). Then (i, a)#(j, b) whenever a = b + 1 or (a = b − 1, β
(1)
ij 6= 0) or
(a = b, β
(2)
ij 6= 0). So the complementary set is (i, a) − (j, b) whenever (a = b or a = b− 1) and
(i = j or i− j) and (a = b or β
(1)
ij = 0) and (a = b− 1 or β
(2)
ij = 0), which simplifies as stated.
Finally, Proposition 3.3 also provides for a connection ω : ker ǫ/Q → Ω1(P ). In our case we
identify ker ǫ/Q = Cδg. Then
ωU (δg)=
∑
i,j,a
β
(1)
ij δi⊗ δga ⊗ δj ⊗ δga +
∑
i,j,a
β
(2)
ij δi⊗ δga+1 ⊗ δj ⊗ δga −
∑
a
1⊗ δga−1 ⊗ 1⊗ δga .
We then project this down by setting to zero elements in N , which gives the result as shown. In
specific examples one may also compute Ω1P (M) obtained by restricting Ω
1(P ) to M (in general
it will not be our original Ω1(M), having instead the new subbimodule Ω1M ∩N ). ⊔⊓
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We see that a connection βU ‘glues’ the differential calculus in C(G) to that on C(Σ) to
obtain a differential calculus on the total space. We can of course take quantum groups other
than C(G). For example, we may take H = CG, G a finite group. When G is non Abelian, H
is not the function algebra on any space, so this is a genuine application of ‘noncommutative
geometry’. In this case we know from [13] that (coirreducible) bicovariant calculi Ω1(CG) may
be identified with pairs (V, λ) where V is an (irreducible) representation and λ ∈ P (V ∗). We
will construct nonuniversal calculi and connections on bicrossproduct bundles of this type (i.e.
with fibre CG) in the next section.
One can (in principle) consider other connections on this bundle, the zero curvature condition
etc., and obtain in this way (in view of Proposition 5.6) a slew of refinements of Czech cohomology
with values in quantum groups equipped with quantum differential structures. Recall that at
the level of naive gauge theory as in Proposition 5.6 only the coalgebra of H enters. Thus
H = CG just yields |G| − 1 copies of the 1-dimensional gauge theory. By contrast, the theory
with nonuniversal calculi on the fibre and bundle carries much more information, including the
group structure and (in the case of CG) the choice of (V, λ). One also has extensions of the
geometric theory of quantum principal bundles where the fibre is a braided group or only a
coalgebra[11][29]. In a dual form it means gauge fields with values in algebras (not necessarily
Hopf algebras) equipped with differential calculi.
Finally, the extension of these ideas to values in a sheaf is also important. Valuation of the
usual Czech H1 in the structure sheaf provides of course a classification of line bundles over
X, etc. By taking more exotic Hopf algebras and differential calculi in a sheaf setting we may
obtain more interesting invariants and ‘quantum geometrical’ methods to compute them. A
further long-range suggestion provided by the above result is that the role of an ‘open cover’ can
be naturally encoded as a discrete algebra (here C(Σ)) and the choice of nonuniversal differential
calculus on it. One may be able to turn this around and take a discrete algebra M and choice of
Ω·(M) on it as the starting point for the definition of a quantum manifold ‘with cover M ’. One
should then define a ‘sheaf over M,Ω·(M)’, etc. These are directions to be explored elsewhere.
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6 Bundles and Connections on Cross Product Hopf Algebras
As noted already in Section 2, a general trivial quantum principal bundle has the form of a
cocycle cross product. Here we will consider in detail some special cases of such cross products
where the total space P is itself a Hopf algebra. This covers many of the Hopf algebras in
the literature, providing for them natural calculi and connections. This is a further concrete
application of quantum group gauge theory and provides a uniform approach to the different
kinds of cross product.
In fact, there are mainly two different general constructions for Hopf algebras where the
algebra part is a cross product. The first, the bicrossproduct construction[4] associates quantum
groups to group factorisations. The other is a bosonisation construction[30] which provides the
Borel and maximal parabolic parts of the quantum groups Uq(g), as well as a way of thinking
about the quantum double[5][7] and Poincare´ quantum groups[6]. Slightly more general is a
biproduct construction[31][5], with the starting point being a braided group.
Note that if a homogeneous bundle as in Example 2.3 is split by a coalgebra map i : H → P
then (a) the bundle is trivial by Φ = i and (b) the Ad-invariance condition in Example 2.3
holds and the canonical connection Si(h)(1)di(h)(2) coincides with the trivial β = 0 connection
in Example 3.3. The bosonisations are of this type (in fact, i a Hopf algebra map), while
bicrossproducts are not in general of this type, although the bundle is still trivial.
6.1 Bicrossproducts
We recall [10] that a general extension of Hopf algebras has the form of a bicrossproduct
M →M◮⊳H → H
possibly with cocycles.
We consider the cocycle-free case. In this case H acts on M and M coacts on H and the
Hopf algebra structure is the associated cross product and cross coproduct (or ‘bicrossproduct’)
from [4]. In this case it is immediate to see from the explicit formulae that π : M◮⊳H → H,
π(m⊗h) = ǫ(m)h is a homogeneous quantum principal bundle over M . Moreover, the map
Φ : H → M◮⊳H, Φ(h) = 1⊗ h is an algebra map. It is easy to see that ∆R ◦ Φ = (Φ⊗ id) ◦∆
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and Φ−1 = Φ ◦ S, so that M◮⊳H as a bundle is trivial. From Proposition 3.3 we already know
that natural calculi Ω1(P ) are provided by the choice of connection defined by βU : ker ǫ→ Ω
1M .
We provide now a construction for suitable βU such that the resulting Ω
1(P ) is left-invariant.
Proposition 6.1 Strong, left-invariant connections in M◮⊳H as a trivial quantum principal
bundle are in 1-1 correspondence with linear left-invariant maps βU : ker ǫ→ Ω
1M such that
βU (πǫ(h(1)))h(2)
¯(2)⊗h(2)
¯(1) − h(1)
¯(2)βU (πǫ(h(2)))⊗h(1)
¯(1) = dUh
¯(2) ⊗h ¯(1)
Moreover, such βU are in 1-1 correspondence with linear maps γ : H → M obeying γ(1) = 1
and ǫM ◦ γ = ǫH , and such that
γ(h(1))h(2)
¯(2)⊗h(2)
¯(1) = γ(h(2))⊗h(1), ∀h ∈ H.
The correspondence is via
βU (h) = (Sγ(h)(1))dUγ(h)(2).
The corresponding ωU is a canonical connection for a splitting map i(h) = γ(h(1))⊗ h(2).
Proof First recall some basic facts about bicrossproducts that are needed for the proof. The
definition of a coproduct in M◮⊳H, ∆(m⊗h) = m(1)⊗h(1)
¯(1)⊗m(2)h(1)
¯(2)⊗h(2) implies that
∆Φ(h) = Φ(h(1)
¯(1))⊗h(1)
¯(2)Φ(h(2)). Let α : H → M ⊗H denote a right coaction of M on
H used for the definition of M◮⊳H, i.e. α(h) = h ¯(1)⊗h ¯(2). Then the property α(gh) =
g(1)
¯(1)h ¯(1)⊗ g(1)
¯(2)(g(2)⊲h
¯(2)) implies
1H ⊗Φ(Sh) = α(Sh(2)h(3))Φ(Sh(1)) = Sh(3)
¯(1)h(4)
¯(1)⊗Sh(3)
¯(2)(Sh(2)⊲h(4)
¯(2))Φ(Sh(1))
= Sh(4)
¯(1)h(5)
¯(1)⊗Sh(4)
¯(2)Φ(Sh(3))h(5)
¯(2)Φ(S2h(2)Sh(1))
= Sh(2)
¯(1)h(3)
¯(1)⊗Sh(2)
¯(2)Φ(Sh(1))h(3)
¯(2),
where we used the fact that h⊲m = Φ(h(1))mΦ(Sh(2)), ∀m ∈M,h ∈ H. Therefore
1H ⊗Φ(Sh) = Sh(2)
¯(1)h(3)
¯(1)⊗Sh(2)
¯(2)Φ(Sh(1))h(3)
¯(2). (15)
Similarly, for any h ∈ H
ǫ(h)1H ⊗ 1M = h(1)
¯(1)Sh(4)
¯(1)⊗h(1)
¯(2)Φ(h(2))Sh(4)
¯(2)Φ(Sh(3)). (16)
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Now we can start proving the proposition. First assume that ωU is a strong, left-invariant
connection. Recall from [8] that the connection Π : Ω1P → Ω1P in P (M,H) is said to be strong
if (id − Π)(dUP ) ⊂ (Ω
1M)P . In the case of a trivial bundle P (M,H,Φ) this is equivalent to
the existence of a map βU : ker ǫH → Ω
1M , given by βU (h) = Φ(h(1))ωU(πǫ(h(2)))Φ
−1(h(3)) +
Φ(h(1))dUΦ
−1(h(2)). In our case Φ is an algebra map, therefore Φ
−1 = Φ◦S. Since ωU is assumed
to be left-invariant we find, for any h ∈ ker ǫH ,
∆L(βU (πǫ(h(1)))h(2)
¯(2))⊗ h(2)
¯(1)
= Φ(h(1))(1)Φ(Sh(3))(1)h(4)
¯(2)
(1)⊗Φ(h(1))(2)ωU (πǫ(h(2)))Φ(Sh(3))(2)h(4)
¯(2)
(2)⊗h(4)
¯(1)
+Φ(h(1))(1)Φ(Sh(2))(1)h(3)
¯(2)
(1)⊗Φ(h(1))(2)(dUΦ(Sh(2))(2))h(3)
¯(2)
(2)⊗h(3)
¯(1)
= Φ(h(1)
¯(1)Sh(5)
¯(1))h(6)
¯(2)
(1)⊗h(1)
¯(2)Φ(h(2))ωU (πǫ(h(3)))Sh(5)
¯(2)Φ(Sh(4))h(6)
¯(2)
(2)⊗h(6)
¯(1)
+Φ(h(1)
¯(1)Sh(4)
¯(1))h(5)
¯(2)
(1)⊗h(1)
¯(2)Φ(h(2))dU (Sh(4)
¯(2)Φ(Sh(3)))h(5)
¯(2)
(2)⊗h(5)
¯(1).
On the other hand since βU (h) ∈ Ω
1M , ∆L(βU (h)) ∈ M ⊗Ω
1M , i.e. ∆L is the coaction of M
on Ω1M . Therefore the outcome of the above calculation must be in M ⊗Ω1M ⊗H. Applying
1HǫM ⊗ idΩ1M ⊗ idH and noting that (ǫM ⊗ id)(1⊗ h)(m⊗ 1) = ǫ(m)h, for any h ∈ H and
m ∈M we find
1H ⊗βU (πǫ(h(1)))h(2)
¯(2)⊗h(2)
¯(1)
= h(1)
¯(1)Sh(5)
¯(1)⊗h(1)
¯(2)Φ(h(2))ωU (πǫ(h(3)))Sh(5)
¯(2)Φ(Sh(4))h(6)
¯(2)⊗h(6)
¯(1)
+h(1)
¯(1)Sh(4)
¯(1)⊗h(1)
¯(2)Φ(h(2))dU (Sh(4)
¯(2)Φ(Sh(3))h(5)
¯(2))⊗h(5)
¯(1)
−h(1)
¯(1)Sh(4)
¯(1)⊗h(1)
¯(2)Φ(h(2))Sh(4)
¯(2)Φ(Sh(3))dUh(5)
¯(2)⊗h(5)
¯(1).
This implies
βU(πǫ(h(1)))h(2)
¯(2)⊗h(2)
¯(1)
= h(1)
¯(2)Φ(h(2))ωU (πǫ(h(3)))Sh(5)
¯(2)Φ(Sh(4))h(6)
¯(2)⊗h(1)
¯(1)Sh(5)
¯(1)h(6)
¯(1)
+h(1)
¯(2)Φ(h(2))dU(Sh(4)
¯(2)Φ(Sh(3))h(5)
¯(2))⊗h(1)
¯(1)Sh(4)
¯(1)h(5)
¯(1)
−h(1)
¯(2)Φ(h(2))Sh(4)
¯(2)Φ(Sh(3))dUh(5)
¯(2)⊗h(1)
¯(1)Sh(4)
¯(1)h(5)
¯(1)
= h(1)
¯(2)Φ(h(2))ωU (πǫ(h(3)))Φ(Sh(4))⊗h(1)
¯(1) + h(1)
¯(2)Φ(h(2))dUΦ(Sh(3))⊗h(1)
¯(1)
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+h(1)
¯(2)ǫ(h(2))⊗ 1⊗ h(1)
¯(1) − h(1)
¯(2)Φ(h(2))Sh(4)
¯(2)Φ(Sh(3))⊗ h(5)
¯(2)⊗h(1)
¯(1)Sh(4)
¯(1)h(5)
¯(1)
= h(1)
¯(2)βU (πǫ(h(2)))⊗ h(1)
¯(1) + h
¯(2)⊗ 1⊗h ¯(1) − ǫ(h(1))⊗ h(2)
¯(2)⊗h(2)
¯(1)
= h(1)
¯(2)βU (πǫ(h(2)))⊗ h(1)
¯(1) − dUh
¯(2)⊗h ¯(1),
where we used property (15) and definition of the universal differential to derive the second
equality and (16) to derive the third one.
Furthermore, we find
∆L(βU (h)) = Φ(h(1))(1)Φ(Sh(3))(1)⊗Φ(h(1))(2)ωU (πǫ(h(2)))Φ(Sh(3))(2)
+Φ(h(1))(1)Φ(Sh(2))(1)⊗Φ(h(1))(2)dUΦ(Sh(2))(2)
= Φ(h(1)
¯(1)Sh(5)
¯(1))⊗h(1)
¯(2)Φ(h(2))ωU (πǫ(h(3)))Sh(5)
¯(2)Φ(Sh(4))
+Φ(h(1)
¯(1)Sh(4)
¯(1))⊗ h(1)
¯(2)Φ(h(2))dU (Sh(4)
¯(2)Φ(Sh(3)))
Using the fact that ∆L(βU (h)) ∈ M ⊗Ω
1M and that M is invariant under ∆R we can apply
∆R to first factor in ∆L(βU (h)) then Φ
−1 to second factor in the resulting tensor product and
multiply first two factors to obtain back ∆L(βU (h)). Applying the same procedure to the right
hand side of the above equality, using the fact that Φ is an intertwiner for the right coaction of
H on M◮⊳H as well as the properties of a counit in M◮⊳H we thus find
∆L(βU (h)) = ǫ(h(1)
¯(1)Sh(5)
¯(1))1⊗ h(1)
¯(2)Φ(h(2))ωU (πǫ(h(3)))Sh(5)
¯(2)Φ(Sh(4))
+ǫ(h(1)
¯(1)Sh(4)
¯(1))1⊗ h(1)
¯(2)Φ(h(2))dU (Sh(4)
¯(2)Φ(Sh(3)))
= 1⊗(Φ(h(1))ωU(πǫ(h(2)))Φ(Sh(3)) + Φ(h(1))dUΦ(Sh(2))) = 1⊗ βU (h).
Therefore βU is left-invariant as stated.
Conversely, let βU : ker ǫH → Ω1M be a left-invariant linear map satisfying the condi-
tion in the proposition. Define ωU : ker ǫH → Ω
1P by ωU(h) = Φ(Sh(1))βU (πǫ(h(2)))Φ(h(3)) +
Φ(Sh(1))dUΦ(h(2)). The map ωU is a strong connection 1-form. We need to verify whether it is
left-invariant. For any h ∈ ker ǫH we use the left-invariance of βU and compute
∆Lω(h) = Φ(Sh(2)
¯(1)h(4)
¯(1))⊗Sh(2)
¯(2)Φ(Sh(1))βU (πǫ(h(3)))h(4)
¯(2)Φ(h(5))
+Φ(Sh(2)
¯(1)h(3)
¯(1))⊗Sh(2)
¯(2)Φ(Sh(1))dU (h(3)
¯(2)Φ(h(4)))
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= Φ(Sh(2)
¯(1)h(3)
¯(1))⊗Sh(2)
¯(2)Φ(Sh(1))h(3)
¯(2)βU (πǫ(h(4)))Φ(h(5))
−Φ(Sh(2)
¯(1)h(3)
¯(1))⊗Sh(2)
¯(2)Φ(Sh(1))(dUh(3)
¯(2))Φ(h(4))
+Φ(Sh(2)
¯(1)h(3)
¯(1))⊗Sh(2)
¯(2)Φ(Sh(1))(dUh(3)
¯(2))Φ(h(4))
+Φ(Sh(2)
¯(1)h(3)
¯(1))⊗Sh(2)
¯(2)Φ(Sh(1))h(3)
¯(2)dUΦ(h(4))
= 1⊗(Φ(Sh(1))βU (πǫ(h(2)))Φ(h(3)) + Φ(Sh(1))dUΦ(Sh(2))),
where the assumption about βU and the Leibniz rule were used in the derivation of the second
equality and the property (15) in derivation of the last one. Therefore ωU is a left-invariant
connection as required.
Since βU (h) is a left-invariant form on M for any h ∈ ker ǫH then the similar argument as
in the proof of Proposition 3.4 yields that βU (h) = Sγ(h)(1)dUγ(h)(2) with γ = (ǫM ⊗ id) ◦ βU ,
a map ker ǫH → ker ǫM , which is extended uniquely to H by setting γ(1) = 1. In other words
γ(h) = (ǫM ⊗ id)◦βU (πǫ(h))+ǫ(h)1M , for any h ∈ H. Notice that ǫM (γ(h)) = ǫH(h). Assuming
that βU satisfies the condition specified in the proposition and applying ǫM ⊗ id one finds
(γ(πǫ(h(1))) + ǫ(h(1)))h(2)
¯(2)⊗h(2)
¯(1) = (γ(πǫ(h(2))) + ǫ(h(2)))⊗ h(1),
i.e.
γ(h(1))h(2)
¯(2)⊗h(2)
¯(1) = γ(h(2))⊗h(1), ∀h ∈ H,
as required. Now take any map γ : H → M , γ(1) = 1, ǫM ◦ γ = ǫH , and such that the above
condition is satisfied. Applying (S ⊗ id)◦∆ to the first factor in this equality and using definition
of the universal differential one finds
Sh(2)
¯(2)
(1)Sγ(h(1))(1)(dUγ(h(1))(2))h(2)
¯(2)
(2)⊗h(2)
¯(1) − Sγ(h(2))(1)dUγ(h(2))(2)⊗h(1)
= Sh
¯(2)
(1)dUh
¯(2)
(2)⊗h
¯(1),
or, by using the form of βU , i.e. βU (h) = Sγ(h)(1)dUγ(h)(2)
Sh(2)
¯(2)
(1)βU (πǫ(h(1)))h(2)
¯(2)
(2)⊗h(2)
¯(1) − β(πǫ(h(2)))⊗h(1) = Sh
¯(2)
(1)dUh
¯(2)
(2)⊗h
¯(1).
By applying the coaction α to the second factor in the above equality, interchanging third factor
with the second and the first ones and then multiplying first two factors one obtains the required
property of βU . Hence the bijective correspondence between βU and γ is established.
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Finally, from Proposition 3.4, left-invariant ωU is of the canonical form with i = (ǫ⊗ id)◦ωU .
Since ωU (h) = Φ(Sh(1))βU (πǫ(h(2)))Φ(h(3)) + Φ(Sh(1))dUΦ(h(2)) one easily finds that i(h) =
γ(h(1))Φ(h(2)), i.e. i(h) = γ(h(1))⊗ h(2), where γ : H → M , γ(h) = (ǫ⊗ id) ◦ β(πǫ(h)) + ǫ(h)1M ,
for any h ∈ H. ⊔⊓
Therefore, for these βU we are in the setting of Proposition 3.4 or Example 3.6 for the map
i constructed above. The smallest horizontal right ideal in this case is
Q0 = span{γ(q(1))q(2)⊲m⊗ q(3)h− ǫ(m)γ(q(1)h(1))⊗ q(2)h(2) | q ∈ Q,m ∈M,h ∈ H}. (17)
We see that a choice of left-invariant ωU , Qhor ⊇ Q0 and left-covariant Ω
1(M) defines a left-
covariant Ω1(P ). The corresponding ideal is QP = 〈i(Q)P,QMP 〉 where
i(Q)P = span{γ(q(1))q(2)⊲m⊗ q(3)h| q ∈ Q,m ∈M,h ∈ H} ⊇ Q0.
Example 6.2 Let P =M◮⊳H be viewed as a quantum principal bundle. Let γ obey the condi-
tion in Proposition 6.1 and let Ω1(M) be left M -covariant. Then P has a natural left-covariant
calculus Ω1(P ) such that Ω1hor = P (dM)P and
ω(h) = Φ−1(h(1))β(πǫ(h(2)))Φ(h(3)) + Φ
−1(h(1))dΦ(h(2))
where β : ker ǫ→ Ω1P (M) is defined by β(h) = (Sγ(h)(1))dγ(h)(2).
Proof Since Ω1(M) is assumed to be left-covariant, the subbimodule NM generating Ω
1(M)
is obtained from a right ideal QM ⊂ ker ǫM . Since M is a Hopf subalgebra of M◮⊳H, the
left M -invariance of NM implies left P -invariance of PNMP . The corresponding right ideal in
ker ǫP is QMP . Therefore we take Qhor = 〈Q0,QMP 〉 corresponding to N hor = 〈N 0, PNMP 〉
as in Example 3.7. On the other hand, we are also in the setting of Proposition 3.3 and take
ωU in that strong form, as in Proposition 6.1. Note as in Proposition 3.3. that the inherited
differential structure Ω1P (M) is not different from Ω
1(M) if N 0 ∩ Ω
1M ⊆ NM . ⊔⊓
We now consider the simplest concrete setting of bicrossproducts, where M = C(Σ), Σ a
finite set (as in Section 5) and H = CG, G a finite group. Here P is a bicrossproduct of the
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form C(Σ)◮⊳CG, regarded as a bundle. This is necessarily of the form associated to a group
factorisation X = GΣ. Then Σ acts on G and G acts on Σ, by ⊲, ⊳ respectively, as defined by
sg = (s⊲g)(s⊳g) in X. The bicrossproduct C(Σ)◮⊳CG has the explicit form
(δs⊗ g)(δt ⊗h) = δs⊳g,t(δs⊗ gh)
∆(δs⊗ g) =
∑
ab=s δa⊗ b⊲g⊗ δb⊗ g, S(δs⊗ g) = δ(s⊳g)−1 ⊗(s⊲g)
−1
for all g, h ∈ G and s, t ∈ Σ. Note that the actions ⊲, ⊳ are typically not effective. We define the
subset
Y = {(g, s)| s⊲g = g} =
∏
g∈G
I(g) ⊆ G× Σ.
where I(g) is the isotropy group of g. Here Y necessarily contains Σ = I(e) as (e,Σ) where
e ∈ G is the group identity. From Proposition 5.1 we know that Ω1(C(Σ)) correspond to
Γ ⊂ Σ×Σ−diag. We require this to be Σ-invariant. Finally, we know from [13] that coirreducible
bicovariant Ω1(CG) correspond to (V, λ) where V is an irreducible left G-module and λ ∈ P (V ∗).
The corresponding quantum tangent space in [13] is spanned by xv = λ(( )⊲v) − λ(v)1 ∈ C(G)
with corresponding derivation ∂xvg = xv(g)g on group-like elements g ∈ CG. Hence
Q = span{q ∈ ker ǫ| ǫ∂xvq = 0} = {q ∈ ker ǫ| λ(q⊲v) = 0 ∀v ∈ V }
i.e. the kernel of the map ker ǫ→ V ∗ provided by the action ⊲ : CG⊗ V → V composed with λ.
Proposition 6.3 Left-invariant Ω1(C(Σ)◮⊳CG) are provided by pairs γ, S, where γ ∈ C(Y ) is
a function such that γ(e, s) = 1 = γ(g, e) for all s ∈ Σ, g ∈ G, and S ⊂ Σ, e /∈ S is a subset.
The associated invariant connection is defined by
βU (g)s,t = γ(g, s
−1t)− 1
where γ is extended by zero to X. The minimal horizontal right ideal is
Q0 = span{
∑
q∈G
qgγ(g)δs⊳g−1 ⊗ gh| q ∈ Q, h ∈ G, e 6= s ∈ Σ}+span{
∑
g∈G
qg(δe−γ(g))⊗ g|q ∈ Q}.
If we take Qhor = 〈Q0,C(S)⊗CG〉 then the resulting calculus has
QP = span{
∑
q∈G
qgγ(g)δs⊳g−1 ⊗ gh| q ∈ Q, h ∈ G, e 6= s ∈ Σ}+ δe⊗Q+ C(S)⊗CG.
41
Proof The coaction of C(Σ) on G in the bicrossproduct is g 7→
∑
s s⊲g⊗ δs (see [10]). We
therefore require γ : CG→ C(Σ) i.e. γ ∈ C(G× Σ) such that
∑
s
γ(g)δs ⊗ s⊲g = γ(g)⊗ g
for all g. Evaluating at a fixed s ∈ Σ, this is γ(g, s)(s⊲g − g) = 0 for all s ∈ Σ and g ∈ G. This
gives the stated form of γ. Then
βU (g) =
∑
s∈I(g)
γ(g, s)
∑
ab=s
δa−1dUδb =
∑
s∈I(g)
γ(g, s)
∑
ab=s
δa−1 ⊗ δb − δa−1δb⊗ 1
=
∑
s∈I(g)
γ(g, s)
∑
ab=s
δa−1 ⊗ δb − γ(g, e)1⊗ 1
which gives the formula for components of βU as stated.
Next, we require Ω1(C(Σ)) to be left C(Σ)-invariant, i.e. that ∆LNM ⊂M ⊗NM whereM =
C(Σ) has coproduct ∆δs =
∑
ab=s δa⊗ δb. As in Section 5 we take NM = span{δs⊗ δt| (s, t) ∈
Γ}. The invariance is then equivalent to Γ stable under the diagonal action of the group Σ. Such
Γ are of the form Γ = {(s, t)| s−1t ∈ S} for some subset S not containing the group identity e.
The right ideal QM in this case is
QM = span{δs| s ∈ S} = C(S).
From the form of the algebra structure of the bicrossproduct, it is clear that QMP = C(S)⊗CG.
To compute Q0 we consider elements in Q of the form q =
∑
g∈G qgg and the delta-function
basis for C(Σ) in the formula (17). Then
Q0 = span{
∑
g∈G
qg(γ(g)g⊲δs − δs,eγ(gh))⊗ gh| q ∈ Q, h ∈ G, s ∈ Σ)}
= span{
∑
g∈G
qgγ(g)δs⊳g−1 ⊗ gh| q ∈ Q, h ∈ G, e 6= s ∈ Σ}
+span{
∑
g∈G
qg(δe − γ(g))⊗ g|q ∈ Q}
where we consider the cases where s = e and s 6= e separately. In the former part we wrote
g⊲δs = δs⊳g−1 while in the case s = e we change variables from qh =
∑
g qggh to q since qh ∈ Q
for all h. We span over q ∈ Q after fixing s ∈M and h ∈ G. The computation of QP is similar.
⊔⊓
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We demonstrate this construction now in some examples based on finite cyclic groups. When
G = Zn = 〈g〉, for the representation V defining a calculus on CG we take the 1-dimensional
representation where the generator g acts as e
2piı
n . Its character χ corresponds to a conjugacy
class in Zˆn if we take the view CZn∼=C(Zˆn). The corresponding quantum tangent space is spanned
by x = χ − 1 ∈ C(Zn) with corresponding derivation ∂xg
a = x(ga)ga for a ∈ {0, · · · , n − 1}.
Hence
Q = {q ∈ CG| ǫ(q) = 0, χ(q) = 0} = {qa =
n−1∑
b=0
e
2piıab
n gb| a = 1, 2, 3, n − 2}
The remaining basis element n−1qn−1 of ker ǫ is dual to x and can be identified with the unique
normalised left-invariant 1-form in the calculus.
Likewise, for a calculus on C(Σ) where Σ = Zm = 〈s〉 we take for left-invariant calculus the
one defined by S = {s2, s3, · · · , sm−1}. Since Σ is Abelian, left-invariant calculi are automatically
bicovariant, and this is the natural 1-dimensional bicovariant calculus Ω1(C(Σ)) associated to
the generator s ∈ Σ. The ideal QM consists of all functions vanishing at e, s. The element δs
is dual to the quantum tangent space basis element s− e and can be identified with the unique
normalised left-invariant 1-form.
There are many factorisations of the form ZnZm. We consider one of the simplest, namely
S3 = Z2Z3 (actually a semidirect product) where G = Z2 = 〈g〉 and Σ = Z3 = 〈s〉. In terms
of permutations α, β obeying α2 = β2 = e and αβα = βαβ, we write g = α and s = αβ. The
action ⊲ is trivial while s⊳g = s2 and s2⊳g = s. The Hopf algebra C(Z3)>⊳CZ2 is 6-dimensional
with cross relations
gδe = δeg, gδs = δs2g, gδs2 = δsg
and the tensor product coalgebra structure. The subset Y is all of G× Σ and hence
γ(e) = 1, γ(g) = δe + γ1δs + γ2δs2
for two parameters γ1, γ2 ∈ C.
Example 6.4 For the cross product P = C(Z3)>⊳CZ2 as above and the choice of the 1-dimensional
Ω1(CZ2) and Ω
1(C(Z3)) as above, we find Ω
1(P ) is 3-dimensional corresponding to QP =
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span{δs2}⊗CZ2. It has basis of invariant forms {ω0, ω1, ω2} say and
dδe = (δs2 − δe)ω1, dδs = (δe − δs)ω1, dg = g(ω0 − ω1 + ω2)
and module structure
ω0g = −gω0, ω1g = gω2, ω2g = gω1
ω0δsi = δsiω0, ω1δsi = δsi−1ω1, ω2δsi = δsi−1ω2.
The gauge field corresponding to γ is
βU (g) =

 0 γ1 γ2γ2 0 γ1
γ1 γ2 0


but the entries γi do not affect the resulting calculus.
Proof The ideal Q = 0 in this case, i.e. Ω1(CZ2) is being taken here with the universal
differential calculus, which is 1-dimensional in the case of CZ2. This is clear from the point of
view of a bicovariant calculus on C(Zˆ2). Hence Q0 = 0 as well, and we take Qhor = QMP =
span{δs2}⊗CZ2 for all γ. According to Proposition 3.5, QP = 〈Qhor, i(Q)P 〉 = QMP as well
since Q = 0. This gives the calculus Ω1(P ). It projects to the universal one in the fibre direction
and restricts to the initial calculus on the base.
We now compute this 3-dimensional calculus explicitly. We recall that Ω1(P ) = P ⊗ ker ǫ/QP
as a left P -module by multiplication by P , as a right P module by [h]u = u(1)⊗[hu(2)] for
[h] ∈ ker ǫ/QP and u ∈ P . Here [ ] denotes the canonical projection from ker ǫ. The exterior
derivative is du = u(1)⊗u(2) − u⊗ 1 projected to ker ǫ/QP . In our case, a basis for the latter is
ω0 = [δe⊗(g − e)], ω1 = [δs⊗ e], ω2 = [δs⊗ g].
Then d(1⊗ g) = 1⊗ g⊗[1⊗(g − e)] giving the result as stated on identifying g ≡ 1⊗ g in P .
Moreover, d(δe⊗ e) = δe⊗ e⊗ δe⊗ e+δs2 ⊗ e⊗ δs⊗ e−δe⊗ e⊗ 1⊗ e = (δs2 ⊗ e−δe⊗ e)⊗[δs⊗ e]
as stated, on identifying δs⊗ e ≡ δs etc. Likewise, d(δs⊗ e) = δs⊗ e⊗ δe⊗ e+ δe⊗ e⊗ δs⊗ e−
δs⊗ e⊗ 1⊗ e = (δe⊗ e− δs⊗ e)[δs⊗ e] as stated.
Finally, we compute the right module structure as follows. For the action on ω0 we have
[δe⊗(g − e)](1⊗ g) = 1⊗ g⊗[(δe⊗(g − e))(1⊗ g)] = −1⊗ g⊗[δe⊗(g − e)] as stated. And
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[δe⊗(g− e)](δsi ⊗ e) =
∑
a+b=i δsa ⊗ e⊗[(δe⊗(g− e))(δsb ⊗ e)] = δsi ⊗ e⊗[δe⊗(g− e)] as stated.
Only the b = 0 term in the sum contributes. For the action on ω1 we have [δs⊗ e](1⊗ g) =
1⊗ g⊗[(δs⊗ g)(1⊗ g)] = [δs⊗ e]. And [δs⊗ e](δsi ⊗ e) =
∑
a+b=i δsa ⊗ e⊗[(δs⊗ e)(δsb ⊗ e)] =
δsi−1 ⊗ e⊗[δs⊗ e] as only the b = 1 term in the sum contributes. Similarly for the action on ω2.
As a left module the action is free, i.e. we identify (1⊗ g)⊗ω0 = gω0 etc. ⊔⊓
Example 6.5 For the cross product P = C(Z3)>⊳CZ2 as above but the choice of zero differential
calculus Ω1(CZ2) and universal calculus Ω
1
C(Z3), we find Ω
1(P ) is the zero calculus unless
γ1γ2 = 1, when it is 2-dimensional. In the latter case, with basis of invariant forms {ω1, ω2} we
have
dδe = (δs2− δe)ω1+γ1(δs− δe)ω2, dδs = (δe− δs)ω1+γ1(δs2− δs)ω2, dg = (1−γ1)g(ω2−ω1)
and right module structure
ω1g = gω2, ω2g = gω1, ω1δsi = δsi−1ω1, ω2δsi = δsi−1ω2.
The restriction to Ω1P (C(Z3)) is a direct sum of the 1-dimensional calculus associated to s and
the 1-dimensional calculus associated to s2.
Proof If we take the zero differential calculus on Ω1(CZ2), so Q = C(g − e), then
Q0 = span{γ1δs⊗ gh − δs2 ⊗h, γ2δs2 ⊗ gh − δs⊗h| h ∈ Z2}.
Here the s contribution to Q0 is γ(g)δs2 ⊗ gh−γ(e)δs ⊗h = γ2δs2 ⊗ gh−δs ⊗h. Similarly, the s
2
contribution is γ1δs⊗ gh− δs2 ⊗h. Finally, the s
0 contribution is (δe− γ(g))⊗ g− (δe− 1)⊗ e =
−γ1δs⊗ g + δs2 ⊗ e− γ2δs2 ⊗ g + δs⊗ e is already contained. This is 4-dimensional for generic γ
(in this case Q0 = ker ǫ⊗CZ2) but collapses to a 2-dimensional ideal when γ1γ2 = 1.
If we take the universal calculus on C(Z3) so QM = 0, we have Qhor = Q0 is 4-dimensional in
the generic case or 2-dimensional in the degenerate case (note that if we took the 1-dimensional
calculus on C(Z3) as before then Qhor = ker ǫ⊗CZ2 is 4-dimensional in either case). Fi-
nally, i(Q) = γ(g)⊗ g − 1⊗ e = δe⊗(g − e) + γ1δs⊗ g − δs2 ⊗ e + γ2δs2 ⊗ g − δs⊗ e so QP =
〈Qhor, i(Q)P 〉 = ker ǫ⊗CZ2 + Cδe⊗(g − e) = ker ǫ is 5-dimensional except in the degenerate
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case when γ1γ2 = 1. This means that the calculus on P is the zero one except in the de-
generate case. In the degenerate case, QP = span{q, qg, δe ⊗(g − e)} is 3-dimensional, where
q = γ1δs⊗ g − δs2 ⊗ e as a shorthand.
In this degenerate case, a basis of ker ǫ/QP is
ω1 = [δs⊗ e], ω2 = [δs⊗ g]
while in this quotient, δs2 ⊗ e = γ1δs⊗ g and δs2 ⊗ g = γ1δs⊗ e instead of zero as in the preceding
example, while δe⊗(g − e) is now zero in the quotient. The computations proceed as on the
preceding example with these changes, resulting in some extra terms with γ1 as stated. The
restriction to C(Z3) has a part spanned by ω1 which is the 1-dimensional calculus on C(Z3) as
in the preceding example and a part spanned by ω2 which has a similar form when computed
for dδs2 . ⊔⊓
For a more complicated example one may take S3 × S3 = Z6⊲⊳Z6 in [32], which is a genuine
double cross product with both ⊲, ⊳ nontrivial. Writing G = Z6 = 〈g〉 and Σ = Z6 = 〈s〉, say,
the actions of the generators are by group inversion on the other group. Thus
I(e) = I(g3) = Σ, I(g) = I(g2) = I(g4) = I(g5) = {e, s2, s4} = Z3.
The space of allowed γ is therefore 13-dimensional. The bicrossproduct Hopf algebra P =
C(Z6)◮⊳CZ6 in this case is 36-dimensional. The results in this case are similar to the situation
above: for generic parameters one obtains the zero calculus but for special values one obtains
calculi on Ω1(P ) restricting to non-universal calculi on the base.
Finally, one may apply Proposition 6.2 equally well in the setting of Lie bicrossproducts.
As shown in [33] one has examples C(G⋆op)◮⊳U(g) for all simple Lie algebras g. Here G⋆op is
the solvable group in the Iwasawa decomposition of the complexification of the compact Lie
group G with Lie algebra g. Such bicrossproduct quantum groups arise as the actual algebra of
observables of quantum systems, for example the Lie bicrossproduct C(SU⋆op2 )◮⊳U(su2) is the
quantum algebra of observables of a deformed top[34][10]. We consider this example briefly. We
take C(SU⋆op2 ) as described by coordinates {Xi} and (X3+1)
−1 adjoined, and a usual basis {ei}
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of su2. Then the bicrossproduct is (see [10])
[Xi,Xj ] = 0, ∆Xi = Xi⊗ 1 + (X3 + 1)⊗Xi, ǫXi = 0, SXi = −
Xi
X3 + 1
.
[ei, ej ] = ǫijkek, [ei,Xj ] = ǫijkXk −
1
2ǫij3
X2
X3+1
, ǫei = 0,
∆ei = ei⊗
1
X3+1
+ e3⊗
Xi
X3+1
+ 1⊗ ei, Sei = e3Xi − ei(X3 + 1).
For a differential calculus Ω1(C(SU⋆op2 )) we have a range of choices including the standard
commutative one. Others are ones with quantum tangent space given by jet bundles[13]. For
Ω1(U(su2)) one may follow a similar prescription to Ω
1(CG): if V is an irreducible representation
and λ ∈ P (V ∗) then Q = {q ∈ U(su2)| ǫ(q) = 0, λ(q⊲v) = 0, ∀v ∈ V }. A natural choice is
V a highest weight representation and λ the conjugate to the highest weight vector. Finally,
we consider the possible γ. Note first of all that in a von-Neumann algebra setting one may
consider group elements g ∈ SU2 much as in Proposition 6.3. From the explicit formulae for the
action of su⋆op2 on SU2 in [33][10], one then sees that at least near the group identity,
I(g) = {exp t(f3 − Rotg(f3))| t ∈ R}
where {fi} are the associated basis of the Lie algebra su
⋆op
2 and Rot is the action of SU2 by
rotations of R3. Hence γ should be some form of distribution on SU2 × SU
⋆op
2 such that γ(g)
has support in the line I(g). This suggests that in our algebraic setting one should be able to
construct a variety of γ : U(su2)→ C(SU
⋆op
2 ) order by order in a basis of U(su2). Thus, at the
lowest order the coaction of C(SU⋆op2 ) is[10]
ei
¯(1)⊗ ei
¯(2) = ei⊗(X3 + 1)
−1 + e3⊗Xi(X3 + 1)
−1
and the condition for γ in Proposition 6.2 becomes
γ(ei)X3 − γ(e3)Xi = 0.
This has solutions of the form γ(ei) = fi(X)Xi for any functions fi ∈ C(SU
op
2 ). After fixing γ
and the base and fibre differential calculi one may obtain left-invariant differential calculus on
P = C(SU⋆op2 )◮⊳U(su2) and a connection on it as a quantum principal bundle. The detailed
analysis will be considered elsewhere.
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We note that as a semidirect product one could also think of this bicrossproduct as a de-
formation of the 3-dimensional Euclidean group of motions (one may introduce a scaling of the
Xi to achieve this). In the 3+1 dimensional version of this same construction one has the κ-
deformed Poincare´ algebra as such a bicrossproduct[35]. Proposition 6.2 therefore provides in
principle a general construction for left-invariant calculi on these as well. At the moment, only
some examples are known by hand [36]. Moreover, affine quantum groups such as Uq(sˆu2) may
be considered as cocycle bicrossproducts C[c, c−1]◮⊳Uq(Lsu2) where Uq(Lsu2) is the level zero
affine quantum group (quantum loop group) and c is the central charge generator, see [37]. The
quantum Weyl groups provide still more examples of cocycle bicrossproducts[38]. All of these
and their duals may be treated as (trivial) quantum principal bundles by similar methods to
those above.
6.2 Biproducts, bosonisations and the quantum double
Let H be a Hopf algebra with (for convenience) bijective antipode. A braided group in the cate-
gory of crossed modules means B which is an algebra, a coalgebra and a crossed H-module (i.e.
a left H-module and left H-comodule in a compatible way) with all structure maps intertwining
the action and coaction of H and with the coproduct ∆ : B → B⊗B a homomorphism in the
braided tensor product algebra structure B⊗B. This is basically the same thing as a braided
group in the category of D(H)-modules where D(H) is Drinfeld double in the finite-dimensional
case. One knows from the braided setting[5] of [31] that every such braided group has an asso-
ciated Hopf algebra B>⊳·H as cross product and cross coproduct. Moreover, π(b⊗h) = ǫ(b)h
defines a projection B>⊳·H → H split by Hopf algebra map j(h) = 1⊗h. All split Hopf algebra
projections to H are of this from.
We can clearly view suchB>⊳·H as principal bundles of the homogeneous type, with j defining
a canonical connection[1]. The homogeneous bundle coaction is ∆R(b⊗ h) = b⊗h(1)⊗h(2) so
thatM = B. Since j is a coalgebra map we can also take Φ = j as a trivialisation, i.e. the bundle
is trivial. Both Propositions 3.3 and 3.5 apply in this case. From the former, we know that any
βU : ker ǫ→ Ω
1B and any Ω1(H) yields a calculus Ω1(B>⊳·H). We now use Proposition 3.5 to
study which of these are left-invariant.
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Note that B as a braided group coacts on itself via the braided coproduct. This is the
braided left regular coaction. This extends to B⊗B as a braided tensor product coaction, via
the braiding Ψ(v⊗w) = v ¯(1)⊲w⊗ v ¯(2) of the category of crossed modules. So
∆L(b⊗ c) = b(1)Ψ(b(2)⊗ c(1))⊗ c(2) = b(1)(b(2)
¯(1)⊲c(1))⊗ b(2)
¯(2)⊗ c(2)
and this restricts to a left B-coaction on Ω1(B). The calculus Ω1(B) is braided-left covariant if
its associated ideal NB is stable under ∆L.
Proposition 6.6 Strong left-invariant connections ωU on B>⊳·H(B,H, j) are in 1-1 correspon-
dence with the maps βU : ker ǫH → Ω
1B which are left B-invariant (under the braided coproduct)
and intertwine the left H-coaction on Ω1B with the left-adjoint coaction of H, i.e.
∆H(βU (h)) = h(1)Sh(3)⊗βU (h(2)).
Moreover, the βU are in 1-1 correspondence with γ : ker ǫH → ker ǫ which are intertwiners of
the left adjoint coaction of H, i.e.
∆H(γ(h)) = h(1)Sh(3)⊗ γ(h(2)).
The correspondence is via
βU (h) = Sγ(h)(1)dUγ(h)(2).
The corresponding ωU is the canonical connection for the splitting i(h) = γ(πǫ(h(1)))⊗ h(2)+1⊗h
Proof B>⊳·H(B,H, j) is a trivial bundle with trivialisation j. Given strong connection ωU one
associates to it the unique map βU : ker ǫH → Ω
1B given by βU (h) = j(h(1))ωU (πǫ(h(2)))j(Sh(3)))+
j(h(1))dU j(Sh(2)). Since j is a Hopf algebra map the left coaction ∆L of B>⊳·H on βU (h) ∈ Ω
1B ∈
Ω1B>⊳·H can be easily computed using the fact the ωU is left-invariant
∆L(βU (h)) = j(h(1))j(Sh(5))⊗ j(h(2))ωU (πǫ(h(3)))j(Sh(4)) + j(h(1))j(Sh(4))⊗ j(h(2))dU j(Sh(3))
= j(h(1)Sh(3))⊗βU (h(2)) = 1⊗ h(1)Sh(3)⊗βU (h(2)),
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where we also used the fact that ker ǫH is invariant under the left adjoint coaction. On the other
hand the left coaction of B>⊳·H on B⊗B ⊂ (B>⊳·H)⊗ 2 is
∆L(b⊗ c) = (b(1)⊗ b(2)
¯(1))(c(1) ⊗ c(2)
¯(1))⊗ b(2)
¯(2)⊗ c(2)
¯(2)
= b(1)(b(2)
¯(1)
(1)⊲c(1))⊗ b(2)
¯(1)
(2)c(2)
¯(1)⊗ b(2)
¯(2)⊗ c(2)
¯(2)
= b(1)(b(2)
¯(1)⊲c(1))⊗ b(2)
¯(2) ¯(1)c(2)
¯(1)⊗ b(2)
¯(2) ¯(2)⊗ c(2)
¯(2) = (id⊗∆H)∆L(b⊗ c)
where ∆H is the left tensor product coaction of H on B⊗B. We used the comodule property
for the H-coaction for the third equality. Therefore we have just found that
(id⊗∆H)∆LβU (h) = 1⊗ h(1)Sh(3)⊗βU (h(2)). (18)
Applying idB ⊗ ǫH ⊗ idB ⊗ idB to both sides of (18) we find ∆LβU (h) = 1⊗βU (h), i.e. βU is
left-invariant with respect to the (braided) left coaction of B. Using this left-invariance we can
compute (18) further to find
1⊗h(1)Sh(3)⊗βU (h(2)) = (id⊗∆H)∆LβU (h) = (id⊗∆H)(1⊗ βU (h)) = 1⊗∆H(βU (h)),
which is the required intertwiner property of βU .
Conversely, assume that βU : ker ǫH → Ω
1B is left B-invariant and an intertwiner for the
left adjoint coaction of H. One then immediately finds for any h ∈ ker ǫH
∆L(βU (h)) = (id⊗∆H)∆LβU (h) = 1⊗ h(1)Sh(3)⊗βU (h(2)).
Using this fact one computes
∆L(ωU (h)) = ∆L(j(Sh(1))βU (πǫ(h(2)))j(h(3)) + Sj(h(1))dU j(h(2)))
= 1B ⊗Sh(2)h(3)Sh(5)h(6)⊗ j(Sh(1))βU (πǫ(h(4)))j(h(7)) + 1B>⊳·H ⊗Sj(h(1))dU j(h(2))
= 1B>⊳·H ⊗ j(Sh(1))βU (πǫ(h(2)))j(h(3)) + 1B>⊳·H ⊗Sj(h(1))dU j(h(2))
= 1B>⊳·H ⊗ωU(h),
so the connection corresponding to βU is left B>⊳·H-invariant.
Similar arguments as in the proof of Proposition 3.5 show that any left B-invariant βU :
ker ǫH → Ω
1B can be expressed in the form βU (h) = Sγ(h)(1)dUγ(h)(2), where γ : ker ǫH → ker ǫ
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is given by γ = (ǫ⊗ id) ◦ βU . Since βU is an intertwiner for the left adjoint coaction of H we
have
γ(h)(1)
¯(1)γ(h)(2)
¯(1)⊗Sγ(h)(1)
¯(2)dUγ(h)(2)
¯(2) = h(1)Sh(3)⊗Sγ(h(2))(1)dUγ(h(2))(2),
where we used that S is a left H-comodule map. Due to the form of dU , the above equality
is in H ⊗B⊗B. Applying ǫ to the middle factor and using the fact that B is an H-comodule
coalgebra one finds
∆H(γ(h)) = h(1)Sh(3)⊗ γ(h(2)),
i.e. the required intertwiner property. Conversely, given γ : ker ǫH → ker ǫ which is an inter-
twiner for the left adjoint coaction we find
∆H(βU (h)) = ∆H(Sγ(h)(1)dUγ(h)(2))
= γ(h)(1)
¯(1)γ(h)(2)
¯(1)⊗Sγ(h)(1)
¯(2)dUγ(h)(2)
¯(2)
= γ(h)
¯(1) ⊗Sγ(h)
¯(2)
(1)dUγ(h)
¯(2)
(2)
= h(1)Sh(3)⊗Sγ(h(2))(1)dUγ(h(2))(2) = h(1)Sh(3)⊗βU (h(2)),
as required. Finally, if the map βU is expressed in terms of the map γ then the canonical splitting
i corresponding to ωU and given by i = (ǫ⊗ id) ◦ ωU comes out as stated in the proposition. ⊔⊓
Notice that the map γ : ker ǫH → ker ǫ defined in Proposition 6.6 can be uniquely extended
to the map γ : H → B by requiring γ(1) = 1. Then ǫ ◦ γ = ǫ and i = (γ⊗ id) ◦∆. Therefore
for these βU we are in the setting of Proposition 3.5 or Example 3.7 for the stated map i. The
smallest horizontal right ideal is
Q0 = span{γ(q(1))q(2)⊲b⊗ q(3)h− ǫ(b)γ(q(1)h(1))⊗ q(2)h(2) | q ∈ Q, b ∈ B,h ∈ H}.
We see that a choice of left-invariant ωU , Qhor and left-covariant Ω
1(B) yields a suitably left-
invariant Ω1(B>⊳·H).
Example 6.7 Let P = B>⊳·H be viewed as a quantum principle bundle as above with triviali-
sation j(h) = 1⊗ h. Let γ obey the condition in Proposition 6.6 and let Ω1(B) be braided left
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B-covariant and H-covariant. Then P has a natural left-covariant calculus Ω1(B>⊳·H) such
that Ω1hor = P (dB)P and
ω(h) = j(Sh(1))β(πǫ(h(2)))j(h(3)) + j(Sh(1))dj(h(2))
for β : ker ǫ → Ω1P (B) defined by β(h) = Sγ(h)(1)dγ(h)(2) is a connection on it. Here Ω
1
P (B) =
πN (Ω
1B), where πN : Ω
1P → Ω1(P ) is the canonical surjection.
Proof We take Qhor = 〈Q0,QBP 〉 corresponding to N hor = 〈N 0, PNBP 〉 as in Example 3.6.
Since ∆L(b⊗ c) = (id⊗∆H)∆L(b⊗ c) for any b⊗ c ∈ B⊗B viewed inside (B>⊳·H)
⊗ 2 on
the left hand side, it is clear that if Ω1(B) is defined by NB which is both ∆L and ∆H
covariant then it is covariant under the ∆L coaction of B>⊳·H. We then use the preced-
ing Proposition 6.6 to establish that ωU (h) = j(Sh(1))βU (πǫ(h(2)))j(h(3)) + j(Sh(1))dU j(h(2)),
where βU (h) = Sγ(h)(1)dUγ(h)(2) is a left-invariant connection. We extend γ to the whole
of H by setting γ(1) = 1. Then the corresponding splitting is i(h) = γ(h(1))⊗h(2) and
we construct a left-covariant calculus Ω1(B>⊳·H) by taking QB>⊳·H = 〈Qhor, i(Q)(B>⊳·H)〉 =
span{qBb⊗h, γ(q(1))q(2)⊲b⊗ q(3)h | q ∈ Q, qB ∈ QB, b ∈ B,h ∈ H}, as in Proposition 3.5. ⊔⊓
Bosonisation may be viewed as a special kind of biproduct, albeit originating[30] from other
considerations than [31]. HereH is a dual quasitriangular Hopf algebra[39]cf[40] and B a braided
group in its category of (say) left comodules. It has a bosonisation B>⊳·H where the required
action is induced by evaluating against the dual quasitriangular structure, see [16] and cf[1]
(where the example of the quantum double as a bundle was emphasised). Explicitly,
(b⊗ h)(c⊗ g) = bc ¯(2)⊗h(2)gR(c
¯(1)⊗h(1)), ∆(b⊗h) = b(1)⊗ b(2)
¯(1)h(1)⊗ b(2)
¯(2)⊗h(2)
where ∆Lb = b
¯(1)⊗ b ¯(2) is the coaction of H (summation understood).
To give a concrete application, we take B = H to be a braided version of H obtained by
transmutation[39]. H is then a left H-module coalgebra with the coaction provided by left
adjoint coaction, i.e. ∆H(h) = h(1)Sh(3)⊗h(2). It is clear that the map γ : H → H, γ(h) = h
satisfies all the requirements of Proposition 6.6 therefore we have
Proposition 6.8 Let B = H, P = H>⊳·H and γ = id. Let the braided left-covariant calculus
on H be generated by QH ⊂ ker ǫ. Assume that the ideal Q ⊂ ker ǫH is generated by {qi}i∈I .
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Then the corresponding right ideal QP ⊂ ker ǫP defining left-covariant calculus on P = H>⊳·H
as in Example 6.7 is generated by {∆qi}i∈I and the generators of QH . The induced calculus
Ω1P (H) is generated by 〈Q,QH〉.
Proof The braided product · in H is related to the original product in H by
gh = g(1)·h(2)R(h(1)Sh(3)⊗ g(2)).
Since γ is an identity map one finds the corresponding splitting i = ∆. For any g, h ∈ ker ǫ we
find
i(g)i(h) = (g(1)⊗ g(2))(h(1) ⊗h(2)) = g(1)·h(2)R(h(1)Sh(3)⊗ g(2))⊗ g(3)h(2)
= g(1)h(1)⊗ g(2)h(2) = i(gh).
This implies that if Q is generated by {qi}i∈I as a right ideal in H then QP = 〈QHP, i(Q)P 〉 is
generated by generators of QH and {i(qi)}i∈I as a right ideal in P . Since i is the same as the
coproduct in H, the assertion follows.
To derive the induced calculus on H first note that ker ǫP = ker ǫ⊗ 1 ⊕ H ⊗ ker ǫH , where
the splitting is given by the projection Π : ker ǫP → ker ǫ⊗ 1, Π = πǫ⊗ ǫ. The differential
structure on H is determined by the image of QP under this projection. Clearly Π(QHP ) = QH .
Furthermore, for any b ∈ H,h ∈ H, q ∈ Q we find
Π((q(1)⊗ q(2))(b⊗ h)) = Π(q(1)·b(2)R(b(1)Sb(3)⊗ q(2))⊗ q(3)h)
= Π(q(1)b⊗ q(2)h) = πǫ(qb)ǫ(h) = qbǫ(h).
Therefore QP restricted to H coincides with 〈QH ,Q〉 as stated. ⊔⊓
In particular, if QH in the preceding proposition is chosen to be trivial and thus the calculus
on H to be the universal one, the induced calculus is non-trivial and is a braided version of the
calculus on H. Notice also that since[10]
H>⊳·H ∼= H⊲⊳H ∼= D(H)∗,
(the latter in the case where R is factorisable) the above construction gives a natural left-
covariant differential structure on the double cross products H⊲⊳H (see[6]) and the duals of the
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Drinfeld double D(H) (see [40]). For example, if H = A(R), is a matrix quantum group corre-
sponding to a regular solution of the quantum Yang-Baxter equation (suitably combined with
q-determinant or other relations) then H = BL(R), the left handed version of the corresponding
matrix braided group[41]. The latter is generated by the matrix u subject to the left-handed
braided matrix relations
Ru1R21u2 = u2Ru1R21
and suitable braided determinant or other relations. If t denotes the matrix of generators of
A(R) then the cross relations in BL(R)>⊳·A(R) are given by
t1u2 = R21u2R
−1
21 t1
as the left-handed version of the formulae in [7]. The isomorphism with A(R)⊲⊳A(R) as generated
by s and t say (and the cross relations Rs1t2 = t2s1R) is s = ut and the t generators identified,
as the appropriate left-handed version of [6]. In particular, taking R to be the standard SUq(2)
R-matrix and u =
(
a b
c d
)
, the relations for BSUq(2) = SUq(2) come out as
da = ad, cd = q2dc, db = q2bd, bc = cb+ (q−2 − 1)(a− d)d,
ac = ca+ q−2(1− q−2)cd, ab = ba+ (q−2 − 1)bd, ad− q2bc = 1
The corresponding bosonisation BSUq(2)>⊳·SUq(2) is isomorphic to the quantum Lorentz group
SUq(2)⊲⊳SUq(2) and thus Proposition 6.8 allows one to construct a differential calculus on the
quantum Lorentz group. Moreover, as explained in [7], the bosonisation form of the quantum
double is quite natural if we would like to regard it as a q-deformed quantum mechanical algebra
of observables or ‘quantum phase space’. It is therefore natural to build its differential calculus
from this point of view.
Finally, one has braided covector spaces V ∗(R′, R) in the category of left ˜A(R)-comodules,
with additive braided group structure. Here ˜A(R) denotes a dilatonic extension. The bosonisa-
tion V ∗(R′, R)>⊳· ˜A(R) has been introduced in [6] as a general construction for inhomogeneous
quantum groups such as the dilaton-extended q-Poincare´ group Rnq>⊳·
˜SOq(n). The detailed con-
struction of the required intertwiner map γ in this case will be addressed elsewhere. We note
only that in the classical q = 1 case it can be provided by a map γ : Rn → SO(n) such that
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γ(g.x) = gγ(x)g−1 for all g ∈ SOn. For example, for n = 3 the map γ(x) = exp(x) has this
property, where x is viewed in so3 by the Pauli matrix basis and exponentiated in SO(3). The
q-deformed version of such maps should then allow the application of the above methods to
obtain natural left-invariant calculi on inhomogeneous quantum groups as well.
References
[1] T. Brzezin´ski and S. Majid. Quantum group gauge theory on quantum spaces. Commun.
Math. Phys., 157:591–638, 1993. Erratum 167:235, 1995.
[2] M. Durdevic´. On differential structures on quantum principal bundles. Preprint q-
alg/9412004.
[3] M.J. Pflaum and P. Schauenburg. Differential calculi on noncommutative bundles. Preprint
q-alg/9612030.
[4] S. Majid. Physics for algebraists: Non-commutative and non-cocommutative Hopf algebras
by a bicrossproduct construction. J. Algebra, 130:17–64, 1990.
[5] S. Majid. Braided matrix structure of the Sklyanin algebra and of the quantum Lorentz
group. Commun. Math. Phys. 156:607–638, 1993.
[6] S. Majid. Braided momentum in the q-Poincare´ group. J. Math. Phys., 34:2045–2058, 1993.
[7] S. Majid. The quantum double as quantum mechanics. J. Geom. Phys. 13:169–202, 1994.
[8] P.M. Hajac. Strong connections on quantum principal bundles. Commun. Math. Phys.,
182:579–617, 1996.
[9] T. Brzezin´ski. Translation map in quantum principal bundles. J. Geom. Phys., 20:347–368,
1996.
[10] S. Majid. Foundations of Quantum Group Theory. Cambridge University Press, 1995.
[11] T. Brzezinski and S. Majid. Coalgebra bundles. To appear in Commun. Math. Phys.
55
[12] S.L. Woronowicz. Differential calculus on compact matrix pseudogroups (quantum groups).
Commun. Math. Phys., 122:125–170, 1989.
[13] S. Majid. Classification of bicovariant differential calculi. To appear in J. Geom. Phys.
[14] S. Montgomery. Hopf Algebras and Their Actions on Rings. CBMS 82, AMS, Providence,
1993.
[15] P.M. Hajac. Private communication, 1997.
[16] S. Majid. Some remarks on quantum and braided group gauge theory. Banach Center
Publications, 40:335–349, 1997.
[17] H.-J. Schneider. Principal homogeneous spaces for arbitrary Hopf algebras. Israel J. Math.,
72:167–195, 1990.
[18] H.-J. Schneider. Normal basis and transitivity of crossed products for Hopf algebras. J.
Algebra, 152:289–312, 1992.
[19] N. Bourbaki. Alge`bre Homologique. Masson, Paris 1980.
[20] S.L. Woronowicz. Compact matrix pseudogroups. Commun. Math. Phys., 111:613–665,
1987.
[21] M. Durdevic´. Quantum principal bundles as Hopf-Galois extensions. Preprint q-
alg/9507022.
[22] T. Brzezinski. Differential Geometry of Quantum Groups and Quantum Fibre Bundles.
PhD Thesis, Cambridge 1994.
[23] P. Podles´. Quantum spheres. Lett. Math. Phys., 14:193–202, 1987.
[24] C.-S. Chu, P.-M. Ho and B. Zumino. The quantum 2-sphere as a complex manifold. Z.
Phys. C, 70:339–344, 1996.
[25] K. Schmu¨dgen and A. Schu¨ler. Covariant differential calculi on quantum spaces and on
quantum groups. C. R. Acad. Sci. Paris, Serie I, 316:1155–1160, 1993.
56
[26] A. Connes. Noncommutative Geometry. Academic Press, 1995.
[27] A. Dimakis and F. Mu¨ller-Hoissen. Discrete differential calculus, graphs, topologies and
gauge theory. J. Math. Phys., 35:6703–67035, 1994.
[28] S. Majid. Advances in quantum and braided geometry. To appear in ed. V. Dobrev, Proc.
XXI ICGTMP (Quantum groups volume), Goslar 1996, Heron Press, Sofia.
[29] S. Majid. Diagrammatics of braided group gauge theory Preprint q-alg/9603018.
[30] S. Majid. Cross products by braided groups and bosonization. J. Algebra 163:165–190,
1994.
[31] D. Radford. The structure of Hopf algebras with a projection. J. Alg., 92:322–347, 1985.
[32] E. Beggs, J. Gould and S. Majid. Finite group factorisations and braiding. J. Algebra
181:112–151, 1996.
[33] S. Majid. Matched pairs of Lie groups associated to solutions of the Yang-Baxter equations.
Pacific J. Math 141:311–332, 1990.
[34] S. Majid. Hopf-von Neumann algebra bicrossproducts, Kac algebra bicrossproducts, and
classical Yang-Baxter equations. J. Functional Analysis 95:291–319, 1991.
[35] S. Majid and H. Ruegg. Bicrossproduct structure of the κ-Poincare´ group and non-
commutative geometry. Phys. Lett. B 334:348-354, 1994.
[36] P. Kosin´ski, P. Mas´lanka and J. Sobczyk. The bicovariant differential calculus on the κ-
Poincare´ group and on the κ-Minkowski space. Czech J. Phys 46:210-208, 1996.
[37] S. Majid. Bicrossproduct structure of affine quantum groups. Lett. Math. Phys. 39:243–252,
1997.
[38] S. Majid and Ya. S. Soibelman. Bicrossproduct structure of the quantum Weyl group. J.
Algebra 163:68–87, 1994.
[39] S. Majid. Braided groups. J. Pure Appl. Algebra 86:187–221, 1993.
57
[40] V.G. Drinfeld. Quantum groups. In ed. A. Gleason, Proc. ICM, Berkeley 1986. AMS.
[41] S. Majid. Examples of braided groups and braided matrices. J. Math. Phys. 32:3246–3253,
1991.
58
