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Abstract
We propose an algorithm, based on Algebraic Renormalization, that allows the restoration of Slavnov-
Taylor invariance at every order of perturbation expansion for an anomaly-free BRS invariant gauge theory.
The counterterms are explicitly constructed in terms of a set of one-particle-irreducible Feynman amplitudes
evaluated at zero momentum (and derivatives of them). The approach is here discussed in the case of the
abelian Higgs-Kibble model, where the zero momentum limit can be safely performed. The normalization
conditions are imposed by means of the Slavnov-Taylor invariants and are chosen in order to simplify the
calculation of the counterterms. In particular within this model all counterterms involving BRS external
sources (anti-fields) can be put to zero with the exception of the fermion sector.
1ruggero.ferrari@mi.infn.it
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1 Introduction
Few gauge models of physical interest enjoy a symmetrical regularization of Feynman amplitudes (as QCD
in dimensional regularization). In particular for the standard model the difficulty comes from the endemic
presence of γ5 and of the complete antisymmetric tensor. Thus, if the regularization breaks the desired
symmetries, one has to recover the correct Green’s functions by finite renormalization in order to fulfill the
Slavnov-Taylor Identities (STI). Algebraic Renormalization (AR) ([1], [2], [3], [4] and [5]) theory gives the
conditions under which this strategy is possible: in particular there should be no anomalies in the STI.
Thus in principle the renormalization program can be performed. However it is not an easy task beyond
the one-loop approximation, since a high number of vertex functions at lower order must be evaluated for
generic external momenta in order to restore the STI.
In this paper we propose a strategy for the evaluation of the counterterms, based on the zero-momentum
subtraction [6]. The final result is an explicit solution of the STI where the counterterms are given in terms
of a set of finite vertex functions and their derivatives evaluated at zero momentum. Our strategy is based
on various results taken from BPHZL renormalization scheme and from the Algebraic Renormalization
theory. We show that the zero momentum subtraction and a judicious use of the normalization conditions
allows a practical evaluation of the counterterms by means of a relevant set of finite vertex functions. In
particular the choice of the normalization conditions entails a diagonal block structure of the matrices that
fix the counterterms.
As a starting point we assume that a consistent subtraction procedure allows the evaluation of the n-
loops vertex functions Γ(n) when the correct vertex functional IΓj is given for any j < n. I.e. we assume that
our procedure has successfully worked for the lower orders and we proceed to restore ST invariance on Γ(n).
The n-order vertex functions are constructed by iterative use of subgraphs and counterterms according to
the scheme of Bogoliubov[7]. The regularization can be any, provided it respects the Quantum Action
Principle [8] (i.e. it is correct up to counterterms in the action). In order to make the discussion simpler
we assume also that the regularization procedure respects some basic symmetries of the classical action,
as Lorentz covariance, Faddeev-Popov (FP) charge conservations and any possible further symmetry (as
charge conservation C). Then we expect that Slavnov-Taylor identities (STI) are broken
S(Γ)(n) =
∫
d4x
[
∂µcΓ
(n)
Aµ + (∂
µAµ +
ev
α
φ2)Γ
(n)
c¯
]
+ (Γ,Γ)
(n)
= ∆(n) (1)
where the bracket is
(X,Y ) =
δX
δJ1
δY
δφ1
+
δX
δJ2
δY
δφ2
− δX
δψ
δY
δη¯
+
δX
δψ¯
δY
δη
(2)
J1, J1, η, η¯ are the sources coupled to the BRS variations, i.e. the anti-fields (see the eq. (93)). We use the
convention that derivatives are always from left and any field with fermi character anti-commute. Although
STI are broken, the QAP guarantees that at every order ∆(n) is a local insertion (provided that STI are
valid at the lower orders), has the correct invariance properties under exact symmetries (e.g. Lorentz,
Faddeev-Popov (FP) charge, etc.) and it is consistent with the power counting. Thus we can expand ∆
on a suitable basis
∆ =
∑
i
ciMi =
∑
i
ci
∫
d4xfi(φ, ∂φ)(x) (3)
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where Mi is any Lorentz scalar monomial fi in the fields and their derivatives, integrated over the
Minkowski space. Residual symmetries restrict the basis of Mi; for the present Higgs-Kibble model C
invariance constrains the possible breaking-terms. By construction the canonical dimension of Mi is less
or equal five.
The renormalization of the model consists in finding the finite counterterms in the action that restore
the validity of the STI and consequently the physical unitarity (Algebraic Renormalization). Let us denote
by IΓ the vertex functions resulting from this procedure. The locality and covariance of ∆ suggests to
consider the Taylor expansion in momentum space. Let tδ be the projector of the polynomials of degree δ
(the Taylor expansion in the independent external momenta up to degree δ) and δpc denotes the superficial
degree of some given amplitude.
These facts suggest a strategy in the evaluation of the counterterms. The first step consists in the zero
momentum subtraction compatible with the power counting
(1− tδpc)Γ. (4)
The above expression tδΓ is a short-hand notation of the following procedure: one considers first the
relevant amplitude (the functional derivatives respect to fields are denoted by subscripts)
Γφ1(p1)φ2(p2)...φm(pm)
∣∣
pm=−
∑
m−1
j=1
pj
(5)
then the Taylor expansion tδ in the independent momenta up to degree δ. Formally one has
tδΓ =
∞∑
m=1
∫ m∏
i=1
d4piφi(pi)δ
4(
∑
m
j=1
pj)t
δ Γφ1(p1)φ2(p2)...φm(pm)
∣∣
pm=−
∑
m−1
j=1
pj
(6)
Thus we consider the lowest δD such that
(1− tδD)S(Γ)(n) = (1− tδD)∆(n) = 0 (7)
at every order in the perturbation expansion ( δD does not depend on n). Also the expression t
δD∆(n) has
to be intended in the above sense and δD = 5−
∑
i dφi ( dφi are the na¨ıve dimensions of the fields, entering
in the functional derivatives of ∆(n)). In the above equation the relevant term for a recursive construction
of the invariant vertex functions is the linear operator on Γ(n)
S0(Γ)
(n) ≡
∫
d4x
[
∂µcΓ
(n)
Aµ + (∂
µAµ +
ev
α
φ2)Γ
(n)
c¯
]
+
(
Γ(0),Γ(n)
)
+
(
Γ(n),Γ(0)
)
(8)
where S0 is the linearized ST operator. We assume that zero momentum subtraction is possible and focus
our attention on other effects of the subtraction. In general S0 is not homogeneous in the dimensions of the
fields (e.g. in presence of a spontaneous breaking of symmetry). As a consequence the action of (1− tδD )
on each single terms of S0(Γ
(n)) induces some over-subtractions of Γ(n). These over-subtractions manifest
theirselves as local breaking terms ∆, as can be seen by re-shuffling the eq. (7) in the form
(1− tδD)S0(Γ(n)) = S0((1− tδpc)Γ(n)) + S0(tδpcΓ(n))− tδDS0(Γ(n)) (9)
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The last terms show that the zero momentum subtraction does not give ST invariant vertex functions and
that order-by-order we have to introduce counterterms in the action. Let us make explicit the STI. The
recursive procedure gives
S0((1 − tδpc)Γ(n)) +
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
=
[
tδDS0 − S0tδpc
]
Γ(n) + tδD
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
≡ Ψ(n). (10)
The IΓ terms are computed at the lower orders in the perturbative expansion. They are supposed to satisfy
STI at every order less than n. In our strategy one of the criterion in the choice of the normalization
conditions is the suppression of the above bilinear contributions.
If the model has no anomalies the problem is then to find the counterterms Ξ(n) which satisfy
S0(Ξ
(n)) = −Ψ(n) (11)
or
S0(Ξ
(n)) = −[tδDS0 − S0tδpc]Γ(n) − tδD n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
. (12)
Finally the correct vertex functions are
IΓ(n) = (1 − tδpc)Γ(n) + Ξ(n) (13)
The zero momentum subtraction, as intermediate renormalization, has the advantage to reduce the
renormalization in any subtraction procedure to a common ground: the algorithm is then the same and it
consists in the evaluation of a set of finite amplitudes and their derivatives at zero momenta. Moreover,
as we will discuss later, it suggests a natural choice of the normalization conditions. Finally in the zero
momentum subtraction the contributions of the lower orders of perturbation to Ψ is consistently reduced
(eq. (10)).
Among the problems of this approach is that the vertex functions and their derivatives with respect
external momenta must have regular behavior at zero momenta. In the presence of massless and massive
fields, this requirement implies the introduction of infra-red cut-offs and the Taylor operator tδD has to be
modified (see [9]); however this possibility will not be explored in the present work.
There is a fairly large amount of freedom in the choice of the counterterms Ξ (eq. (13)). This is due to
the presence of a certain number of ST invariant terms explicitly given in the Appendix (C). This freedom
will be exploited in order to obtain the most efficient strategy in the evaluation of Ξ and in order to reduce
the contribution to Ψ (eq. (12)) due to the lower perturbative terms. Any choice of Ξ fixes automatically
the normalization conditions.
The use of ST invariants and the normalization conditions is organized by introducing a hierarchy for
the counterterms (choice of a basis of non-invariant counterterms). They will be grouped into disjoint sets:
the S0 of two different sets have no common elements. Subsequently the elements of a single set can be
organized with a nesting structure. By following this hierarchy decomposition, in the present model it is
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possible to avoid all counterterms involving the external sources Ji, tadpoles and out-of-diagonal bilinear
expressions. As a consequence the mass counterterms turn out to be zero. The ghost equation, which
guarantees the nilpotency of the ST operator, plays also an important roˆle in the control of some of the
counterterms.
By construction the functional Ψ contains only finite vertex functions, i.e. at every order of the per-
turbative expansion n it can be evaluated independently from the regularization procedure (once IΓ(j<n) is
correctly constructed). The counterterm functional Ξ is determined by eq. (11). In general there are more
equations than unknowns (over-determined problem). However the system of equations has a solution since
there are consistency conditions [10]. Most of them are consequence of the nilpotency of the ST operator
S0(Ψ
(n)) = 0. (14)
The evaluation of Ξ can be performed either by imposing the consistency conditions on Ψ(n) or by a choice
of the linearly independent equations. It should be remarked that the expression of Ξ(n) in terms of Ψ(n)
is a simple linear relation independent from the order of the perturbation expansion.
The really hard work is the evaluation of Ψ(n). It consists in the computation of vertex functions and
of some of their derivatives at zero momenta. The number of graphs turns out to be very large (especially
for amplitudes involving scalars). For this reasons it is important to find possible relations among the
amplitudes, e.g. Callan-Symanzik Equation (CSE), and to use automatic calculus to generate and evaluate
the graphs. Particularly interesting is the CSE (see for example [13], [14], [12] and [15]). The consistency
conditions imposed by the CSE on the breaking terms Ψ(n) allows the evaluation of some amplitudes in
terms of simpler vertex functions. Moreover some amplitude can be obtained as the result of mass insertions
on vertex functions with less external legs. The automatic calculus is particularly useful since the external
momenta are zero.
It is important to reduce the contributions to Ψ(n) of the lower terms in the perturbation expansion.
Eq. (10) allows the direct control of the consequences of any particular choice for the basis of the non-
invariant counterterms, i.e. of the choice of the normalization conditions. This point of view is at variance
with the on-shell conditions, which cannot dispose this particular problem. For instance it is clear that by
dropping external sources counterterms one can eliminate most of the terms coming from the lower order
in the perturbation expansion.
The physical amplitudes necessitate the study of the zeros of the two-point-functions. Then the free
parameters of the action have to be tuned in order to obtain the physical masses and the correct coupling
constants.
The present paper is devoted to the U(1) abelian Higgs-Kibble model ([1], [11] ) for reasons of simplicity.
The model has the advantage of admitting dimensional regularization (if there is no fermion sector). It is
non trivial, since the presence of γ5 requires the full generality of the Algebraic Renormalization. Moreover
the model has no anomalies: the Adler-Bardeen-Jackiw anomaly is zero due to C-conjugation.
In the following to make the formalism simpler and more direct we use to give a compact notation for
the breaking-terms Ψ(n) and its coefficients:
Ψ(n) =
∑
i
ψ
(n)
Mi
Mi (15)
and in the same way we will denote the counterterms Ξ(n) by
Ξ(n) =
∑
k
ξ
(n)
Pk
Pk (16)
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where Pi is a single monomial with dimension less or equal to four and null Faddeev-Popov charge. We
may omit also the sign of integral
∫
d4x, when not necessary, e.g. ξ
(n)
φ2
1
≡ ξ(n)∫
d4xφ2
1
Eq. (13) can be looked from the point of view of a different renormalization scheme. Let Γ(n) be
the result of any (non-symmetric) renormalization. One needs to introduce a set of counterterms Γ
(n)
CT
order-by-order:
Γ(n) + Γ
(n)
CT (17)
By comparing with our procedure we have
Γ
(n)
CT = −tδpcΓ(n) + Ξ(n) +
∑
j
vjIj . (18)
The first term is just a Taylor expansion of the action-like amplitudes. The second term is evaluated in
terms of finite amplitudes and of some of their derivatives all at momentum zero. The later computation
can be easily performed by automatic calculus. The last term contains the ST invariants and accounts for
the differences between the normalization conditions in the two schemes.
Section 2 is devoted to the separation of the counterterms into sectors. By a judicious choice of the
normalization conditions we can drop the tadpole and most of the external source counterterms. Only in
the fermion sector the external source terms are modified by the renormalization procedure. Moreover we
can identify a bosonic, a kinetic-gauge sector and a fermionic sector.
Section 3 contains a study of the breaking term functional Ψ. In particular the ST linearized operator
S0 of eq. (8), which enters in expression for Ψ, is modified in order to keep track of the ghost equation.
Section 4 provides the complete list of the counterterms in terms of finite amplitudes. The solution
contains the contribution of the lower terms of the perturbative expansion. Moreover some consistency
conditions are shown to be present among the finite amplitudes.
Technical detail are in the Appendices. In Appendix A we give the essential elements of the BRS
transformations and of the model. In Appendix B we list all possible counterterms and their ST transforms.
In Appendix C we discuss the important issue of the linearly independent ST invariants. Finally Appendix
D contains all the relevant functional derivatives of the breaking term Ψ. The expansion of the functional
Ψ in terms of Lorentz invariant amplitudes allows the evaluation of the solutions given in Section 4.
2 Hierarchy of counterterms and breaking terms
The complexity of the problem is somehow distributed on two different steps. The evaluation of the
breaking-terms functional Ψ is probably the most complex part. Once Ψ is given, one has to evaluate the
counterterms Ξ by eq. (11). The present section is devoted to this last problem. In order to reduce the
problem of managing the complete set of STI simultaneously, we introduce a hierarchy for the counterterms
Ξ and breaking terms Ψ. This problem has been already discussed in previous works (see [1] and [4]) on
algebraic renormalization.
S0 is a mapping of VΞ on VΨ
S0 : VΞ → VΨ (19)
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where the vector spaces are given by the relevant monomials
VΞ ≡
{∑
k
xkPk|xk ∈ C, dim(Pk) ≤ 4, FP charge(Pk) = 0
}
(20)
and
VΨ ≡
{∑
i
xiMi|xi ∈ C, dim(Mi) ≤ 5, FP charge(Mi) = 1
}
. (21)
The set of all action-like functionals {Ii} which are invariant under ST transformations form the kernel
of S0
ker(S0) =
{∑
i
viIi|vi ∈ C, dim(Ii) ≤ 4, FP charge(Ii) = 0
}
. (22)
Some of the ST invariants are genuine BRS invariants. The trivial ST invariants are given by all elements
which are S0-variation of local functionals of dimension ≤ 3 and FP charge = -1. The subspace ker(S0)
induces an equivalence relation among the counterterms. The freedom of the choice of the representative
of the equivalence classes will be used as one of the tools to organize the counterterms in a hierarchy,
according to a strategy aiming to reduce the complexity of AR. This choice amounts to fix the normalization
conditions; in fact in this way we select a basis on which we write the counterterm functional Ξ. Therefore
all monomials outside the basis do not appear as counterterms. It should be mentioned here that the
sub-space ker(S0) is further restricted by the condition imposed by the ghost equation of motion. The
necessity to impose this condition as a first step comes from the fact that the ghost equation of motion is
the statement of the nilpotency of S0.
The image of VΞ is a proper subspace of VΨ
S0(VΞ) ⊂ VΨ. (23)
By construction
Ψ ∈ S0(VΞ) (24)
since there are no anomalies. It is convenient to use a basis
Mieik = S0(Pk) (25)
where k labels the chosen representatives of the equivalence classes in VΞ. Finally we have
Ξ =
∑
k
ξkPk (26)
where ξk are determined from
Ψ =
∑
ki
Mieikξk (27)
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i.e.
ψi =
∑
k
eikξk (28)
In general the number of ψi is higher than the number of the unknowns ξk. The solution exists since the
theory is assumed to satisfy STI (no anomalies). Most of the consistency conditions can be derived from
the nilpotency of S0
S0(Ψ) = 0. (29)
It should be noticed that eki is a matrix fixed by the model and by the choice of the basis {Pk}. It can be
evaluated solely by using the BRS transformations given in Appendix B. In particular it does not depend
on the order of the perturbation expansion.
The choice of the representatives and of the linearly independent equations in (11) is performed ac-
cording to the following strategy, which aims to reduce the complexity of AR. First, we look for a block
or triangular structure of the matrix eki (hierarchy). Second, we reduce the number of terms coming from
the lower perturbation expansion (see eq. (11)). Third, the choice of the linearly independent equations
is done by preferring the breaking terms with lower number of external legs and higher derivatives in the
external momenta. In this way the number of graphs is reduced at the cost of some derivatives on external
momenta. This strategy might look unnecessary in the present simple model. However it will be useful in
a more complicated situation as, e.g., in the Standard Model.
Two A,B subspaces of VΞ are disjoint if
S0(A) ∩ S0(B) = {0} (30)
practically this means that the ST transforms of A,B do not shear any monomial Mi. A includes B if
S0(B) ⊂ S0(A) (31)
These definitions are the guide for the hierarchy structure of the counterterms. If they can be grouped into
disjoint sets then we have a block diagonalization of eki. If we get an including structure then the matrix
is triangular. In both cases the task is consistently reduced. Moreover we can use the ST invariants in
order to improve the structure of the matrices eki by choosing appropriate normalization conditions. This
is performed by exploiting the invariance of eq. (11) under the transformation
Ξ→ Ξ+
∑
j
vjIj . (32)
The coefficients vj will be determined by excluding some monomials Pk from the basis for Ξ.
2.1 Ghost equation and invariant counterterms
The proof of physical unitarity relay on the property of S of being nilpotent. In the present on-shell
formalism the ghost equation guarantees the above requirement
α✷c+ evΓJ2 = Γc¯ (33)
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This requirement excludes a mass-term in Γ(0) of the form
M2
[
A2
2
+ c¯c− 1
2α
(φ21 + φ
2
2)
]
. (34)
The present approach is equivalent to the Nakanishi-Lautrup formulation of the gauge fixing3. The ghost
equation must be valid after the renormalization procedure. For n > 1 we have
evIΓ
(n)
J2c
= IΓ
(n)
c¯c
evIΓ
(n)
J2cφ1
= IΓ
(n)
c¯cφ1
evΓ
(n)
J2cφ
2
1
= IΓ
(n)
c¯cφ2
1
evΓ
(n)
J2cφ
2
2
= IΓ
(n)
c¯cφ2
2
evΓ
(n)
J2cA2µ
= IΓ
(n)
c¯cA2µ
(35)
These equations fix the counterterms
ξc¯✷c, ξc¯cφ2
1
, ξc¯cφ2
2
, ξc¯cA2µ (36)
since they are related to superficially finite vertex functions. The remaining counterterms
ξc¯c, ξc¯cφ1 (37)
are related to counterterms involving external sources
ξJ2c, ξJ2cφ1 . (38)
Appendix C list the linearly independent ST invariants with charge conjugation +1. Any linear combination
of ST invariants
Ξ→ Ξ +
∑
j=1,...,11
vjIj . (39)
can be added to the vertex functional. A straightforward analysis shows that the ghost equation is preserved
provided
v7 = v8 = 0 (40)
and moreover that, under such circumstances, the monomial
∫
d4xc¯✷c is absent in the rest of the ST
invariants in eq. (39).
For further use we notice that the rest of the constants {vj} can be determined by fixing the coefficients
of the following nine monomials
φ1, φ
2
2φ1, A
2φ1, F
2
µν , iψ¯γ5ψφ2, iψ¯γ5ψφ2, J2c, J2cφ1, J1cφ2 (41)
as can be seen from the matrix given in Appendix (C).
3 The Nakanishi-Lautrup formulation requires a Lagrange multiplier b coupled to the gauge fixing function F(A, φ) (see
the eq. (91)) and whose BRS transformation is simply given by sb = c¯, sc¯ = 0. This provides an off-shell nilpotent BRS
transformations avoiding the constraints (33) in order to guarantee the nilpotency of S0.
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2.2 Sector 0
The counterterms containing external sources Ji, η, η¯ are the right group to start with.
ξJ2c, ξJ2cφ1 , ξJ1cφ2 , ξη¯cψ, ξψ¯cη. (42)
Their ST transforms (see Appendix B) contain the equations of motion and therefore one expects that
they belong to the subspace that includes (in the sense of eq. (31)) most of the subspaces of counterterms.
Moreover in the recursive equation (30) the counterterms which contain external sources are present in
almost every terms. Thus it is advantageous to set all possible loop corrections to the BRS external sources
to zero by using the freedom in the choice of the coefficients {vj} in eq. (32). By using the ST invariants
I9−11 given in Appendix C we impose the normalization conditions (n > 0)
IΓ
(n)
J2c
(0) = ξ
(n)
J2c
= 0
IΓ
(n)
J2cφ1
(0) = ξ
(n)
J2cφ1
= 0
IΓ
(n)
J1cφ2
(0) = ξ
(n)
J1cφ2
= 0. (43)
As a consequence of this choice eq. (35) now fixes the counterterms in eq. (37), by using the relation
IΓ = (1− tδpc)Γ + Ξ (44)
one gets (n > 0)
ξ
(n)
c¯c = IΓ
(n)
c¯c (0) = 0
8ξ
(n)
c¯✷c = ∂pµ∂pµIΓ
(n)
c¯c (0) = ev∂pµ∂pµΓ
(n)
J2c
(0)
ξ
(n)
c¯cφ1
= IΓ
(n)
c¯cφ1
(0) = 0
ξ
(n)
c¯cφ2
1
= −evΓ(n)
J2cφ
2
1
(0)
ξ
(n)
c¯cφ2
2
= −evΓ(n)
J2cφ
2
2
(0)
ξ
(n)
c¯cA2µ
= −evΓ(n)
J2cA2µ
(0). (45)
Since the ghost equation fixes all counterterms involving the ghost field, we drop the analysis of the ghost
sector. The ghost part of Ξ is
ΞGHOST =
∫
d4x
[
ξc¯✷cc¯✷c+ ξc¯cφ2
1
c¯cφ21 + ξc¯cφ22 c¯cφ
2
2 + ξc¯cA2µ c¯cA
2
µ
]
. (46)
2.3 Sector I
The next sector is selected by the condition
Nφ ≤ 4,NA = Nψ = Nψ¯ = 0 (47)
where Nφ,NA,Nψ and Nψ¯ respectively count the number of φ,A, ψ, ψ¯. The coefficients of of the monomial
of this sector are
• mass terms (3)4: ξφ1 , ξφ1φ1 , ξφ2φ2
4The number in brackets counts the number of counterterms of the corresponding sub-sector
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• trilinear self-interacting terms (2): ξφ1φ2φ2 , ξφ1φ1φ1
• quadrilinear interacting terms (3): ξφ1φ1φ2φ2 , ξφ1φ1φ1φ1 , ξφ2φ2φ2φ2
The sector can be further decomposed into two sub-sectors with Nφ ≤ 2 andNφ > 2. These two sub-sectors
turn out to be disjoint if we put to zero the coefficient ξφ1φ2φ2 (see Appendix B). This can be achieved by
the ST invariant I2. The contribution from the lower order of perturbation are reduced if we put equal zero
the coefficient ξφ1 of the tadpole. The ST invariant necessary to impose these conditions is I1. Finally six
coefficients have to be evaluated. A direct inspection of the ST transforms of the corresponding monomial
shows that the breaking terms to be evaluated are six out of the following set
ψIi =
{
ψcφ2 , ψcφ2φ1 , ψcφ2φ21 , ψcφ2φ
3
1
, ψcφ3
2
, ψcφ3
2
φ1
}
. (48)
With the above conventions it is straightforward, with the help of the BRS transformations in Appendix
B, to construct the reduced matrix in eq. (28)


ξφ2
1
ξφ2
2
ξφ3
1
ξφ2
1
φ2
2
ξφ4
1
ξφ4
2
ψcφ2 0 −2ev 0 0 0 0
ψcφ2φ1 2e −2e 0 0 0 0
ψcφ2φ21
0 0 3e −2ev 0 0
ψcφ2φ31 0 0 0 −2e 4e 0
ψcφ3
2
0 0 0 0 0 −4ev
ψcφ3
2
φ1 0 0 0 2e 0 −4e


(49)
2.4 Sector II
This sector deals with the kinetic terms of the scalar fields and the corresponding terms coming form the
covariant derivatives, that is the interaction terms of the scalar fields and the gauge fields. This sector also
deals with the mass of the gauge bosons. This sector is selected by the condition Nφ ≤ 2,Nψ = 0,Nψ¯ =
0,NA +N∂ = 2. ξII are
• mass term for gauge field (1): ξA2µ
• kinetic terms for scalar fields (2): ξ∂µφ1∂µφ1 , ξ∂µφ2∂µφ2
• mixing terms between scalar field and gauge field (1): ξ∂µAµφ2
• coupling scalar-gauge fields (2): ξAµ∂µφ2φ1 , ξAµφ2∂µφ1
• trilinear term (1): ξA2µφ1
• quadrilinear terms (2): ξA2µφ21 , ξA2µφ22
The bilinear out-of-diagonal counterterm can be put to zero
t2IΓAµφ2(0) = ΞAµφ2 = 0 (50)
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by using the ST invariant I3. Finally one has to evaluate eight coefficients
ξII ≡
{
ξA2µ , ξ∂µφ1∂µφ1 , ξ∂µφ2∂µφ2 , ξAµφ2∂µφ1 ,
ξAµ∂µφ2φ1 , ξA2µφ1 , ξA2µφ21 , ξA2µφ
2
2
}
(51)
in terms of the following breaking terms
ψIIi =
{
ψ∂µc∂µφ2 , ψcφ2✷φ1 , ψc∂µφ2∂µφ1 , ψc✷φ2φ1 , ψc∂µAµ ,
ψc∂µAµφ1 , ψcAµ∂µφ1 , ψc∂µAµφ21 , ψcAµ∂µφ
2
1
, ψc∂µAµφ22 ,
ψcAµ∂µφ22 , ψcAµAµφ
2
1
, ψcAµAµφ22 ,
}
(52)
The transformation matrix eik (eq. (28))is

ξA2µ ξ∂µφ1∂µφ1 ξ∂µφ2∂µφ2 ξAµφ2∂µφ1 ξAµ∂µφ2φ1 ξA2µφ1 ξA2µφ21 ξA2µφ
2
2
ψc✷φ2 0 0 2ev 0 0 0 0 0
ψcφ2✷φ1 0 −2e 0 1 0 0 0 0
ψc∂µφ2∂µφ1 0 0 0 1 1 0 0 0
ψc✷φ2φ1 0 0 2e 0 1 0 0 0
ψc∂µAµ 2 0 0 0 0 0 0 0
ψc∂µAµφ1 0 0 0 0 ev 2 0 0
ψcAµ∂µφ1 0 0 0 −ev ev 2 0 0
ψc∂µAµφ21
0 0 0 0 e 0 2 0
ψcAµφ1∂µφ1 0 0 0 −e e 0 4 0
ψc∂µAµφ22 0 0 0 −e 0 0 0 2
ψcAµφ2∂µφ2 0 0 0 −e e 0 0 4
ψcA2µφ2 0 0 0 0 0 e 0 −2ev
ψcA2µφ2φ1 0 0 0 0 0 0 2e −2e


(53)
2.5 Sector III
In the present model the kinetic terms for the gauge fields are trivial because of the abelianity of the gauge
group. The eigenvalues of the counting operators are given by:
Nφ = Nψ = 0, (NA +N∂) = 4 (54)
The sector contains
• kinetic terms for gauge fields (2): ξ∂µAµ∂νAν , ξ∂νAµ∂νAµ
• interacting terms (1): ξA4µ
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The corresponding breaking-terms are given by:
ψIIIi =
{
ψc✷∂µAν , ψc∂µAµA2ν , ψc∂νAµAνAµ
}
(55)
The ST invariant I4 can be used in order to put equal zero the counterterm corresponding to the transverse
part
ξF 2µν = 0. (56)
By looking at eq. (97) we have the following relations
ψc✷∂µAν = −2ξ∂µAµ∂νAν
ψc∂µAµA2ν = 4ξA4µ − ξc¯cA2µ
ψc∂νAµAνAµ = 8ξA4µ (57)
where the coefficient ξc¯cA2µ is known from the ghost equation (45).
2.6 Sector IV
This sector contains the Green’s functions with fermion fields, and it can be further divided into the sector
of mass terms of fermion fields and their coupling with the scalar fields and the sector of the kinetic terms
and the interaction with the gauge fields. The present sector is completely decoupled for the previous
sectors, it is specified by the following eigenvalues:
Nφ ≤ 1,Nψ = 2,NA +N∂ ≤ 1 (58)
and the counterterms are
• mass term (1): ξψ¯ψ
• Yukawa term (2): ξψ¯ψφ1 , ξiψ¯γ5ψφ2
• kinetic term and interaction with the gauge field (2): ξiψ¯ 6∂ψ, ξψ¯ 6Aψ
The breaking-terms are given by:
ψIVi =
{
ψcψ¯γ5ψ, ψcφ1ψ¯γ5ψ , ψcφ2ψ¯ψ , ψcψ¯γ5 6∂ψ, ψc∂µψ¯γµγ5ψ,
}
(59)
There are two invariants (I5 and I6), pertinent to this sector. They are used to impose the following
normalization conditions
ξψ¯ 6Aψ = 0
ξiψ¯γ5ψφ2 = 0. (60)
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The matrix eik which express the functional ψ
(IV ) in terms of ξ(IV ) is given by

ξψ¯ψ ξψ¯ψφ1 ξiψ¯ 6∂ψ
ψcψ¯γ5ψ −1 0 0
ψcφ1ψ¯γ5ψ 0 −1 0
ψcφ2ψ¯ψ 0 1 0
ψcψ¯γ5 6∂ψ 0 0 − 12
ψc∂µψ¯γµγ5ψ 0 0 − 12


(61)
2.7 Summary of the normalization conditions
For n > 0 we have imposed the normalization conditions
ξ
(n)
φ1
= 0 ξ
(n)
φ2
2
φ1
= 0 ξ
(n)
∂µAµφ2
= 0 ξ
(n)
F 2µν
= 0 ξ
(n)
iψ¯γ5ψφ2
= 0 ξ
(n)
ψ¯ 6Aγ5ψ
= 0
ξ
(n)
J2c
= 0 ξ
(n)
J2cφ1
= 0 ξ
(n)
J1cφ2
= 0.
(62)
The evaluation of physical S-matrix elements requires the evaluations of the eigenvalues and of the eigen-
vectors of the two-points vertex functions. The physical amplitudes are then obtained from the connected
and truncated Feynman amplitudes evaluated on the physical states obtained from the diagonalization pro-
cedure (LSZ reduction formalism). Thus on-shell normalization can be by-passed. The coupling constants
and masses in Γ(0) are dummy parameters which can be obtained from a sufficient number of physical
processes.
3 ST breaking terms
In the strategy outlined before the counterterm functional Ξ is obtained by solving a set of linear equations
(28). The restoration of ST invariance consists in the evaluation of a certain number of (finite) vertex
functions (the functional Ψ). This fact puts in clear evidence that it is the finite part of the perturbative
expansion that fixes the counterterms in the action.
In this section we discuss some aspects of this procedure. The first step consists in the evaluation of the
functional derivatives of Ψ. It is of some help to remember that, in absence of anomalies, Ψ is the image
through S0 of non-invariant counterterms (Ξ). Therefore it has FP-charge equal +1, C = 0 and dimension
less or equal five. The next step is to find the coefficients ψi in the expansion in terms of Lorentz scalar
monomials
Ψ =
∑
i
ψiMi (63)
Let us write explicitly, for n > 0, the operator S0, where we impose the ghost equation of motion given
in eq. (33) i.e.
evΓ
(n)
J2
= Γ
(n)
c¯ for n > 0 (64)
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Sˆ0(Γ
(n)) ≡
∫
d4x
{
∂µcΓ
(n)
Aµ
− ecφ2Γ(n)φ1 + ec(φ1 + v)Γ
(n)
φ2
+ i
e
2
cψ¯γ5Γ
(n)
ψ¯
+ i
e
2
cγ5ψΓ
(n)
ψ
+ Γ
(0)
φ1
Γ
(n)
J1
+
[
Γ
(0)
φ2
+ ev(∂µAµ +
ev
α
φ2)
]
Γ
(n)
J2
− Γ(0)ψ Γ(n)η¯ + Γ(0)ψ¯ Γ(n)η
}
(65)
By imposing the condition (64) the breaking term Ψ changes. We denote this change with the notation
Ψ→ Ψˆ.
In the linearized form (S0) one of the factors in each monomial contains the vertex function at zero
loop Γ(0). All these facts have some interesting consequences
1. The functional derivatives of Ψ relevant for the evaluation of the counterterm can be read directly
from the BRS transforms of all action-like terms (see Appendix B).
2. Let δ be the total dimension of the fields we use for the functional derivative of Ψ. Then the order
of the Taylor operator δD is (see eq. (7))
δD = 5− δ (66)
3. Let us consider a generic term of S0 for instance Γ
(0)
Ji
Γ
(n)
φi
or Γ
(n)
Ji
Γ
(0)
φi
. If Γ(0) does not contain any
dimensional parameter, then
tδDΓ
(0)
Ji
Γ
(n)
φi
= Γ
(0)
Ji
tδpcΓ
(n)
φi
. (67)
In the above equation we use a rather short-hand writing and to be more explicit we give an example:
by taking the functional derivative of the Γ
(0)
J1
Γ
(n)
φ1
term with respect to cφ2, the δD is equal to 3 and
we get
t3Γ
(0)
J1cφ2
Γ
(n)
φ1
= −et3Γ(n)φ1 . (68)
where δpc = 3 is the superficial degree of divergence of Γ
(n)
φ1
.
4. The above point implies that Ψ (eq. (10)) gets contributions only from those terms of Γ(0) which
carry a dimensioned parameter (v and masses).
The functional derivatives of Ψ are performed in Appendix D. It should be noticed that, due to our choice
of normalization conditions, few other counterterms turn out to be zero at every order.∫
d4xφ21
∫
d4xφ22
∫
d4x(∂µφ2)
2
∫
d4xA2µ. (69)
This is due to the combined effects of our choice of normalization conditions and of the zero momentum
subtraction procedure. Moreover the contribution to STI from the lower order amplitudes appear only in
few functional derivatives of Ψ. One can describe this fact by saying that the set of STI becomes almost
linear in Γ.
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4 Solution for counterterms
The relations obtained in Appendix D can be expanded in terms of Lorentz invariant amplitudes. Thus
one can express the invariant amplitude for Ξ in terms of the invariant amplitude for Ψ. This amounts to
solve the linear algebra problem given in equation (28) where the matrices are given in (49), (53), (49),
(57) and (61). We remind our notations where the small letters ξ, γ and ψ denote the coefficients of the
Lorentz invariant monomials respectively of of Ξ (counterterms), Γ and Ψ (breaking terms) indicated by
the subscript. The order of perturbation theory is not shown and it is understood to be n, unless explicitly
exhibited.
The ghost equation (33) fixes the kinetic counterterms of the ghost ( see eq. (45))
ξc¯✷c = evγ✷J2c (70)
4.1 Counterterms of sector I
In this sector we have the same number of equations and unknowns. The solution is (including the
normalization conditions)
ξφ1 = 0 ξφ22 = 0 ξφ21 = 0 ξφ22φ1 = 0 ξφ42 = 0
ξφ3
1
=
1
3e
{
−m21γJ2cφ22 + 4ev
2γφ4
2
φ1
−m21vγJ1cφ32 −
3
2
m21γJ1cφ2φ1
}
ξφ2
2
φ2
1
=
1
2e
{
−2λvγJ2cφ22 − vλγJ1cφ2φ1 + 4evγφ42φ1 −m21γJ1cφ32
}
ξφ4
1
=
1
4e
{
− 2vλγJ2cφ21 − 4vλγJ1cφ2φ1 −m21γJ1cφ2φ21 + 2evγφ22φ31
−2λvγJ2cφ22 + 4evγφ42φ1 −m
2
1γJ1cφ32 + 3
n−1∑
j=1
γ
(j)
J1cφ2φ1
ξ
(n−j)
φ3
1
}
(71)
4.2 Counterterms of sector II
In this sector the problem is over-determined. We use the first six and the last two rows of the matrix (53)
. The solution is (including the normalization conditions)
ξA2 = 0 ξAµ∂µφ2 = 0 ξ∂µφ2∂µφ2 = 0
ξAµφ1∂µφ2 = −m21γJ1c✷φ2 − 2evγ∂µφ2∂µφ2φ1 − 2λvγ✷J2c
ξAµ∂µφ1φ2 = m
2
1γJ1c✷φ2 −m21γ∂µJ1c∂µφ2 − 2λvγ✷J2c
ξ∂µφ1∂µφ1 =
1
2e
{
m21γ✷J1cφ2 + evγ∂µφ2φ2∂µφ1 −m21γ∂µJ1c∂µφ2 +m21γJ1c✷φ2
}
ξA2φ1 = −
1
2
m21γJ1c∂µAµ +
1
2
m21evγJ1c✷φ2 + (ev)
2γ∂µφ2∂µφ2φ1 +
1
2
m21eγ✷J2c
ξA2φ2
2
=
1
2v
ξA2φ1
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ξA2φ2
1
=
1
2e
{
−m21γJ1cφ2A2 − 2vλγJ2cA2 + e2vγJ1cφ2φ1
−λevγJ1c∂µAµ + λ(ev)2γJ1c✷φ2 + e3vγ∂µφ2∂µφ2φ1 + λe2vγ✷J2c +
n−1∑
j=1
γ
(j)
J1cφ2φ1
ξ
(n−j)
φ1A2
}
(72)
The rest of the equations provided by the matrix (53) gives consistency conditions. However not all of
them are linear independent, in fact one can easily check that the linear combination implied by
− 2ψcA2φ2 + eψcAµ∂µφ1 − evψcAµ∂µφ2φ2 (73)
gives an identity. It should be reminded that this peculiar property is a consequence of our normalization
conditions. Then the consistency conditions are
1.
2.
ev[γ∂µJ1c∂µφ2 − γJ1c✷φ2 ] + eγ✷J2c + γ∂µJ1cAµ − γJ1c∂µAµ = 0 (74)
3.
6λv(γJ1c∂µAµ − γ∂µJ1cAµ)−m21γJ1cAµ∂µφ1 −m21γ∂µJ1cAµφ1 + 2m21γJ1c∂µAµφ1 −m21eγ∂µJ1c∂µφ2
−2e2vγ∂µφ2∂µφ2φ1 − 4λevγ✷J2c − 2evγJ2cφ21 + 2ev(γφ2∂µφ21Aµ − γφ2φ21∂µAµ) = 0 (75)
4.
+λv2e2γJ1c✷φ2X + e
3vγ∂µφ2∂µφ2φ1 + λve
2γ✷J2c − 2λveγJ1c∂µAµ + e2vγφ2φ21∂µAµ
+2λv2γJ1cφ2A2 + 2vλγJ2cA2 − e2vγJ1cφ2φ1 − 2λv2eγJ1c∂µAµφ1 + e2vγJ2cφ21
−
n−1∑
j=1
γ
(j)
J1cφ2φ1
ξ
(n−j)
φ1A2
+ 3e
n−1∑
j=1
γ
(j)
J1c∂µAµ
ξ
(n−j)
φ3
1
= 0 (76)
+3γφ3
2
∂µAµ + λvγJ1c✷φ2 − 2λvγ∂µJ1c∂µφ2 − 3λγ✷J2c + γJ2cφ22 − eγ∂µφ2∂µφ2φ1 = 0 (77)
4.3 Counterterms of sector III
The counterterms of the sector III, together with the normalization condition, are
ξF 2µν = 0
ξ∂µAν∂νAµ =
1
2
{
evγAµ∂µ✷φ2 − evγ✷J2c
}
ξA4 =
1
4
{
evγφ2∂µAµA2 + e
2vγ∂µJ1cAµ +
n−1∑
j=1
γ
(j)
∂µJ1cAµ
ξ
(n−j)
φ1A2
}
(78)
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In this sector there is one consistency condition
γφ2Aµ∂µA2 + eγJ1c∂µAµ + γJ2cA2 +
n−1∑
j=1
γ
(j)
J1c∂µAmu
ξ
(n−j)
φ1A2
= γφ2∂µAµA2 + eγ∂µJ1cAµ +
n−1∑
j=1
γ
(j)
∂µJ1cAµ
ξ
(n−j)
φ1A2
. (79)
It is remarkable that contribution from the lower order terms appear only in three counterterms (see
the eqs. (71), (72) and (78)).
4.4 Counterterms of the fermion sector
The analysis of the breaking terms in terms of the Lorentz invariant amplitude performed in the Appendix
D reveals that the fermion source counterterms are non vanishing. The counterterms of this sector are
ξ i
2
(η¯γ5ψc+cψ¯γ5η) = −
1
2G
{
2evγφ2φ2ψ¯ψ − 2Gvγcφ2η¯ψ
+evγiφ2φ1ψ¯γ5ψ − 2Gvγicφ1η¯γ5ψ −m21γiJ1cψ¯γ5ψ
−
∑
j=1,n−1
[
2ξ
(j)
ψ¯ψ
(
γ
(n−j)
cφ2ψ¯η
+ γ
(n−j)
icφ1ψ¯γ5η
)
+ ξ
(j)
φ1ψ¯ψ
ξ
(n−j)
i
2
(η¯γ5ψc+cψ¯γ5η)
]}
(80)
The other counterterms are
ξφ1ψ¯ψ =
1
2e
{
2evγφ2φ2ψ¯ψ − 2Gvγcφ2η¯ψ
−evγiφ2φ1ψ¯γ5ψ + 2Gvγicφ1η¯γ5ψ +m21γiJ1cψ¯γ5ψ
−
∑
j=1,n−1
[
2ξ
(j)
ψ¯ψ
(
− γ(n−j)
cφ2ψ¯η
+ γ
(n−j)
icφ1ψ¯γ5η
)
+ ξ
(j)
φ1ψ¯ψ
ξ
(n−j)
i
2
(η¯γ5ψc+cψ¯γ5η)
]}
(81)
ξψ¯ψ = −
1
e
[
Gvξ i
2
(η¯γ5ψc+cψ¯γ5η) −
∑
j=1,n−1
ξ
(j)
ψ¯ψ
ξ
(n−j)
i
2
(η¯γ5ψc+cψ¯γ5η)
]
(82)
and
ξiψ¯γµ∂µψ =
2
e
{
− 1
2
ξ i
2
(η¯γ5ψc+cψ¯γ5η)
+Gvγη¯cγµγ5∂µψ +Gvγψ¯cγµγ5∂µη − evγφ2ψ¯γµγ5∂µψ
−
∑
j=1,n−1
[
ξ
(j)
ψ¯ψ
(
γ
(n−j)
cψ¯γµγ5∂µη
− γ(n−j)cη¯γµγ5∂µψ)
+
1
2
ξ
(j)
iψ¯γµ∂µψ
ξ
(n−j)
i
2
(η¯γ5ψc+cψ¯γ5η)
]}
(83)
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Since we require hermiticity and charge conjugation invariance, there is one consistency condition left,
given by the equation
0 = −evγφ2γµAµψ¯ψ +Gvγcη¯γµγ5ψAµ −Gvγcψ¯γµγ5ηAµ +
+
∑
j=1,n−1
(
ξ
(j)
ψ¯ψ
γ
(n−j)
cη¯γµγ5ψAµ
− ξ(j)
ψ¯ψ
γ
(n−j)
cψ¯γµγ5ηAµ
)
(84)
5 Conclusions
The absence of anomalies in the Higgs-Kibble model allows the explicit construction of counterterms which
re-establish the Slavnov-Taylor invariance of the model. Therefore any regularization procedure which pre-
serves the Lorentz covariance and the relevant discrete symmetries can be corrected by finite counterterms.
In the present work we give explicitly the counterterms in terms of a set finite vertex functions. Our strat-
egy relies on two essential ingredients. One is the possibility to perform subtraction at zero momentum.
The second consists in the use of the normalization conditions which simplify the construction of explicit
solutions. Quite a few counterterms turn out to be zero and moreover the contribution of the lower terms
in the perturbative expansion is highly reduced. Although the solution look cumbersome we believe that
it makes possible the automatic evaluation of the counterterms.
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A Classical action and BRS
A.1 Feynman rules
The Lagrangian density is
L = −1
4
F 2µν −
α
2
(∂A)2 + |Dµφ|2 − λ(|φ|2 − v
2
2
)2
+ψ¯i 6Dψ + G√
2
ψ¯(1− γ5)ψφ + G√
2
ψ¯(1 + γ5)ψφ
∗ (85)
where
Dµ = ∂µ − ieAµ
D − ∂µ − i e
2
γ5Aµ (86)
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BRS transformations
δAµ = ∂µc
δφ = iecφ
δφ∗ = −iecφ∗
δψ = −i e
2
γ5ψc
δψ¯ = i
e
2
cψ¯γ5 (87)
Now we consider the spontaneous symmetry breaking
φ =
φ1 + v + iφ2√
2
(88)
The bilinear parts give a out-of-diagonal term
evφ2∂A (89)
thus we need a gauge fixing (’t Hooft)
− α
2
(
∂A+
ev
α
φ2
)2
(90)
Thus we complete the BRS
δφ1 = −ecφ2
δφ2 = ec(φ1 + v)
δc¯ = F = ∂A+ ev
α
φ2 (91)
Then the gauge fixing term is
Γ
(0)
GF =
∫
d4x
[
− α
2
F2 + αc¯δF
]
=
∫
d4x
[
− α
2
F2 + αc¯✷c+ (ev)2c¯c+ e2vc¯cφ1
]
(92)
and the zero-loop action is
Γ(0) =
∫
d4x
[
− 1
4
F 2µν +
e2v2
2
A2µ
−α
2
∂A2 + αc¯✷c+ (ev)2c¯c+ e2vc¯cφ1
+
1
2
(∂µφ
2
1 + ∂µφ
2
2)− λv2φ21 −
(ev)2
2α
φ22
+eAµ(φ2∂
µφ1 − ∂µφ2φ1) + e2vφ1A2 + e
2
2
(φ21 + φ
2
2)A
2
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−λvφ1(φ21 + φ22)−
λ
4
(φ21 + φ
2
2)
2
+ψ¯i 6∂ψ +Gvψ¯ψ + e
2
ψ¯γµγ5ψA
µ
+Gψ¯ψφ1 − iGψ¯γ5ψφ2
+J1[−ecφ2] + J2ec(φ1 + v) + i e
2
η¯γ5ψc+ i
e
2
cψ¯γ5η
]
(93)
The action is C invariant if the fields φ2, Aµ, iψ¯γ5ψ, c, c¯, J2 are C odd and the fields φ1, J1, ψ¯ψ are C even.
This invariance can be extended to η, η¯ by requiring
CψC−1 = Bψ¯T , CηC−1 = Bη¯T B†γµB = −γTµ
B2 = 1 B∗ = B BT = −B B† = B−1 (94)
Moreover we impose hermiticity for the low momentum expansion of the vertex amplitude Γ by requiring
c† = c c¯† = −c¯
η¯† = γ0η (95)
B ST transformation of counterterms
The ST of the counterterms.
The scalar boson sectors.
S0[
∫
d4xφ1] = −e
∫
d4x(cφ2)
S0[
∫
d4xφ21] = −2e
∫
d4x(cφ1φ2)
S0[
∫
d4xφ22] = 2e
∫
d4x(cφ2(φ1 + v))
S0[
∫
d4xφ31] = −3e
∫
d4x(cφ21φ2)
S0[
∫
d4xφ22φ1] = e
∫
d4xc[2φ2(φ1 + v)φ1 − φ32]
S0[
∫
d4xφ41] = −4e
∫
d4x(cφ31φ2)
S0[
∫
d4xφ42] = 4e
∫
d4x(cφ32(φ1 + v))
S0[
∫
d4xφ22φ
2
1] = e
∫
d4x(2cφ2φ
2
1(φ1 + v)− 2cφ22φ2φ1) (96)
The kinetic boson sector
S0[
∫
d4xA2] = −2
∫
d4x(c∂µA
µ)
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S0[
∫
d4x∂µA
µφ2] =
∫
d4xc[✷φ2 + e∂µA
µ(φ1 + v)]
S0[
∫
d4x(∂µφ1)
2] = 2e
∫
d4x(c✷φ1φ2)
S0[
∫
d4x(∂µφ2)
2] = −2e
∫
d4x(c✷φ2(φ1 + v))
S0[
∫
d4xAµ∂µφ1φ2] =
∫
d4xc[−✷φ1φ2 − ∂µφ1∂µφ2
+e∂µA
µφ22 + eA
µφ2∂µφ2 + eA
µ∂µφ1(φ1 + v)]
S0[
∫
d4xAµφ1∂µφ2)] =
∫
d4xc[−φ1✷φ2 − ∂µφ1∂µφ2
−eAµφ2∂µφ2 − e∂µAµφ1(φ1 + v)− eAµ∂µφ1(φ1 + v)]
S0[
∫
d4xA2φ1] =
∫
d4xc[−2∂µ(Aµφ1)− eA2φ2]
S0[
∫
d4xA2φ21] = 2
∫
d4xc[−∂µ(Aµφ21)− eA2φ1φ2]
S0[
∫
d4xA2φ22] = 2
∫
d4xc[−∂µ(Aµφ22) + eA2φ2(φ1 + v)]
S0[
∫
d4x∂µA
ν∂µAν ] = 2
∫
d4xc✷∂νAν
S0[
∫
d4x∂µAµ∂
νAν ] = 2
∫
d4xc✷∂νAν
S0[
∫
d4xA4] = −4
∫
d4xc∂µ(AµA
2)
S0[
∫
d4xc¯cA2] =
∫
d4x[FcA2 − 2c¯c(∂µc)Aµ] (97)
Fermion sectors
S0[
∫
d4xψ¯iγµ∂
µψ] =
e
2
∫
d4xc[ψ¯γµγ5∂
µψ + (∂µψ¯)γµγ5ψ]
S0[
∫
d4xψ¯γµγ5A
µψ] = −
∫
d4xc[ψ¯γµγ5∂
µψ + (∂µψ¯)γµγ5ψ]
S0[
∫
d4xψ¯ψ] = ie
∫
d4xc[ψ¯γ5ψ]
S0[
∫
d4xψ¯ψφ1] = e
∫
d4xc[iψ¯γ5ψφ1 − ψ¯ψφ2]
S0[
∫
d4xψ¯iγ5ψφ2] = e
∫
d4xc[−ψ¯ψφ2 + iψ¯γ5ψ(φ1 + v)] (98)
The ghost sector
S0[
∫
d4xc¯c] =
∫
d4xFc
21
S0[
∫
d4xc¯✷c] =
∫
d4xF✷c
S0[
∫
d4xc¯cφ1] =
∫
d4xFcφ1
S0[
∫
d4xc¯cφ21] =
∫
d4xFcφ21
S0[
∫
d4xc¯cφ22] =
∫
d4xFcφ22 (99)
Fermion sources sector
S0[
∫
d4x
i
2
(η¯γ5ψc+ cψ¯γ5η)] = c[
1
2
∂µ(ψ¯γµγ5ψ)
+iGvψ¯γ5ψ + iGψ¯γ5ψφ1 +Gψ¯ψφ2] (100)
C ST invariants
We have two classes of ST invariants: the BRS invariants where the sources do not intervene
I1 =
∫
d4x(φ21 + φ
2
2 + 2vφ1)
I2 =
∫
d4x(φ41 + φ
4
2 + 2φ
2
1φ
2
2 + 4vφ
3
1 + 4vφ1φ
2
2 + 4v
2φ21)
I3 =
∫
d4x|Dµφ|2
I4 =
∫
d4x(Fµν )
2
I5 =
∫
d4xψ¯iγµDµψ
I6 =
∫
d4xψ¯[(φ1 + v)− iγ5φ2]ψ
I7 ≡ I7 =
∫
d4x(
1
2
F2 + c¯δBRSF)
I8 ≡ I8 =
∫
d4x(
1
2
A2 + c¯c+
v
α
φ1) (101)
and ST invariants with external sources:
I9 =
∫
d4x[AµΓ
(0)
Aµ + cΓ
(0)
c + α(F∂µAµ − c¯✷c)]
I10 = S0(
∫
d4xJ1) =
∫
d4xΓ
(0)
φ1
I11 = S0(
∫
d4xJ1φ1) =
∫
d4x(φ1Γ
(0)
φ1
+ eJ1cφ2) (102)
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There are other invariants which are linearly dependent from the previous ones.
I12 =
∫
d4x[φ2Γ
(0)
φ2
− eJ2c(φ1 + v) + ev(Fφ2 − ec¯c(φ1 + v))]
= −λv2I1 − λI2 + 2I3 +GI6 − evI10 − I11
I13 =
∫
d4x(Γ
(0)
ψ ψ − i
e
2
η¯cγ5ψ) = −I5 −GI6
I14 =
∫
d4x(ψ¯Γ
(0)
ψ¯
+ i
e
2
ψ¯cγ5η) = −I13 (103)
The coefficients of the invariant counterterms can be fixed by choosing the normalization conditions on
some monomials. The following matrix provides an example of the linear dependence of the ST invariants
from a set of monomials (for comparison an extra row is added involving the fermi external source)


v1 v2 v3 v4 v5 v6 v9 v10 v11
φ1 2v 0 0 0 0 0 0 −2λv2 0
φ22φ1 0 4v 0 0 0 0 0 −λ −λv
A2φ1 0 0 e
2v 0 0 0 2e2v e2 e2v
F 2µν 0 0 0 1 0 0 0 0 0
ψ¯γµγ5ψA
µ 0 0 0 0 e2 0
e
2 0 0
iψ¯γ5ψφ2 0 0 0 0 0 −1 0 0 0
J2c 0 0 0 0 0 0 ev e 0
J2cφ1 0 0 0 0 0 0 e 0 e
J1cφ2 0 0 0 0 0 0 −e 0 e
iη¯γ5ψc 0 0 0 0 0 0
e
2 0 0


(104)
D Functional derivatives of Ψ
1. We project out the lowest powers of the momenta with (1−t3) and moreover we use the normalization
conditions
Ψˆcφ2 = −evΞ(n)φ2φ2
= (
(ev)2
α
−m22)(t3 − t1)Γ(n)cJ2 + t3
n−j∑
j=1
IΓ
(j)
cJ2
IΓ
(n−j)
φ2
2
= t3
n−j∑
j=1
IΓ
(j)
cJ2
IΓ
(n−j)
φ2
2
(105)
In the Taylor expansion denoted by t3, the odd-number derivative of the vertex functions at zero mo-
mentum are zero, by Lorentz covariance. Moreover the constant term is zero due to the normalization
condition IΓ
(j)
cJ2
(0) = 0 thus only ξ
(n)
∂µφ2∂µφ2
can be non-zero. However we get
− evΞ(n)φ2φ2 =
n−j∑
j=1
(
(t2 − t1)IΓ(j)cJ2IΓ
(n−j)
φ2
2
(0) + IΓ
(j)
cJ2
(0)(t2 − t1)IΓ(n−j)
φ2
2
)
= 0
(106)
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Thus finally Ξφ2φ2 is zero.
2. Take the relevant functional derivatives of eq. (65). By using the normalization conditions and
Ξφ2φ2 = 0 one gets
Ψˆ
(n)
cφ2(p)φ1(q)
= −[i(p+ q)µΞ(n)
Aµφ2(p)φ1(q)
− eΞ(n)
φ1φ1(q)
] =
= −m21(t2 − t1)Γ(n)cJ1(q)φ2(p) + ev(t2 − t1)Γ
(n)
φ2φ2(p)φ1(q)
− 2λv(t2 − t1)Γ(n)
cJ2(p+q)
(107)
The lower order contributions are zero by the normalization conditions. Since Ψ
(n)
cφ2φ1
contains only
terms quadratic in the momenta, then there is no counterterm as
∫
d4xφ21. It should be reminded
that we have already chosen Ξφ2
2
φ1 = 0.
3.
Ψˆ
(n)
cφ2φ
2
1
= −
[
−eΞ(n)
φ3
1
+ evΞ
(n)
φ2
2
φ2
1
]
= −2m21Γ(n)cJ1φ2φ1(0) (108)
4.
Ψˆ
(n)
cφ2φ
3
1
= −[−eΞ(n)
φ4
1
+ 3eΞ
(n)
φ2
2
φ2
1
]
= −18λvΓ(n)cJ1φ2φ1(0)− 3m21Γ
(n)
cJ1φ2φ
2
1
(0) + evΓ
(n)
φ2
2
φ3
1
(0)− 6λvΓ(n)
cJ2φ
2
1
(0)
+3
n−1∑
j=1
(
IΓ
(n−j)
φ3
(0)IΓ
(j)
cJ1φ1φ2
)
(109)
5.
Ψˆ
(n)
cφ3
2
= 0 (110)
6.
Ψˆ
(n)
cφ3
2
φ1
= −[−3eΞ(n)
φ2
1
φ2
2
+ eΞ
(n)
φ4
2
]
= −6λvΓ(n)cJ1φ2φ1(0) + evΓ
(n)
φ4
2
φ1
(0)−m21Γ(n)cJ1φ32(0)− 6λvΓ
(n)
cJ2φ
2
2
(0) (111)
7.
Ψˆ
(n)
cAν
= −ipµΞ(n)AµAν = ev(t3p − t2p)Γ
(n)
φ2Aν
− ievpν(t2p − t1p)Γ(n)cJ2 (112)
Then there is no contribution to A2 and to the transverse part of Aµ, i.e.
∫
d4xF 2µν . Only to (∂µA
µ)2.
8.
Ψˆ
(n)
cAν(p)φ1(q)
= −
[
i(p+ q)µΞ
(n)
AµAν(p)φ1(q)
+ evΞ
(n)
φ2Aν(p)φ1(q)
]
= −m21(t2 − t0)Γ(n)cJ1(q)Aν(p) + ev(t2 − t1)Γ
(n)
φ2Aν(p)φ1(q)
(113)
The last term is zero because of covariance.
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9.
Ψˆ
(n)
cAν(p)φ1(q1)φ1(q2)
= −
[
i(p+ q1 + q2)
µΞ
(n)
AµAν(p)φ1(q1)φ1(q2)
+ eΞ
(n)
φ2Aν(p)φ1(q1)
+ eΞ
(n)
φ2Aν(p)φ1(q2)
]
=
−m21(t1Γ(n)cJ1Aν(p)φ1(q1) + t1Γ
(n)
J1cAν(p)φ1(q2)
)− 6λv(t1 − t0)Γ(n)
cJ1(q1+q2)Aν(p)
+ev(t1 − t0)Γ(n)
φ2Aν(p)φ1(q1)φ1(q2)
− ievpνΓ(n)
cJ2(p)φ1(q1)φ1(q2)
+
n−1∑
j=1
(
IΓ
(n−j)
φ3
1
(0)t1IΓ
(j)
cJ1Aν
)
(114)
Notice that the breaking-term Γ
(0)
φ2Aνφ1
(t1 − t0)Γ(n)cJ2φ1 is zero and therefore it has been omitted.
10.
Ψˆ
(n)
cAν(p)φ2(q1)φ2(q2)
= −
[
i(p+ q1 + q2)
µΞ
(n)
AµAν(p)φ2(q1)φ2(q2)
− eΞ(n)
φ1Aν(p)φ2(q1)
− eΞ(n)
φ1Aν(p)φ2(q2)
]
= −2λv(t1 − t0)Γ(n)
cJ1(q1+q2)Aν(p)
+ ev(t1 − t0)Γ(n)
φ2Aν(p)φ2(q1)φ2(q2)
+ ipνvΓ
(n)
cJ2φ
2
2
(0)
(115)
11.
Ψˆ
(n)
cAµ(p1)Aν(p2)φ2(q)
= −
[
−eΞ(n)
φ1Aµ(p1)Aν(p2)
+ evΞ
(n)
φ2AµAνφ2(q)
]
= ev(t1 − t0)Γ(n)
φ2Aµ(p1)Aν(p2)φ2(q)
+ 2ev2(t1 − t0)gµνΓ(n)
cJ1(p1+p2)φ2(q)
iev(pµ1Γ
(n)
cJ1(p1)Aν(p2)φ2(q)
(0)
+pν2Γ
(n)
cJ1(p2)Aµ(p1)φ2(q)
(0)) +
n−1∑
j=1
(
IΓ
(n−j)
φ1AµAν
(0)t1IΓ
(j)
cJ1(p1+p2)φ2(q)
)
(116)
¿From the Lorentz structure we see that all terms are zero and therefore
Ψˆ
(n)
cAµ(p1)Aν(p2)φ2(q)
= eΞ
(n)
φ1Aµ(p1)Aν(p2)
− evΞ(n)
φ2AµAνφ2(q)
= 0 (117)
12.
Ψˆ
(n)
cAµAνφ2φ1
= −
[
−eΞ(n)φ1AµAνφ1 + eΞ
(n)
φ2AµAνφ2
]
= evΓ
(n)
φ2AµAνφ2φ1
(0)−m21Γ(n)cJ1AµAνφ2(0) + 2ev2gµνΓ
(n)
cJ1φ2φ1
(0)
−2λvΓ(n)cJ2AµAν (0) +
n−1∑
j=1
(
IΓ
(j)
cJ1φ2φ1
IΓ
(n−j)
φ1AµAν
)
(0) (118)
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13.
Ψˆ
(n)
cAνAρAσ
= −
[
i(p1 + p2 + p3)µΞ
(n)
AµAνAρAσ
]
= evt1Γ
(n)
φ2AνAρAσ
+ 2ev2gρσ(t1 − t0)Γ(n)
cJ1(p2+p3)Aν(p1)
+2ev2gνσ(t1 − t0)Γ(n)
cJ1(p1+p3)Aρ(p2)
+ 2ev2gνρ(t1 − t0)Γ(n)
cJ1(p1+p2)Aσ(p3)
+ievpν1Γ
(n)
cJ2(p1)AρAσ
(0) + ievpρ2Γ
(n)
cJ2(p2)AµAσ
(0) + ievpσ3Γ
(n)
cJ2(p3)AµAρ
(0)
+
n−1∑
j=1
(
t1IΓ
(j)
cJ1Aρ
)
IΓ
(n−j)
φ1AσAν
(0) +
n−1∑
j=1
(
t1IΓ
(j)
cJ1Aν
)
IΓ
(n−j)
φ1AσAρ
(0) +
n−1∑
j=1
(
t1IΓ
(j)
cJ1Aσ
)
IΓ
(n−j)
φ1AρAν
(0)
(119)
14.
Ψˆ
(n)
cψ¯(p1)ψ(p2)
= −
[
i
e
2
γ5Ξ
(n)
ψ(p2)ψ¯
+ i
e
2
Ξ
(n)
ψψ¯(p1)
γ5 −GvΞ(n)η¯(p1)cψ(p2) −GvΞ
(n)
η(p2)ψ¯(p1)c
]
= −ev(t1 − t0)Γ(n)
φ2ψ(p2)ψ¯(p1)
−Gv(t1 − t0)Γ(n)
η¯(p1)cψ(p2)
−Gv(t1 − t0)Γ(n)
η(p2)ψ¯(p1)c
−t1
n−1∑
j=1
(
IΓ
(j)
η(p2)ψ¯(p1)c
IΓ
(n−j)
ψ(p2)ψ¯
+ IΓ
(j)
ψψ¯(p1)
IΓ
(n−j)
η¯(p1)cψ(p2)
)
(120)
15.
Ψˆ
(n)
cψ¯(p1)ψ(p2)φ1(q)
= −
[
i
e
2
γ5Ξ
(n)
ψ¯ψ(p2)φ1(q)
+ i
e
2
Ξ
(n)
ψψ¯(p1)φ1(q)
γ5 − eΞ(n)ψ(p2)ψ¯(p1)φ2(q) −GΞ
(n)
η¯(p1)cψ(p2)
−GΞ(n)
η(p2)ψ¯(p1)c
]
= −evΓ(n)
φ2ψ¯(p1)ψ(p2)φ1(q)
−m21Γ(n)cJ1ψ¯(p1)ψ(p2) −GvΓ
(n)
η¯(p1)cψ(p2)φ1(q)
−GvΓ(n)
η(p2)ψ¯(p1)cφ1(q)
−t0
n−1∑
j=1
(
IΓ
(j)
η(p2)ψ¯(p1)c
IΓ
(n−j)
ψ(p2)ψ¯φ1(q)
+ IΓ
(j)
ψψ¯(p1)φ1(q)
IΓ
(n−j)
η¯(p1)cψ(p2)
)
−t0
n−1∑
j=1
(
IΓ
(j)
η(p2)cψ¯(p1)φ1(q)
IΓ
(n−j)
ψ(p2)ψ¯
+ IΓ
(j)
ψψ¯(p1)
IΓ
(n−j)
η¯(p1)cψ(p2)φ1(q)
)
(121)
16.
Ψˆ
(n)
cψ¯(p1)ψ(p2)φ2(q)
= −
[
+eΞ
(n)
ψ(p2)ψ¯φ1(q)
− iGΞ(n)
η¯(p1)c(−p1−p2−q)ψ(p2)
− iGΞ(n)
η(p2)ψ¯(p1)c(−p1−p2−q)
]
= −evΓ(n)
φ2ψ(p2)ψ¯(p1)φ2(q)
−GvΓ(n)
η¯(p1)cψ(p2)φ2(q)
−GvΓ(n)
η(p2)ψ¯(p1)cφ2(q)
−t0
n−1∑
j=1
(
IΓ
(j)
η(p2)ψ¯(p1)cφ2(q)
IΓ
(n−j)
ψ(p2)ψ¯
+ IΓ
(j)
ψψ¯(p1)
IΓ
(n−j)
η¯(p1)cψ(p2)φ2(q)
)
(122)
Ψˆcψ¯γµψAµ = 0. In fact the only possible counterterm is ψ¯γµγ5ψA
µ and this is excluded by the
normalization conditions.
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The above analysis shows that at every order the following counterterms are absent to all orders.∫
d4xφ21
∫
d4xφ22
∫
d4x(∂µφ2)
2
∫
d4xA2µ. (123)
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