We study the boundary value problem of the quasi-linear elliptic equation
Introduction
Let n 2 be an integer and let Ω ⊂ R n be a bounded connected smooth domain. for all ϕ ∈ C 1 0 (Ω). Under appropriate restrictions on f , the classical regularity theory [7, 10, 15, 17] for the m-Laplacian implies all such weak solutions are of class C 1,α (Ω) for some α > 0 and, moreover, the strong maximum principle holds for (1.1). Without further mentioning and for simplicity, we shall assume such conditions on f and only consider positive solutions in C 1,α (Ω), unless otherwise specified. We call such solutions classical solutions.
Throughout the entire paper, we assume m ∈ (1, n) and denote by m * := nm n − m > 0, being the Sobolev embedding number for W 1,m (R n ) → L m * (R n ). Let λ 1 be the first eigenvalue of − m on Ω with homogeneous Dirichlet boundary data. In a recent article [18] the author studied (1.1) when f has a sub-critical growth and obtained various results on a priori estimates and existence. For simplicity, we use the following canonical prototype f (x, u, p) = λu m−1 + u p−1 + |p| q , (x,u,p) ∈ Ω × R + × R n , (1.2) where λ ∈ R, and p, q > 0 are constants, to illustrate the results. For further details, the interested reader is referred to [18] . In this paper, we continue our investigations on (1.1) when f has a critical Sobolev growth. For simplicity, we again use a canonical prototype in which f (x, u, p) = λu m−1 + u m * −1 , (x,u,p) ∈ Ω × R + × R n , (1.3) where λ ∈ R, in stating our results.
In a seminal paper [3] , Brezis and Nirenberg considered (1.1) with (1.3) for the semi-linear case m = 2, and discovered the following remarkable perturbation effect of the linear term λu.
Theorem B.
Suppose m = 2 and f is given by (1.3) . Then the following conclusions hold:
• Assume n 4. Then (1.1) has a solution for all λ ∈ (0, λ 1 ).
• Assume n = 3 and Ω is a ball. Then (1.1) has a solution if and only if λ ∈ (λ 1 /4, λ 1 ).
When m = 2, it is well known that (1.1) with (1.3) has no solutions when λ / ∈ (0, λ 1 ) (somewhat misleading -more subtle for λ 0, see below). Indeed, the non-existence readily follows from a direct integration argument for λ λ 1 , and is a direct consequence of the Pohozaev identity for λ 0 on star-shaped domains, see [11] . When Ω is not star-shaped, Part 2 need not hold. For example, when Ω is an annulus, (1.1) with (1.3) has at least one solution for all λ < λ 1 , see [9] . For n = 3, existence results are also obtained on a general domain Ω, see [3] for details.
Returning to (1.3) with an arbitrary m ∈ (1, n), the following theorem is a special case of a classical non-existence result of Pucci and Serrin [12] on star-shaped domains.
Theorem C. Let f be given by (1.3) . Assume λ 0 and Ω is star-shaped. Then (1.1) has no solution.
In this article, we wish to further extend the results of Theorems A, B and C. For each m > 1, we introduce the critical dimension given by
where [·] is the largest integer function. We call a dimension n super-critical if n N , and sub-critical if n < N. We first have the following theorem for super-critical dimensions. Theorem 1.1 is optimum and directly extends the semi-linear case of m = 2 (and n N(2) = 4) to the case of an arbitrary m with n N . The non-existence for λ λ 1 is a special case of Theorem 2.1 in Section 2 and the existence part is proved in Section 3. In [9] , Kazdan and Warner also obtained existence on an annulus for all λ ∈ (−∞, λ 1 ).
The case of subcritical dimensions is more delicate, with only partial results available. When the space dimension n is sub-critical, i.e. n < N, then both existence and non-existence co-occur in the interval (0, λ 1 ). Namely, existence holds for a certain non-empty set of values of λ ∈ (0, λ 1 ), while non-existence for the remaining values (a non-empty set) of λ ∈ (0, λ 1 ). In fact, there exists λ * (n, m, B R ) ∈ (0, λ 1 ) such that existence holds for all
whatever the domain, see Theorem 3.1. On the other hand, when Ω = B R is a ball, the classical non-existence on star-shaped domains for non-positive λ values can be extended to all values of
where
Naturally, one would like to know whether the following equality
holds, namely, whether there is a number λ 0 dividing the interval (0, λ 1 ) with existence occurring in (λ 0 , λ 1 ) and non-existence in (0, λ 0 ). For m = 2, then N = 4 and the only sub-critical dimension is n = 3, and Theorem B shows indeed that
serves as such a dividing number. For m = 2, however, it is unknown whether such a dividing number exists, that is, whether equality (1.5) holds. The impact of the "linear" perturbation λu m−1 on existence for (1.3) is evident. Another important factor is the geometry and/or topology of the domain, see for example [1, 2] and the references therein for m = 2 and λ = 0. On the other hand, Theorems 1.1 and 1.2 together demonstrate the impact of a third factor -the critical dimension when a "linear" perturbation λu m−1 is present. Indeed, for n N and λ > 0 existence depends only on the first eigenvalue (roughly the size of the domain). When n < N, however, the geometry and/or topology of the domain also comes right back in to play. For example, when Ω is a ball both existence and non-existence occur for different values of λ ∈ (0, λ 1 ), while only existence occurs for all λ ∈ (0, λ 1 ) when Ω is an annulus. We also would like to point out that, when m = 2, the non-linear nature of the m-Laplacian gives rise to substantial differences from the case m = 2 in studying (1.1).
It is worth remarking that for the prototype (1.2), Theorems A and 1.1 provide a complete answer to the question of existence for (1.1) on an arbitrary domain Ω.
Then (1.1) has a solution if and only if λ < λ 1 .
Due to the critical Sobolev growth, the simpler-looking prototype (1.3) has a more complex structure for existence. As mentioned earlier, now existence depends on a combination effect of the perturbation of λu m−1 , the dimension and the domain if n < N. Nevertheless, a complete answer is available when n N and λ > 0, see Theorem 1.1.
Non-existence
In this section, we prove two non-existence results concerning solutions of (1.1). Two classical identities on solutions of quasi-linear equations will play a crucial role in our proofs.
The first is the Picone identity. 
In particular,
Proof. Equality (2.1) is the so-called Picone identity which follows from direct calculations, see for example [8] . By the Young inequality, one readily sees for m > 1
Hence (2.2) follows at once and the proof is complete. 2
As a direct consequence of the Picone identity, below is our first non-existence result.
Remark. It is well known that Theorem 2.1 holds for the Laplacian (m = 2) by a direct integration argument involving first eigenfunctions. But the proof fails for the m-Laplacian with m = 2.
To the best knowledge of the author, Theorem 2.1 is new for m = 2.
Proof of Theorem 2.1. We argue by contradiction. Suppose for the contrary that (1.1) has a solution u ∈ C 1,α 0 (Ω). Let ψ(x) > 0 be a first eigenfunction corresponding to λ 1 . Plainly
For ε > 0, put w = u + ε. Then in view of the strong maximum principle for all ε > 0
where C is some positive constant independent of ε. Multiply (1.1) by ψ m /w m−1 and integrate over Ω to obtain
where we have used the Picone identity Lemma 2.1. Letting ε → 0 in (2.5), we use the dominated convergence theorem to readily infer that (up to a subsequence)
By our assumption, the set
has a positive measure and there hold
It follows that
This is an immediate contradiction and the proof is complete. 2
In the remaining of the section, for simplicity, we assume f (x, u, p) = f (u) is independent of x and p. Let B be the unit ball in R n centered at the origin and denote by F the primitive of f ,
The following variational identity of Pohozaev type is due to Pucci and Serrin [12] .
Lemma 2.2. Let Ω = B and suppose that u is a radial solution of (1.1). Then for all differentiable functions
h = h(r) and a = a(r) on [0, 1] there holds 1 0 r n−1 auf − h + n − 1 r h F − a u m−2 u u + 1 0 r n−1 u m n − 1 mr h − m − 1 m h − a = − m − 1 m h(1) u (1) m ,(2.
6)
where r = |x| is the radius.
Proof. Observe that u(x) = u(r) satisfies the radial version of (1.1)
Clearly the integrand of the functional associated to (2.7) becomes
Thus (2.6) follows immediately from Proposition 1 of [12] and the proof is complete. 2
We next consider the canonical prototype
where λ ∈ R is a parameter. Plainly, by Theorem 2.1, (1.1) has no solution on any domain Ω when λ λ 1 . On the other hand, it was proved in [12] that (1.1) has no solution when Ω is star-shaped and λ 0. Here we shall prove the following non-existence result. 
where λ ∈ (0, π 2 /4]. Then direct calculations yield 2h − rh − 2ra = 0, and
This immediate contradiction reproduces the sharp formula of Brezis and Nirenberg
For m = 2, the lower bound of λ * (n, m, R) given in Theorem 2.2 is not optimum by the above formula. Moreover, it is unclear whether one can use a suitable pair of functions h and a to derive the optimum formula of λ * (n, m, R) for general n and m, as in the case of m = 2.
Proof of Theorem 2.2. We first assume Ω = B is the unit ball centered at the origin. Then (1.1) with (2.8) has no solution on Ω = B for λ 0. On the other hand, when λ 0 all non-negative solutions of (1.1) on Ω = B are necessarily radially symmetric with respect to the origin, see for example [4] [5] [6] . Thus it suffices to consider radial solutions u = u(r) > 0 for λ > 0. We will utilize identity (2.6) and choose appropriate functions a and h. Plainly, n < N implies
We choose
Direct calculations yield
and It completes the proof. 2
Existence
In this section, we prove the existence parts of Theorems 1.1 and 1.2, utilizing a constrained minimization argument used in [3] for m = 2. Plainly, we shall assume that f is given by (1.3). For ε > 0 and for m ∈ (1, n), put
For convenience, set
Denote by
For λ ∈ R, define the ratio
Then the best constant for the Sobolev embedding
where ω is the area of S n−1 in R n . Moreover, S is achieved by the functions ϕ(r), i.e., for any ε > 0, see for example [14] . In particular,
We need the following two lemmas. Both results were proved for m = 2 and their proofs carry over with little change, respectively; we present proofs here for the sake of completeness. 
Remark. The condition u > 0 is superfluous.
Proof of Lemma 3.1. Lemma 3.1 was first obtained for m = 2 by Trudinger in [16] with a proof based on a method of Serrin [13] . As mentioned in the introduction, it suffices to show u ∈ L ∞ (Ω). For simplicity, we assume u 0. As in [13, 16] , fix β > 1 and define 
The following test function
is admissible in the sense of [13] . Testing ζ in (1.1), we use the Hölder inequality to get for ε > 0 Choosing β ∈ (1, m * − m + 1) so that mq < m * , and letting l → ∞, we readily infer from (3.2) that Proof. This lemma was proved in [3] for m = 2. As in [3] , for p ∈ (m, m * ) set
Then one readily sees that for u ∈ W 1,m 0 (Ω) (e.g., dominated convergence theorem)
Since the embedding W 
Passing limit in (3.5) and (3.6), we use (3.4) to infer that Now we are ready to prove the desired existence in Theorems 1.1 and 1.2. In the light of Lemma 3.2, it suffices to derive the estimate
for all appropriate values of λ. To this end, proper test functions u are a key to show that
We proceed similarly as in [3] and handle Theorem 1.1 and Theorem 1.2 separately.
Proof of existence of Theorem 1.1. By assumption n N m 2 . We shall show that (3.7) is valid for all λ ∈ (0, λ 1 ). Without loss of generality, assume Ω contains the unit ball B centered at the origin. Let η(x) = η(r) > 0 be a smooth cut-off function in B satisfying
where r = |x|. Set
Direct calculation yields
since n + a − na < 0 for m < n. Similarly,
Finally, we have
where K 4 is some positive constant independent of ε. Combining (3.8)-(3.10) yields
Thus Q λ (u) < S for small ε > 0 since λ > 0 and m − 1 ∈ (0, b) for n > m 2 . Thus (3.7) holds for all λ > 0 and n N . It follows that, with the aid of Lemma 3.2, (1.1) has a solution for all λ ∈ (0, λ 1 ) and the proof is complete. 2
The sub-critical case of n < N of Part 2 of Theorem 1.2 is more complex. The calculations in the proof are more involved and the results are not optimum. In particular, we need to use different test functions. Theorem 3.1 below is slightly more general than Part 2 of Theorem 1.2. Remark. The upper bound of λ * (n, m, B 1 ) given above is not optimum. Indeed, in view of Theorem B, for m = 2 and n = 3,
Nevertheless, this explicit bound yields a closed form formula for all m > 1 and n < N and is easy to calculate, see also a different estimate of this bound for m = 3 in Appendix A.
Proof of Theorem 3.1. Here we have n < m 2 for n < N and first assume Ω = B 1 . This time we choose
By simple calculations we have 
Hence there exists σ > 0 such that 
With the aid of Taylor's expansion, we have
We estimate (3.13) term by term. First
and we have used the formula
For the second term we have
To estimate the last term, noting ξ ∈ (0, 1) and m * > 2 for n ∈ (m, m 2 ), one has
Combining (3.14)-(3.16) into (3.13) yields (noting
where τ is any constant satisfying b < τ < min{2b, b + 1}, and
That is, Plugging (3.11), (3.12) and (3.17) into Q λ (u), we obtain
where τ > b is some constant. Hence (3.7) holds for small ε > 0 for all λ > 0 satisfying The proof is complete. 2
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Appendix A
In this appendix, we use a different test function to estimate the value of λ * (n, 3, 1) for m = 3 and n ∈ (3, 9). It is unclear whether the estimate below is optimum, or even better than that in Theorem 3.1. On the other hand, this approach appears practical only for small integer values of m. Let W be the set of functions ξ satisfying the following conditions. 
