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We study the qualitative behavior of non-negative entire solutions
of differential inequalities with gradient terms on the Heisenberg
group. We focus on two classes of inequalities: ϕu f (u)l(|∇u|)
and ϕu  f (u) − h(u)g(|∇u|), where f , l, h, g are non-negative
continuous functions satisfying certain monotonicity properties.
The operator ϕ , called the ϕ-Laplacian, generalizes the p-Laplace
operator considered by various authors in this setting. We prove
some Liouville theorems introducing two new Keller–Osserman
type conditions, both extending the classical one which appeared
long ago in the study of the prototype differential inequality
u  f (u) in Rm . We show sharpness of our conditions when
we specialize to the p-Laplacian. While proving these results we
obtain a strong maximum principle for ϕ which, to the best of
our knowledge, seems to be new. Our results continue to hold,
with the obvious minor modiﬁcations, also for Euclidean space.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
Let Hm be the Heisenberg group of dimension 2m + 1, that is, the Lie group with under-
lying manifold R2m+1 and group structure deﬁned as follows: for all q,q′ ∈ Hm , q = (z, t) =
(x1, . . . , xm, y1, . . . , ym, t), q′ = (z′, t′) = (x′1, . . . , x′m, y′1, . . . , y′m, t′),
q ◦ q′ =
(
z + z′, t + t′ + 2
m∑
i=1
(
yix
′
i − xi y′i
))
.
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2644 M. Magliaro et al. / J. Differential Equations 250 (2011) 2643–2670A basis for the Lie algebra of left-invariant vector ﬁelds on Hm is given by
X j = ∂
∂x j
+ 2y j ∂
∂t
, Y j = ∂
∂ y j
− 2x j ∂
∂t
,
∂
∂t
(1)
for j = 1, . . . ,m. This basis satisﬁes Heisenberg’s canonical commutation relations for position and
momentum,
[X j, Yk] = −4δ jk ∂
∂t
, (2)
all other commutators being zero. It follows that the vector ﬁelds X j , Yk satisfy Hörmander’s condi-
tion, and the Kohn–Spencer Laplacian, deﬁned as
Hm =
m∑
j=1
(
X2j + Y 2j
)
, (3)
is hypoelliptic by Hörmander’s theorem (see [23]).
A vector ﬁeld in the span of {X j, Y j} will be called horizontal.
In Hm there is a “natural” origin o = (0,0) and a distinguished homogeneous norm deﬁned, for
q = (z, t) ∈ Hm , by
r(q) = r(z, t) = (|z|4 + t2)1/4 (4)
(where | · | denotes the Euclidean norm in R2m), which is homogeneous of degree 1 with respect to
the dilations δR : (z, t) → (Rz, R2t), R > 0. This gives rise to the Koranyi distance, deﬁned by
d
(
q,q′
)= r(q−1 ◦ q′), q,q′ ∈ Hm. (5)
We set
BR(qo) =
{
q ∈ Hm: d(q,qo) < R
}
to denote the (open) Koranyi ball of radius R centered at qo . We simply use the notation BR for balls
centered at qo = o. For u ∈ C1(Hm), we deﬁne the horizontal gradient ∇Hmu by
∇Hmu =
m∑
j=1
(X ju)X j + (Y ju)Y j, (6)
so that, for f ∈ C1(R), ∇Hm f (u) = f ′(u)∇Hmu, and observe that ∇Hmu is a horizontal vector ﬁeld. For
such vector ﬁelds, a natural · product is given by the formula
W · Z =
m∑
j=1
w jz j + w˜ j˜ z j, (7)
where W = w j X j + w˜ jY j , Z = z j X j + z˜ j Y j . By deﬁnition, |∇Hmu|2Hm = ∇Hmu · ∇Hmu, and we have the
validity of the Cauchy–Schwarz inequality
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In particular, we set
ψ(z, t) := |∇Hmr|2Hm =
|z|2
r2(z, t)
for (z, t) 	= o. (9)
The function ψ is homogeneous of degree 0, hence bounded. It will be called the density function and
in fact it is immediate to see that 0ψ  1 and that
Hmr = 2m+ 1
r
ψ in Hm\{o}. (10)
Finally, the horizontal divergence is deﬁned, for horizontal vector ﬁelds, by
div0 W =
m∑
j=1
[
X j
(
w j
)+ Y j(w˜ j)] (11)
and satisﬁes
div0( f W ) = f div0(W ) + ∇Hm f · W , (12)
so that
Hmu = div0 ∇Hmu. (13)
In the last few years some authors (see, for example, [15,12,9,4]) have studied a generalization of the
Kohn Laplacian, deﬁned, for p ∈ [2,+∞), by

p
Hmu = div0
(|∇Hmu|p−2Hm ∇Hmu) (14)
which can be considered as a natural p-Laplace operator in the setting of the Heisenberg group.
In this paper we consider a further generalization, which we shall call ϕ-Laplacian, ϕHm , deﬁned
for u ∈ C2(Hm) as follows:

ϕ
Hmu = div0
(
ϕ(|∇Hmu|Hm)
|∇Hmu|Hm ∇H
mu
)
, (15)
where ϕ satisﬁes the structural conditions{
ϕ ∈ C0(R+0 )∩ C1(R+), ϕ(0) = 0,
ϕ′ > 0 on R+.
(Φ)
This family of operators, which includes all the p-Laplacians (obtained with the choice ϕ(t) = t p−1,
p > 1), has been recently studied in the context of Riemannian geometry (see, for example, [31] for
motivations and further references). Although we shall focus our attention on this generalization, the
main example we keep in mind is the p-Laplacian itself, to which an entire section is devoted.
The aim of this paper is to study weak (in the sense of Section 2.2 below) non-negative entire
solutions of differential inequalities of the form
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ϕ
Hmu  f (u)l
(|∇Hmu|Hm), (16)
where f and l satisfy respectively the following conditions:{
f ∈ C0(R+0 ), f > 0 on R+;
f is increasing on R+0 ;
(F )
{
l ∈ C0(R+0 ), l > 0 on R+;
l is C-monotone non-decreasing on R+0 .
(L)
We recall that l is said to be C-monotone non-decreasing on R+0 if, for some C  1,
sup
s∈[0,t]
l(s) Cl(t), ∀t ∈R+0 .
Clearly, if l is monotone non-decreasing on R+0 , then it is 1-monotone non-decreasing on the same
set; in fact the above condition allows a controlled oscillatory behavior of l on R+0 . To express our
next requests, from now on we assume that
tϕ′(t)
l(t)
∈ L1(0+)\L1(+∞), lim inf
t→0+
ϕ(t)
l(t)
= 0. (Φ & L)
Note that often (e.g. in the case of the p-Laplacian) the latter condition directly assures integrability
at 0+ in the former. We deﬁne
K (t) =
t∫
0
sϕ′(s)
l(s)
ds; (17)
observe that K :R+0 →R+0 is a C1-diffeomorphism with
K ′(t) = tϕ
′(t)
l(t)
> 0,
thus the existence of the increasing inverse K−1 :R+0 →R+0 . Finally we set
F (t) =
t∫
0
f (s)ds.
Deﬁnition 1.1. The generalized Keller–Osserman condition for inequality

ϕ
Hmu  f (u)l
(|∇Hmu|Hm)
is the request:
1
K−1(F (t))
∈ L1(+∞). (KO)
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Keller–Osserman condition for the p-Laplacian, that is, 1
F (t)1/p
∈ L1(+∞).
In order to deal with the presence of the density function ψ in the version of our inequalities that
we shall describe below, we need to assume two “relaxed homogeneity” requests on ϕ′ and l:
sϕ′(st) Dsτ ϕ′(t), ∀s ∈ [0,1], t ∈R+0 , (Φ2)
s1+τ l(t)Λl(st), ∀s ∈ [0,1], t ∈R+0 , (L2)
for some positive constants D,Λ > 0 and τ  0. We stress that (L2) is a mild requirement: for exam-
ple, it is satisﬁed by every l(t) of the form
l(t) =
N∑
k=0
Ckt
νk , N ∈N, Ck  0, −∞ < νk  1+ τ for every k.
Indeed, since s 1 we have
l(st) =
N∑
k=0
Cks
νk tνk 
N∑
k=0
Cks
1+τ tνk = s1+τ l(t).
Note also that, if (L2) is true for some τo , then it also holds for every τ  τo . This is interesting in the
case of the p-Laplacian, which trivially satisﬁes (Φ2) for every 0 τ  p − 1. In this case the choice
τ = p − 1 is the least demanding on l(t). We also observe that the coupling of (Φ2) and (L2) does
not automatically imply the integrability at 0+ in (Φ & L). For instance if ϕ(t) = tτ and l(t) = tτ+1,
then (Φ2) and (L2) are satisﬁed, but tϕ
′(t)
l(t) /∈ L1(0+).
We shall prove the following Liouville-type result:
Theorem 1.1. Let ϕ , f , l satisfy (Φ), (F ), (L) and (Φ & L). Suppose also the validity of the relaxed homogeneity
conditions (Φ2), (L2). If the generalized Keller–Osserman condition (KO) holds, then every solution 0  u ∈
C1(Hm) of

ϕ
Hmu  f (u)l
(|∇Hmu|Hm) on Hm (18)
is constant. Moreover, if l(0) > 0, then u ≡ 0.
The proof is achieved through the construction of a “radial” supersolution v of (18) (see the next
section for the precise deﬁnition) on an annular region BT \Bt0 , 0 < t0 < T , which is small near ∂Bt0
and blows up at ∂BT . A careful comparison between u and v allows us to conclude that u must
necessarily be constant. As opposed to Osserman’s approach (see [29]), in order to construct the
supersolution we have not tried to solve the radialization of (18), since the presence of the gradient
term may cause different behaviors near the ﬁrst singular time. Roughly speaking, even if we could
prove the local existence of a radial solution in a neighborhood of zero (which is not immediate
due to the singularity of 1/r and possibly of ϕ′ in 0), we cannot be sure that, in case the interval
of deﬁnition is [0, T ), T < +∞, the solution blows up at time T : a priori, it may even happen that
the solution remains bounded, but the ﬁrst derivative blows up, giving rise to some sort of cusp.
The necessity of excluding this case led us to a different approach: a blowing-up supersolution is
explicitly constructed, exploiting directly the Keller–Osserman condition. Beside being elementary, this
alternative method also reveals the reason why (KO) is indeed natural as an optimal condition for the
existence or non-existence of solutions.
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Euclidean space Rm getting rid of request (Φ2) and (L2), which are related to the density function ψ .
Indeed we have
Theorem 1.2. Let ϕ , f , l satisfy (Φ), (F ), (L), (Φ & L) and the generalized Keller–Osserman condition (KO).
Let u ∈ C1(Rm) be a non-negative solution of

ϕ
Rm
u = div (|∇u|−1ϕ(|∇u|)∇u) f (u)l(|∇u|) on Rm. (19)
Then u is constant. Moreover, if l(0) > 0, then u ≡ 0.
We mention that, for the particular case of the p-Laplace operator, this result has also appeared
as the ﬁrst part of Theorem 1.5 of [14], where the authors deal with a weighted version of (19). As
the reader can easily check, if the weights are trivial, then the two theorems coincide; we observe,
however, that the C-monotonicity of l in (L) is a slightly milder requirement than the one in [14].
To show the sharpness of (KO), we produce a global unbounded subsolution of (16) when (KO) is
violated. For simplicity we only deal with the case of the p-Laplacian and we prove the following:
Theorem 1.3. Assume the validity of (F ) and (L). Suppose that
lim inf
t→0+
t p−1
l(t)
= 0. (p & L)
Assume also the relaxed homogeneity condition
l(t)sp Λl(st), ∀s ∈ [0,1], t ∈R+0 , (L2p)
for some Λ > 0. Then, the following conditions are equivalent:
(i) there exists a non-negative, non-constant solution u ∈ C1(Hm) of inequality pHmu  f (u)l(|∇Hmu|Hm );
(ii) 1
K−1(F (t)) /∈ L1(+∞).
As for Theorem 1.1, we can state the analogous result in Euclidean setting: in this latter case, as-
sumption (L2p) is unnecessary. The particular case l(t) = tθ , for θ ∈ [0, p − 1), has just appeared as
Corollary 1.1 in [14]. We point out that such restriction on θ is required in order for (p & L) to be sat-
isﬁed. Moreover, it should be observed that Theorem 2.3 in the aforementioned paper indeed ensures
the existence of inﬁnitely many positive, unbounded solutions of pu = f (u)|∇u|θ on Rm , provided
the Keller–Osserman condition does not hold. We would like to stress that the subsolution that we
construct to prove (ii) ⇒ (i) in Theorem 1.3 is unbounded as well. This fact is not accidental: indeed,
slightly modifying our arguments, we shall prove that, under all the assumptions of Theorem 1.1
but (KO), bounded subsolutions still have to be constant.
Theorem 1.4. Let ϕ , f , l satisfy (Φ), (F ), (L), (Φ & L), (Φ2) and (L2). Then every non-negative bounded
C1-solution u of

ϕ
Hmu  f (u)l
(|∇Hmu|Hm) on Hm (20)
is constant;moreover, if l(0) > 0, then u ≡ 0.
In the last part of the paper we show how the techniques introduced can be implemented to study
differential inequalities of the form
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ϕ
Hmu  f (u) − h(u)g
(|∇Hmu|Hm), (21)
where the functions appearing in the RHS of the above are non-negative. The main results obtained
are Theorem 5.3, that is, triviality of the solutions in the general setting under an appropriate Keller–
Osserman condition, and Theorem 5.7 for the p-Laplace operator, where we show the sharpness of
the condition in analogy with Theorem 1.3. Details appear in Section 5 below.
Differential inequalities of the type of (18) and (21) have been the subject of an increasing interest
in the last years, mostly in the Euclidean setting (also for their connection with stochastic control
theory, see for instance [25]). Among the literature on this topic we only cite some of the references.
Most of the authors [34–36,24,1,17–20,2] considered the prototype example
u = h(|x|) f (u) − h˜(|x|)|∇u|θ , θ  0, h, h˜, f ∈ C0(R),
on bounded and unbounded domains of Rm , for particular choices of the weights h, h˜ and of the func-
tion f . Generalization of the previous problem to the case of the p-Laplacian has been investigated
by [21]. On the other hand, the problem
pu  b(x) f (u)l
(|∇u|)
has been studied, for instance, in [28,30,27]. Moreover, since the writing of this paper, a number of
further contributions to the subject have appeared (see [14,13,11,26]). Some of these use techniques
which are similar, and in fact are in some sense sharp evolutions of the present arguments [14,13],
while others are based on completely different principles and are more tailored for the case of the
Euclidean space or of structures, such as Carnot groups, which generalize the Heisenberg group ([11];
we also point out the earlier papers of A. Bonﬁglioli and F. Uguzzoni [6] and of N. Garofalo and
E. Lanconelli [16]). These last works, however, do not contemplate the possibility of including a gradi-
ent term in the RHS of the differential inequality. As for [14], the attention is focused on a weighted
p-Laplace operator, and non-existence is also specially suited to show that the main existence results
there are indeed sharp. It is worth spending a few words on the recent paper by L. D’Ambrosio and
E. Mitidieri [11], which has been brought to our attention by the referee; in this work, reﬁning the
methods of [28], integral inequalities are exploited to derive a priori estimates, Liouville theorems and
Harnack inequalities for a wide class of degenerate operators, which includes the ϕ-Laplacian on the
Heisenberg group previously deﬁned. Nonetheless, however interesting these results are, they do not
seem to cover the cases that we treated in our main theorems. Furthermore, it should be noted that
the approach of the present paper and of [13] can be successfully applied to the case of complete
Riemannian manifolds (see [26]), an environment in which the techniques of [11] seem to be unable
to yield sharp results.
The paper is organized as follows. In Section 2 we recall some analytical preliminaries and we
prove the comparison and the strong maximum principle for the ϕ-Laplacian. Section 3 is devoted to
the proof of both Theorems 1.1 and 1.4, whereas in Section 4 we show the equivalence in Theorem 1.3.
Finally, in Section 5 we study inequality (21) and we give a Liouville theorem under a modiﬁed
Keller–Osserman condition, together with a companion existence result for the particular case of the
p-Laplace operator.
2. Preliminaries
The aim of this section is to introduce an explicit formula for the ϕ-Laplacian acting on radial
functions and the appropriate notion of weak solution of differential inequalities of the type of (16)
or, more generally, (21).
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Consider a radial function, that is, a function of the form
u(q) = α(r(q)), q ∈ Hm, (22)
where α :R+0 →R, α ∈ C2(R+0 ).
Now, a straightforward but somewhat lengthy computation yields the expression:

ϕ
Hmu = ψ
1
2
[
ψ
1
2 ϕ′
(∣∣α′(r)∣∣ψ 12 )α′′(r) + 2m+ 1
r
sgnα′(r)ϕ
(∣∣α′(r)∣∣ψ 12 )]. (23)
It is worth to stress the following property, which allows us to shift the origin for the Koranyi distance
from o to any other point q0: if we denote with r¯(q) = d(q0,q) = r(q−10 ◦ q), a calculation shows that[
X j(r¯)
]
(q) = [X j(r)](q−10 ◦ q), [Y j(r¯)](q) = [Y j(r)](q−10 ◦ q),
hence we obtain the invariance with respect to the left multiplication

ϕ
Hm(α ◦ r¯)(q) = ϕHm (α ◦ r)
(
q−10 ◦ q
)
. (24)
The above relation will come in handy in what follows.
2.2. Weak formulation
In order to simplify the notation, let us ﬁrst introduce the function
A(t) = t−1ϕ(t), A(t) ∈ C0(R+). (25)
With the help of the matrix B = B(q) (see [8, p. 294]), deﬁned by
B(q) = B(z, t) =
⎛⎝ I2m 2y−2x
2 t y −2 t x 4|z|2
⎞⎠ ,
where t x = (x1, . . . , xm), and t y = (y1, . . . , ym), we can write the ϕ-Laplacian in Euclidean divergence
form. Indeed, indicating from now on with div, ∇ and 〈 , 〉 respectively the ordinary Euclidean di-
vergence, gradient and scalar product in R2m+1, it is easy to see that B∇u = ∇Hmu, where with B∇v
we mean the vector in R2m+1 whose components in the standard basis { ∂
∂x j
, ∂
∂ y j
, ∂
∂t } are given by the
matrix multiplication of B with the components of ∇u in the same basis. Having made this precise,
a standard check shows that
〈∇u, B∇v〉 = ∇Hmu · ∇Hm v,
and we have

ϕ
Hmu = div0
(
A
(|∇Hmu|Hm)∇Hmu)= div (A(|∇Hmu|Hm)B∇u),
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(see, e.g., [5] and [8]) for the Kohn–Spencer Laplacian, that is, ϕHmu = div(B∇u). It follows that (16)
can be interpreted in the weak sense as follows: for every ζ ∈ C∞0 (Hm), ζ  0, we have∫
R2m+1
ζ
ϕ
Hmu =
∫
R2m+1
ζ div
(
A
(|∇Hmu|Hm)B∇u)
= −
∫
R2m+1
A
(|∇Hmu|Hm)〈B∇u,∇ζ 〉
= −
∫
R2m+1
A
(|∇Hmu|Hm)∇Hmu · ∇Hmζ,
and thus the weak form is
−
∫
R2m+1
A
(|∇Hmu|Hm)∇Hmu · ∇Hmζ  ∫
R2m+1
f (u)l
(|∇Hmu|Hm)ζ (26)
as expected. Hence, an entire weak classical solution of (16) is a function u ∈ C1(Hm) such that, for all
ζ ∈ C∞0 (Hm), ζ  0, (26) is satisﬁed. A similar deﬁnition of course holds for the differential inequal-
ity (21).
2.3. Comparison and strong maximum principle
In order to prove Theorem 1.1 we shall need a comparison theorem and a maximum principle
which are well known for the Kohn–Spencer Laplacian (see [7]). For viscosity solutions of fully non-
linear PDE, very general comparison principles have been established in [3] by extending the striking
ideas in the paper of Crandall, Ishii and Lions [10] to the subelliptic case. Here we brieﬂy prove the
corresponding statements for the ϕ-Laplacian that we shall use below, basing on ideas taken from [32]
and [33]. Throughout this subsection we shall assume (Φ) and (Φ2).
Proposition 2.1. Let Ω  Hm be a relatively compact domain with C1 boundary. Let u, v ∈ C0(Ω) ∩ C1(Ω)
satisfy {

ϕ
Hmu 
ϕ
Hm v on Ω,
u  v on ∂Ω.
(27)
Then u  v on Ω .
Proof. The proof basically follows the one in [31, pp. 85–86]. However, we reproduce the steps for
the sake of completeness. Let w = v − u. By contradiction assume that there exists q¯ ∈ Ω such that
w(q¯) < 0, and let ε > 0 be such that w(q¯) + ε < 0. The function wε = min{w + ε,0} has compact
support in Ω , hence −wε  0 is an admissible Lipschitz test function. The weak deﬁnition of (27),
together with the divergence form of ϕHm , reads:
0
∫
Ω
〈|∇Hm v|−1Hmϕ(|∇Hm v|Hm)B∇v − |∇Hmu|−1Hmϕ(|∇Hmu|Hm)B∇u,∇wε 〉
=
∫ 〈|∇Hm v|−1Hmϕ(|∇Hm v|Hm)B∇v − |∇Hmu|−1Hmϕ(|∇Hmu|Hm)B∇u,∇(v − u)〉, (28)
E
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Schwarz inequality we have
h
[
ϕ
(|∇Hm v|Hm)− ϕ(|∇Hmu|Hm)](|∇Hm v|Hm − |∇Hmu|Hm) 0, (29)
where the latter inequality is due to the monotonicity of ϕ .
It follows from (28) and (29) that 0
∫
Ω
h 0, hence h = 0 a.e. on Ω.
This implies that |∇Hmu|Hm = |∇Hm v|Hm on E , and therefore
0= h = |∇Hmu|−1Hmϕ
(|∇Hmu|Hm)〈B∇(v − u),∇(v − u)〉
= |∇Hmu|−1Hmϕ
(|∇Hmu|Hm)∣∣∇Hm (v − u)∣∣2Hm .
This shows that ∣∣∇Hm (wε)∣∣2Hm = 0, (30)
whence wε is constant. Indeed, from (30) we have X j(wε) = Y j(wε) = 0 for every j = 1 . . .m, and
using the commutation law (2) we also have ∂wε/∂t = 0; recalling the deﬁnition of X j and Y j , all
the components of the Euclidean gradient of wε vanish, proving the constancy of wε . Since wε(q¯) <
0= wε |∂Ω we reach the desired contradiction. 
The next key tool to prove our main non-existence result is the strong maximum principle
for ϕHm . Since this operator is non-linear and everywhere degenerate, classical maximum principles
such as, for instance, those in [33] cannot be directly applied. Furthermore, as far as we know, no
strong maximum principle for such operators has been obtained as of yet. However, in the particular
case of the p-Laplace operator, the strong maximum principle for continuous p-harmonic functions is
a consequence of the full Harnack inequality that has been proved, for instance, in Section 4 of [22].
For this reason, we provide a simple, direct proof which, in the very special case of the Kohn–Spencer
Laplacian, represents an approach to the problem which is alternative to Bony’s classical method
(see [7]). We wish to thank Professor L. Brandolini for his helpful suggestions in dealing with this
problem.
Proposition 2.2. Let Ω ⊂ Hm be a domain. Let u ∈ C0(Ω) ∩ C1(Ω) satisfy

ϕ
Hmu  0 in Ω (31)
and let u∗ = supΩ u. If u(qM) = u∗ for some qM ∈ Ω , then u ≡ u∗.
Proof. By contradiction, assume the existence of a solution u of (31) and of qM ∈ Ω such that
u(qM) = u∗ , but u 	≡ u∗ . Set Γ = {q ∈ Ω: u(q) = u∗}. Let δ > 0 and deﬁne
Ω+ = {q ∈ Ω: u∗ − δ < u(q) < u∗}; Γδ = {q ∈ Ω: u(q) = u∗ − δ}; (32)
note that ∂Ω+ ∩ Ω = Γ ∪ Γδ . Let q′ ∈ Ω+ be such that
d
(
q′,Γ
)
< d
(
q′,Γδ
)
, d
(
q′,Γ
)
< d
(
q′, ∂Ω
)
(33)
(this is possible up to choosing q′ suﬃciently close to qM ). Let BR(q′) be the largest Koranyi ball
centered at q′ and contained in Ω+ . Then, by construction u < u∗ in BR(q′) while u(q0) = u∗ for
some q0 ∈ ∂BR(q′). Since q0 is an absolute maximum for u in Ω , we have ∇u(q0) = 0.
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ER
(
q′
)= BR(q′) \ BR/2(q′)⊂ Ω+; (34)
we ﬁx a ∈ (u∗ − δ,u∗) to be determined later and consider the following problem⎧⎪⎪⎨⎪⎪⎩
z′′ + c
t
z′  0 in (R/2, R),
z(R/2) = a, z(R) = u∗,
u∗ − δ < z u∗, z′ > 0 in [R/2, R],
(35)
where c = D(2m+1)τ is positive and D and τ are the constants appearing in condition (Φ2). Note that,
for example, the function
z(t) = (u
∗ − a)Rc−1
1− 2c−1
(
1
tc−1
−
(
2
R
)c−1)
+ a
satisﬁes (35) when c 	= 1, while
z(t) = u
∗ − a
log2
log
t
R
+ u∗
is a solution when c = 1.
Using the invariance property (24), such a function gives rise to a C2-solution v(q) = z(r¯(q)), where
r¯(q) = r(q′−1 ◦ q), of ⎧⎪⎨⎪⎩

ϕ
Hm v  0 in ER
(
q′
)
,
v = a on ∂BR/2
(
q′
)
, v = u∗ on ∂BR
(
q′
)
,
u∗ − δ < v  u∗.
(36)
Indeed hypothesis (Φ2) yields, for s > 0,
ϕ′(st) Dsτ−1ϕ′(t)
and integrating in the variable s between ε > 0 and 1 we ﬁnd
ϕ(t) − ϕ(εt)
t
 Dϕ′(t)1− ε
τ
τ
,
which, as ε → 0 gives the inequality
ϕ(t) D
τ
tϕ′(t).
Using this we have

ϕ
Hm v ψϕ
′(z′ψ 12 )z′′ + D
τ
(
z′ψ
1
2
)
ϕ′
(
z′ψ
1
2
) (2m + 1)
t
ψ
1
2
= ψϕ′(z′ψ 12 ){z′′ + c
t
z′
}
 0.
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〈∇v,∇ r¯〉 = z′(r¯)|∇ r¯|2  λ > 0 on ∂ER
(
q′
); (37)
this follows since r¯ differs from r by a translation of the Heisenberg group (that is, a diffeomorphism),
and |∇r|2 = 1
r6
(|z|6 + t24 ) only vanishes at the origin o. Next we choose a ∈ (u∗ − δ,u∗) close enough
to u∗ so that u  v on ∂BR/2(q′): this is possible since ∂BR/2(q′)Ω+ and thus max∂BR/2(q′) u < u∗ .
Now u, v ∈ C0(ER(q′)) ∩ C1(ER(q′)) and, since v ≡ u∗ on ∂BR(q′), they satisfy
{

ϕ
Hmu 
ϕ
Hm v on ER
(
q′
)
,
u  v on ∂ER
(
q′
)
.
(38)
Then by Proposition 2.1 we have u  v on ER(q′).
Let us consider the function v −u: it satisﬁes v −u  0 on ER(q′) and v(q0)−u(q0) = u∗ −u∗ = 0,
so that 〈∇(v − u),∇ r¯〉(q0) 0. Therefore
0= 〈∇u,∇ r¯〉(q0) 〈∇v,∇ r¯〉(q0) > 0, (39)
a contradiction. 
Remark 2.3. Obviously, one can state an analogous minimum principle using the substitution v(q) =
−u(q); however, a direct proof of the minimum principle following the above steps reveals some
further diﬃculties due to the density function, which is not bounded from below away from zero.
Remark 2.4. Because of the use of radial functions, the proof of the strong maximum principle can be
rephrased on a general Carnot group (that is, a nilpotent, stratiﬁed Lie group) provided its homoge-
neous norm r arising from the fundamental solution of the sublaplacian has good properties. Namely,
we need that r is ∞-harmonic, that is,
∇0
(|∇0r|2) · ∇0r = 0,
where ∇0 is the horizontal gradient. Such groups include all the groups of Heisenberg type. For a
detailed introduction on Carnot groups, we refer the interested reader to [5].
3. Proof of Theorems 1.1 and 1.4
The strategy for proving Theorem 1.1 and Theorem 1.4 is essentially the same and, as already
mentioned, it is based on the construction of a radially symmetric supersolution v of (16) deﬁned
on a suitable annular region BT \Br0 . In order for the desired Liouville theorem to follow from the
comparison principle (i.e. Proposition 2.1), we need v to be suﬃciently large on ∂BT . In particular, to
ensure the constancy of a priori unbounded solutions, we shall be forced to require that v blow up
as r → T− . The existence of such v is granted via the Keller–Osserman condition.
3.1. Construction of the supersolution
The construction of the radial supersolution requires the next technical lemma, which also appears
as Lemma 5.2 in [14]. We refer to the Introduction for notation and properties.
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1
K−1(σ F (t))
∈ L1(+∞). (40)
Proof. We perform the change of variables t = sσ to have
+∞∫
ds
K−1(σ F (s))
= σ−1
+∞∫
dt
K−1(σ F (σ−1t))
.
Since f and K−1 are increasing by assumption, we get
F
(
σ−1t
)= σ−1t∫
0
f (z)dz = σ−1
t∫
0
f
(
σ−1ξ
)
dξ  σ−1
t∫
0
f (ξ)dξ = σ−1F (t)
and
K−1
(
σ F
(
σ−1t
))
 K−1
(
F (t)
)
,
thus
+∞∫
ds
K−1(σ F (s))
 σ−1
+∞∫
dt
K−1(F (t))
< +∞.  (41)
The construction of the supersolution relies on the technique described in the following
Lemma 3.2. Assume the validity of (Φ), (F ), (L), (Φ & L). Fix
0< ε < η < A, and 0 < t0 < t1.
Then, for every B˜ > 0 there exist T > t1 and a strictly increasing, convex function
α : [t0, T ) → [ε, A)
satisfying
⎧⎪⎪⎨⎪⎪⎩
(
ϕ
(
α′
))′ + 2m+ 1
t
ϕ
(
α′
)
 B˜ f (α)l
(
α′
);
α(t0) = ε, α(t1) η;
α(t) ↑ A as t → T−.
(42)
If, furthermore, the Keller–Osserman condition (KO) is satisﬁed, then A can be replaced by +∞, that is, α di-
verges as t → T− .
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Tσ − t0 =
A∫
ε
ds
K−1(σ F (s))
.
Note that, when A = +∞ and (KO) holds, the RHS is well deﬁned by Lemma 3.1. Moreover, since the
RHS diverges as σ → 0+, up to choosing σ suﬃciently small we can shift Tσ in such a way that
Tσ > t1. We implicitly deﬁne the C2-function α(t) by requiring
Tσ − t =
A∫
α(t)
ds
K−1(σ F (s))
on [t0, Tσ ).
We observe that, by construction, α(t0) = ε and, since K−1 > 0, α(t) ↑ A as t → Tσ . A ﬁrst differen-
tiation yields
α′
K−1(σ F (α))
= 1,
hence α is monotone increasing and σ F (α) = K (α′). Differentiating once more we deduce
σ f (α)α′ = K ′(α′)α′′ = α′ϕ′(α′)
l(α′)
α′′.
Canceling α′ throughout we obtain[
ϕ
(
α′
)]′ = ϕ′(α′)α′′ = σ f (α)l(α′);
thus, integrating on [t0, t],
ϕ
(
α′(t)
)= ϕ(α′(t0))+ σ t∫
t0
f
(
α(s)
)
l
(
α′(s)
)
ds.
Using (F ) and (L) we deduce the following chain of inequalities:
[
ϕ
(
α′
)]′ + 2m+ 1
t
ϕ
(
α′
)
= σ f (α)l(α′)+ 2m+ 1
t
ϕ
(
α′(t0)
)+ 2m+ 1
t
σ
t∫
t0
f
(
α(s)
)
l
(
α′(s)
)
ds
=
[
σ + 2m+ 1
t
ϕ(α′(t0))
f (α(t))l(α′(t))
+ 2m+ 1
t
σ
∫ t
t0
f (α(s))l(α′(s))ds
f (α(t))l(α′(t))
]
f
(
α(t)
)
l
(
α′(t)
)

[
σ + 2m+ 1
t
Cϕ(α′(t0))
f (α(t0))l(α′(t0))
+ 2m+ 1
t
σC f (α(t))l(α′(t))(t − t0)
f (α(t))l(α′(t))
]
f
(
α(t)
)
l
(
α′(t)
)
,
that is,
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ϕ
(
α′
)]′ + 2m+ 1
t
ϕ
(
α′
)
 C˜
[
ϕ(α′(t0))
t0 f (α(t0))l(α′(t0))
+ σ
]
f
(
α(t)
)
l
(
α′(t)
)
, (43)
for some uniform constant C˜ . Since K (0) = 0, α(t0) = ε and α′(t0) = K−1(σ F (ε)) → 0 as σ → 0,
and using (Φ & L), choosing σ small enough on an appropriate sequence we can estimate the whole
square bracket with B˜ to show the validity of the ﬁrst of (42).
It remains to prove that, possibly with a further reduction of σ , α(t1) η. From the trivial identity
A∫
α(t1)
ds
K−1(σ F (s))
= Tσ − t1 = (Tσ − t0) + (t0 − t1) =
A∫
ε
ds
K−1(σ F (s))
+ (t0 − t1)
we deduce
α(t1)∫
ε
ds
K−1(σ F (s))
= t1 − t0.
It suﬃces to choose σ such that
∫ η
ε
ds
K−1(σ F (s)) > t1 − t0; then obviously α(t1) η. This completes the
proof of the lemma. 
3.2. Last step of the proofs
We ﬁrst prove Theorem 1.4 under the assumptions (Φ), (F ), (L), (Φ & L), (Φ2) and (L2). Later on,
under the additional hypothesis (KO), we also prove the constancy of possibly unbounded solutions u
of

ϕ
Hmu  f (u)l
(|∇Hmu|Hm) on Hm. (44)
Therefore, we denote u∗ = supu and we ﬁrst assume that u∗ < +∞. We reason by contradiction and
assume u 	≡ u∗; by Proposition 2.2 u < u∗ on Hm . Choose r0 > 0 and deﬁne
u∗0 = sup
B¯r0
u < u∗.
Fix η > 0 suﬃciently small such that u∗ − u∗0 > 2η, and choose q˜ ∈ Hm\B¯r0 such that u(˜q) > u∗ − η.
Choose also A in such a way that A > 2η + ε. We then set r˜ = r(˜q) and, for our choice of r˜, r0, A, ε,η
we construct the radial function v(q) = α(r(q)) on BT \Br0 , with α and T > r˜ as in Lemma 3.2, B˜ =
1/(ΛD), and satisfying the further requirement:
ε  v  η on Br˜\B¯r0 .
We observe that v is a supersolution for (44). In order to show this, ﬁrst we note that by integration,
(Φ) and s ∈ [0,1], (Φ2) implies the inequality
ϕ(st) Dsτ ϕ(t), t ∈R+0 , s ∈ [0,1]. (45)
Next, considering the radial expression (23), using (L), (Φ2), (45) and Lemma 3.2 we have
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ϕ
Hmα
(
r(q)
)= ψ 12 [ψ 12 ϕ′(α′(r)ψ 12 )α′′(r) + 2m+ 1
r
ϕ
(
α′(r)ψ
1
2
)]
ψ 1+τ2 D
[
ϕ′
(
α′(r)
)
α′′(r) + 2m+ 1
r
ϕ
(
α′(r)
)]
ψ 1+τ2 D
[
1
ΛD
f
(
α(r)
)
l
(
α′(r)
)]
 f
(
α(r)
)
l
(
α′(r)ψ
1
2
)= f (α(r))l(∣∣∇Hmα(r)∣∣Hm).
Moreover
u(˜q) − v (˜q) > u∗ − η − η = u∗ − 2η,
and, on ∂Br0 ,
u(q) − v(q) u∗0 − ε < u∗ − 2η − ε.
Since also
u(q) − v(q) u∗ − A < u∗ − 2η − ε for q ∈ ∂BT .
Thus, the difference u− v attains a positive maximum μ in BT \B¯r0 . Let Γμ be a connected component
of
{
q ∈ BT \B¯r0 : u(q) − v(q) = μ
}
.
Let ξ ∈ Γμ and note that u(ξ) > v(ξ) and |∇Hmu(ξ)|Hm = |∇Hm v(ξ)|Hm . As a consequence, since f is
strictly increasing,

ϕ
Hmu(ξ) f
(
u(ξ)
)
l
(∣∣∇Hmu(ξ)∣∣Hm)> f (v(ξ))l(∣∣∇Hm v(ξ)∣∣Hm)ϕHm v(ξ).
By continuity, there exists an open set V ⊃ Γμ such that

ϕ
Hmu 
ϕ
Hm v on V . (46)
Fix now ξ ∈ Γμ and a parameter 0 < ρ < μ; let Ωξ,ρ be the connected component containing ξ of
the set
{
q ∈ BT \B¯r0 : u(q) > v(q) + ρ
}
.
We observe that ξ ∈ Ωξ,ρ for every ρ and that Ωξ,ρ is a nested sequence as ρ converges to μ. We
claim that if ρ is close to μ, then Ωξ,ρ ⊂ V . This can be shown by a compactness argument such as
the following: since Γμ is closed and bounded, there exists ε > 0 such that d(V c,Γμ) ε. Suppose,
by contradiction, that there exist sequences ρn ↑ μ and {qn} such that qn ∈ Ωξ,ρn and d(qn,Γμ) > ε.
Then, we can assume that the sequence is contained in Ωξ,ρ0 which, by construction, has compact
closure; passing to a subsequence converging to some q¯, we have by continuity
d(q¯,Γμ) ε, (47)
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dicts (47). Therefore, d(∂Ωξ,ρ,Γμ) → 0 as ρ → μ, and the claim is proved.
On ∂Ωξ,ρ we have u(q) = v(q) + ρ; since v(q) + ρ solves

ϕ
Hm (v + ρ) = ϕHm v  f (v)l
(|∇Hm v|Hm) f (v + ρ)l(∣∣∇Hm (v + ρ)∣∣Hm),
by Proposition 2.1,
u(q) v(q) + ρ.
But u(ξ) = v(ξ) + μ and ξ ∈ Ωξ,ρ , a contradiction. This shows that u ≡ c, where c is a non-negative
constant; in case l(0) > 0 we have 0= ϕHmc  f (c)l(0). This implies f (c) = 0, hence c = 0.
Assume now the validity of the Keller–Osserman condition (KO), and suppose that u is a solution
of (44). By the previous arguments, if u is not constant then necessarily u∗ = +∞. Again, ﬁx r0 > 0
such that u 	≡ 0 on Br0 , and deﬁne u∗0 = supB¯r0 u. Choose q˜, η, ε in such a way that u(˜q) > 2u
∗
0, 0 <
ε < η < u∗0, and consider the function α deﬁned as in Lemma 3.2 with A = +∞. Then, v(q) = α(r(q))
is a supersolution of (44) and
u(q) − v(q) u∗0 − ε on ∂Br0 ,
u(˜q) − v (˜q) > 2u∗0 − η > u∗0,
u(q) − v(q) → −∞ as r(q) → T−.
Hence, u − v attains a positive maximum in BT \B¯r0 . The proof now proceeds in the same way as in
the previous case.
4. Proof of Theorem 1.3
This section is devoted to proving the result stated in Theorem 1.3; ﬁrst of all we observe that the
suﬃciency of the Keller–Osserman condition, i.e. implication (i) ⇒ (ii), follows from Theorem 1.1. In
particular, it is easy to see that (p & L) implies (Φ & L) and that (L2p) implies (L2). This latter follows
since pHm satisﬁes (Φ2) for every 0  τ  p − 1 (as we have already pointed out), and τ = p − 1
is the best choice. Our aim is therefore to provide existence of unbounded C1-solutions of inequality
(18) under the assumption that (KO) is not satisﬁed; this will be achieved by pasting two subsolutions
deﬁned on complementary sets. Such solutions will be “radial stationary functions”, that is, functions
of the form
v(q) = w(|z|), q = (z, t) ∈ Hm,
where w : R+0 → R, w ∈ C2(R+0 ). Performing computations very similar to those in Section 2.1, we
obtain the following identities:
∣∣∇Hm |z|∣∣Hm ≡ 1, Hm |z| = 2m− 1|z| , (48)
and thus the expression of the ϕ-Laplacian for a radial stationary function is

ϕ
Hm v = ϕ′
(∣∣w ′(|z|)∣∣)w ′′(|z|)+ 2m− 1 sgn (w ′(|z|))ϕ(∣∣w ′(|z|)∣∣). (49)|z|
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and this fact allows us to avoid dealing with the density function. Deﬁne implicitly the function w
on R+0 by setting
t =
w(t)∫
1
ds
K−1(F (s))
. (50)
Note that w is well deﬁned, w(0) = 1 and, by Lemma 3.1 and since the Keller–Osserman condition
does not hold, w(t) → +∞ as t → +∞. Differentiating (50) yields
w ′ = K−1(F (w(t)))> 0, (51)
and a further differentiation gives
(p − 1)(w ′)p−2w ′′ = f (w)l(w ′). (52)
We ﬁx z¯ > 0 to be speciﬁed later and set Az¯ = {(z, t) ∈ Hm: |z| < z¯}, and let u1(z, t) be the radial sta-
tionary function deﬁned on Hm \ Az¯ by the formula u1(z, t) = w(|z|). Since, by (48), |∇Hmu1|Hm = w ′ ,
using (49) and (52) we conclude that u1 satisﬁes

p
Hmu1 = (p − 1)
(
w ′
)p−2
w ′′ + m − 1|z|
(
w ′
)p−1  f (u1)l(|∇Hmu1|Hm) (53)
on Hm \ Az¯ . To produce a subsolution u2 on Az¯ , we ﬁx constants βo , Θ > 0, and, denoting with p′
the conjugate exponent of p, we let
β(t) = Θ
p′
t p
′ + βo.
Noting that β ′(0) = 0, we deduce that the function u2(z, t) = β(|z|) is C1 on Hm , and an easy com-
putation with the aid of (49) shows that

p
Hmu2 = Θ p−1(2m + 2). (54)
Since β ′, β ′′  0, and by the monotonicity of f and l, it follows that, if
(2m+ 2)Θ p−1  C f (β(z¯))l(β ′(z¯)), (55)
where C is the constant of the C-monotonicity of l, then

p
Hmu2  f (u2)l
(|∇Hmu2|Hm) on Az¯. (56)
To join u1 and u2 so that the resulting function u is C1, we shall choose the parameters z¯, Θ , βo , in
such a way that (55) and {
β(z¯) = w(z¯),
β ′(z¯) = w ′(z¯) (57)
are satisﬁed. Towards this aim, we deﬁne
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μ∫
1
ds
K−1(F (s))
> 0, (58)
where 1 < μ 2. Note that, by deﬁnition, w(z¯) = μ, w ′(z¯) = K−1(F (μ)), z¯ → 0 as μ → 1+ and, by
the monotonicity of K−1 and F
μ− 1
K−1(F (2))
 z¯ μ− 1
K−1(F (1))
. (59)
Putting together (55) and (57) and recalling the relevant deﬁnitions we need to show that the follow-
ing system of inequalities has a solution:
(i) K−1
(
F (μ)
)
z¯/p′ + βo = μ,
(ii) Θ z¯p
′−1 = K−1(F (μ)),
(iii) Θ p−1  C
2m+ 2 f (μ)l
(
K−1
(
F (μ)
))
. (60)
Since, by (59),
K−1
(
F (μ)
) z¯
p′
 1
p′
K−1(F (2))
K−1(F (1))
(μ − 1)
for μ suﬃciently close to 1 the ﬁrst summand on the left-hand side of (i) is strictly less that 1, and
therefore we may choose βo > 0 in such a way that (i) holds. Next we let Θ be deﬁned by (ii), and
note that, by (59),
Θ = K−1(F (μ))z¯1−p′  [K−1(F (1))]p′
(μ − 1)p′−1 → +∞ as μ → 1
+.
Therefore, since
f (μ)l
(
K−1
(
F (μ)
))
 C f (2)l
(
K−1
(
F (2)
))
,
if μ is close enough to 1 then (iii) is also satisﬁed. Summing up, if μ is suﬃciently close to 1, the
function
u(x) =
{
u1(x) on Hm \ Az¯,
u2(x) on Az¯
(61)
is a classical weak solution of pHmu  f (u)l(|∇Hmu|Hm ). Indeed, the weak inequality (26) follows
easily from the C1-regularity of u on ∂ Az¯ . This concludes the proof.
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The aim of this section is to show that the method used so far allows us to treat other types of
inequalities; in particular, we focus our attention on (21), that is,

ϕ
Hmu  f (u) − h(u)g
(|∇Hmu|Hm).
As a matter of fact, the most interesting case arises when h  0 and g  0, that is, when we have
the action of two terms of opposite sign and when the standard comparison arguments do not apply.
Indeed, as we shall see, in the generalized Keller–Osserman condition the terms h and f play very
different roles.
5.1. Basic assumptions and a new adapted Keller–Osserman condition
We collect the following further set of hypotheses:
h ∈ C0(R+), h(t) 0 on R+, h ∈ L1(0+), h is monotone non-increasing; (H)
tϕ′(t) ∈ L1(0+); (Φ0)
∃B > 0, θ ∈ (−∞,2): ϕ′(ts) Bϕ′(t)s−θ , ∀t ∈R+, ∀s ∈ [1,+∞). (Φ3)
Integrating, it is easy to deduce that the following condition is implied by (Φ3):
ϕ(ts) Bϕ(t)s1−θ , ∀t ∈R+, ∀s ∈ [1,+∞). (62)
Note that
when ϕ(t) = t p−1, p > 1, (Φ3) is met with B = 1, θ ∈ [2− p,2). (63)
Again, by way of example, if
ϕ(t) =
t∫
0
ds
P (s)
,
where P (s) is a polynomial with degree at most θ , non-negative coeﬃcients and such that P ′(0) > 0,
then ϕ satisﬁes (Φ3). We would also like to stress that conditions (Φ3) and (Φ2) are compatible, as
it is apparent, for instance, for the p-Laplacian.
As in the previous theorems, the necessity of dealing with the density function leads us to require
a relaxed homogeneity also on g , as expressed by the following inequality:
g(st) D˜sτ+1t2ϕ′(t), ∀s ∈ [0,1], t ∈R+, (G)
where τ is as in (Φ2) and D˜ is a positive constant; this bound on g is also due to a structural
constraint which comes from the construction of the supersolution. Unfortunately, for the p-Laplacian
this turns out to be quite restrictive. For example, if g(t) = Dtν , for some 0  ν and some constant
D > 0, it is not hard to see that (G) holds if and only if ν = p. However, since (21) is an inequality,
solving for this g will solve for any other smaller g .
We now examine the steps leading to the deﬁnition of the Keller–Osserman condition adapted to
inequality (21). Setting t = 1 in (Φ3) we have
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and since ϕ′(1) > 0 we deduce, integrating and using θ < 2,
tϕ′(t) /∈ L1(+∞).
In the present case, l ≡ 1 and the deﬁnition of K given in (17) becomes
K (t) =
t∫
0
sϕ′(s)ds.
It follows that (Φ3) with θ  2 implies that K is a C1-diffeomorphism from R+0 onto itself. From (Φ3)
we also have, for s ∈R+, y ∈ [1,+∞),
t∫
0
syϕ′(sy)ds By1−θ
t∫
0
sϕ′(s)ds,
so that
K (ty) By2−θ K (t), ∀t ∈R+, ∀y ∈ [1,+∞). (64)
Next, we deﬁne
F̂ (t) =
t∫
0
f (s)e(2−θ)
∫ s
0 h(x)dx ds.
For s ∈R+ we let
t = K−1(σ F̂ (s)).
Since K−1 is non-decreasing we get
y = K
−1( F̂ (s))
K−1(σ F̂ (s))
 1,
and applying inequality (64) we deduce
K
(
K−1
(
F̂ (s)
))
 BK
(
K−1
(
σ F̂ (s)
))[ K−1( F̂ (s))
K−1(σ F̂ (s))
]2−θ
.
Hence we obtain [
K−1( F̂ (s))
K−1(σ F̂ (s))
]2−θ
 1
Bσ
. (65)
Since θ < 2 this can be written as
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1
2−θ
K−1(σ F̂ (s))
 B
− 12−θ
K−1( F̂ (s))
, s ∈R+. (66)
In conclusion, the following inequality holds:
+∞∫
e
∫ s
0 h(x)dx
K−1(σ F̂ (s))
ds
(
1
Bσ
) 1
2−θ
+∞∫
e
∫ s
0 h(x)dx
K−1( F̂ (s))
ds. (67)
We are now ready to introduce the further generalized Keller–Osserman condition in the form
Deﬁnition 5.1. The generalized Keller–Osserman condition for inequality

ϕ
Hmu  f (u) − h(u)g
(|∇Hmu|Hm)
is the request:
e
∫ t
0 h(x)dx
K−1( F̂ (t))
∈ L1(+∞). (K̂O)
As we have already mentioned, the roles of f and h in the above condition are far from being
specular. In particular, h has two contrasting effects: on the one hand the explicit term e
∫ t
0 h(x)dx
supports the non-integrability, hence the existence, on the other hand its presence in the expression
for F̂ (t) supports integrability.
We observe that, under assumptions (H) and (Φ3), inequality (67) implies that, if (K̂O) holds, then
for every σ ∈ (0,1]
e
∫ t
0 h(x)dx
K−1(σ F̂ (t))
∈ L1(+∞). (68)
A particular case arises when h ∈ L1(+∞). We are going to see that, independently of the sign of h,
conditions (K̂O) and (KO) are indeed equivalent:
Proposition 5.1. Assume (Φ), (F ), (Φ3) and suppose that h : R+0 → R is a continuous function such that
h ∈ L1(+∞). Then
e
∫ t
0 h(x)dx
K−1( F̂ (t))
∈ L1(+∞) if and only if 1
K−1(F (t))
∈ L1(+∞).
Proof. First of all we observe that, since θ < 2,
F̂ (t) =
t∫
0
f (s)e(2−θ)
∫ s
0 h(x)dx ds e(2−θ)‖h‖L1
t∫
0
f (s)ds = Λ1F (t)
with Λ1  1. Similarly F (t)Λ2 F̂ (t) with Λ2  1.
Thus, since K−1 is non-decreasing
+∞∫
ds
K−1(F (s))

+∞∫
ds
K−1(Λ−1 F̂ (s))
. (69)1
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+∞∫
ds
K−1(Λ−11 F̂ (s))
Λ1
+∞∫
dt
K−1(Λ−11 F̂ (Λ1t))
. (70)
Since Λ1  1, denoting with a(s) = f (s)e(2−θ)
∫ s
0 h(x)dx we have
F̂ (Λ1t) =
Λ1t∫
0
a(y)dy = Λ1
t∫
0
a(Λ1x)dxΛ1e−(2−θ)‖h‖L1
t∫
0
a(z)dz = Λ F̂ (t)
for some constant 0 < Λ  Λ1. Hence Λ−11 F̂ (Λ1t)  σ F̂ (t), where σ = ΛΛ−11  1. Using (69), (70),
the monotonicity of K−1 and Lemma 3.1 (in particular inequality (41)) we show that
+∞∫
ds
K−1(F (s))

+∞∫
ds
K−1(Λ−11 F̂ (s))
Λ1
+∞∫
ds
K−1(σ F (s))
 Λ1
σ
+∞∫
ds
K−1(F (s))
. (71)
Therefore, h ∈ L1(R+) and (71) immediately imply that
e
∫ t
0 h(x)dx
K−1( F̂ (t))
∈ L1(+∞) if and only if 1
K−1(F (t))
∈ L1(+∞). 
5.2. Construction of the supersolution and ﬁnal steps
Now we proceed with the construction of the supersolution; the idea follows the lines of
Lemma 3.2, but we brieﬂy reproduce the main steps.
Lemma 5.2. Assume the validity of (Φ), (F ), (H), (Φ3) and of the Keller–Osserman assumption (K̂O). Fix
0< ε < η, 0< t0 < t1 . Then there exist σ ∈ (0,1], Tσ > t1 and α : [t0, Tσ ) → [ε,+∞) satisfying
⎧⎪⎪⎨⎪⎪⎩
(
ϕ
(
α′
))′ + 2m+ 1
t
ϕ
(
α′
)
 1
D
f (α) − h(α)(α′)2ϕ′(α′);
α′ > 0, α(t) ↑ +∞ as t → T−σ ;
α(t0) = ε and α(t) η on [t0, t1].
(72)
Proof. First of all we observe that, using (K̂O) and (68) we have that
+∞∫
ε
e
∫ s
0 h(x)dx
K−1(σ F̂ (s))
ds ↑ +∞ as σ ↓ 0+.
We thus ﬁx σ0 ∈ (0,1] so that, for every σ ∈ (0, σ0]
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+∞∫
ε
e
∫ s
0 h(x)dx
K−1(σ F̂ (s))
ds > t1. (73)
Implicitly deﬁne the C2-function α : [t0, Tσ ) → [ε,+∞) by setting
Tσ − t =
+∞∫
α(t)
e
∫ s
0 h(x)dx
K−1(σ F̂ (s))
ds. (74)
By construction, α(t0) = ε and α(t) → +∞ as t → T−σ . We differentiate (74) a ﬁrst time to obtain
K−1
(
σ F̂ (α)
)= α′e∫ α0 h (75)
so that α′ > 0. Transforming the above into σ F̂ (α) = K (α′e
∫ α
0 h), differentiating once more and using
the deﬁnition of F̂ and K we arrive at
σ f (α)e(2−θ)
∫ α
0 hα′ = α′e2
∫ α
0 hϕ′
(
α′e
∫ α
0 h
)[
α′′ + (α′)2h(α)].
We use (Φ3) and α′ > 0 to deduce
σ f (α) Bϕ′
(
α′
)[
α′′ + (α′)2h(α)]
and thus
ϕ′
(
α′
)
α′′  σ
B
f (α) − (α′)2ϕ′(α′)h(α). (76)
Integrating (76) on [t0, t] and using α′ > 0, ϕ′  0, (F ) and (H) we obtain
ϕ
(
α′(t)
)
 ϕ
(
α′(t0)
)+ σ
B
t f
(
α(t)
)
. (77)
Putting together (76) and (77) and using (F )
ϕ′
(
α′
)
α′′ + 2m+ 1
t
ϕ
(
α′
)
 f (α)
[
σ
B
2(m+ 1) + 2m+ 1
t0
ϕ(α′(t0))
f (α(t0))
]
− (α′)2h(α)ϕ′(α′). (78)
From (75)
α′(t0) = K−1
(
σ F̂ (ε)
)
e−
∫ ε
0 h(x)dx.
Therefore, since ϕ(t) → 0 as t → 0+ , choosing σ ∈ (0, σ0] suﬃciently small, (78) yields
ϕ′
(
α′
)
α′′ + 2m+ 1
t
ϕ
(
α′
)
 1
D
f (α) − h(α)(α′)2ϕ′(α′)
on [t0, Tσ ). To prove that α(t) η on [t0, t1] we observe that
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α(t1)∫
ε
e
∫ s
0 h(x)dx
K−1(σ F̂ (s))
ds.
Hence, since the integrand goes monotonically to +∞ as σ → 0+ , we need to have α(t1) → ε as
σ → 0+ . Since α′ > 0 this proves the desired property. 
We are now ready to state the non-existence result for inequality (21). The proof is a minor mod-
iﬁcation of the one given for Theorem 1.1, therefore we only sketch the main points referring to
Section 3.2 for deﬁnitions and notations.
Theorem 5.3. Let ϕ , f , h, g satisfy (Φ), (F ), (H), (G), (Φ0), (Φ2), (Φ3), and (K̂O). Let u be a non-negative
C1-solution of

ϕ
Hmu  f (u) − h(u)g
(|∇Hmu|Hm) on Hm. (79)
Then u ≡ 0.
Proof. First of all, note that it is suﬃcient to prove that u is equal to a constant c; indeed, by as-
sumption (G), 0= ϕHmc  f (c)−h(c)g(0) = f (c) and the conclusion follows from (F ). Now we prove
that a maximum principle holds for Eq. (21) on a domain Ω; indeed, if we assume u(˜q) = u∗ for
some q˜ ∈ Ω , then there exists a neighborhood Uq˜ ⊆ Ω such that, for every ε > 0, g(|∇Hmu|Hm ) < ε
on Uq˜ . This implies, up to choosing ε suﬃciently small, 
ϕ
Hmu  f (u) − h(u∗)ε  0 on Uq˜ . Then, by
Theorem 2.2, u ≡ u∗ on such neighborhood, and thus the set {q ∈ Ω: u(q) = u∗} is non-empty, open
and closed in Ω; therefore, u ≡ u∗ in Ω .
Eventually, to prove the constancy of u, assume, by contradiction, that there exists q0 ∈ Hm such
that u(q0) < u∗; then, by the maximum principle, u < u∗ on Hm . We now proceed as in the proof of
Theorem 1.1 and deﬁne r0, η, q˜, r˜ in the same way. Then, we construct the function v(q) = α(r(q)),
with α as in Lemma 5.2. A calculation shows that

ϕ
Hm v = ψ
1
2
[
ψ
1
2 ϕ′
(
α′(r)ψ
1
2
)
α′′(r) + 2m+ 1
r
ϕ
(
α′(r)ψ
1
2
)]
ψ 1+τ2 D
[
ϕ′
(
α′(r)
)
α′′(r) + 2m+ 1
r
ϕ
(
α′(r)
)]
ψ 1+τ2 D
[
1
D
f (α) − h(α)(α′)2ϕ′(α′)]
 f
(
α(r)
)− D
D˜
h
(
α(r)
)
g
(
α′(r)ψ
1
2
)
 f (v) − h(v)g(|∇Hm v|Hm),
where in the last inequality we have used (G) and we have chosen D in (Φ2) big enough to ensure
D  D¯ .
If ξ lies in the connected component Γμ , using (F ), (H) and |∇Hmu(ξ)|Hm = |∇Hm v(ξ)|Hm we
obtain

ϕ
Hmu(ξ) f
(
u(ξ)
)− h(u(ξ))g(∣∣∇Hmu(ξ)∣∣Hm) (80)
> f
(
v(ξ)
)− h(v(ξ))g(∣∣∇Hm v(ξ)∣∣Hm)ϕHm v(ξ). (81)
The rest of the proof follows the same lines of the proof of Theorem 1.3. 
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steps in Theorems 1.1 and 5.3. If we assume that u is not constant, we can consider a point q0 such
that u(q0) < u∗ and, by continuity, a small radius ro such that u|∂Br0 (q0) < u∗ . Using the invariance
property, we can consider q0 as the origin for the Koranyi distance, and proceed analogously to the
end.
As for Theorem 1.1, we can state the Euclidean counterpart of Theorem 5.3 substituting assump-
tion (G) with the request
g(t) Dt2ϕ′(t) on (0,+∞). (G˜)
We have
Theorem 5.5. Let ϕ , f , h, g satisfy (Φ), (F ), (H), (G˜), (Φ0), (Φ3), and (K̂O). Let u ∈ C1(Rm) be a non-negative
solution of

ϕ
Rm
u  f (u) − h(u)g(|∇u|) on Rm. (82)
Then u ≡ 0.
Remark 5.6. We observe that, in Theorem 1.1 of [13], the authors deal with the equation (in their
notation)
div
(
g
(|x|)|∇u|p−2∇u) h(|x|) f (u) − h˜(|x|)l(|∇u|), (83)
and provide non-existence under a modiﬁed Keller–Osserman condition which they call (ρKO) (see
[13, p. 690]). Therefore, a comparison with our Theorem 5.5 is due. Although the two equations
are made essentially different by the presence of h(u) in (82), in the very special case ϕ(t) = t p−1,
h(u) ≡ 1 in (82) and h = h˜ = g ≡ 1 in (83), that is (in our notation),
pu  f (u) − g
(|∇u|), (84)
we can check the mutual relation between the two Keller–Osserman conditions. In the setting of (84)
(K̂O) reads
e
∫ t
0 h(s)ds
[̂F (t)]1/p
∈ L1(+∞), (85)
where
F̂ (t) =
t∫
0
f (s)e(2−θ)
∫ s
0 h(x)dx ds;
under our assumptions on ϕ , (G˜) becomes g(t) Ctp on R+ , for some C > 0, and, by (63), (Φ3) is
met for every θ ∈ [2− p,2). In fact, θ = 2− p is the best choice, and for such value we get
F̂ (t) =
t∫
f (s)eps ds. (86)0
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translates, in our notation, into g(t) t p , and their assumption (H)′ becomes p m, which we do not
need. The condition (ρKO) is
e−
∫ t
0 ρ
Fρ(t)1/p
∈ L1(+∞), (87)
with
Fρ(t) =
t∫
0
f (s)e−p
∫ s
0 ρ(σ )dσ ,
for some weight ρ ∈ C0(R+0 ) such that, by their condition (1.5), ρ(t)− 1p−1 on R+0 . Since p m, the
choice ρ(t) ≡ −1 for the weight is admissible and gives rise exactly to (85). In conclusion, when the
theorems overlap, our assumptions are less demanding than those in [13].
5.3. Another existence result for the p-Laplacian
As a quick application of Lemma 5.1 and Theorem 1.3, we can deduce that the modiﬁed Keller–
Osserman condition (K̂O) is optimal in the case of the p-Laplacian.
Theorem 5.7. Let f , h, g satisfy (F ), (H), (G), (Φ2) and (Φ3) with τ = 0. Furthermore suppose that h ∈
L1(R+). Then, the following conditions are equivalent:
(i) there exists a non-negative, non-constant solution u ∈ C1(Hm) of inequality pHmu  f (u) −
h(u)g(|∇Hmu|Hm );
(ii) 1
K−1(F (t)) /∈ L1(+∞).
Proof. First, we deduce from the assumptions and from Proposition 5.1 the equivalence between (KO)
and (K̂O). We have already pointed out that the p-Laplacian satisﬁes (Φ2) for every 0 τ  p − 1: as
it can be checked, the choice of τ = 0 is the least stringent on (G). Furthermore, (Φ0) is automatic.
This shows that (i) ⇒ (ii) is an immediate application of Theorem 5.3. As for the other implication,
set l(t) ≡ 1 and apply the existence part of Theorem 1.3 (note that all the assumptions are satisﬁed)
to get a solution of

p
Hmu  f (u).
Since the RHS is trivially greater than f (u) − h(u)g(|∇Hmu|Hm ) we have the desired conclusion. 
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