The IAWQ Activated Sludge Model (ASM) No. 2 is a kinetic-based model and incorporates two simple processes for chemical precipitation and redissolution that are readily integrated with biological processes for carbon, nitrogen and phosphorus removal. This model was applied to experimental data collected as part of this study from parallel pilot-scale 3-stage Phoredox systems with and without simultaneous dosing of chemical precipitant. The precipitants tested were alum, ferric chloride and ferrous-ferric chloride. The model was calibrated to the control unit (without precipitant addition) in order to match effluent phosphate (P) predictions (and hence P removal) as closely as possible. The same calibration was then applied to modelling the test unit (with precipitant addition). It was found that the default model input stoichiometry for the precipitation reaction (ideal 1:1 molar ratio of metal ion (Me) to P) was suitable for ferric chloride addition at a 20 d sludge age, but did not accurately reflect the test system behaviour for all experimental periods. A lower stoichiometry (0.60 to 0.75) was required for alum at a 20 d sludge age, and for a blend of predominantly ferrous chloride at a 10 d sludge age. The input stoichiometry was further decreased under P-limiting conditions. A simple approach to, and possible reasons for, the manipulation of the model stoichiometry are discussed in the light of observed stoichiometry from system P removal and fractionation data collected as part of this study. Furthermore, an alternative approach based on manipulation of the precipitation (and hence redissolution) kinetic constant is suggested and evaluated using available experimental data. Model predictions and observed data in respect of polyphosphate (polyP) and suspended solids are also compared and discussed. It is concluded that the ASM No. 2 model provides a useful basis for modelling simultaneous P precipitation, provided certain minor modifications are made. Further investigation into the kinetics of the precipitation process(es) is recommended, particularly in relation to the effect of system sludge age. The model lends itself to further enhancement by incorporating additional physico-chemical processes. 
D
Delta, meaning "difference in" or "change in" (e.g. DP trem ) m AUT Maximum specific growth rate of the autotrophs (nitrifiers), d 
Introduction
The first five parts of this series of papers (De Haas et al., 2000a to d; 2001a) outlined the background and experimental investigation conducted into simultaneous chemical precipitation of phosphate in a biological nutrient removal (BNR) modified activated sludge systems, at pilot scale. In Part 6 (De Haas et al., 2001b) , existing models for the chemical precipitation phenomenon were reviewed. It was concluded from Part 6 that the approach followed for the precipitation processes in the IAWQ Activated Sludge Model (ASM) No. 2 (Henze et al., 1995) has the advantage of being relatively simple and can be most readily incorporated into an existing kinetic model for the biological processes. Accordingly, an investigation was carried out in which the ASM No. 2 was applied to the experimental results reported in Parts 3, 4 and 5 (De Haas et al., 2000c; 2001a) . This paper describes the outcome of that investigation with the aim of evaluating the predictive power of ASM No.2 for BNR-activated sludge systems incorporating simultaneous addition of aluminium or iron salts for supplementary phosphorus removal.
Modelling method
The IAWQ ASM No.2 (ASM2) model was available in matrix format (Henze et al., 1995) . To apply this model as a computer program, it was formulated using the AQUASIM platform (Reichert, 1994) , based on the three-stage Phoredox configuration used in the pilot plant trials for this investigation (De Haas et al., 2000c) . With the exception of the maximum specific growth rate of the nitrifiers (m AUT ), which is considered to be part of influent characteristisation, the default values applied for kinetic and stoichiometric constants in the ASM2 model were those proposed by Wentzel and Ekama (1995) . To verify that ASM2 had been correctly set up in AQUASIM, the performance of the control unit (R2) for all experimental periods was simulated and the results compared to those obtained using the UCTPHO model described by Wentzel et al. (1992) and made available as a computer program by Wentzel (1997) . Making allowance for the difference in approach to influent characteristics in the two models by ensuring both models had the same concentrations for the various influent fractions, satisfactory agreement between the IAWQ and UCTPHO models was achieved (De Haas, 1998) .
Influent characterisation
In order to apply the ASM2 model, the concentrations of the various influent COD fractions need to be input (see below). Then, apart from influent ammonia (which must be specified), the influent nitrogen fractions are calculated in proportion to the COD fractions. A similar procedure applies for influent phosphorus fractions. Further, since m AUT can vary significantly, it was also considered to be an "influent characteristic" and adjusted to match effluent ammonia concentrations on the basis of experimental data.
Readily biodegradable COD
A shortcoming of the experimental procedure followed for the operation of the pilot plants (De Haas et al., 2000c) was that the influent readily biodegradable COD (RBCOD) fraction was not specifically measured throughout. The initial intention was to develop fully "enhanced" cultures in the pilot plants such that the influent COD was composed of 100% sodium acetate (i.e. 100% RBCOD). However, the settling problems that emerged in the test unit (alum dosed) and later also in the control unit during the first alum dosing period with 250 mg/l acetate COD (see Part 3, De Haas et al., 2000c) resulted in a revision of the experimental approach. A lower acetate supplement in the influent (usually 150 mg/l as COD) was accepted (De Haas et al., 2000c to d; 2001a) , with the settled sewage contributing the balance of the influent COD. This resulted in the influent composition being more variable than would ideally have been preferred.
For a limited number of experimental periods (Periods 3.6.1 and 3.6.2a,b with ferric chloride dosing -see De Haas et al., 2000d) , RBCOD was measured using the physico-chemical method of Mamais et al. (1993) . For these periods, the measured RBCOD values were used for characterisation of the influent. For the remainder of the experimental periods, the absence of RBCOD data necessitated a trial-and-error approach with respect to characterisation of the influent COD fractions. This was accomplished using the IAWQ ASM2 model by calibrating against the experimental results for the control unit (R2), as described below. Since the principal aim of the investigation was to evaluate the chemical precipitation processes in IAWQ ASM2, this approach was not unacceptable.
COD fractions
The IAWQ ASM2 model has seven influent COD fractions: "acetate" (or other similar fermentation products, considered to be RBCOD) (S A ); fermentable substrate (also RBCOD) (S F ); soluble unbiodegradable COD (S I ); particulate unbiodegradable COD (X I ); slowly biodegradable substrate (X S ); autotrophic biomass (X A ); heterotrophic organisms (X H ) and PAO biomass (X PAO ). Unless the influent sewage has been aerated at some point, influent biomasses X H , X A and X PAO may be taken as zero (Wentzel and Ekama, 1995) . For each experimental period modelled, by means of a trial-and-error procedure, the influent characterisitics which gave the best fit of modelled to experimental data were derived, starting with the control unit (R2) which was not dosed with metal salts. The following steps were followed in this procedure:
• m AUT(20) 
Stoichiometry of P release and PHA storage (Y PO4 )
During initial modelling attempts, UCTPHO results for the control unit (R2) were compared to those for the IAWQ model. It was found that the reactor soluble orthoP concentrations (P s or S PO4 ) and polyP concentrations (P pp or X PP ) predicted by the two models did not always agree well, despite similar predictions for other critical parameters (e.g. nitrate and polyhydroxy-alkanoate, PHA). The IAWQ model sometimes over-predicted biological P removal (i.e. gave lower reactor and effluent orthoP concentrations), while in a few cases it under-predicted biological P removal. It was concluded that the critical parameter in these comparisons was the stoichiometry of P release during sequestration of acetate (i.e. storage of PHA) as defined by the yield constant Y PO4 . Henze et al. (1995) suggested a value of Y PO4 = 0.40 mgP/mgCOD for this constant, but Wentzel and Ekama (1995) recommended a higher value (Y PO4 = 0.52 mgP/ mgCOD). An increase in Y PO4 produces more P release (i.e. polyP hydrolysis) per unit COD stored as PHA, and hence, with the same P uptake per unit COD as PHA utilised, a lower system P removal. By trial-and-error, fitting predicted to measured data for the experimental periods of this study, it appeared that adjustment of Y PO4 was required in the range 0.50 to 0.57 mgP/mgCOD (Table 1) . Smolders et al. (1994) found that the stoichiometry of P release with the uptake of acetate (i.e. Y PO4 ) was a function of pH: Y PO4 increased with pH, ranging from ca. 0.3 mol P/mol C at pH 6, to ca. 0.75 at pH 8.3. At neutral pH, Smolders et al. (1994) reported an average Y PO4 value of about 0.5 mol P/ mol C. However, in the pH range 6.8 to 7.5 (typical anaerobic reactor pH range found in this study), the data scattered in the range ca. 0.42 to 0.6 mol P/ mol C, which is equivalent to 0.41 to 0.58 mg P/ mg COD as acetic acid (Smolders et al., 1994) . This suggested that the adjusted values for Y PO4 used here were in a valid range, although the effect of pH on this coefficient was not specifically determined.
pH and alkalinity in the models
The IAWQ model assumes that pH in the activated sludge system is maintained close to neutrality. This is an acceptable assumption given that most biological systems operate optimally at a pH close to neutral. In Parts 3, 4 & 5 (De Haas et al., 2000c to d; 2001a) , it was reported that the reactor pH in the pilot plant systems used here fluctuated in the range 6.9 to 7.8, with median values close to pH 7.4. On this basis, the inherent assumption in the model with respect to pH appeared to be acceptable. The IAWQ model does make provision for predicting changes in system alkalinity. This is particularly useful where low alkalinity influent wastewaters could yield a deficit in alkalinity as a result of nitrification or chemical precipitation reactions. The change in system alkalinity due to metal hydroxide (MeOH) precipitation, followed by the reaction of MeOH to form metal (hydroxy) phosphate (MeP) precipitate may be easily included on the basis of known (or assumed) stoichiometry for MeOH (e.g Me(OH) 3 ) and MeP (e.g. Me r PO 4 (OH) 3r-3 -see Stoichiometry of chemical precipitation in IAWQ model below). However, since surplus bicarbonate alkalinity (approx. 70 to 300 mg/l as CaCO 3 ) was always present in the effluent during the experimental periods considered here, alkalinity was not included as a model parameter in this investigation.
Adopted influent characteristics and model calibration
The adopted influent characteristics based on calibration of the IAWQ ASM2 model against the control unit (R2) are given in Table 1 .
From Table 1 , the following points may be highlighted:
• For Periods 3.6.1 and 3.6.2 (a & b), which spanned a period of approximately 5 months in 1997, moving from dry weather in winter into wet weather in early summer, the RBCOD of the influent was measured using a physico-chemical method (Mamais et al., 1993) . During these periods, the added acetate concentration was held constant at 100 mg/l as COD. Based on the measured RBCOD during these periods and subtracting 100 mg/l (known influent S A ), estimated values for S F were derived. The results obtained for Periods 3.6.1 and 3.6.2 (a & b), taken as a whole, were S F = 76 (± 62) (mean ± SD) and total COD = 400 (± 96). Table 1 shows that the mean value for S F adopted was 76 (± 44) and the mean measured influent COD was 360 (± 74) for all the experimental periods subjected to modelling here, which suggests satisfactory overall conformity between the measured and adopted values for S F .
• Some periods required relatively high values for f up (0.11 to 0.18) in order to match observed VSS values for the control unit (R2). These periods appeared to correspond to periods in which the catchment of Darvill WWW (sewage source) received significant rainfall, notably: · Period 3.3.4: October 1995 (spring-summer) · Period 3.3.5: November 1995 (summer) · Period 3.3.6: November -December 1995 (summer) · Period 3.4.1: December 1995 -January 1996 (summer, accompanied by floods) · Period 3.5.1: Mid June -July 1996 (unusual winter rainfall, with widespread heavy rain and snow). [The data for these periods therefore appear to confirm observations made in Parts 3, 4 and 5 (De Haas et al., 2000c to d; 2001a) • Satisfactory prediction of P removal (see below) was obtained for most periods using values for S A derived from the known acetate concentrations added to the influent. However, for certain periods (Periods 3.4.1 to 3.4.4), it was necessary to reduce the modelled S A concentration in order to improve agreement between predicted and observed P removal. It is unclear why this effect was observed. One possibility is that the very dilute sewage of these periods (due to high rainfall in the catchment) was slightly aerobic and may have contained significant concentrations of heterotrophic biomass. This biomass may have utilised some of the acetate over the two day period during which each sewage batch remained in the influent tank (at 4°C • Suspected problems with the TKN determination were noted during examination of mass balances in Parts 3, 4 and 5 (De Haas et al., 2000c to d; 2001a) . Influent TKN (or influent ammonia, S NH4 in the IAWQ model set up) were adjusted to improve agreement between observed and predicted effluent nitrate concentrations. In this manner, overall agreement between observed and predicted nitrate concentrations in all the reactors was also improved. For all experimental periods, it was found that this approach gave predicted effluent (or second aerobic reactor) nitrate concentrations which were within ~1 mg N/l of the observed value. Using the steady-state model of Wentzel et al. (1990) it can be shown that nitrate variation of this order would affect the BEPR potential of the system used here by approximately <1 mgP/l, which is well within the standard deviation of effluent total P concentrations observed for most experimental periods (De Haas et al., 2000c to d; 2001a ).
• The maximum specific growth rate of the nitrifiers (m AUT at 20°C) required to achieve good agreement between predicted and observed effluent ammonia concentrations was varied over the range 0.23 to 0.48 (mean 0.37) d This appeared to be acceptable on the basis of the range suggested for this model parameter by WRC (1984 
Results for control unit (R2)
Key results for the calibration of the IAWQ model to the observed data for the control unit (R2) are summarised in Appendix A (Table  A1 ). The predicted and observed effluent P results are graphed in Fig. 1 . Agreement between predicted and observed values for effluent (total) P was generally better than 1 mgP/l. As outlined in the Modelling Method, this was achieved by manipulation of the defined influent characteristics (Table 1) .
A more consistent set of influent characteristics could not be used because of the variability of the sewage component of the influent. That the composition of the sewage did vary considerably was evident from the relatively large standard deviations in the observed biological P removal data (refer to Appendix A in each of Parts 3, 4 & 5 -De Haas et al., 2000c to d; 2001a) . This problem reflects a shortcoming in the experimental set-up in this study, stemming from the relatively weak and variable composition of source sewage used (refer to Part 3 -De Haas, 2000c). Despite the variability in influent sewage composition, reasonably close correlation between predicted and measured values was obtained, except for anaerobic P concentrations.
With few exceptions, in this investigation the IAWQ model predicted anaerobic reactor soluble P concentrations were less (14% less on average) than the observed filtered total P concentrations for this reactor [data not shown]. At lower influent P concentrations (<20 mgP/l), the agreement appeared to be better. Moreover, for two experimental periods with stable pilot plant operation, low effluent P concentrations and good P and COD mass balances, agreement (to within 2%) between the observed and predicted anaerobic P concentrations was obtained. However, in the upper range, the difference between observed filtered total P and predicted soluble P concentrations for the anaerobic reactor was ~10 to 20 mg/l. Initially it was thought that this difference may have arisen because measured P concentrations were total soluble P, whereas the predicted concentration is the sum of the phosphate weak acid/base species (i.e. H 3 PO 4 + H 2 PO 4 -+ HPO 4 2-+ PO 4 3-); thus, the difference may be due to bonded soluble P (soluble organic P or polyP) entering the anaerobic reactor with the influent. The influent total P of municipal wastewater may be approximated as the influent soluble orthoP plus soluble polyP of detergent origin; the organic P fractions are relatively insignificant (Henze et al., 1995) . Hence, if the difference between measured and predicted anaerobic concentrations is due to the different forms of P, then this difference must arise principally from polyP of influent origin. Such large differences cannot be adequately explained on the basis of influent polyP of laundry detergent origin: for Darvill settled sewage, the difference between total P and orthoP concentrations was of the order of 3 to 4 mgP/l. Further research with enhanced cultures and recalibration of the models would need to be undertaken to explain the differences between predicted and observed P release data. Since the model predictions for effluent P concentrations had been matched to those observed for the control unit, the differences noted for the steady state anaerobic reactor P concentration were not expected to impact significantly on predictions of system P removal with chemical dosing. Theoretically, the reactor orthoP concentration can influence the rate of metal phosphate precipitation in IAWQ precipitation model formulation, but using the IAWQ default values for rates of precipitation/ dissolution (Henze et al., Model precipitation stoichiometry manipulated Stoichiometry has less effect at lower P concentrations 1995), these model reactions proceed rapidly to virtual completion within realistic reactor retention times. Hence, in this formulation, the chemical P removal component is controlled mainly by stoichiometry, and it lowers the predicted steady-state orthoP concentration in all the reactors while the slower biological processes continue to establish the relative orthoP concentrations in the respective reactors. Where the kinetics of the precipitation/ dissolution processes are slowed (as discussed later in this paper), the precipitation rate may be controlled more heavily by the reactor soluble orthoP concentration. In this event, closer attention may need to be paid to calibrating the biological processes to match observed P release/uptake data more exactly.
Results for test unit (R1)
A comparison of the model predictions and observed data for the test unit is presented in Figs. 2 and 3, as well as Tables A2 and A3 (Appendix 1).
Stoichiometry of chemical precipitation in IAWQ model
The IAWQ model (Henze et al., 1995) only suggests stoichiometry for precipitation with ferric salts, as 1 mol P/mol Fe (for FePO 4 formation). During initial modelling attempts, the same P:metal (Me) stoichiometry was applied to periods in which either alum or ferrous-ferric chloride (ca. 90% Fe [II] in blend) were dosed to the pilot plants. For alum and the ferrous-ferric chloride blend, it was found that the assumed 1:1 P:Me stoichiometry resulted in overprediction of the additional P removal found in the test unit (metal dosed) relative to the control. That is, predicted effluent P concentrations were lower than those observed for the test unit. Improved predictions resulted when the model P:Me stoichiometry was adjusted to ca. 0.75 mol P/mol Me for alum and ferrous-ferric chloride (blend) dosing ( Fig. 2 ; Table A2 ). Further improvements in the agreement between predicted and observed effluent P concentrations could be obtained by manipulating the stoichiometry for individual experimental periods ( Fig. 3 ; Table A3 ).
In order to provide a systematic method for adjusting the stoichiometry of the precipitation and redissolution processes in the IAWQ model, the general formula for precipitate of Me r PO 4 OH (3r-3) (from Luedecke et al., 1989) ) and 'r' is the Me:P molar ratio. This allowed the stoichiometric constants for the metal (hydroxy) phosphate and metal hydroxide precipitates to be calculated in accordance with those suggested for FePO 4 by Henze et al. (1995) . As an example, the values for aluminium (hydroxy) phosphate are given in Table 3 . It is a simple matter to perform similar calculations for ferric hydroxy-phosphates. For experimental periods using the ferrous-ferric chloride blend, it was assumed that the ferrous ions were completely oxidised to ferric form before precipitation. It should be noted that the method given by Henze et al. (1995) for estimating additional TSS production (i.e. additional inorganic suspended solids, or ISS) does not take into account the expected change of residual metal hydroxide to metal oxide upon ashing at 550°C. This aspect is commented upon below in the context of ISS predictions. Table 4 gives the values for precipitation stoichiometry in the IAWQ model that were adopted on the basis of an acceptable fit to the observed data. Model predictions and observed data for key variables are given in Appendix A before and after manipulation of the stoichiometry (Tables A2 and A3, respectively) .
Adopted precipitation stoichiometry vs. apparent BEPR mechanism inhibition
The values for the adopted P:Me stoichiometry may be compared with observed values, based on system P removal or fractionation data relative to metal dose (Table 4) . For certain periods, there are obvious discrepancies. For example, for Periods 3.2.3 and 3.2.4, the stoichiometry modelled was similar to that from fractionation, but was higher than that from the difference in observed P removal (DP trem ) between the test and control units. As discussed in Part 3 (De Haas et al., 2000c) , large variance in the DP trem data for these periods (at low alum dose) lessens confidence in these data. Similarly, in Period 3.4.3, apparent inhibition of the BEPR mechanism was noted for the control unit (De Haas et al., 2001a ). In the model, allowance was made for this by adopting a higher value for Y PO4 for the control (R2) ( Table 1) . Again, the stoichiometry estimate based on DP tem data for this period cannot be considered to be reliable (Table 4) .
Considering the practical constraints of precisely matching the model and observed data, the following general conclusions may be drawn from Tables 4 and 5: • Fairly good overall agreement between the adopted and observed P Periods 3.3.1. 3.3.2, 3.3.3, 3.4.2, 3.4.4) and estimated values for polyP and MeP, based on fractionation data. P mass balance issues and the small number of fractionation runs per experimental period are constraints when comparing the data sets. The polyP data are considered further below. Agreement for MeP could be improved if the same stoichiometry used in the model was applied to the fractionation results. This reflects a degree of uncertainty over whether all metal dosed is truly available for the precipitation (as opposed to complexation with other components of the sludge matrix) and the true recovery of the "chemical P" in fractionation procedure.
Poly-P results
In Fig. 4 , the relationship between modelled and observed (fractionation) polyP content of the mixed liquor is graphed.
The following constraints need to be considered when interpreting Fig. 4: • The model was calibrated to give close similarity between predicted effluent S PO4 and observed effluent total P. This ruled out the impact of solids loss in the effluent on the comparison of results, since the model assumes no solids loss in the effluent. Effluent total P was also used in mass balance calculations from observed data.
• Agreement between modelled and observed data is limited by the deviation from 100% of mass balances from observed data (especially for P and COD); the model assumes a mass balance of 100%. Overall, P mass balances for the experimental periods gave the following results (mean ± SD): · Alum dosing periods: 88 % (± 19) · Ferric dosing periods: 98 % (±14) · Ferrous dosing periods: 121% (±34) • The modelling is heavily influenced by COD mass balance accuracy, particularly since f up is not measured, but treated as • The comparison also depends on P recovery (i.e. mass balance)
for the fractionation procedure. The observed P recoveries from fractionation were in the range 91 to 114%. • The model does not make allowance for chemical P removal in the control unit. Fractionation suggested that ca. 10 to 30 mgP/gVSS (10 to 15% of ML TP) in the control unit mixed liquor solids may be in the form of chemical precipitation/ complexation of P, presumably incorporating metal ions from the influent. Henze et al. (1995) were accepted].
Given the above-mentioned experimental and modelling constraints, it may not be realistic to expect agreement between observed and predicted polyP to be better than within ±20 % when comparing fractionation and modelled results (refer to dotted lines in Fig. 4 ). Figure 4 shows that two periods (3.3.3 and 3.2.8a) failed to give acceptable agreement (within a 20% tolerance) between predicted and observed polyP content for the control unit. In each case, these results stem from a single fractionation per experimental period. Furthermore, both of these periods had relatively poor mass balances for P and/or COD (refer to De Haas et al., 2000 c & d) . Period 3.3.3 presented settling problems apparently associated with poor sludge Overall, subject to the constraints outlined above, Fig. 4 suggests that fairly good agreement between the predicted and observed polyP data was obtained. When P is limiting, the model appears to be able to predict competition for available P between the chemical and BEPR mechanisms fairly accurately. In the absence of P limitation, failure of the model to predict apparent 'inhibition' (or depression) of the BEPR mechanism is evident in Fig. 4 : at higher polyP concentrations the points for the test unit (R1) lie horizontally to the left of those for the control (R2). Future versions of the model may need to incorporate a function for reducing the yield of polyP (e.g. by changing Y PO4 ) to take into account a depressed BEPR mechanism in the presence of metal ion addition, even where phosphate is not limiting.
ISS results
Chemical precipitate (ideally metal phosphate and/or metal hydroxide) will contribute directly to the inorganic suspended solids (ISS) content of the mixed liquor, and hence to the TSS. To determine inorganic suspended solids (ISS), the sample of filtered solids, which has been previously dried to a constant mass (at 105°C) for the total suspended solids (TSS) determination, is ignited (at 550 to 600°C) and the volatile suspended solids (VSS) mass loss is measured. By difference, ISS = TSS -VSS. During the ignition (ashing) process, it may be expected that metal phosphate will remain in this form, but metal hydroxide (e.g. Al(OH) 3; Fe(OH) 3 ) will be converted to metal oxide with the loss of water.
In the IAWQ chemical precipitation model, the conversion of metal hydroxide (MeOH) to metal phosphate (MeP) is modelled and the change in TSS expressed on the basis of the assumed stoichiometry. An inherent assumption in the IAWQ model is that 1 g of metal hydroxide contributes 1 g to TSS. Accordingly, the conversion of metal hydroxide to metal oxide during ashing (see above) in the measurement procedure must be taken into account when comparing predicted and observed ISS. From the stoichiometry of the conversion from metal hydroxide to metal oxide, 1 g aluminium hydroxide (Al(OH) 3 ) contributes 0.66 g ISS (i.e. Al 2 O 3 ) while 1 g ferric hydroxide (Fe(OH) 3 ) contributes 0.75 g ISS (i.e. Fe 2 O 3 ). Similarly, based on the generic metal hydroxy-phosphate formula (Me r PO 4 (OH) 3r-3 ), conversion to a generic metal "phosphateoxide" (Me r PO 4 (O) 1.5r-1.5 ) can be used to calculate the predicted ISS contribution (De Haas et al., 2000c to d; 2001a) . Figure 5 shows a comparison of observed and predicted DISS values, based on IAWQ model provisions for TSS but applying the above-mentioned correction factor for model predictions of MeOH contribution to ISS. In making this correction, the stoichiometry of the metal (hydroxy) phosphate precipitate was taken into account, based on the generalised formula Me r PO 4 (OH) 3r-3 (refer to De Haas et al., 2000c to d; 2001a) .
In most cases, the differences between observed and predicted DISS observed (Fig. 5) were relatively small (<500 mg/l, or <9% of the mixed liquor TSS in the test unit). Similar results were obtained from calculations based on the observed system P removal and fractionation data (De Haas et al., 2000c to d; 2001a) . However, for some periods, close agreement between observed DISS and that predicted by the IAWQ model was not obtained (Fig. 5) . This suggests that during these periods the pilot plants did not operate sufficiently closely to "steady-state" in all respects, as borne out by the mass balances (De Haas et al., 2000c to d; 2001a) . The largest discrepancies between observed and predicted DISS results could be ascribed to large changes in the mixed liquor solids contents as a result of changes in the metal salt dose rate and/or experimental periods being too short (Fig. 5) .
It may be concluded that the provisions in the IAWQ ASM2 model for TSS predictions in the presence of chemical addition are adequate, provided the stoichiometry of phosphate precipitation has been suitably calibrated. Furthermore, in comparing measured ISS with model predictions, metal hydroxide conversion to metal oxide during the ashing procedure needs to be taken into account.
Precipitation kinetics
The IAWQ ASM2 model (Henze et al., 1995) makes provision for two chemical processes: precipitation and redissolution. That is, there are two kinetic expressions, each with a rate constant, namely k PRE and k DISS respectively (De Haas et al., 2001b) . The stoichiometry of precipitation is defined as being "ideal" (i.e. 1 mol P/mol Fe). No recommendations are made for application of the model to precipitants other than iron [III] salts (e.g. ferric chloride).
To calibrate the two processes for chemical precipitation in the IAWQ model, either the stoichiometry or the kinetic constants may be adjusted. As a point of departure in this study, the stoichiometric constants were adjusted on the basis that these could be linked directly to the precipitation stoichiometry observed. Henze et al. (1995) provided no guidelines for the choice of the kinetic constants k PRE and k DISS , other than the suggested values of k PRE =1 l/(mg FeOH 3 .d) and k DISS = 0.6 /d for ferric chloride. Accordingly, these default values were accepted and the stoichiometry adjusted as necessary to match predicted and observed effluent phosphate concentrations in the test unit (see Modelling Method and results discussed above).
Using the suggested default kinetic constants for precipitation/ redissolution, the IAWQ model predicted very low residual (steady state) metal hydroxide (MeOH) concentrations in the mixed liquor (<40 mg/l for periods without P limitation and <100 mg/l for Plimited periods). Also, the predicted MeOH concentration showed very little difference for systems operated at 10 d sludge age, compared with a 20 d sludge age. This seemed surprising, considering that a lower stoichiometry (or lower apparent precipitation "efficiency") was observed at the shorter sludge age (De Haas, 2000d) . The model predictions do need to be seen in the context of the adjusted stoichiometry: For example, under P-limiting conditions, the P:Fe molar ratio (stoichiometry) was adjusted from 1:1 to between 0.3 and 0.6:1 (Table 4) . Hence, the implicit formula for the predicted metal phosphate precipitate ranged from Fe 1.67 PO 4 (OH) 2 to Fe 3.3 PO 4 (OH) 7 , which is similar to that modelled for P-limiting conditions by Luedecke et al. (1989) . If the model prediction for metal hydroxy phosphate on this basis is converted back to the ideal precipitates (e.g. FePO 4 and Fe(OH) 3 as in the IAWQ model formulation), then effectively the predicted steadystate amount of metal hydroxide would be greater (e.g. compare predictions in Table 5 for Periods 3.6.1 and 3.6.2a at model input stoichiometry 1.0 vs 0.75). Hence, it is possible to adapt the IAWQ model for precipitates other than FePO 4 and Fe(OH) 3 , including those for aluminium salts, by adjusting the input stoichiometry. However, it would be inelegant and tedious to model the effect of sludge age (solids retention time) by means of adjusting the stoichiometry. It was not an objective at the outset of this study to examine the effect of sludge age on simultaneous chemical precipitation. However, as outlined in Part 4 (De Haas et al., 2000d) , operational constraints with the pilot plants were posed by reactor solids concentration and sludge settling, forcing a change from a 20d to a 10 d sludge age. This was carried out during a period of ferric chloride dosing. From an examination of the difference in system P removal, this change appeared to result in a reduction in the apparent P:Me stoichiometry of precipitation by about half (De Haas et al., 2000d) . This aspect requires further experimental investigation in order to confirm the observations made. Assuming that the observations were correct, then applying the IAWQ model with the default precipitation kinetic constants does not predict a significant change in P:Me ratio in response to sludge age. Figure  6 illustrates the effect of sludge age on predicted P:Me ratio. Also shown is the effect of decreasing k PRE from the IAWQ default value of 1 l/(mg·d) (i.e. -log k PRE increasing from the default zero on the x-axis), but keeping a constant ratio between k PRE and k DISS such that k DISS = 0.6* k PRE (Henze et al., 1995) . From Fig. 6 it is clear that over the first one to two log decreases, the predicted P:Me (i.e. P:Fe in this case) stoichiometry shows virtually no change and is relatively insensitive to sludge age. The reason for this is that the reaction rates set by k PRE and k DISS are high in relation to the solids retention time (i.e. sludge age), allowing the precipitation reaction to be virtually complete; only a small amount of metal hydroxide remains in the system at steady state. To reach a condition where sludge age has a more significant effect on the predicted P:Me stoichiometry, k PRE would need to be decreased into the approximate range 0.005 (-log k PRE = 2.3) to 0.0005 (-log k PRE = 3.3). Figure 6 shows that for Period 3.3.2 (actual sludge age 20d) with k PRE set at 0.001 (-log k PRE = 2.7), the model predicts a P:Me ratio of 0.73 for a 20d sludge age and 0.56 for a 10 d sludge age. Observed values from fractionation data or P removal data for periods in which a valid comparison may be made were: 0.60 to 1.03 at a 20 d sludge age and 0.49 to 0.52 at a 10 d sludge age (refer to Haas et al., 2000d and the preceding discussion] . By relating the data in Fig. 6 and Table 4 , an analogous argument may be applied to the model predictions for Period 3.3.6 (actual sludge age 10 d). Figure 7 shows that effluent P predictions could be matched to the observed data with k PRE values 0.0056 (-log k PRE = 2.25) and 0.0006 (-log k PRE = 3.2), for Periods 3.3.2 and 3.3.6 respectively. By iteration, similar values for k PRE could be derived for the other experimental periods. Additional experimental data for chemicallydosed systems operated under well-controlled conditions but different sludge ages would be required to derive an appropriate median value for k PRE . The limits (e.g. range of sludge ages) for validity of a derived constant value for k PRE would need to also need to be assessed. As a first attempt, a k PRE value of 0.00316 (-log k PRE = 2.5 from Fig. 7 ) was adopted for ferric chloride (or ferrous-ferric chloride blend) dosing periods by trial-and-error, and a k PRE value of 0.0006 (-log k PRE = 3.22) was adopted for alum dosing periods. Again assuming k DISS = 0.6* k PRE and constant input P:Me stoichiometry at 1:1 (Henze et al., 1995) , the results presented in Fig. 8 were derived for all experimental periods modelled in this study. It can be seen that Fig. 8 resembles Fig. 2 with fairly good agreement between predicted and observed effluent P results. Further refinement could be achieved by manipulation of k PRE for individual experimental periods, which would be analogous to manipulation of the input stoichiometry as in Fig. 3 . Since the kinetics of the precipitation (or ion exchange reactions) should be independent of sludge age, the validity of such manipulation should be confirmed by experimentation. Particular care is required to ensure steady state in the test systems used as a basis for modelling in such experiments.
IAWQ MODEL vs OBSERVED EFFLUENT ORTHO P TEST UNIT (R1) -

Conclusions
• The IAWQ ASM2 model, which incorporates a simple kinetic model for simultaneous chemical precipitation/dissociation, was tested using the pilot plant experimental results of this study. Calibration against the results for the control unit (not chemically dosed) highlighted the following: · For the control unit (model assumption with BEPR only), agreement between predicted and observed results was satisfactory in most cases, given the variation in influent composition and the influent characterisation procedure adopted. It is important to note that in the modelling approach adopted here, the influent TKN concentration was manipulated where necessary, in order to match predicted and observed effluent nitrate concentrations; in this manner, the impact of recycled nitrate on the BEPR mechanism was minimised. · In order to improve agreement between observed reactor and/or effluent phosphate results and those predicted using the IAWQ model (both in the presence and absence of chemical addition), it was found that the constant defining the relationship between biological P release and PHA formation (Y PO4 ) required adjustment in the range 0.50 to 0.57 mgP/mgCOD. Once suitable model calibration had produced satisfactory agreement between observed and predicted P removal for the control unit, the same model calibration was applied to the test unit receiving metal salt addition. · For ferric chloride, using the kinetic and stoichiometric constants suggested in IAWQ ASM2, the assumption of 1:1 (molar) precipitation stoichiometry for P:Fe appeared to be valid for three experimental periods at a 20 d sludge age. For the remaining periods at a 10 d sludge age, a lower model input P:Fe stoichiometry was required, in the range 0.60 to 0.90 mol P/mol Fe. These results suggest reduced precipitation efficiency at a shorter sludge age, which is consistent with the hypothesis of Rabinowitz and Marais (1980) that part of the chemical P removal in simultaneously dosed activated sludge systems is due to a slow ion exchange reaction between colloidal metal hydroxide and soluble phosphate. However, sustained ferric chloride dosing (at a dose of 10 to 20 mg/l Fe, based on influent) appears to partially inhibit BEPR (De Haas et al., 2000d) and this would also reflect as a lower precipitation efficiency. · For alum and ferrous-ferric dosing, P precipitation stoichiometry also appeared to be less than 1:1. For alum, the stoichiometry of precipitation was estimated to be 0.60 to 0.75 mol P/mol Al. For ferrous-ferric chloride, the stoichiometry was also estimated to be close to 0.75 mol P/ mol Fe. · Under P-limiting (i.e. low effluent P) conditions, precipitation efficiency appeared to be lower, with an estimated P:Fe stoichiometry of ca. 0.3 to 0.60 mol P/mol Fe. This is in agreement with the model precipitate stoichiometry of 0.4 mol P/mol Fe accepted by Luedecke et al. (1989) for limiting phosphorus conditions with ferric chloride from batch and continuous tests using activated sludge in a completely aerobic system. However, the model effluent P predictions are not very sensitive to the input P:Fe stoichiometry under P limiting conditions since the biological and chemical mechanisms compete for available P, leaving little P in the effluent.
• A significant advantage of the kinetic approach to modelling chemical precipitation processes in IAWQ ASM2 is that it integrates readily with processes describing biological carbon, nitrogen and phosphorus removal in activated sludge systems, and offers the potential for incorporation of processes for pH and alkalinity. A kinetic-based model for mixed, three-phase [solid/liquid/gas], weak acid-base systems using the AQUASIM model platform has been proposed by Musvuto et al. (1997) . This could form a further extension to the IAWQ ASM2 model applied here. In this extension, precipitation efficiency in relation to alkalinity (and/ or pH) in simultaneous precipitation processes would need further investigation. This study found circumstantial evidence (De Haas et al., 2000c) suggesting that reactor pH (and hence system alkalinity) plays a role in determining the extent of inhibition of the biological P removal mechanism in the presence of simultaneous metal salt addition, particularly with alum. Furthermore, the question of alkalinity consumption in relation to the Me:P stoichiometry of precipitation has not been adequately addressed in the IAWQ model.
• Satisfactory agreement between (IAWQ model) predicted and observed values for polyP in the control system was obtained when comparing the model predictions with observed values from sludge P fractionation. For the test system (metal dosed) the differences between the predicted and observed polyP data tended to be larger in some experimental periods, particularly those at relatively high metal doses or sustained periods at lower metal dose. Partial inhibition of the BEPR mechanism had apparently occurred in these periods (De Haas et al., 2000c &d; 2001a) in a manner which the IAWQ ASM2 model is not able to predict. However, better agreement between the fractionation data and IAWQ model polyP predictions were obtained for relatively long experimental periods with ferric chloride dosing under conditions of phosphate limitation. This implies that the model formulation is correct in so far as the principal interaction between the chemical and biological mechanisms appears to be competition for available phosphate. Most real applications of the model will be for conditions that are basically P-limited, due to the need to achieve the lowest possible effluent P concentrations.
• Broad agreement (usually to within ±9% of reactor TSS in the test unit) was found between IAWQ model predictions and observed increases in inorganic suspended solids (ISS) due to chemical addition, provided the necessary stoichiometric adjustments were made for metal hydroxy phosphate precipitation and for conversion of metal hydroxide to metal oxide during ashing. Where differences were found between model predictions and observed ISS, these could be generally accounted for on the basis of inconsistencies in the experimental solids data, which were not at steady-state in all cases.
• Using available data, a brief investigation was carried out into the kinetics of precipitation/redissolution processes in the IAWQ ASM2 model. This investigation suggested that the default value for the rate constant for precipitation (k PRE ) should be decreased from 1 l/(mgMeOH·d) to between 0.0006 (for alum) and 0.003 (for ferric and/or ferrous chloride). The relationship k DISS = 0.6* k PRE in ASM2 appeared to be acceptable.
• It is possible to obtain equivalent predictions for P removal using the IAWQ ASM2 model by adjusting either the stoichiometry or kinetics of the precipitation/ redissolution processes. To the extent that the kinetics should be independent of sludge age but capable of predicting differences in observed precipitation stoichiometry at different sludge ages, adjustment of the kinetics would seem the preferred option. However, since the kinetic constants for these processes are apparent and cannot be measured directly, further research into the calibration of these kinetic parameters is required to improve confidence in model predictions for systems at different sludge ages. Moreover, the relationship between the precipitation/ redissolution kinetics and reactor pH/ alkalinity as well as the possibility of co-precipitation of calcium and/or magnesium ions will need to be investigated in order to confidently incorporate simultaneous precipitation into a combined model for the physical, chemical and biological processes of activated sludge systems (Musvuto, 1998 
