In this paper, D = (V (D), A(D)) denotes a loopless directed graph (digraph) with at most one arc from u to v for every pair of vertices u and v of V (D). Given a digraph D, we say that D is 3-quasi-transitive if, whenever u → v → w → z in D, then u and z are adjacent. In [3], Bang-Jensen introduced 3-quasi-transitive digraphs and claimed that the only strong 3-quasi-transitive digraphs are the strong semicomplete digraphs and strong bipartite semicomplete digraphs. In this paper, we exhibit a family of strong 3-quasi-transitive digraphs distinct from strong semicomplete digraphs and strong bipartite semicomplete digraphs and provide a complete characterization of strong 3-quasi-transitive digraphs.
In this paper we study a directed version of F-free graphs. In order to do this, given F, a family of oriented graphs, we say that D is an orientedly F-free digraph if there is no digraph in F isomorphic to any induced subdigraph of any orientation of D (an orientation of a digraph D is a spanning subdigraph of D in which we choose only one arc between any two adjacent vertices of D; for example, any orientation of any semicomplete digraph is a tournament). If F = {F }, we say orientedly F -free instead of orientedly F-free.
There are three different possible orientations of the 2-path, see Figure 1 . In J 1 , J 2 , and J 3 any arc between the two vertices with a dotted edge between them is forbidden. Orientedly J 1 -free digraphs (respectively orientedly J 2 -free digraphs) were introduced by Bang-Jensen in [2] as a generalization of semicomplete digraphs. They are known as locally in-semicomplete (resp. locally out-semicomplete) digraphs. Orientedly {J 1 , J 2 }-free digraphs were introduced in the same paper and were characterized by Bang-Jensen, Guo, Gutin, and Volkmann in [4] . Orientedly J 3 -free digraphs were introduced by Ghouila-Houri in [9] . Observe that orientedly J 3 -free digraphs are the same family which where characterized by Bang-Jensen and Huang in [6] . There are four different possible orientations of the 3-path, see Figure 2 . In H 1 , H 2 , H 3 , and H 4 , any arc between the two vertices with a dotted edge between them is forbidden. Orientedly {H 1 , H 2 }-free digraphs were introduced by Bang-Jensen as a common generalization of both semicomplete digraphs and bipartite semicomplete digraphs in [1] . They are the arc-locally semicomplete digraphs which were characterized by Galeana-Sánchez and Goldfeder in [8] . Orientedly H 1 -free digraphs (resp. orientedly H 2 -free digraphs) were introduced by Wang and Wang as arc-locally in-semicomplete digraphs (resp. arc-locally out-semicomplete digraphs) in [10] . This paper also characterized strong arc-locally in-and out-semicomplete digraphs. Orientedly H 3 -free digraphs are the so-called 3-quasi-transitive digraphs, introduced in [3] by Bang-Jensen. This paper claims that the only strong 3-quasi-transitive digraphs are the strong semicomplete digraphs and the strong bipartite semicomplete digraphs. The orientedly H 4 -free digraphs remain unknown.
•
In [3] , Bang-Jensen conjectures that an orientedly H i -free digraph, for i = 1, 2, 3, 4, is Hamiltonian if and only if it is strong and has a cycle factor, where a cycle factor in a digraph D is a collection of vertex disjoint cycles which cover V (D). Wang and Wang prove the conjecture true for i = 1, 2 in [10] .
Consider the family of digraphs which appear in Figure 3 . These digraphs are strong 3-quasi-transitive digraphs which are not semicomplete digraphs, nor bipartite semicomplete digraphs. This family of digraphs is missing from Bang-Jensen's characterization. In this paper we show that any strong 3-quasi-transitive digraph is either a semicomplete digraph, a bipartite semicomplete digraph, or belongs to the family of Figure 3 . This proves Bang-Jensen's conjecture for i = 3.
Preliminaries
For general concepts we refer the reader to [5] . In this paper, D = (V (D), A(D)) denotes a loopless directed graph (digraph) with at most one arc from u to v for every pair of vertices u and v of V (D). For each vertex u in D, N + (u) (respectively N − (u)) denotes the out-neighbourhood (resp. inneighbourhood ) of u. We denote an arc (u, v) in A(D) by u → v, or uv. Two distinct vertices u and v are adjacent if u → v or v → u. If v is a vertex of a digraph D, and S is a set of vertices, or a subdigraph of D, S → v denotes that for each vertex u in S, we have u → v. All our paths and cycles are directed. An n-path (respectively n-cycle) is a path (resp. cycle) of length n. An independent set is a set of pairwise nonadjacent vertices of D.
If S is a set of vertices of D, we denote the subdigraph induced by S in D by D [S] .
A path P from u to v is minimal if no proper subset of V (P ) induces a digraph with a (u, v)-path.
Given a digraph D, D −1 denotes the digraph with the vertex set V (D) and the arc set {uv :
Observe that if D is 3-quasi-transitive, then its dual also is 3-quasi-transitive. This fact can be useful to simplify the proofs.
A
2. On the structure of strong 3-quasi-transitive digraphs First we prove that every minimal path in a 3-quasi-transitive digraph induces either a semicomplete digraph or a bipartite semicomplete complete digraph. This fact allow us to give a bound of the distance between any two vertices and lead us to the characterization of strong bipartite 3-quasitransitive digraphs.
] has a spanning semicomplete bipartite digraph. Moreover, x i → x j if and only if i − j is a positive odd integer greater than one.
We proceed by induction on the length of the path. If n = 2, the statement follows trivially. If n = 3, the statement follows from the minimality of P and because D is 3-quasi-transitive. Suppose n ≥ 4. By the inductive hypothesis, both
] satisfy the statement. If n is even, the result follows trivially, so suppose n odd. Now suppose that n ≥ 5. Moreover, the arcs x n → x n−3 and x n−2 → x 0 exist. It follows that we have the 3-path
Corollary 2.2. Let D be a 3-quasi-transitive digraph and u, v vertices in D. Take P to be any minimal (u, v)-path P in D. Then, if the length of P is odd and at least three,
and if the length of P is even and at least six,
Proof. First assume that P is a (u, v)-path of odd length at least three. Since D[V (P )] has a spanning bipartite semicomplete digraph by Lemma 2.1 and u and v are in different parts of this digraph, it follows that they are adjacent. By the minimality of
-path of even length at least six. Since D[V (P )] has a spanning bipartite semicomplete digraph and x 0 and x 3 are in distinct parts of a such digraph, then they are adjacent. Analogously x 3 and x n are adjacent vertices. By the minimality of
Proof. The subdigraph induced by the vertex set of P in D always contains a minimal (u, v)-path P .
Observe that all (u, v)-paths of length d(u, v) for any vertices u, v in D are minimal.
Corollary 2.4. Let D be a strong bipartite 3-quasi-transitive digraph. Then D is a bipartite semicomplete digraph. Now we will study non-bipartite 3-quasi-transitive digraphs. We will prove that such a digraph always contains a triangle. Then we will study the relationship between a triangle and a vertex not in the triangle. We will show that a non-bipartite strong 3-quasi-transitive digraph either belongs to the family of Figure 3 , or it has a triangle and a vertex u not in the triangle such that u is adjacent to every vertex in the triangle. Finally we will prove that in the last case such a digraph is semicomplete.
Lemma 2.5. Let D be a strong non-bipartite 3-quasi-transitive digraph. Then D contains a directed triangle.
Proof. Let D be as in the hypothesis. Since D is a strong non-bipartite digraph, D contains an odd cycle. Let C = (x 0 , x 1 , . . . , x n = x 0 ) be an odd cycle in D. We will proceed by induction on the length of C. If n = 3, then C is a directed triangle. Now suppose n = 5; x i and x j are adjacent for any positive integers i and j such that i − j ≡ 3 modulo 5, therefore D[V (C)] is a strong semicomplete digraph. Hence D contains a triangle. Now suppose n ≥ 7. First notice that if, for i ≤ j modulo n, there exists x i → x j whenever j − i is odd, then C[x j , x i ] ∪ x i x j is an odd cycle of length less than n. Therefore, by our inductive hypothesis, it contains a triangle. We will show that x i and x i+2 are adjacent. Assume they are not.
Vertices x l 1 , x l 2 , x l 3 divide P in four paths. If one of them has odd length at least three, without loss of generality suppose
is an odd cycle of length less than n. Therefore, by our inductive hypothesis, it contains a triangle. Thus suppose that those paths have one or even length. Assume that exactly one of them has even length, then at least two of the remaining paths are before the even path, or after the even path. Observe that the remaining paths have length one. Suppose without loss of generality that P [x l 1 , x l 2 ] has even length. Then
is an odd cycle of length less than n, and thus, by our inductive hypothesis, it contains a triangle. Now assume that at least two of the paths have even length. Since C[x i+2 , x i ] has odd length, then exactly three of the paths have even length and the other path has length one. Therefore the first or the last path does not have length one, say without loss of generality P [x i+2 , x l 1 ]. Then (i + 2) + 2 ≤ l 1 . Since
] has even length, and reciprocally whenever C[x j , x i+2 ] has odd length, then C[x i+2 , x i ] has even length. First suppose
is an odd cycle of length less than n. Therefore, by our inductive hypothesis, it contains a triangle. Thus assume that C[x i+2 , x j ] has odd length. Then C[x j , x i+2 ] has even length. Therefore C[x j , x i+2 ] ∪ x i+2 x j is an odd cycle of length less than n.
Otherwise suppose
is an odd cycle of length less than n. Thus assume that C[x i+2 , x j ] has even length. Then C[x i+2 , x j ] ∪ x j x i+2 is an odd cycle of length less than n. Hence x i and x i+2 are adjacent. Moreover, x i → x i+2 , since otherwise we already done.
Since D is a 3-quasi-transitive digraph, x 0 and x 3 are adjacent. Moreover, Proof. Let T be a triangle in D with V (T ) = {x, y, z} and A(T ) = {xy, yz, zx}. First, we prove that any vertex in D is adjacent to at least one vertex in T . Let u be a vertex in V (D) \ V (T ). Since D is strong, d(u, T ) and d(T , u) are finite. Without loss of generality suppose that d(T , u) ≥ 2. Let P = (x 0 , x 1 , . . . , x n ) be a (T , u)-path of length d(T , u). Recall that P is a minimal path, and therefore P is a (T , u)-path of minimum length. Without loss of generality suppose that the first vertex in P is x. If P is odd, it follows from Corollary 2.3 that u → x by the minimality of P . Otherwise suppose that P is even. If the length of P is two, then z → x 0 = x → x 1 → x 2 = u implies that z and u are adjacent. Thus assume that the length of P is at least four. The previous line shows that z and x 2 are adjacent and since P is a (T , u)-path of minimum length, we have x 2 → z. Since P is an even minimal path, then P [x 1 , u] is an odd minimal path. Corollary 2.3 implies that u → x 1 . Then u → x 1 → x 2 → z. Therefore u and z are adjacent. Moreover, our assumption implies that u → z. Now we will prove that u is adjacent to two vertices of T . Without loss of generality, suppose u → x. Since u → x → y → z, then u and z are adjacent. Proof. Let T be a triangle in D with V (T ) = {x, y, z} and A(T ) = {xy, yz, zx}. Without loss of generality, assume u → x, y. Note that u and z are adjacent, since u → x → y → z. Now suppose d(T , v) ≥ 2. Proposition 2.6 implies that v is adjacent to at least two vertices of T . Moreover, these arcs are in the same direction by our supposition. Finally Corollary 2.7 implies that v is adjacent to three vertices of T and these arcs are in the same direction by our supposition. P = (x 0 , x 1 , . . . ,
is an odd integer, the minimality of P and Lemma 2.1 implies Proof. Let T be a triangle in D with V (T ) = {x, y, z} and A(T ) = {xy, yz, zx} and let u be a vertex of D adjacent to x, y, and z. Let v be a vertex of D distinct from u, x, y, and z. By Proposition 2.6, v is adjacent to at least two vertices in T , say without loss of generality x and y. If the two arcs are in the same direction, then v is adjacent to the three vertices of D by Corollary 2.7. Otherwise it remains two possibilities: v → x, y → v, or x → v, v → y. In the former case, v and z are adjacent since v → x → y → z, thus assume the second case.
Since there are three arcs between u and T , two of them must be in the same direction, thus Proposition 2.8 implies that v and u are adjacent. Without loss of generality by the duality of 3-quasi-transitivity, suppose u → v. If x → u, then v and z are adjacent since z → x → u → v, thus suppose u → x. If z → u, then v and z are adjacent since z → u → x → v, thus suppose u → z. If y → u, then v and z are adjacent since v → y → u → z, thus suppose u → y. Therefore, u → T and there is no arc from T to u.
• To prove that v and z are adjacent we will use an argument based on the maximality of certain set of vertices of D and on the strongness of D.
Let U be the set of all vertices of D such that U → T with no arcs from T to U . Particularly, u ∈ U . Proposition 2.8 implies that any vertex in U is adjacent to v. If there exists u in U such that v → u , then v and z are adjacent since v → u → y → z, thus u → v for each u in U . Moreover, the previous reasoning allows us to suppose that there is no arc from v to U . Since D is strong and
Notice that u → T , therefore w is adjacent to all vertices of T since w → u → z → x, w → u → x → y, and w → u → y → z. Proposition 2.8 implies that w and v are adjacent. If v → w, then v and z are adjacent vertices since v → w → u → z, thus suppose w → v. Since w / ∈ U , there is at least one arc from T to w. If z → w or x → w, then v and z are adjacent vertices since z → w → u → v or z → x → w → v, respectively. Thus we can suppose w → z, x. Since there is at least one arc from T to w by our choice of w, hence y → w. Since v → y → w → z, then v and z are adjacent. Corollary 2.10. Let D be a strong non-bipartite 3-quasi-transitive digraph and T a triangle in D, with V (T ) = {x, y, z} and A(T ) = {xy, yz, zx}. If there exists a vertex u not in T adjacent to exactly two vertices of T , say x and y, then x → v → y.
Lemma 2.11. Let D be a strong 3-quasi-transitive digraph and T a triangle of D. Let U be the set of vertices of D adjacent to exactly two vertices of T . If U is non-empty, then there exist x and y in T such that x → U → y, U is an independent set of vertices of D, and
Proof. Let T be a triangle in D with V (T ) = {x, y, z} and A(T ) = {xy, yz, zx} and let u ∈ U . Observe that if D possesses a vertex adjacent to every vertex in the triangle, then Lemma 2.9 implies that every vertex not in the triangle is adjacent to every vertex in the triangle, thus V (D) = V (T ) ∪ U whenever U = ∅. Suppose that u is adjacent to exactly two vertices, say x and y. Then x → u → y by Corollary 2.10. Suppose that it is not the case that x → U → y. If there is v in U such that y → v → x, then v and z are adjacent since v → x → y → z, which is a contradiction. Otherwise, there is a vertex v in U adjacent to z. If v → z, then v and y are adjacent since v → z → x → y. If v → y, Proposition 2.8 implies that v is adjacent to every vertex in the triangle, which constitutes a contradiction to our hypothesis. Then y → v. Moreover, v and x are adjacent since x → u → y → v, which constitutes a contradiction to our hypothesis. Now suppose that z → v. Then v and x are adjacent since x → y → z → v. If x → v, Corollary 2.7 implies that v is adjacent to every vertex in T , which is a contradiction. Otherwise v → x. Then v and y are adjacent since v → x → u → y, which is a contradiction. Therefore x → U → y. Now we will prove that U is an independent set of vertices. Suppose that this is not the case. Then there exist u and v in U such that u → v. Hence u and z are adjacent since u → v → y → z, which is a contradiction. Therefore U is an independent set of vertices. Proof. If D is bipartite, then D is bipartite semicomplete by Corollary 2.3, thus assume that D is non-bipartite. Lemma 2.5 implies that there exists a triangle T in D. We can suppose that D has more than three vertices.
Let U be the set of vertices of D that are adjacent to exactly two vertices of T . If U is non-empty, then D is isomorphic to C + 4 [E 1 , E 1 , E 1 , E n ] for some positive integer by Lemma 2.11. Otherwise suppose that U is empty. Take a vertex u in V (D) \ V (T ). Since U is empty, Proposition 2.6 implies that u is adjacent to all vertices in T . Proposition 2.8 and Lemma 2.9 imply that D is semicomplete.
The converse is easy.
Corollary 2.13. A 3-quasi-transitive digraph is Hamiltonian if and only if it is strong and has a cycle factor.
