INTRODUCTION
This paper discusses a method for the restoration, or interpolation, of lost samples that occur at known positions in a time-discrete signal. It can, for instance, be applied in the field of digital audio (e.g.
Compact Disc
) where the samples are sometimes provided with flags indicating their reliability. Lost samples may occur consecutively (bursts), as well as non-consecutively. The only requirement is that they are embedded in a sufficiently large neighbourhood of known samples. The method discussed in this paper can restore, without audible distortion, up to 32 unknown samples at a tine in a music signal, sampled at 44100 Hz. When applied to speech, sampled at 8000 Hz, it can restore up to 100 unknown samples. The organization of this paper is as follows. First the restoration problem is discuss- The coefficients Hi. from (1) are chosen such that they minimize the total expected square interpolation error 2 (2)
The H. that minimize W(t(1),..,t(m)) are solutions of The mxN-mstrix U that satisfies
where u is the t(i)th unit vector of length N, can -1)
be used to find the solution H of (4). Indeed, let (6) G=
Then it can be shown that H, defined by Sometimes it is more convenient to solve from (10) C2=-Gv=:z.
The vector z is referred to as the syndrome.
A further observstion is that one can derive an expression for the error covariance matrix 1O4 27.1.2
C:E[(i_x)L_x)T], for it follows from (9) and (4) that 
k=-o t(i) k
Observe that in the case of consecutive errors G is Toeplitz and (10) can efficiently be solved in 0(m2) operations by using the Levinson algorithm.
In genersi g has infinite length. Therefore, in practical applications a finite approximation must be used to calculate z in (17 lo-P,,P.
On substituting (19) into (15) one has for g 
B2z.
Part of the results of this section can be found in [2, 3] .
ADAPTIVE INTERPOLATION OF AUTOREGRESSIVE PROCESSES
In this section the interpolation of autoregressive processes is discussed in the case that the parameters as well as the unknown samples 5t (1) 'N S1•
as a function of a. Note that in L( a,a) a conditional probability density function is used instead of the commonly used unconditional probability density func- This can be repeated to obtain second estimates and a(2) and so on. It is clear that Q(a,x) decreases to some non-negative number but it seems hard to determine whether this number is a global minimum or not.
The result of the minimization of Q(a,x) as a function of a with known a was given in the previous section. An additional remark is that solving (24) by means of a Cholesky decomposition, in which B is decomposed as a product B=LLT, with L a lower triangular matrix, is very stable. It is shown in [4] estimating the prediction coefficients a1,.. ,a from a given sequence of samples i'•' '5N Instead of the covariance method the more popular autocorrelation method [6] can also be used to estimate a1,..,a.
Experiments have revealed that this modification hardly affects the results.
The iterative procedure just described already produces good results, without audible distortion, for digitized music if m<16 and for digitized speech if m<lOO after only one iteration, although more iterations can improve the results.
The interpolation algorithm described in this section 
