The procedure of level optimization for the 198 Hg I spectrum emitted by electrodeless discharge lamps is revisited. Wavelength-measurement uncertainties and systematic shifts caused by interactions with the buffer gas and by calibration procedures are carefully analyzed and accounted for. Based on this extended analysis of the original measurements, the energy levels are re-optimized, which results in an improved set of level values consistent with the revised measured wavelengths. The newly obtained reliable Ritz wavelengths can be used as secondary wavelength standards in the wide range from 1200 Å to 65 000 Å.
Introduction
The nucleus of the isotope 198 of mercury has a zero nuclear magnetic moment. Thus, due to the absence of hyperfine structure, spectral lines of 198 Hg in lowpressure discharges are very narrow and have long been used as a source of secondary wavelength standards (see, for example, Kaufman and Edlén [1] or Quinn [2] ). For this purpose, it is important to know the energy levels and Ritz wavelength values based on them with high precision.
In a recent NIST compilation [3] , the energy levels of 198 Hg were determined from selected measured wavelengths of 105 spectral lines from 12 published papers [1, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In this level optimization procedure, reciprocal squares of wavelength-measurement uncertainties were used as weights. Therefore, the assumed uncertainties of the wavelengths strongly affect the resulting level values. Examination of the data in Ref. [3] shows that 14 out of 105 observed wavelengths deviate from the Ritz values by more than three times the measurement uncertainty. Four of these large deviations exceed five times the measurement uncertainty. If the measurement uncertainties had been estimated correctly, such large deviations would have been statistically impossible for such a small data set. Therefore, we conclude that the energy levels and observed wavelengths are internally inconsistent in Ref. [3] .
The purpose of the present work is to eliminate these inconsistencies and provide a set of reliable Ritz wavelengths suitable as secondary wavelength standards. For this purpose, it is necessary to analyze the wavelength-measurement uncertainties, remove systematic shifts from the published wavelength values, and re-optimize the energy levels.
Analysis of Measurement Uncertainties

Measurements of Salit et al. [4] and
Veza et al. [5] These papers were among the main sources of wavelengths included in Ref. [3] .
Salit et al. [4] measured four lines of 198 Hg I emitted by water-cooled electrodeless discharge lamps using a Fourier-transform spectrometer (FTS). The measurements were calibrated by a laser locked to a precisely known hyperfine transition in molecular iodine. The relative uncertainty of the calibration, ultimately tied to the primary 133 Cs standard, was 6 × 10 -9 . The measurements were made with lamps having different pressures of Ar carrier gas between 33 Pa and 1330 Pa (0.25 Torr and 10 Torr). The lamps were excited in a microwave discharge at 2450 MHz. Microwave power delivered to the discharge was in the range 20 W to 40 W.
These measurements were extended by Veza et al. [5] who used the same basic method (the same set of water-cooled electrodeless discharge lamps and FTS). The wavenumber scale of the FTS was established by the four 198 Hg I lines measured by Salit et al. [4] . Veza et al. reported 30 measured wavenumbers of 198 Hg I (including the four lines previously reported by Salit et al. [4] ). 10 of these wavenumbers were measured at one Ar pressure only, 33 Pa. The total measurement uncertainties were close to those achieved by Salit et al. [4] (0.00015 cm -1 to 0.0009 cm -1 ) 1 . We note that the measurement uncertainties were reported by Salit et al. and Veza et al. at the 95 % level of confidence (corresponding to two standard deviations). For the purpose of our present level optimization procedure, we divided these uncertainty values by a factor of two to convert them to the 68 % level of confidence (or one standard deviation). This was not done in Ref. [3] .
Most of the wavelengths used in Ref. [3] were measured with 198Hg discharge lamps with argon as a carrier gas at a pressure of about 33 Pa (0.25 Torr). This choice was necessitated by the measurement precision, which was generally better at this pressure, and by a greater number of measurements available at that pressure as compared to other pressures. Following this convention, we include in the level optimization the wavelengths from Salit et al. [4] and Veza et al. [5] measured at this pressure of argon.
Measurements of Burns and Adams [6]
In Ref. [3] , 35 wavelengths in the range 2300 Å to 6910 Å were quoted from Burns and Adams [6] . These interferometric measurements were made in air with electrodeless discharge lamps excited by radio-frequency radiation. The lamps had an argon buffer gas pressure of 260 Pa to 400 Pa (2 Torr to 3 Torr). The measurements of Burns and Adams are commonly believed to be accurate to ± 0.0002 Å [1, 3, 7] . However, for the purpose of estimation of the energy level values at a low argon pressure of 33 Pa, the influence of pressure shifts has to be taken into account. Among lines investigated by Veza et al. [5] at various Ar pressures, there are 20 lines between 2893 Å and 5790 Å previously measured by Burns and Adams [6] . Veza et al. [5] found that the shifts between wavenumbers measured at Ar pressures of 400 Pa and 33 Pa can be as large as 0.0024 cm -1 (for the 4339 Å line). All lines were found to be shifted by higher argon pressure to longer wavelength [4, 5] . The average shift computed as the root of mean square of shifts for all these 20 lines is 0.0011 cm -1 . Assuming a median pressure of 330 Pa for the measurements of Burns and Adams [6] , we estimate an average shift for their measured wavenumbers to be 0.0009 cm -1 , which corresponds to 0.00005 Å at 2302 Å and 0.0004 Å at 6907 Å.
Burns and Adams [6] used three different calibration standards in three wavelength regions, 3125 Å to 6709 Å, 2446 Å to 3125 Å, and 2260 Å to 2446 Å. The 198 Hg line at 5460.7532 Å was used as standard for the long-wavelength region. Then the observed value 3125.6698 Å was used as standard for the mediumwavelength region. The observed wavelengths of the lines between 2576 Å and 2464 Å were used to evaluate the wavelengths below 2446 Å. The actual measured values in this type of interferometric measurements are ratios of observed and standard wavelengths. Therefore, if the standard wavelength used had a small error, a single multiplicative factor could be used to correct all wavelengths measured with the same calibration method. Since 17 of the 30 wavelengths listed by Burns and Adams in the range 3125 Å to 6709 Å were precisely measured by Salit et al. [4] and Veza et al. [5] at various argon pressures between 33 Pa and 1300 Pa, the values of these wavelengths can be linearly interpolated to the median pressure 330 Pa of Burns and Adams with high accuracy. Then a correction factor can be determined as an average of 17 individual estimates of these lines. This procedure is illustrated in Fig. 1 , which depicts the differences of the correction Figure 1 shows that the measurements of Burns and Adams [6] in the region 3125 Å to 5791 Å, except for one highly deviating value for the line at 4916 Å, are consistent with a single correction factor equal to 1 + 65(12) × 10 -9
. The highly deviating measurement of the line at 4916 Å was excluded from the determination of the correction factor.
We corrected the wavelengths given by Burns and Adams [6] in the 3125 Å to 6908 Å range using the multiplicative correction factor given above. The corrected wavelengths are systematically longer than the original values. The correction is between 0.0002 Å and 0.0004 Å. We estimated the uncertainties of the corrected wavelengths as a sum in quadrature of the following quantities: 1) calibration uncertainty resulting from the uncertainty of the calibration factor (1.2 × 10 8 times the observed wavelength), 2) statistical uncertainty (discussed below), 3) a contribution (amounting to ± 0.00018 cm -1 ) due to the uncertainty of the argon pressure in [6] , ± 66 Pa (or ± 0.5 Torr).
In the determination of the statistical uncertainties δλ stat , the main constituent δλ var.c.f is due to the variance of the calibration factor and is equal to 4.5 × 10 8 times the observed wavelength λ. In addition to that, the different numbers of measurements per line have to be taken into account. For each line listed in Table 1 of Burns and Adams [6] they indicated the number of measurements N meas they used to derive the mean observed wavelength. Most of the wavelengths that we used to determine the calibration correction were determined from more than 30 measurements. The statistical uncertainty is the square root of the variance. The variance of the mean value is inversely proportional to N meas -1. For the lines involved in the derivation of the correction factor, the mean of 1/(N meas -1), which we denote as w mean , is approximately equal to 1 / 34. To determine the statistical uncertainties we weighted δλ var.c.f by a factor equal to the square root of w mean / (N meas -1).
The resulting uncertainties, varying between ± 0.00011 Å for the shortest wavelengths and ± 0.0011 Å for the longest wavelengths, are pertinent to the wavelength values corresponding to the argon pressure of 330 Pa (2.5 Torr). For the purpose of the level optimization corresponding to the low argon pressure of 33 Pa (0.25 Torr), these uncertainties were combined in quadrature with the estimated average pressure shift between 330 Pa and 33 Pa, 0.0009 cm -1 (see above). The total combined uncertainties vary between ± 0.00014 Å and ± 0.0012 Å for the shortest and longest wavelengths, respectively.
In the region below 3125 Å, only four lines reported by Burns and Adams [6] were precisely measured by Veza et al. [5] at different pressures of argon. These are the lines at 3125.6698 Å, 3021.4996 Å, 2967.2832 Å, and 2893.5982 Å (air wavelengths from Burns and Adams [6] ). The correction factors derived from these four lines strongly vary between 1 + 3.5 × 10 -8 and 1 + 12 × 10 -8
. Therefore, re-calibrating the short-wavelength measurements of Burns and Adams using the same method as described above would be very unreliable. We chose a different method of evaluating the wavelengths in this region. Namely, we directly compared the wavelengths reported by Burns and Adams [6] with the Ritz wavelengths resulting from the final iteration of our level optimization (see Sec. 3), pertinent to the argon pressure of 33 Pa. There are 28 precise Ritz values in the region 2446 Å to 3028 Å, most of which involve energy levels determined from more than one combination. In the region 2300 Å to 2400 Å there are only five precise Ritz wavelengths available. One additional reference point is provided by the measurement of Reader and Sansonetti [15] for the Hg II line at 2262.2102(5) Å, for which Burns and Adams [6] reported the value of 2262.2097 Å. Fig. 2 depicts the differences from unity of the correction factors determined as ratios of the reference wavelengths (pertinent to argon pressure of 33 Pa) to the measurements of Burns and Adams [6] . For both shortwavelength regions, 2446 Å to 3028 Å and below 2446 Å, the average correction factors turned out to be very close to unity, 1 + 1(10) × 10 -8 , and 1 -1(8) × 10 -8 , which means there is essentially no correction.
Therefore, we left the measured wavelengths of Burns and Adams below 3028 Å unchanged.
The measurement uncertainties of the corrected wavelengths were estimated as the square root of the variance of the correction factor weighted by the square root of the ratio w mean / (N meas -1), where w mean was determined separately for the two short-wavelength regions 2446 Å to 3028 Å and below 2446 Å and was found to be 12.6 and 7.4, respectively. In the region 2446 Å to 3028 Å, the uncertainties vary between ± 0.00012 Å and ± 0.0005 Å, depending mainly on the number of measurements of the line. Below 2446 × Å, the uncertainties are between ±0.00012 Å and ± 0.00026 Å. Since the Ritz wavelengths used in this derivation pertain to the argon pressure of 33 Å, these estimates already include the possible pressure shifts.
The wavelength values given by Burns and Adams [6] with only three digits after the decimal point were evaluated separately. On average, they differ from much more precise Ritz values by ± 0.0025 Å. This average deviation was adopted as an estimate of the uncertainty of these wavelengths.
A special note should be made in connection with the lines from the 6s9d Hg) are 0.0016, 0.0007, and -0.0006 Å, respectively [6] . Based on these considerations, we excluded the 3701.4324 Å line from the level optimization procedure.
In addition to the calibration errors considered above, the measurements of Burns and Adams [6] could be affected by uncertainties in the refractive index of air. The wavelengths were measured in air and then converted to standard air (101.325 kPa, 15°C) using the formulas for the refractive index of air from Meggers and Peters [16] . This formula is rather inaccurate and does not take into account the humidity and the contribution of CO 2 . The possible differences of the ambient conditions from standard would reveal themselves as a systematic deviation of the calibration factors depicted in Figs. 1 and 2 depending on the wavelength. However, these figures do not exhibit any noticeable variation of the correction factors with wavelength. Therefore, the influence of the air refraction on the measurements of Burns and Adams [6] can be neglected.
Measurements of Herzberg [7]
To excite the spectrum of 198 Hg, Herzberg [7] used an electrodeless discharge through a mixture of 198 Hg vapor and krypton. The krypton pressure was not specified in his paper. However, it was mentioned that this pressure was as low as compatible with the smooth running of the discharge. The spectrum was photographed with a 6.4 m normal-incidence spectrograph. Most of the lines were measured against iron lines in the same (second) order of diffraction. However, some of the red and infrared lines that were observed only in first order of diffraction were measured against Fe or Ne lines of second or third order. For lines measured in the same order as reference lines, Herzberg estimated the uncertainty as ± 0.002 Å. For the lines above 8000 Å, his estimated uncertainty was ± 0.005 Å. In [3] , the adopted uncertainty of Herzberg's measurements was ± 0.002 Å below 9500 Å and ± 0.005 Å above that. Assignment of the uncertainty of ± 0.002 Å to the line at 9425.915 Å was an error, as it contradicts Herzberg's specification of ± 0.005 Å for this wavelength region.
By comparing the differences between Herzberg's observed wavelengths and the Ritz values from the final iteration of our level optimization (see Sec. 3) we found that his measured wavelengths above 8000 Å (which were all measured against third-order standards) have a systematic shift of -0.019(6) Å. When this shift is removed, the corrected wavelengths show a standard deviation of ± 0.013 Å from the Ritz values. We adopted this increased value as an estimate of uncertainties in this wavelength region.
Comparison of Herzberg's wavelengths below 8000 Å with the Ritz values shows no systematic shift. The standard deviation of his observed wavelengths from the Ritz values is 0.0029 Å, which is somewhat greater than his own estimate of uncertainty for this wavelength region, ± 0.002 Å. We adopted this increased value as an estimate of the uncertainties in this wavelength region.
Measurements of Barger and Kessler [10]
Barger and Kessler [10] Hg described above, we can use it as a reference line and deduce the wavelength of the 2537 Å line from it. This is a reversal of the procedure used by Barger and Kessler to determine the wavelength of the 3132 Å line relative to the 2537 Å line.
We multiplied the ratio of the wavelengths of the 2537 Å and 3132 Å lines measured by Barger and Kessler [10] (see their Table 1b ) by the vacuum wavelength of the 3132 Å line measured by Veza et al. [5] , 3132.749895 Å, and obtained the value 2537.268750(17) Å, which corresponds to the wavelength in standard air 2536.506625(17) Å. 2 For the purpose of determination of the energy levels at an argon pressure of 33 Pa (0.25 Torr), we increased the wavelength by 5 μÅ following from the pressure shift rate of 20 μÅ/Torr [17] . The resulting adopted wavelength in standard air is 2536.506630(17) Å.
Schweitzer [18] independently measured the vacuum wavelength of the 2536 Å line using a Zeeman absorption filter. His result, 2537.26874(3) Å in vacuum or 2536.50662(3) in standard air, agrees well with our corrected value based on the measurements of Barger and Kessler.
Measurements of Humphreys and
Paul [8, 9, 13, 14]
Humphreys and Paul measured the 198
Hg I wavelengths emitted by an electrodeless discharge lamp with a Fabry-Perot interferometer. There is a rather vague indication in their 1958 report [8] that the lamps they used contained argon as a carrier gas at a pressure of about 270 Pa (2 Torr). Furthermore, in their 1965 report [13] there is a hint that the lamps they used might have been the same in all their measurements. Therefore, we assume that effects of the pressure shifts were approximately the same in all their experiments and correspond to the argon pressure of 270 Pa. Measurements of Refs. [8] and [9] were made with a Fabry-Perot interferometer. In the first work [8] they were made in air, while in the second work the interferometer was placed in a vacuum chamber.
In Ref. [8] the absolute scale for the wavelength measurements was based on several Ar I lines between 8400 Å and 10470 Å. Their adopted wavelengths were found to be consistent with each other to within 1 part in 10 7 . The same degree of consistency was found also for the line of 198 Hg I at the air wavelength of 10139.793 Å. Therefore, we adopt the value of 10 -7 as the relative statistical uncertainty of these measurements. The measured wavelengths of 198 Hg were given in Table 4 of Humphreys and Paul [8] . In the text they noted that the values in this table must all be increased by 0.005 Å to account for the phase shift correction. This was not done in Ref. [3] . The validity of this correction is verified by comparison of the two wavelengths of Ref. [8] , 11287.401 Å and 13570.566 Å (air wavelengths) re-measured by them later in Ref. [9] .
The new values, 11287.4056 Å and 13570.5714 Å are indeed greater than the old ones by 0.005 Å on average. Thus, we applied this correction to all wavelengths from Table 4 of Ref. [8] . A further correction is made by multiplying the wavelengths by a correction factor calculated as a weighted mean of ratios of the Ritz wavelengths (from the final iteration of our level optimization; see Sec. 3) of the four lines below 14000 Å to their values from Ref. [8] . This correction factor was found to be 1 -2(7) × 10 -8
. The total uncertainties of the final values were estimated as a sum in quadrature of the following three components: 1) statistical uncertainty equal to 10 -7 times wavelength, 2) calibration uncertainty (due to the uncertainty of the calibration factor) equal to 7 × 10 -8 times wavelength, 3) uncertainty due to possible pressure shifts between argon pressure of 270 Pa and 33 Pa (estimated as 0.0007 cm -1 in wavenumber). The total uncertainties of the wavelengths longer than 16900 Å, estimated in this way, are equal to ± 0.003 Å.
In Ref. [9] with the five-parameter formula of Peck and Reeder [19] are smaller than their own results by 0.0001 Å on average. The values given in Ref. [3] were obtained in the same way as ours, except that we applied the conversion formula to the exact values of the mean vacuum wavelengths (averages of several individual measurements given by Humphreys and Paul), whereas the values in Ref. [3] were obtained by applying the same conversion formula to the values of the mean vacuum wavelengths rounded to four places after the decimal point. Thus, for the vacuum wavelength 12074.9066 Å we obtained the value in standard air 12071.6031 Å, while Ref. [3] gives 12071.6030 Å.
Our level optimization (see Sec. 3) produced the Ritz value of 10142.5725(2) Å for the vacuum wavelength of the line used by Humphreys and Paul [9] as standard. The resulting calibration correction factor is 1 + 49(20) × 10 -9 . This increased the wavelengths by (0.0006 to 0.0007) Å. The uncertainties were calculated in the same way as for reference [8] (see above) . Their values are in the range 0.0012 Å to 0.0023 Å. It was possible to remove the pressure shift from the line at 12071.6 Å using the pressure shift rate determined by Kaufman [17] , 0.00031 Å / Torr. The wavelength of this line at an Ar pressure of 33 Pa (0.25 Torr) is shorter than at pressure of 400 Pa (2 Torr) by 0.00054 Å. We included this correction in our list of compiled lines.
The infrared measurements in the 3.2 μm to 4.0 μm region [13, 14] were made in air with a plane-grating spectrometer described in detail by Plyler et al. [20] . The latter authors noted that with this instrument sharp lines separated by 0.15 cm -1 could be partially resolved. This gives a hint that the measurement uncertainty could be a fraction of this value. A quantitative estimate can be obtained by analyzing the 198 Hg energy level values given by Humphreys and Paul [13] . They assumed that the 5g levels should be completely unresolved in their experiment and obtained a value of 79783.85 (2) F°4 levels. Using the values used by them for these 5f levels, one can obtain the standard deviation of individual estimates of the 5g group position, which is 0.049 cm -1 . This produces the statistical uncertainty for the average value equal to 0.025 cm -1 , in fair agreement with the estimated uncertainty of ± 0.02 cm -1 given by Humphreys and Paul [13] . Therefore, we estimate the uncertainty in the measured wavenumbers to be ± 0.05 cm -1 . This corresponds to ± 0.8 Å in wavelength. For the wavelength 35217.5 Å (in air), which was given in Ref. [13] with one digit after the decimal point, we assume a twice greater uncertainty. These uncertainty estimates are much greater than the values adopted in Ref. [3] , ± 0.05 Å and ± 0.5 Å for the wavelengths with two and one digits after the decimal point, respectively.
The vacuum wavelength 39292.56(8) Å given in Ref. [3] was derived from the wavenumber 2545.011 cm -1 reported by Humphreys and Paul in their preliminary report [14] . In the later report [13] they gave a more detailed description of the origin of this value. Namely, it was calculated from the known energy levels of 198 Hg. Table 2 of the latter reference lists this line with intensity of 5000, and in the text they also indicated that this line was the strongest one in this region of the spectrum. We assume that the Ritz value of this wavelength was much more precise than the observed one. Thus, we assign to this wavelength the same uncertainty as for the neighboring strong lines, ± 0.8 Å, round it to one place after the decimal point, and exclude it from the level optimization procedure. The Ritz value of the wavelength following from our level optimization is indeed much more precise than it could be measured. Its uncertainty is ± 0.016 Å.
We note that the original report [13] quoted in the compilation [3] was translated in French and published in the same year in Journal de Physique. We give this additional citation as it is easier to find.
Measurements of Peck et al. [11]
Peck et al. [11] measured the lines of neutral argon and 198 Hg emitted by electrodeless discharge lamps with a Michelson interferometer. Although they did not specify the pressure of argon in their lamps, they mentioned that the lamps were supplied by C. J. Humphreys. Therefore, it is reasonable to assume that argon pressure in those lamps was the same as in the experiments of Humphreys and Paul (see the previous section).
All wavelengths were measured in that work relative to the Ar I line at 9784.5020 Å (wavelength in standard air). Peck et al. noted that the quantities they actually measured were the ratios of the wavelengths to the wavelength of the above reference line of argon. Therefore, their reported wavelengths are proportional to the same calibration factor equal to the ratio of 9784.5020 Å to the actual wavelength of this Ar I line.
To determine the value of this calibration factor, we compared their reported wavelengths for Ar I with those given by Sansonetti and Andrew [21] , Whaling et al. [22] , and Norlén [23] . Before making these comparisons, we corrected the wavelengths given by Whaling et al. [22] and Norlén [23] as recommended by Sansonetti [24] . Namely, we decreased the wavenumbers of Whaling et al. [22] by 6.7 parts in 10 8 and increased the wavenumbers of Norlén [23] by the same proportion. The average value of the calibration factor determined from 19 wavelength comparisons is 1 + 33(25) × 10 -9
. We corrected the air wavelengths of 198 Hg I given by Peck et al. [11] by multiplying them by this factor and increased the uncertainties by combining them in quadrature with the fraction of 2.5 parts in 10 8 of the wavelength (this fraction corresponds to the uncertainty of the calibration factor). The uncertainties were further increased by combining them with the possible pressure shifts at an argon pressure of 270 Pa relative to pressure of 33 Pa, which we estimated as 0.0007 cm -1 (see Sec. 2.2).
Measurements of Kaufman [17]
The wavelength 2752.7830(1) Å was quoted in Ref. [3] from the compilation of Kaufman and Edlén [1] . The value given in the latter paper had been taken from the earlier work of Kaufman [17] and rounded off to four digits after the decimal place. Its uncertainty was stated in Ref. , amounting to ± 0.00014 Å for this wavelength. We found that a somewhat more accurate value of this wavelength can be obtained by re-analyzing the original measurements of Kaufman [17] .
In the latter work, the vacuum wavelengths of 27 Hg measurements of Salit et al. [4] , Veza et al. [5] , and Barger and Kessler [10] provide numerous highprecision internal standards, we can use them to re-calibrate the wavelength scale of Kaufman [17] . We did it in the same way as described for the measurements of Burns and Adams [6] (see Sec. 2.2). A scatter plot of the differences of the resulting correction factors from unity magnified by a factor of 10 8 is depicted in Fig. 3 . The weighted mean value of the correction factor with weights inversely proportional to the square of the combined uncertainty is 1 + 21(5) × 10 -9
. We corrected the original wavelength measurements of Kaufman [17] by multiplying them by this factor and determined the average measurement uncertainty as a standard deviation of the resulting corrected wavelengths from the reference values. The wavelength of the 2752 Å line determined in this way is 2752.78314(11) Å.
Measurements of Davison et al. [25]
Davison et al. [25] used Fabry-Perot interferometry in vacuum to measure nine lines of 198 Hg I emitted by an electrodeless discharge lamp filled with argon as a carrier gas at a pressure of about 33 Pa (0.25 Torr). They used these measurements to calibrate their measurements of the thorium spectrum. Among the . The corrected air wavelength of this line is 2597.34970(16) Å. On the other hand, Kaufman's wavelengths given in Table 1 [17] rounded off to four digits after the decimal point. Therefore, the same correction factor as determined in Sec. 2.7 applies to Kaufman's value of the vacuum wavelength, 2698.1499 Å. The corrected air wavelength from Kaufman's measurement is 2597.34959(11) Å, where the uncertainty does not account for the rounding error in the vacuum wavelength. The rounded-off value 2597.3496 Å coincides with the air wavelength calculated from the uncorrected vacuum value used by Davison et al. ( which is in fact due to Kessler). We adopt this value with an increased uncertainty of ± 0.0002 Å (accounting for the rounding error) and give a reference to Davison et al. [25] for simplicity.
Measurements of Baird et al. [12]
Baird et al. [12] measured the vacuum wavelengths of five lines of Hg wavelengths measured by Baird et al. [12] were included in the compilation [3] . In the present work, we replaced these values with those measured by Salit et al. [4] and Veza et al. [5] 
We assume that, similar to the Fabry-Perot measurements of Barger and Kessler [10] and Kaufman [17] , the results of Baird et al. [12] 
Level Optimization
The least-squares level optimization procedure was made with the computer code LOPT [28] in several iterations. In this procedure, the measured wavelengths weighted by reciprocal squares of their uncertainties are used to derive a set of energy level values that fits the observed wavelengths. In the first iteration, we used uncorrected original measured wavelengths with the authors' uncertainty estimates from the sources described in Sec. 2. Then the original wavelength values from Burns and Adams [6] , Herzberg [7] , Barger and Kessler [10] , Humphreys and Paul [8, 9] , and Kaufman [17] were corrected by applying calibration corrections following from the Ritz wavelengths obtained in the level optimization, and the measurement uncertainty values were re-evaluated as described in Sec. 2. The process was repeated until convergence was reached (i.e., the Ritz wavelengths and their uncertainties, as well as the calibration corrections stopped changing after the level optimization).
The list of the resulting optimized energy levels is given in Table 1 . Only one transition connecting excited levels to the ground level has been measured in 198 Hg. It is the 6s P°2 level has the greatest number of accurately measured lines. Therefore, in Table 1 we give for all levels the uncertainties corresponding to the uncertainty of their separation from the 6s6p 3 P°2 level. To obtain the uncertainties relative to the ground state, the uncertainty values from Table 1 The observed intensities are quoted from the NIST compilation [3] . They are on the same scale, except for the lines quoted from Humphreys and Paul [13] . b The observed and Ritz wavelengths between 2000 Å and 20000 Å are given in standard air, otherwise in vacuum. Conversion from vacuum to standard air and vice versa was made by means of the five-parameter formula for the refractive index of air from Peck and Reeder [19] .
The given uncertainties do not account for the uncertainties of the conversion formula. c The Ritz wavelengths and their uncertainties are obtained in the least-squares level optimization procedure by means of the computer code LOPT [28] . They are applicable to emission of electrodeless discharge lamps with Ar buffer gas pressure of 33 Pa. The value in this column is blank for the lines that alone determine one of the energy levels involved in the transition. d The original measurements reported in these sources were adjusted in the present work (see text).
In total, there are 78 observed transitions between levels involved in more than one combination (excluding the line at 3701.4324 Å that was not included in the level optimization procedure). For 18 of these transitions (23 % of the total number), the deviations of observed wavelengths (adjusted as described in Sec. 2) from the Ritz values exceeded one value of the assumed wavelength-measurement uncertainty, and for three transitions these deviations exceeded two values of uncertainties. This small number of outlying measurements is consistent with statistical distribution expected for unbiased normally distributed measurements. This confirms that our procedure is internally consistent.
Discussion
The origin of the systematic shifts present in the 198 Hg measurements of Kaufman [17] , and Baird et al. [12] Fig. 4 ). Such trend may be present in the measurements of Kaufman [17] and Burns and Adams [6] at the shortest wavelengths (see Figs. 3 and 2) . However, statistical uncertainties are too large to draw a definite conclusion.
Another possible explanation of discrepancies in the 198 Hg wavelengths could be the presence of uncontrolled Stark shifts. Such shifts can be caused by ambient electric fields that were not measured or controlled in the operation of the electrodeless discharge lamps. Generally, the radio-frequency or microwave radiation used to excite the discharge was maintained at minimum power required to sustain the discharge. However, the fact that the forbidden electric-quadrupole 6s6p 3 P°2 -6s7f 3 F°3 transition at 2597.3496 Å was observed in several rf-excited lamps [25] gives evidence of the electric fields in these lamps being strong enough to permit this transition. On the other hand, this transition has the highest excited level (81106 cm -1 ) among those observed by Davison et al. [25] . The other transitions reported in that work have upper levels in the range 39412 -77108 cm -1 and belong to the 6s6p, 6s6d, 6s7d, and 6s8d configurations. For these levels, especially the low-lying 6s6p used as reference, were significantly shifted by Stark effect, it would affect the wavelengths of all other measured lines, and would manifest itself as a systematic shift of all measured wavelengths in the same direction. We found no such systematic shift (or, at least, it is smaller than the measurement uncertainty). Therefore, Stark shifts are not likely to be the cause of the discrepancies. The Hg lamps used by Burns et al. [6] , Kaufman [17] , Baird et al. [12] , Salit et al. [4] , Veza et al. [5] were basically all of the same type -sealed glass tubes filled with argon containing some 198 Hg. The only significant difference between different investigations was in the excitation of the discharge. In the earlier works [6, 12] the lamps were excited by radio-frequency radiation, while Salit et al. [4] and Veza et al. [5] Volume 116, Number 2, March-April 2011
Journal of Research of the National Institute of Standards and Technology used microwave excitation. 3 However, there are significant discrepancies in measured wavelengths even among the authors who used the same radio-frequency excitation of the discharge at the same argon pressure. These variations led CIPM [2] to adopt rather large uncertainties (on the order of 10 -8
) for the currently recommended values of the 198 Hg wavelengths. For example, the measurements of Terrien [30] , when reduced to the argon pressure of 33 Pa (0.25 Torr) 4 using the known pressure shift rates from Veza et al. [5] deviate from our Ritz wavelengths by -12(6) parts in 10 9 on average, while this deviation amounts to + 61(3) × 10 -9 for the measurements of Bruce and Hill [31] , + 37(6) × 10 -9 for Baird et al. [12] , and + 21(6) × 10 -9 for Kaufman [17] . Another possible explanation of the wavelength shifts is the uncertainty of the argon pressure in the sealed lamps. In the process of manufacturing those lamps, the argon pressure is controlled before sealing. However, the sealing process heats the lamp at one point. After sealing, the pressure inside the lamp can no longer be measured. Terrien [30] noted, referring to Baird and Smith [32] , that the pressure in the lamps after sealing might be significantly lower than the nominal value measured before sealing. He says that for the nominal 400 Pa (3 Torr) lamps the actual argon pressure may go down to (200 to 270) Pa (1.5 Torr to 2 Torr) after sealing. However, the pressure shift rates were measured by Baird and Smith [32] not with sealed lamps but with specially designed lamps with strictly controlled buffer gas pressure. The values of pressure shifts reported by Baird and Smith [32] on average agree well with the results of Veza et al. [5] obtained with sealed lamps. The weighted mean ratio of pressure shifts reported by Veza et al. [5] to those reported by Baird and Smith [32] is 1.10(10) . This shows that the pressure in the sealed lamps (at least in the lamps used by Veza et al. [5] and Salit et al. [4] ) is close to the nominal value before sealing. Moreover, the 33 Pa (0.25 Torr) lamps used by Baird et al. [12] , Kaufman [17] , Salit et al. [4] , and Veza et al. [5] all had attached to them a large reservoir filled with argon. This reservoir greatly reduces the pressure changes caused by local heating of the glass in the process of sealing. It also reduces possible changes in the pressure due to local heating of the discharge by the exciting radiation. Therefore, uncertainty in the argon pressure can be ruled out from the list of possible causes of wavelength discrepancies.
We believe that the main cause of the discrepancies between the wavelengths reported by different authors is associated with the lamps themselves. However, its exact nature is still unknown. This problem should be investigated more thoroughly.
We note that Sansonetti and Veza [33] have recently measured the vacuum wavenumber of the 5460 Å line of 198 Hg by using Doppler-free saturated absorption and frequency modulation laser spectroscopy. In that work, the mercury spectrum was observed in an outgassed and evacuated glass cell containing mercury. The measured wavenumber of this line, scaled to the argon buffer gas pressure of 33 Pa, is 18307.404950 (16) . This proves that the scale of our wavelength values reported in Table 2 is accurate to within 6 parts in 10 9 . However, the values given in our tables should be used with caution, keeping in mind the yet unexplained possible variations of wavelengths emitted by different sealed lamps. These variations, as discussed above, can be as large as 6 parts in 10 8 .
Since the reason for the discrepancies between wavelengths measured by Veza et al. [5] , Baird et al. [12] , Kaufman [17] , and Burns and Adams [6] is not known, the validity of the multiplicative corrections of the wavelength scale introduced in section 2 may be questioned. However, these correction factors were based on a number of wavelengths covering large ranges, and the statistical uncertainties of individual measurements are large enough to make the use of such multiplicative corrections reasonable. Nevertheless, at least some of the wavelengths we used as input to our least-squares level optimization procedure are known to contain systematic shifts. For example, the measurements of Burns and Adams were made at higher argon pressures than the majority of the other measurements we used. Therefore, they contain unknown pressure shifts, which affect the resulting Ritz values. The systematic errors in the Ritz wavelengths may be comparable in size with the given uncertainties of these values.
It is interesting to compare our results with current CIPM recommendations [2] , which remain unchanged since 1963. In Fig. 5 we compare the 198 Hg wavelengths recommended by CIPM for electrodeless discharge lamps with 66 Pa to 133 Pa argon buffer gas with our Ritz values scaled to argon pressure of 100 Pa using the pressure shift rates from Veza et al. [5] . 
Conclusion
In the present work, uncertainties and systematic errors in the original measurements of 198 Hg wavelengths have been analyzed. The wavelengths reported in several sources have been adjusted to remove systematic shifts. The resulting set of wavelengths has been used in a least-squares level optimization procedure that produced a set of energy levels and Ritz wavelengths internally consistent with the evaluated . These high-precision values correspond to the spectrum of 198 Hg emitted by electrodeless discharge lamps filled with argon buffer gas at a pressure of 33 Pa (0.25 Torr). They are shifted from the values corresponding to the unperturbed 198 Hg atom by up to 9 × 10 -9 times wavenumber. Other (not completely known) perturbing effects present in sealed electrodeless discharge lamps may cause relative shifts in wavelengths as large as 6 × 10 -8 .
In comparison with Ref. [3] , the new optimized energy level values are more consistent with the observed wavelengths. The values of 11 energy levels have been significantly changed (we consider the change as significant if the new value differs from the old one by more than 2 times the uncertainty given in Ref. [3] 
