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Introduction
Recent years have witnessed a rapid growth of operational comprehensive activity-based models of transport demand, in addition to the multitude of analytical studies, examining the relationships between particular choice facets and a set for explanatory variables. Although our understanding of the interdependencies between choice facets has dramatically increased and the consistency of travel demand models has improved, the problem of dynamic activity generation has not been given much innovative thought. Where trip and tour-based models contained a module predicting trip or tour generation as a function of socio-demographics and land use-accessibility variables, most activity-based models have adopted a similar approach predicting activity participation. For example, the CEMDAP model (Bhat, Srinivasan and Guo, 2002) predicts activity generation as a function of age, gender, race, income, number of kids, interaction female and number of kids between 0-4 in the household, education, AfricanAmerican, nature of work schedule and median income of residential zone. We argue that activity generation is considerably more complex and hence the next generation of activitybased models should examine this problem from a dynamic perspective. Aurora (Timmermans, et al., 2001; Joh et al., 2002a Joh et al., , 2002b ) is one of the few models in which daily activity generation is a complex function of history, available time for the activity and time pressure, trying to do more justice to underlying behavioral mechanisms. Based on these principles, Aurora is also a model that can be used to simulate adaptation behavior. The model assumes that the duration of an activity can be represented by an asymmetrical S-shaped utility function and that individuals adapt the duration of their activities, for example under time pressure, such that the marginal utility of the activities is the same. The model also allows more dramatic adjustments across other choice facets than duration. Furthermore, the model assumes that the need or urgency of an activity is a function of the time passed since the last time the activity had been performed. The model assumes a similar S-shape function to describe how the need or urgency of an activity grows over time. Furthermore, the utility of scheduling an activity on a given day depends on time pressure measured as the total amount of available discretionary time on that day. Keeping everything else equal, the shorter this time, the larger the opportunity costs and, hence, the smaller the utility gain. Thus, the utility of adopting an activity on a day is a complex and continuous function of its urgency, available time for the activity and the existing time pressure on the schedule.
Empirical work on the model to date (see Joh, et al, 2006 for an overview) has been based on cross-sectional data and additional assumptions, and specifically developed genetic algorithms (Joh, et al., 2003) were required to estimate the utility functions, due to the lack of specifically collected response data that varied the three key influential variables. Admittedly, although the results were plausible, this work was just a weak and indirect test of the validity of the model.
The aim of this study, therefore, is to empirically test the validity of this model and estimate parameters of the supposed functional forms using data specifically collected. In particular, we designed a stated-choice experiment inviting subjects to indicate their activityscheduling choices under varying situations regarding history, available time, time pressure and time-of-day. Using log likelihood estimation we identify data points that allow us to test the supposed functional forms. The experiment involved a random sample of approximately 200 respondents who filled out a web-based (dynamic) questionnaire.
The organization of the paper is straightforward. First, we will briefly summarize the theory that allows us to identify possible effects and relationships between the factors. Next, we discuss the design of the stated choice experiment and the survey.
Figure 1 Utility of an activity as a function of history (T) and available time (D)
This is followed by a discussion of the parameter estimation process and the results. The paper is completed with a summary of the main findings of the study and a discussion of future topics of research.
Theory
According to Aurora, the utility of including an activity in the schedule for a given day is a function of: the time elapsed since the activity was last performed (referred to as history or, in short, T); the available time for the activity (referred to as D), time pressure, indicated as the amount of available discretionary time (referred to as V), and other factors. Figure 1 illustrates the supposed impacts of T and D for an arbitrary, hypothetical activity. Utility (U) is an increasing function of T. The need for an activity is at the lowest level just after the activity has been performed and next grows exponentially as days (or hours) pass. The utility does not grow to an infinitely large value, but rather has some maximum level (which may be arbitrary large) implying that after an inflection point the marginal utility decreases. Furthermore, in the range where available time, D, is limiting, the utility increases with increasing duration.
As an example, the graph shows the function of U for three increasing levels of D, i. Although the step sizes are equal, the increase of utility decreases, reflecting the notion that marginal utility decreases with increasing duration. At the point where the available time is sufficient, the marginal utility becomes (or approaches) zero. Time pressure, measured as the amount of available discretionary time (V), also has an impact on the utility of scheduling an activity as it may influence the opportunity costs of the activity. The opportunity costs equal the utility of spending the time in an alternative way, i.e. on other discretionary activities (e.g., leisure time at home). Utility is an increasing function of V: the more time available for discretionary activities, i.e. the lower the time pressure, the smaller the opportunity costs and, hence, the larger the (net) utility. The marginal utility, however, decreases with increasing V. Figure 2 illustrates the impacts we expect. Shown is the utility function of T for three increasing levels of V. Again, the size of the step from V 1 to V 2 is equal to the size of the step from V 2 to V 3 . Opportunity costs cause a constant decrease of utility over the range of T. Given the assumption of decreasing marginal utility, the size of the loss is largest for V 1 and smallest for V 3 and somewhere in-between for V 2 . Among other things, this means that the value of T where the net utility becomes positive decreases with increasing V. In other words, the probability of scheduling an activity increases with decreasing 'time pressure' on a schedule. In addition, other factors such as time-of-day, location and accompanying persons may have an impact on the utility of an activity. We assume that these factors have an additive effect on the asymptotic maximum of the T-curve (Figure 1 ). For example, if for some activity a preference exists for the afternoon, then the asymptotic maximum has a higher value if the activity is scheduled in the afternoon.
The experiment
The theory outlined above states that the utility of scheduling an activity is a complex, continuous and non-linear function of T, D, V and other factors. To test the theory and estimate parameters of this function, we design a stated-choice experiment that allows us to measure several data points of this function. Specifically, we estimate utility effects in the context of the following function:
where a is an index of activity, X is some, yet unidentified, other factor we are interested in, associated with these values, U 0 is a constant and ε is an error term. In the experiment, we present to subjects choice situations that are constructed by systematically varying the values of T, D, V and X for a certain activity a. For each choice situation, we ask a subject to indicate whether he/she would include the activity in his/her schedule under the given circumstances. Since the utility of a 'no' response is zero by definition, the probability of a 'yes' response is simply defined as:
The part-worth utilities represent utility effects of presented values relative to a base level. Therefore, the part-worth utility of the base level is set to zero. The choice of the base level for X, clearly, depends on the nature of the factor. For the other factors, we choose the largest value as the base level, so that we have:
where I, J and K are the identifiers of the largest value used for T, D and V in the experiment. Given this choice, the part-worth utilities can be interpreted as follows. The value t i 0 represents the decrease in utility that occurs when history time reduces from T I to T i , under the longest available time (D) and longest discretionary time (V) (no time pressure). For example, in the case of A further important aspect of the design is the choice of levels. As the interpretation above indicates, the part-worth utilities provide data points of the types of curves shown in Figures 1 and 2. To test our theory that the T-curve is S shaped and marginal utilities of D and V are decreasing, we need a minimum number of data points for each factor. If the locations of data points (i.e., levels for the factors) are carefully chosen, then three data points would suffice to establish whether the shape is linear or non-linear. For example, in case of T, linearity would imply that t 1 / t 2 = (T 3 -T 1 ) / (T 3   T 2 ) and, hence, testing this relationship requires a minimum of three data points. Given the number, it is important that the levels chosen cover the relevant range of variation. Furthermore, V K should be chosen large enough. If V K is large then opportunity costs will be close to zero and the constant will be close to the intrinsic utility of the activity.
Design of the survey and questionnaire
The questionnaire was administered through the internet and this allowed us to tailor several parameters of the experiment to responses of respondents, such as the choice of levels, activity and routing through the questionnaire. As indicated by the a-superscript in Equation (1.1), we assume that the parameters of the T, D and X functions are activity specific. The questionnaire was designed to collect the data for a representative set of activities. Not all activities people may conduct are relevant in the present study. Considered here are activities that are flexible, conducted out-of-home and conducted on a regular and frequent basis. In terms of classification, it is important that the activity categories distinguished are limited in total number and, yet, homogeneous in terms of frequency, duration and nature. These two requirements are in conflict with each other. In case of diverse categories, a key activity was chosen to represent a wider group. For example, we included clothing shopping as a key activity of the quite diverse group of non-daily shopping activities. Table 1 represents the list of activities included in the experiment. For the social activity, we asked respondents to choose a specific person (e.g., friend, relative) they frequently visit and answer the questions specifically for the social activities that involved that social contact. In this way, we avoid the problems that arise from the fact that the social activities of an individual may be quite diverse in terms of the factors investigated. It implies, however, that estimated functions reflect a subclass of social activities (namely, the most significant and frequent ones).
For each activity we used the same number of levels so that the same experimental design can be used for all of them. For T and D the number was set to four (i.e., I = 4, J = 4) and for V three levels were chosen (K = 3). Time-of-day was included as an additional factor (X) with three levels (morning, afternoon, evening). Because, according to the theory described above, there are no interaction effects between the factors, a relatively small number of treatments already suffices to measure the supposed effects. As it appears, a design consisting of 16 treatments allows us to estimate the part-worth utilities in Equation (1.1) as main effects.
To reduce respondent burden, each respondent was assigned to a single activity for which he/she obtains a full set of 16 treatments. Thus, each respondent is asked to indicate his/her choice in each of 16 hypothetical circumstances defined by the design. Each question had the following form:
"Assume today is a day on which you have V hours of discretionary time. The last time you conducted activity a is T days ago. Assume furthermore that it is now X and that at the current moment you have D minutes available to conduct the activity including traveling. What would be the probability that you choose the option of conducting the activity now (as opposed to delaying it to a later moment of the day or a later day)?" Rather than an all-or-nothing response, a respondent was asked to indicate a probability. In this way, the respondent could take into account variation in circumstances on factors that are not controlled in the experiment. The questions were randomized to avoid any order effects. That is to say, questions could either be posed in an original or reversed order and a respondent was randomly assigned to an order. The activity assigned was selected based on the following procedure. Preceding the choice experiment, the respondent had indicated for each activity in the list showed in Table 1 whether he/she conducts the activity on a regular basis and whether he/she considers the activity to be flexible 1 . The activity assigned to each respondent was selected randomly from the subjective subset of flexible and frequent activities such that at the sample level all activities were assigned approximately an equal number of times and the distribution across gender, age group and versions of the questionnaire are approximately equal for each activity. This procedure was chosen to obtain a balanced distribution of observations across and within activities on sample level.
Individuals may be quite diverse with respect to the normal frequency and time needed to implement an activity of a certain type. As a consequence, the values for T and D that are most critical for scheduling decisions and, hence, most informative as data points, may be quite diverse. Considering this diversity, the choice of levels for both T and D was tailored to the existing behaviour of the respondent in the following way. Based on a pilot study, 5 duration classes (including travel time) and 5 frequency classes that are representative for activities were identified. Levels were chosen for each class specifically. This was done in such a way that the range defined by what respondents within that class considered as extremes was subdivided into approximately equal intervals. Table 2 represents the results. In a part of the questionnaire preceding the choice experiment, respondents indicated how they normally (i.e., most typically) implement the activity in terms of duration, travel time and frequency. Based on this information, the duration group and frequency group to which the respondent belongs is determined and the associated sets of levels are applied in the subsequent choice experiment. V was operationally defined as the time left after subtracting the time for sleeping and mandatory activities. For V the same set of three levels was used for each respondent irrespective the activity, namely 15, 10 and 6 hours. Roughly, these values are representative for a non-work day, a part-time workday and a full workday (including travel).
Sample
Individuals who in an earlier survey had indicated to be willing to participate again in a survey were approached by email. In this way, approximately 350 individuals were invited to participate in the survey. Individuals were asked whether they could pass on the invitation to others they knew. As an incentive, twenty vouchers of 25 Euro were allocated to respondents through a lottery. Among respondents who successfully had 'recruited' three other respondents five vouchers of 50 Euro were allocated in an additional lottery. After completing the questionnaire, each respondent was invited to fill out the questionnaire a second time for a different activity that was assigned using the same procedure as explained before. In this way, we could increase the number of observations. 21% of the respondents filled out the questionnaire twice, 8% three times, 6 % four times and 4% more than four times. In total, 328 questionnaires were completed by 188 different respondents. Table 3 describes the sample in terms of the distribution on some relevant socio-demographic variables and for comparison shows the same distributions in the population at the national level. In terms of the socio-demographics, the sample is fairly representative except that the elderly (65+ years) are underrepresented and above-average educated groups are overrepresented. These biases are typical for internet surveys in general (e.g., Adler, et al., 2002; Bricka and Zmud, 2003) . Students are somewhat overrepresented in the sample, which also explains the relatively high percentage of respondents in Multiple-person households (which mostly refers to student housing).
Results

Utility measurements
An MNL-model was estimated for each activity with group-specific parameters for T and D and general parameters for V, reflecting the assumption that T and D-functions may differ between groups. Table 4 shows the goodness-of-fit of each model and the number of observations in each T and D group. As the order of magnitude of the fit measures indicates, the experimental factors explain only part of the variance in utilities. However, overall they do explain a substantial proportion of the variance. An exception, is Walking green. For this activity, choice behavior is only very poorly explained by T, D, V, X and group membership. The table further shows that the number of respondents within groups varies considerably between groups. Note however that each respondent completed a full design, so that, even if the group size is as small as one, it is still feasible to estimate group-specific parameters (although they may not be representative for that group in the population).
In each model, the effect of V appears to be very small compared to the other factors. In none of the models, utility effects of levels of V relative to the base level are significant. This is a remarkable observation. It suggests that within the range in which it was varied, the amount of discretionary time (i.e. time pressure) on a day has no measurable impact on decisions to include a flexible activity in the schedule, given that the available time for the activity (D) is sufficient. In other words, we find no evidence for the supposed non-linear form of the V-function (at least not in subjects' considerations when making activityscheduling decisions). As for time-of-day (X), the estimation results suggest that preferences do play a role in scheduling decisions for some activities. The effects on this level are in line with what one would intuitively expect. Specifically, earlier episodes of the day than evening significantly reduce probabilities of scheduling Going out and Social visit, whereas the evening time significantly reduces the attractiveness of Buying cloths.
The impacts of T and D are more differentiated and substantial. Figure 3 graphically shows for each activity the estimated effects of T on utility. The x-axis shows T in number of days and the y-axis displays the utility effects relative to the base level. The different line diagrams shown within graphs relate to the different T-groups in the sample for the activity. All estimated parameters are shown, even the ones that do not differ significantly from zero (i.e., the base-level utility), since we are interested here in the shape of the function (the trend rather than individual data points). Overall, the graphs suggest that effects of T are non-linear. Most curves display decreasing marginal utility with increasing T. There is less direct evidence for the hypothesis of increasing marginal utilities in the low range of T that would give rise to an S-shape, although extrapolation will often lead to such S-shapes.
A further observation is that irregular effects occur at 7 days (group 2) and 21 days (group 4). At these points the utility tends to be higher than one would expect based on the overall trend. This suggests that individuals display a preference to repeat an activity with intervals of a whole number of weeks. This may reflect a rounding tendency or a preference to keep the day-of-the-week constant across implementations of the activity. Figure 4 graphically represents the estimation results related to available time for the activity (D). The x-axis shows D expressed in minutes and the y-axis the part-worth utility (where the utility of the highest level of D is equal to zero). On this level, the overall tendency of non-linearity and, in particular, decreasing marginal utilities are even more clearly visible. In case of many activities, the slope of the function is steepest for the short-duration groups. For example in case of Daily shopping, the impact of variation of available time decreases clearly across groups of increasing duration class of the shopping activity. Decisions to include a short-duration activity are much more sensitive to a decrease of available time compared to longer duration classes. Buying cloths seems to be almost insensitive to variation in available time for the long-duration groups. This observation, however, does not hold for all activity types. The tendency is less clear or even absent in case of sports and touring by bike. These activities do vary in terms of duration class, but the sensitivity to a decrease in available time is more or less constant. 
Assessment of functional form
Figure 4 Measured data points of D-functions by activity
The graphical representations in Figures 3 and 4 give a first indication of functional forms. To further support the visual interpretation by a quantitative analysis, we fitted a logistic growth function on the data points of each of the graphs. The logistic growth function has an S shape defined by four parameters 2 : an asymptotic minimum (U 0 ), an asymptotic maximum (U x ), a slope parameter (beta ≥ 0) and a position parameter (alpha). The position parameter, alpha, represents the value of the X variable (where X is T or D) at the inflection point, i.e. the point where the function switches from a regime of increasing marginal utilities to a regime of decreasing marginal utilities. Given our hypothesis, we are particularly interested in establishing whether the best fitting function displays diminishing marginal returns over the entire range of X or includes a first phase of increasing marginal returns. We will refer to the two alternatives as EDR (Ever Diminishing Returns) and IIR (Initially Increasing Returns). Table 5 represents the results of the analysis. The table shows for each history (T) and available-time (D) data series the values of the parameters of the best-fitting logistic growth function by activity and group. The columns labeled as "Discr." show the sum of absolute differences between the actual utility and the function value across the four data points in each case, as a measure of goodness-of-fit. The difference between U x and U 0 indicates the size of the impact of X (T or D) on the utility of scheduling the activity. Note that, as before, groups within activities are arranged in ascending order of X. Hence, we expect that either alpha increases (the function shifts to the right), beta decreases (the function becomes flatter) or both changes occur as group number increases.
Considering first the T-curves, it appears that activities differ in this respect. For example, the curves for Daily-shopping groups display a decreasing slope combined with a more or less constant position on the X-axis, whereas the curves for Buying-cloth groups display a shift on the X-axis while the slope remains approximately the same (cf. Figure 3 ). This suggests that for Daily shopping the timing for those who conduct this activity lessfrequently is more flexible, whereas for Buying cloth the timing stays critical when the frequency decreases. For some other activities, such as for example Social visit, both a slope and position change occur at the same time. The D-curves can also be classified in this fashion. Buying cloth is an example where the groups primarily differ in terms of slope and Social visit is an example where the groups primarily differ in terms of position. In other words, longer-duration groups are more adaptable to available time in case of Buying cloth, whereas the available time is as critical for longer-duration groups as it is for shorter-duration groups in case of Social visit.
The columns labeled IIR represent a binary variable indicating whether or not a phase of increasing marginal utility occurs in T/D over the range in which the factor was varied in the experiment (according to the best-fitting function) 3 . As the results indicate, activity types differ in this respect. First, regarding the T curves, some activities display the IIR property for each group, others for none of the groups and again others for only a subset of groups. Daily shopping, Buying cloth and Social visit are univocal in this respect. Daily shopping shows decreasing marginal utilities across the entire range of variation of T assumed in the experiment, whereas Buying cloth and Social visit first include a phase of increasing marginal utilities. In other words, this analysis provides evidence for an S-shape of the T-function for Buying cloth and Social visit. In case of the other activities, the pattern is more heterogeneous between groups. Also, the D-curves display a large variation regarding the IIR property, suggesting that the IIR property of D-curves depends on duration group. We emphasize that the IIR property defined in this way depends on the range over which T/D was varied in the experiment. Although intentionally a wide range was chosen for each group of respondents, there is no guarantee that not finding the IIR property indeed means absence of this property. It does mean, however, that even if it exists it will play no or only a limited role in daily scheduling decisions, as the phase of increasing marginal utilities is limited to a an extreme low range. Furthermore, we should note that the result of fitting and, hence the conclusions drawn, are somewhat sensitive to the exact position of the data points which in turn are sensitive to estimation error. Especially for those activity-groups where the number of observations is low the uncertainty is high. It is for that reason that we limited the interpretation of results to tendencies that emerge across groups. 
Conclusions and discussion
This paper reports the results of the first study that was conducted to empirically estimate the utility functions central to the Aurora model (Joh, et al., 2002a (Joh, et al., , 2002b . According to this model, utility is an S-shaped function of time pressure, measured as the amount of available discretionary time, history (how long ago an activity was conducted) and the available time for the activity. To estimate these functions, levels for these three factors were systematically varied in a stated choice experiment in which subjects were invited to indicate whether they 13 would schedule the activity for a series of resulting profiles. The experiment is a minimum experiment in the sense that only a limited number of data points were varied. The results suggest a number of interesting conclusions. First, time pressure does not have any significant effect on the probability of scheduling an activity, provided sufficient time is available for conducting the activity. This finding stands in contrast with the general notion that the frequency of conducting an activity increases with increasing amounts of discretionary time, which follows from the assumption that the marginal utility of discretionary time reduces with increasing amounts of discretionary time. Hence, this assumption is not supported by the results of this experiment, although these findings may also be caused by heterogeneity of the sample or by the fact that respondents may have found this task too abstract. Further analysis should rule out one or more of these possible explanations.
Secondly, the results of history on scheduling of activities are as expected. A nonlinear relationship was found, showing the tendency of decreasing marginal utility with increasing history, i.e. the longer ago the activity was conducted.
Thirdly, the amount of available time to conduct the activity has a significant effect on the probability of scheduling an activity. As expected, marginal utility decreases with an increasing amount of available time. The sensitivity of scheduling decisions to the normal duration of an activity, including travel time, varies significantly between activities. For example, this relationship is clearly observed for shopping for cloths, whereas for sports it is much less clear.
Thus, these results support the assumption of a nonlinear utility function for most activities. Conclusions with respect to an S-shaped function are more difficult to draw. As one would expect, there is evidence for this shape for activities such as non-daily shopping and social visits, but not for other activities. However, random variation in the exact position of the data points implies that the analysis may be not sensitive enough. The results also show evidence of substantial variation between activities and groups of individuals.
Overall then, the results of the experiment support the key assumptions underlying the Aurora model in the sense that the marginal utility of an activity decreases with history and amount of available time, and time pressure, albeit much less. We also did find some support for the assumed S-shaped utility functions, but not for all activities and factors.
If these conclusions are perhaps more critically and rigorously tested in replications, the results have some important implications for the specification of utility functions of time use and activities. S-shaped curves are more valid for some typical activities (non-daily shopping and social visits) than the commonly in neoclassic economic theory and time use research assumed functions of monotonically decreasing marginal utilities. While such functions are adequate for some activities, an S-shaped curve with a low inflection point will also represent such utilities quite well. Hence, one could use S-shaped functions for all activities.
More research, however, is required to support this tentative conclusion. Because the present experiment involved only a few data points and therefore only had limited sensitivity, we intend to repeat the experiment and increase the number of observations/data points. To shed further light on the impact of heterogeneity, future analyses will incorporate the influence of socio-demographic variables. In addition, we intend to analyse the effect of several types of constraints and social arrangements. Finally, as discussed in Arentze and Timmermans (2006) , the theory may be further elaborated to account for planning across different time horizons. Experiments to test this needs-based theory will also elaborate the current experiment.
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