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Abstract
The focus in mutation testing is on the elimination of 1rst-order mutants. It is widely believed
that there is a coupling e%ect between 1rst-order and higher-order mutants such that a test set that
kills the former would be expected to kill the latter too; it follows that, if the belief is correct,
there is no need whatsoever to bother with higher-order mutants. It turns out, in practice, that
most higher-order mutants do get killed by such a test set, though a few somehow manage to
survive.
This is the 1rst of two papers dealing with the coupling e%ect from a theoretical standpoint.
The overall results indicate that the hypothesis of a coupling e%ect is largely valid, provided the
program is not too large; only a tiny proportion of higher-order mutants is expected to survive
a test set that kills all 1rst-order mutants. The basis of the approach is that programs can be
modelled as compositions of 1nite functions, the domain of which is assumed to be large.
The problem is a complex one, so the present paper only considers the case where there is just
one test data; the case where there are more than one test data is left to a second paper. The aim
is not only to show that the coupling e%ect actually exists, but also to gain some understanding
of the various factors underlying it.
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1. Introduction
The aim of mutation testing [2,3,8] is to ensure that various faults are absent by
carrying out tests designed to detect them if they were present. The usual procedure is
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to focus on the detection of single faults since, not only does such an approach involve
the least possible e%ort, but it is also believed that a coupling e4ect operates in such
a manner that a test set that kills 5rst-order mutants (program variants containing one
fault apiece) would be able to kill higher-order mutants (more than one fault apiece)
too. Empirical studies [10,11] indicate strong support for the hypothesis of a coupling
e%ect; however, while most higher-order mutants do get killed by a mutation-adequate
test set (one that kills all 1rst-order mutants), a few manage to survive. It is clearly
of some importance to establish to what extent the coupling e%ect hypothesis is valid.
The purpose of the present study is to provide an answer to precisely this question.
Though the approach is entirely theoretical and not immediately applicable to the testing
of practical programs, it is nonetheless hoped that some insight into the problem will be
gained in the process. The basis of the approach is to model programs as compositions
of functions; faults are localised to the extent that only individual functions are a%ected.
A 1rst-order mutant then corresponds to a composition in which one of the functions is
faulty, a second-order mutant to one in which two of the functions are faulty, and so on.
It is also assumed that the domain and range of these various functions are identical,
and that this domain is 1nite and large in order to facilitate any computations that
arise.
A previous paper [6] considered the case where there are only two functions in the
composition; the conclusion was that the coupling e%ect hypothesis is largely valid. It
might be felt, however, that compositions of two functions are not complex enough
to model real programs in a meaningful way. The present paper therefore considers
compositions of q functions, where q can be large (though small relative to n, the
size of the domain). The same conclusion is reached, however; the coupling e%ect
hypothesis is basically valid.
One possible proviso is that the program be small, and not just relatively to the size
of the domain (the slight note of doubt is because there are two competing criteria for
judging the validity of the coupling e%ect and they give rise to di%erent conclusions if
programs are large); this is not much of a restriction, however, since mutation testing
is normally carried out at the unit or module level. The reason for this lies in the
large number of 1rst-order mutants that even a small program is likely to generate,
making it ruinously expensive to carry out mutation testing on large programs, except
by chopping them into bits and testing the bits separately. In this paper, incidentally, by
a program one also means a module or any part of a program that can be independently
tested.
The above conclusion is somewhat bland, but it is accompanied by a wealth of
insights into the nature of the coupling e%ect; some of these are now mentioned (it
must be borne in mind that these insights are probabilistic, and therefore might not
apply in speci1c cases). It will be shown, for instance, that a mutation-adequate test
set kills a higher proportion of third-order mutants than second-order ones, a higher
proportion of fourth-order mutants than third-order ones, and so on. The coupling e%ect
is stronger (i.e., fewer mutants survive) if the test outputs are all distinct than if some
are identical. The more 1rst-order mutants each individual test data kills, the more
e%ective the whole test set is in killing higher-order mutants. Finally, it is possible to
put an upper bound on the number of higher-order mutants expected to survive; it is
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the smallness of this upper bound (assuming the domain is large) that leads one to
conclude that the coupling e%ect hypothesis is valid, if only approximately.
These insights are obtained within the context of a theoretical model; this has pur-
posely been kept simple enough that mathematical computations can be carried out
without too much diDculty. It is later argued, however, that real programs are close
enough to the model that the results obtained in this study are of relevance to the
real world, though on a qualitative, not quantitative, basis. In particular, the model
contains two implicit assumptions; it turns out that, on average, fault sizes are large,
while component functions are not too far from being bijective. It is easy to show that
the coupling e%ect is particularly strong if fault sizes are small and the functions are
bijective; the transition from model to reality can then be accomplished by suitably
modifying the results (qualitatively) to take account of the individual properties of the
program under consideration.
A note of caution is appropriate at this point. It is important to realise that a coupling
e%ect operates in most, but not necessarily all, circumstances. If n (the size of the
domain) is too small, the coupling e%ect becomes so weak that one cannot be sure
that the number of higher-order mutants likely to survive is reasonably small. On the
other hand, if q (the number of functions in the composition) is not suDciently small
relative to n, the approximations break down and the conclusions become suspect.
Finally, the approach is probabilistic, i.e., the results are obtained by averaging over
all programs, faults and test sets; it is not beyond the realms of possibility that there
might be pathological cases in which the hypothesis of a coupling e%ect fails. This
presumably happens if the intermediate and 1nal values of the program and mutants
are bunched together, implying that the e%ective size of the domain is actually smaller
than appearances might suggest.
The approach of the previous paper was completely mathematical. A more heuristic
approach is adopted in the present study since computations are too complex to carry
out in full (no attempt is made to compute beyond leading order in n, except in the
simplest cases), but care is always taken to justify any heuristic steps mathematically.
The heuristic approach has the further advantage that it leads to a much better ap-
preciation of the various factors underlying the coupling e%ect. Though this particular
advance is gained within the context of a theoretical model, it is hoped that one might
in future be able to apply it to the testing and analysis of real programs. Indeed, it is
quite possible that one could eventually determine, in any particular case, whether the
coupling e%ect is suDciently strong that one would expect more or less all higher-order
mutants to be killed, and thereby be assured that the testing has been adequate.
This study has turned out to be a complex and intricate one; the model itself may
be rather simple, but there are a myriad of cases to consider and various avenues
to explore. The approach is meticulous; particular care is taken not only to ease the
path of the reader, but to justify the various arguments as fully as possible. Care has
also been taken to demonstrate the physical relevance of the model, and to argue that
the results apply to the real world, at least qualitatively. It is unfortunate that the
study has turned out to be so long, necessitating a split into two parts; though 1nally
written as separate stand-alone papers, they are best regarded as parts of the same basic
paper.
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The 1rst paper not only lays the groundwork for the investigation, but also deals
with the case of test sets of order 1 (one test data only); the second paper carries on
from there to deal with the case of higher-order test sets (more than one test data).
In both cases, it is intended that the main body of the paper be as simple as possible;
complex mathematical arguments are mostly relegated to the appendices. For each case
under consideration, a heuristic rule is formulated to solve the model; these rules are
not arbitrary, but are 1rst motivated by the results of computations on simpler versions
of the full model (i.e., involving two or three functions instead of q). In any case, the
heuristic rules are proved in the appendices; note incidentally that these rules are only
valid to leading order in n. Two aims predominate; one is to prove that there is indeed
a coupling e%ect; the other is to show in detail how it actually operates, so that one
can extrapolate to the real world (qualitatively, at least).
The present paper is structured as follows. The next section is mostly taken up with
the formulation of the basic framework for this study. A functional view of programs
is adopted, and it is shown how to model a program as a composition of functions.
One is thus led to propose a theoretical model, based on compositions of q functions,
for the investigation of the coupling e%ect. This is known as the standard q-function
model, in which each function is susceptible to just one fault; an extension to the case
where each function is susceptible to more than one fault, known as the multi-fault
q-function model, is brieEy discussed in Section 3.5. The model is elaborated, and the
various concepts and methods required to solve it are discussed (solving the model
means 1nding the number of higher-order mutants expected to escape detection by a
mutation-adequate test set, and involves averaging over all possible compositions, faults
and test sets).
Section 3 deals with test sets of order 1. The two- and three-function models are
solved in explicit mathematical detail, and the number of higher-order mutants ex-
pected to survive found. Since explicit computations become increasingly cumbersome
as the number of functions in the composition increases, it is suggested that a simple
heuristic rule be formulated to short-circuit the computations and so derive the desired
results more directly. This rule is justi1ed on heuristic grounds in Section 3.3, but
a mathematical proof is shown in Appendix A. Finally, based on this heuristic rule,
the standard q-function model is solved in Section 3.4, and the multi-fault model in
Section 3.5.
A critical discussion follows in Section 4. First, the various shortcomings of the
model are examined, and it is suggested how some of them might be overcome.
This is followed by a discussion of the results; it is argued, in particular, that these
are more or less in line with the results of previous empirical studies. It is next
shown that, as a consequence of the averaging process required by the model, faults
are large and functions are close to being bijective; this forms the basis of the ar-
gument that the results of the model can be qualitatively extrapolated to speci1c
programs and situations. Section 5 ends the main body of the paper with a brief
conclusion.
There are, in addition, two appendices. While Appendix A provides a mathematical
proof of the heuristic rule given in Section 3.3, Appendix B shows how to evaluate
the combinatorial sums encountered elsewhere in the paper. A list of simple evaluated
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sums is also included for reference; these provide direct help in evaluating the more
complex sums, so there is no need to undertake the task of evaluation in full.
A brief summary of the results of both papers was presented at the Mutation 2000
conference in San JosGe [7]; there was no opportunity there to go into the details. This
lacuna is recti1ed in the present paper and the following one; together, they provide
the theoretical underpinnings for the results reported at the conference, expand greatly
on these results and discuss them thoroughly.
2. Theoretical framework
This section begins by introducing the q-function model in Section 2.1; this is the
main focus of investigation both in this paper and the next one. It then goes on to
discuss the concepts and methods required to solve the model, notably possibilities
matrices in Section 2.2 and con5guration classes in Section 2.3. The treatment is
concise since most of the material has already been dealt with at length elsewhere [6].
A functional view of programs is adopted, as formalised in the denotational approach
to program semantics [12]. This has the distinct advantage that one can focus directly
on the semantics, and not be sidetracked by the syntax, of programs; though this does
mean that one loses touch with real programs, it is nevertheless hoped that such an
approach will ultimately be justi1ed by the results.
In the following, functions are assumed to have just one variable and to be 1nite; the
latter assumption is in line with real computers having 1nite limitations. The underlying
domain is N with n elements, which are denoted by 0; : : : ; n−1; the number of functions
is thus nn (this set of functions is denoted by NN ). The results will be expressed in
terms of n; however, only the leading-order terms in n are actually of interest, so n
must be large.
2.1. The standard q-function model
The model to be introduced is a straightforward generalisation of the one studied in
a previous paper [6]. In the simpler model, a program is viewed as a composition of
just two functions; the generalisation is to a composition of q functions, where q can
be large. This allows one to study the coupling e%ect in a more natural setting; unlike
the case of two functions, where there is only one second-order mutant, the case of
q functions leads to large numbers of second-order, third-order and other higher-order
mutants.
It is now explained how a procedural program can be given an interpretation as a
composition of functions. The execution of any such program is normally accompanied
by changes in its state, i.e., the values of its variables. If a statement or program
fragment (one or more statements grouped together) induces a change of state from s
to s′, one can regard the fragment as equivalent to a function acting on the input s to
give the output s′. The reason function composition enters the picture is because s′ is
now the input to the next program fragment, which acts on it to give the output s′′,
and so on for the rest of the program. Note that all statements must be on the same
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level; it is not permissible, for instance, to break a loop consisting of nested statements
on a lower level into several pieces.
Consider the following composition of q functions (recall, by the way, that function
application proceeds from right to left):
fts ::: ji = ft ◦ fs : : : fj ◦ fi;
where fi; : : : ; ft are functions from the domain N to itself. The function fts ::: ji can be
regarded either as denoting the function resulting from the composition or as standing
proxy for the composition itself (no confusion should arise). The convention adopted
henceforth is that function application (or execution) follows a strict alphabetical order;
for example, the function executed prior to fl is fk , and the next function to be executed
after fl is fm.
It is assumed that each function in the composition is susceptible to just one fault
apiece. In the present context, a fault corresponds to a small syntactic change or mu-
tation in the equivalent program fragment, usually a%ecting just one token, as in the
replacement of one variable by another of the same type (larger faults are excluded
by the competent programmer hypothesis [2]). This induces a change in the function,
turning it from fi, say, to fi′ , where fi and fi′ are usually di%erent functions and so
have di%erent outputs on at least one input. If fi and fi′ should turn out to be the same,
however, then no fault is involved; in this case, one is really dealing with equivalent
mutants.
To say that a function is susceptible to just one fault is to say that the corresponding
program fragment has just one possible mutation; in practice, however, even a small
program of a few lines can have hundreds, if not thousands, of possible mutations. The
assumption is therefore quite unrealistic, but it is adopted to simplify a very complex
problem; however, the case where there are more than one possible fault per function
is not completely ignored (Section 3.5).
It follows that there are q single-fault alternates (1rst-order mutants); the one with
the fault in the 1rst function is denoted thus:
ft ::: ji′ = ft ◦ · · · ◦ fj ◦ fi′ :
There are q(q− 1)=2 double-fault alternates (second-order mutants), the one with the
faults in the 1rst two functions being denoted as follows:
ft ::: kj′i′ = ft ◦ · · · ◦ fk ◦ fj′ ◦ fi′ :
There are also q(q − 1)(q − 2)=6 triple-fault alternates (third-order mutants), and so
on; the sole q-fault alternate is:
ft′ ::: i′ = ft′ ◦ · · · ◦ fi′ ;
where all the functions in the composition are faulty. Note the change in terminol-
ogy from ‘mutant’ to ‘alternate’ when discussing the model; the two terms are nearly
synonymous, but not completely so, as explained later in Section 4.1. The model just
described will be referred to as the standard q-function model (or more simply, the
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q-function model) from now on; a slight extension to the model in which each function
is susceptible to more than one fault is brieEy discussed in Section 3.5.
A test situation is de1ned to be the set consisting of the correct function (i.e., the
original composition) and its various faulty alternates; it is most conveniently denoted
by [ft; : : : ; fi; ft′ ; : : : ; fi′ ]. Note that there are actually two lists being displayed; the
1rst is a list of the q component functions, the second a list of their faulty counterparts.
The correct function and the various alternates are easily retrieved; one simply chooses
q functions in proper alphabetical order from either of the two lists. Since there are
nn functions in the case of a domain of order n, there are approximately n2nq test
situations in all (fi; : : : ; ft can be any of these nn functions, as can fi′ ; : : : ; ft′ , except
that fi′ = fi; : : : ; ft′ = ft). A test situation is essentially the theoretical counterpart of
a program under test, the latter being accompanied by its complement of 1rst-order,
second-order and higher-order mutants.
A test set that kills all the single-fault alternates in a test situation is known as a
proper test set; it is the analogue of a mutation-adequate test set in mutation testing.
If the coupling e%ect hypothesis held absolutely, one would expect such a test set to
kill all the multi-fault alternates as well. As it turns out, however, the hypothesis only
holds approximately, so it is quite possible that one or more of the multi-fault alternates
survive. It is the purpose of this study to estimate the number of multi-fault alternates
that survive on average, and thereby assess the extent to which the hypothesis is valid.
A possible strategy to derive this estimate is now sketched. For each test situation
and each test set (of speci1ed size and type), one determines whether the test set is
proper, and if so, how many multi-fault alternates survive. One then sums over all test
situations and all test sets, and so arrives at the desired estimate (the total number of
survivors divided by the total number of proper test cases). It is expected that this
estimate will depend on n (the order of the domain), q (the number of functions in
the composition) and r (the number of test data); as it happens, it will also depend on
the type of test set (de1ned by the precise manner in which the individual test data
kill the single-fault alternates). A suitably modi1ed version of this strategy is adopted,
as is explained below.
One point needs to be made before going any further. It is not being suggested
that, in practice, a program is subject to such faults (and in such quantity too) that
each function in the composition (corresponding to a particular program fragment) can
e%ectively be changed into any other function of NN ; obviously, this is quite untenable.
What is being assumed, loosely speaking, is that the set of all practical test cases (i.e.,
programs and mutation-adequate test sets together with their accompaniment of 1rst-
order and higher-order mutants) constitute a fair sample of the set of all theoretical test
cases (as enumerated above) in the statistical sense. This is much more reasonable and
hopefully approximates the truth; it must be admitted, however, that the main reason
for adopting the present approach is that it leads to computable results.
The survival ratio of a particular multi-fault alternate is de1ned to be the probability
that the alternate escapes detection by a proper test set; it is obtained by dividing the
number of surviving test cases (those in which the alternate survives) by the number
of proper test cases. The concept of survival ratio is identical to that of coupling ratio
used in previous papers [5,6]; the use of the latter terminology is discontinued in favour
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of the former to avoid confusion (the sense of the term ‘coupling’ in ‘coupling ratio’
is the reverse of its sense in ‘coupling e%ect’).
If one sums the survival ratios of all the multi-fault alternates, one obtains the
expected number of survivors for the model; this is an estimate of the number of
multi-fault alternates likely to survive on average. The main goal of the study is to
derive this quantity by solving the model for di%erent sizes and types of test sets; a
low value indicates that the coupling e%ect is strong, and vice versa.
The expected number of survivors is not the only measure of the strength of the
coupling e%ect. An alternative measure is the average survival ratio of multi-fault
alternates; this is obtained by dividing the expected number of survivors by the number
of multi-fault alternates. Note that the average survival ratio is always less than one;
a small value indicates that the coupling e%ect is strong. This measure is more or
less equivalent to the one used by O%utt [10,11] in his empirical investigation of the
coupling e%ect. It is argued in Section 4.2, however, that the expected number of
survivors is actually the more appropriate measure; unlike the average survival ratio,
it does not factor out the number of multi-fault alternates.
The above two de1nitions (expected number of survivors and average survival ratio)
are with respect to the whole class of multi-fault alternates. One can restrict the de1ni-
tions to double-fault alternates, triple-fault alternates, and so on; the expected number
of double-fault survivors, for instance, is the number of double-fault alternates expected
to survive.
To illustrate the discussion, the case of test sets of order 1 is now considered in a
bit more detail; the formal treatment of other types of test sets is similar. The total
number of proper test cases is (the superscript indicates the size of the test set, and
the subscript the number of functions in the composition):
P1q (n) =
nn−1∑
t=0
· · ·
nn−1∑
i=0
nn−1∑
t′=0
: : :
nn−1∑
i′=0
n−1∑
a=0
 (t; : : : ; i; t′; : : : ; i′; a); (1)
where  (t; : : : ; i; t′; : : : ; i′; a) is 1 or 0 according to whether {a} is a proper test set for
the test situation [ft; : : : ; fi; ft′ ; : : : ; fi′ ] or not; strictly speaking, the sum is subject to
the constraints that i = i′; : : : ; t = t′, but since  (t; : : : ; i; t′; : : : ; i′; a) is 0 if i= i′, or
j= j′; : : : ; or t= t′, it does not really matter that they are omitted. The total number of
surviving test cases of the double-fault alternate ft ::: kj′i′ (those in which the alternate
escapes detection) is given by:
S1t ::: j′i′ (n) =
nn−1∑
t=0
: : :
nn−1∑
i=0
nn−1∑
t′=0
: : :
nn−1∑
i′=0
n−1∑
a=0
t ::: j′i′ (t; : : : ; i; t′; : : : ; i′; a); (2)
where t ::: j′i′ (t; : : : ; i; t′; : : : ; i′; a) is 1 if {a} is a proper test set and yet fails to kill the
double-fault alternate ft ::: kj′i′ , and 0 otherwise; the constraints that i = i′; : : : ; t = t′ are
again omitted. Similar formulae can be written for the other multi-fault alternates.
The survival ratio of the alternate ft ::: kj′i′ is obtained by simply dividing the number
of surviving test cases S1t ::: kj′i′ (n) by the number of proper test cases P
1
q (n). It only
remains to repeat this calculation for each of the multi-fault alternates and to add the
K.S. How Tai Wah / Science of Computer Programming 48 (2003) 119–161 127
resulting survival ratios together to obtain the expected number of survivors in the
case of test sets of order 1. This will be referred to as solving the model; in practice,
however, no attempt will be made to compute beyond leading order in n, except in
the simplest cases.
It can happen that one or more of the alternates is equivalent to the correct function
ft:::i; these should really be excluded from consideration since no test set can possibly
kill them (they are semantically correct, after all). This poses a problem since it is a
tedious matter to determine whether a particular alternate is actually equivalent to the
correct function or not. In the case of compositions of two functions, it has been shown
elsewhere that the number of equivalent alternates vanishes compared to the number
of non-equivalent ones, at least when n is large [6]. This proof can be adapted to
deal with the case of more general compositions; in any case, it is assumed henceforth
that the number of equivalent alternates is negligible, and no attempt will be made to
estimate their number.
One way to solve the above model is to enumerate the test situations, and for each
test situation, to 1nd its proper test sets and hence whether the various alternates
survive or not. As can readily be imagined, this is extremely tedious. Sections 2.2
and 2.3 together describe a method for solving the model eDciently in the case that q
is small; one can also apply the method to prove the heuristic rule used to solve the
general q-function model (to leading order in n).
2.2. Possibilities matrices
This section introduces the concept of a possibilities matrix, which plays a crucial
role in the solution of the model introduced above (Section 3 and Appendix A). In
e%ect, the technique takes care of the summation over i′; : : : ; t′ (i.e., over all possible
faults) in Eqs. (1) and (2) above.
The summation over i′ in Eq. (1) is now considered in more detail. Recall that
 (t; : : : ; i; t′; : : : ; i′; a) is 1 only if {a} is a proper test set; however, assume for now
that there is no such restriction on {a} that it be proper. The summation over i′ then
yields nn; this is because the function fi′ is completely generic and ranges over all the
nn functions of NN . The range of possibilities available to fi′ is encapsulated in its
possibilities matrix:

0 : : : n− 1
0 : : : n− 1
...
...
...
0 : : : n− 1

 ;
where the rows are labelled 0; : : : ; n−1. Row 0 lists the possible values of the function
fi′ at the point 0, row 1 its possible values at the point 1, and so on. Since there are no
restrictions on fi′ , the rows of the matrix are all complete. The requirement that {a}
be a proper test set, however, imposes restrictions on fi′ , which are reEected in some
missing entries in its possibilities matrix. This obviously means that a possibilities
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matrix is not actually a matrix in the mathematical sense (one could refer to it as
a possibilities table instead, if one so wishes); it is, however, a convenient way of
displaying the various possibilities available to the associated generic function.
Similar remarks are applicable to the summations over j′; : : : ; t′; the requirement that
{a} be a proper test set results in the possibilities matrices of fj′ ; : : : ; ft′ having missing
entries too. Once the possibilities matrices are found, it is a simple matter to work out
the number of proper test cases for a speci1c composition and test set (i.e., with i; : : : ; t
and a 1xed), as well as the number of surviving test cases for any multi-fault alternate.
A simple example is now given to illustrate the discussion; the domain for this
example has just three points. Consider the composition fj ◦fi, where fj is the function
(0; 0; 2) (the 1rst entry of the vector is the value of fj at the point 0, the second entry
its value at the point 1, and so on), and fi the function (0; 1; 1); let the test set be
{0}, so the value of the resulting function fji at the point 0 is 0. In order that {0}
be a proper test set, the faulty function fi′ must be such that (fj ◦ fi′) (0) = 0; since
fj (0)= 0 and fj (1)= 0, but fj (2) = 0, the only possible value for fi′ (0) is 2. The
values of fi′ at the points 1 and 2 have no bearing on whether {0} is a proper test
set, so the possibilities matrix of fi′ is:

2
0 1 2
0 1 2

 :
Multiplying the number of entries in each row, one 1nds that there are 9 possible fi′ ’s
such that {0} is a proper test set.
The requirement that {0} be a proper test set imposes restrictions on the function
fj′ too; its possibilities matrix can be found in much the same manner as above. Since
{0} is a proper test set, fj′ must be such that (fj′ ◦ fi) (0) = 0, which means that
fj′ (0) = 0 (recall that fi (0)= 0), so the possibilities matrix of fj′ is:

1 2
0 1 2
0 1 2

 :
There are 18 possible fj′ ’s in all, so there are 162 (18 × 9) proper test cases in the
case that the composition and test set are as de1ned above.
It is also possible to use possibilities matrices to 1nd the number of surviving test
cases, though this requires more work. The double-fault alternate fj′i′ survives if (fj′ ◦
fi′) (0)= 0. The possibilities matrix of fi′ indicates that the only possible value for
fi′ (0) is 2; in its turn, the possibilities matrix of fj′ indicates that the possible values
for fj′ (2) are 0, 1 and 2, of which only 0 leads to the survival of fj′i′ . There are no
further restrictions on fj′ or fi′ , so one concludes that there are 54 (6× 9) surviving
test cases in all.
Note that the results of 162 and 54 for the numbers of proper and surviving test cases
apply only in the case of the particular composition and test set de1ned above. In order
to solve the two-function model for n=3, one still needs to sum over all compositions,
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i.e., over i and j, and over all test sets, i.e., over a. Incidentally, the combination
consisting of a composition and a test set is known henceforth as a con5guration.
The above strategy can be applied in the general case too. To solve the q-function
model for arbitrary n, one 1rst 1nds the numbers of proper and surviving test cases
for individual con1gurations, and then one sums over all con1gurations; the expected
number of survivors then follows directly. It is the latter summation that is considered
next.
2.3. Con5guration classes
A technique is now developed for summing over all con1gurations. The basic idea
is that con1gurations fall into classes, all members of a class contributing equally to
the number of proper test cases as well as the number of surviving test cases for each
multi-fault alternate. The sum over all con1gurations is thereby transformed into a sum
over con1guration classes with appropriate weight factors reEecting the populations of
the various classes.
The technique requires an appreciation of the concept of degeneracy, which quanti1es
the extent to which a function deviates from the ideal of being one-to-one. The concept
is related to the domain-to-range ratio (DRR) of Voas [14,13], but is more precise
in that it describes the basic structure of a function in complete detail. Though the
following discussion is general, the examples given are with respect to a domain with
three elements.
The degeneracy of the function f at the point a is de1ned to be the number of
points b (including a) such that:
f (b) = f (a):
The function represented by the vector (1; 1; 0), for instance, has a degeneracy of 2 at
the points 0 and 1 (since f (0) and f (1) are both 1), and a degeneracy of 1 at the
point 2.
One might go on to de1ne the degeneracy structure of a function as a whole by
listing its degeneracies at all points of the domain. It turns out to be more sensible,
however, to focus on inverse images rather than direct images. The inverse image of
the point a (w.r.t. f) is the set of all b such that:
f (b) = a;
whereas the direct image of any such b is a. If there is no b satisfying the equation,
the set is null. It is easy to see that the function f induces a partitioning of the
domain N into subsets (called degeneracy subsets); the degeneracy structure is then
simply the sizes of these subsets (omitting null subsets), listed in decreasing order
of magnitude. Note that each function induces its own particular partitioning of N ;
the subsets resulting from the partitioning due to the function f are referred to as
f-subsets.
As examples, the functions (1; 1; 0), (2; 1; 0), and (1; 1; 1) have degeneracy structures
〈2 | 1〉, 〈1 | 1 | 1〉 and 〈3〉, respectively; in contrast, the DRRs of these functions are 1.5,
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1 and 3, respectively (the DRR is the ratio of the size of the domain to the size of
the range). The degeneracy subsets are {0; 1} and {2} in the 1rst case (both points 0
and 1 have 1 as their image, while the image of point 2 is 0), {0}, {1} and {2} in
the second case, and {0; 1; 2} in the third case. It is possible for di%erent functions to
have the same degeneracy structure; for instance, the functions (0; 1; 0), (2; 1; 1) and
(0; 2; 2) all have the same degeneracy structure, namely 〈2 | 1〉, but their degeneracy
subsets are not necessarily the same.
What factors determine the con1guration classes? Take the two-function model, and
consider the con1guration consisting of the composition fj ◦ fi and the test set {a}.
The possibilities matrix of fj′ is determined by the requirement that (fj′ ◦ fi) (a) =
(fj ◦fi) (a). This means that row fi (a) has just one entry missing, namely (fj ◦fi) (a);
as the other rows are not a%ected, the number of possible fj′ ’s is (n− 1) nn−1.
The possibilities matrix of fi′ , on the other hand, is determined by the requirement
that (fj ◦ fi′) (a) = (fj ◦ fi) (a). It follows that fi′ (a) and fi (a) should not be in the
same degeneracy subset, otherwise they would have the same image under fj. Thus,
if fi (a) lies in an fj-subset of size rj, there are only (n − rj) entries in row a of
the possibilities matrix, whence it follows that there are (n− rj) nn−1 possible fi′ ’s in
all. One can also show that the number of surviving test cases depends on rj too. It
follows that, in the two-function model, the con1guration classes are labelled by rj,
where rj is the size of the fj-subset within which fi (a) lies. Since rj can range over
1; : : : ; n, there are n classes in all.
To summarise, the following steps are required to solve the two-function model.
First, one picks a representative from each con1guration class; next, one computes
the numbers of proper and surviving test cases for the representative con1guration
using possibilities matrices; 1nally, one sums over the con1guration classes with the
appropriate weight factors. This solution is described in detail in Section 3.1.
It is also possible to solve the three-function model using possibilities matrices and
con1guration classes; this is brieEy sketched in Section 3.2. As q increases, however,
it becomes harder and harder to solve the model exactly (modulo the approximation
of ignoring equivalent alternates). In these circumstances, one simply has to resort
to heuristic rules to derive an approximate solution; this is only accurate to leading
order in n, however. The point here is that the required heuristic rule can be proved
using the same combined technique of possibilities matrices and con1guration classes
(Appendix A).
Note 1nally that one can also de1ne con1guration classes in the case of test sets
with two or more elements; these are much more complex, however, and will only be
dealt with in the follow-up paper.
3. Test sets of order 1
This section presents an approximate solution to the q-function model in the case
of test sets of order 1, i.e., it gives an estimate, correct to leading order in n, of the
expected number of survivors (the number of multi-fault alternates expected to escape
detection). This solution is derived in stages as follows. First, the solutions in the spe-
K.S. How Tai Wah / Science of Computer Programming 48 (2003) 119–161 131
cial cases of the two-function and three-function models are found (Sections 3.1 and
3.2); next, based on these solutions, a heuristic rule is proposed that enables one to
1nd the solution of any particular model without going to the trouble of evaluating
complicated combinatorial sums; 1nally, the solution of the q-function model is de-
rived. It is worth mentioning again that this heuristic rule is proved mathematically in
Appendix A.
3.1. The two-function model
The two-function model has been treated in detail in a previous paper [6]. The
purpose in going over the solution once again is to familiarise oneself with the concepts
and techniques introduced in the last section.
The approach suggested there involves the following steps. One 1rst 1nds appropri-
ate con1guration classes such that all members of a class have the same behaviour with
respect to the quantities of interest. The next step is to use possibilities matrices to com-
pute the numbers of both proper and surviving test cases for each con1guration class;
1nally, one sums over all con1guration classes with the appropriate weight factors.
Consider the con1guration consisting of the composition fj ◦ fi and test set {a}. It
was shown in Section 2.3 that the size of the fj-subset within which fi (a) lies suDces
to characterise the con1guration. There are thus n con1guration classes, labelled 1; : : : ; n.
The number of con1gurations in the class labelled rj is now computed. One 1rst
1nds the number of fj-subsets of size rj arising from all the possible fj’s, i.e., as fj
is allowed to run through all nn functions, a tally is kept of the fj-subsets that have rj
elements. An fj-subset of size rj occurs if and only if rj points of the domain N have
the same image under fj. There is thus a factor of n arising from the choice of image
for these rj points; there is a factor of
(
n
rj
)
arising from the choice of the rj points from
a set of n points; 1nally, there is a factor of (n− 1) arising from the choice of image
for each of the remaining (n− rj) points. The number of fj-subsets of size rj is thus:(
n
rj
)
(n− 1)n−rj n: (3)
The next part of the computation is to 1nd the number of times fi (a) lands within
one of the fj-subsets of size rj. There are nn possibilities for fi and n possibilities
for a; however, there are only n possible values that any particular fi (a) can actually
take. Since there is complete symmetry between the n points of the domain, it follows
that the number of fi (a)’s having the same value, whatever that is, is nn. One 1nally
obtains the desired weight factor:
Wrj = n
n+1
(
n
rj
)
(n− 1)n−rj rj; (4)
where the extra factor of rj arises because an fj-subset of size rj provides rj opportu-
nities for fi (a) to fall within it.
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Proceeding now to the actual computation of numbers, one 1rst de1nes a represen-
tative con1guration from the class labelled rj. Let fj be such that it has the value 0 at
the points 0; : : : ; rj−1, and the value 1 at other points, and fi such that it has the value
0 at the point 0, and the value 1 at other points; the test set is {0}. The possibilities
matrix of fi′ is then:

rj : : : n− 1
0 : : : rj − 1 rj : : : n− 1
...
...
0 : : : rj − 1 rj : : : n− 1

 ;
whence it follows that the number of possible fi′ ’s is (n − ri) nn−1. The possibilities
matrix of fj′ is:

1 : : : n− 1
0 1 : : : n− 1
...
...
...
...
0 1 : : : n− 1

 :
It follows that the number of possible fj′ ’s is (n − 1) nn−1, so the number of proper
test cases contributed by a con1guration from the class rj is (n− rj) (n− 1) n2n−2.
It remains to sum over rj with the weight factor given by Eq. (4):
P12 (n) = (n− 1) n3n−1
n∑
rj=0
(
n
rj
)
(n− 1)n−rj (n− rj) rj;
where, strictly speaking, rj ranges from 1 to n rather than from 0 to n; however,
the additional term does not actually contribute to the sum, so the distinction does
not really matter here. In future, any similar alteration to a sum’s lower limit will be
e%ected silently, provided it does not a%ect the 1nal result. The above sum is easily
evaluated with the help of Appendix B, where this type of sum is discussed; in this
case, one simply makes use of Eqs. (B.4) and (B.5) to obtain:
P12 (n) = (n− 1)3 n4n−2: (5)
The double-fault alternate fj′i′ survives if fj′i′ (0)= 0 (this is because the correct
function fji has the value 0 at the point 0). The possibilities matrix of fi′ indicates
that there are (n − rj) possible values for fi′ (0); these should each be considered in
turn, so let fi′ (0) be rj (there are nn−1 possible fi′ ’s for which this condition holds).
It remains to ensure that fj′ (rj)= 0; since rj is not 0, it is possible to satisfy the latter
condition. There are no other constraints on fj′ , so there are a total of (n − 1) nn−2
possible fj′ ’s satisfying the condition. It follows that the case fi′ (0)= rj yields a total
of (n−1) n2n−3 surviving test cases; the same is true for each of the other (n− rj −1)
possible values for fi′ (0).
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The representative con1guration thus contributes (n− rj) (n− 1) n2n−3 surviving test
cases; this is just 1=n of its contribution to the number of proper test cases. In view
of this, one can dispense with the formal summation, and conclude that the survival
ratio, as well as the expected number of survivors since there is only one multi-fault
alternate, is 1=n.
3.2. The three-function model
The three-function model is a bit more complex than the two-function one since each
test situation now consists of three single-fault, three double-fault and one triple-fault
alternates (besides the correct function). The procedure for solving the model, however,
is the same. The 1rst step is to 1nd the con1guration classes; the next step is to carry
out the required computations for a representative con1guration from the generic class,
and the 1nal step is to sum over all classes with the appropriate weight factors.
Consider the con1guration consisting of the composition fk ◦fj ◦fi (≡ fkji) and the
test set {a}; let the value of fkji at a be c. Since {a} is to be a proper test set, the
possibilities matrix of fi′ is determined by the requirement that fkji′ (a) not be equal
to c; this means that row a of the matrix excludes all points b such that fk (fj (b))= c.
Let there be rj such points b. The possibilities matrix of fj′ is similarly determined by
the requirement that fkj′i (a) not be equal to c; row fi (a) thus excludes all points b
such that fk (b)= c. Let the number of such points b be rk . Finally, the only restriction
on the possibilities matrix of fk′ is that row fj (fi (a)) exclude the point c from its
list of entries.
It is clear that the number of proper test cases depends only on rj and rk ; as
it happens, the number of surviving test cases of each of the multi-fault alternates
also depends only on rj and rk , though this is more diDcult to demonstrate. The
con1guration thus belongs to the class labelled by the pair (rk ; rj), where rk and rj can
both range from 1 to n.
A clearer description of the con1gurations belonging to the class (rk ; rj) would prob-
ably be welcome at this point. The function fk is such that its degeneracy subsets
include one whose image under fk is c; the size of this subset is rk . The function fj,
on the other hand, is such that various points have images within the fk -subset of size
rk ; the number of such points is rj. This set of points is not properly an fj-subset
since the points do not all have the same image under fj (it is actually a union of
such subsets), but it will nevertheless be referred to as an fj-subset to avoid confusion
with fk -subsets. In e%ect, there is an fj-subset of size rj such that (fk ◦fj) (a)= c for
any a in the subset, and also an fk -subset of size rk such that fk (a)= c for any a in
the subset. As in the two-function model, the degeneracy subsets of fi play no role in
determining the con1guration classes.
The population of the class characterised by the pair (rk ; rj) is now computed. The
number of fk -subsets of size rk is given by Eq. (3) (suitably modi1ed):(
n
rk
)
(n− 1)n−rk n:
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The next step is to 1nd the number of fj-subsets of size rj such that the points have
images under fj within the above fk -subset of size rk . There is the usual factor of(
n
rj
)
arising from the choice of rj points from a set of n points; note, however, that
each of these points can have as its image any of the points of the fk -subset, giving
rise to a factor of rrjk . There is also a factor of (n − rk) for each of the points that
are not in the fj-subset since its image must lie outside the fk -subset. The number of
such fj-subsets of size rj is thus:
(
n
rj
)
(n− rk)(n−rj) rrjk :
There is a 1nal factor of nn rj; this is the number of times fi (a) falls within an
fj-subset of size rj as fi ranges over the nn functions of NN and a over the n points
of N . The population of the class labelled (rk ; rj) is thus:
Wrk ;rj = n
n+1
(
n
rk
)
(n− 1)n−rk
(
n
rj
)
rrjk (n− rk)n−rj rj: (6)
The representative con1guration from the class (rk ; rj) is now de1ned. Let fk be
such that it has the value 0 at the points 0; : : : ; rk − 1, and the value 1 at other points,
fj such that it has the value 0 at the points 0; : : : ; rj − 1, and the value rk at other
points, and fi such that it has the value 0 at the point 0, and the value 1 at other
points; the test set is {0}. One easily veri1es that this con1guration does indeed belong
to the class (rk ; rj).
The possibilities matrices of fi′ , fj′ and fk′ are determined by the requirement that
the test set {0} kills the single-fault alternates fkji′ , fkj′i and fk′ji respectively. It
follows that the possibilities matrix of fi′ is:


rj : : : n− 1
0 : : : rj − 1 rj : : : n− 1
...
...
0 : : : rj − 1 rj : : : n− 1

 ;
while that of fj′ is:


rk : : : n− 1
0 : : : rk − 1 rk : : : n− 1
...
...
0 : : : rk − 1 rk : : : n− 1


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and that of fk′ is:

1 : : : n− 1
0 1 : : : n− 1
...
...
...
...
0 1 : : : n− 1

 :
The representative con1guration thus contributes (n−1) (n− rk) (n− rj) n3n−3 proper
test cases; summing over all classes with the weight factor given above, one obtains:
P13 (n) = (n− 1) n4n−2
n∑
rk=0
(
n
rk
)
(n− 1)n−rk (n− rk)n+1
×
n∑
rj=0
(
n
rj
)(
rk
n− rk
)rj
(n− rj) rj:
One can evaluate this double sum with the help of Appendix B (use Eqs. (B.9) and
(B.10) for the summation over rj, and Eqs. (B.4) and (B.5) for the summation over
rk); the result is:
P13 (n) = (n− 1)4 n6n−5 (n2 − 2n+ 2): (7)
The number of surviving test cases of the double-fault alternate fkj′i′ can be found as
follows. The possibilities matrix of fi′ indicates that fi′ (0) can be any of rj; : : : ; n−1;
assume it is rj (note that rj cannot possibly be 0). The possibilities matrix of fj′ ,
in its turn, indicates that fj′ (rj) can be any of 0; : : : ; n − 1; if fkj′i′ is to survive,
however, fk (fj′ (rj)) must be 0, implying that fj′ (rj) has to be one of 0; : : : ; rk − 1
(i.e., the values in the range rk ; : : : ; n− 1 are excluded). The same is true if fi′ (0) is
not rj, but one of the other allowed values; one thus concludes that fj′ (a) must be
one of 0; : : : ; rk − 1 if the double-fault alternate fkj′i′ is to survive, where a is one of
rj; : : : ; n− 1.
The net result is that there are no restrictions on fi′ (or fk′ for that matter), and
that the only restriction on fj′ is that fj′ (a) be one of 0; : : : ; rk − 1, where a is the
value chosen for fi′ (0), i.e., one of rj; : : : ; n − 1. It follows that the representative
con1guration contributes (n− 1) n3n−4 (n− rj)(n− rk) rk surviving test cases; summing
over all con1gurations, one obtains:
S1kj′i′ (n) = (n− 1) n4n−3
n∑
rk=0
(
n
rk
)
(n− 1)n−rk (n− rk)n+1 rk
×
n∑
rj=0
(
n
rj
)(
rk
n− rk
)rj
(n− rj) rj:
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Table 1
Survival ratios in the three-function model
Type of alternate Survival ratio
fkj′i′ 2= n
fk′ji′ 1= n
fk′j′i 1= n
fk′j′i′ 1= n
The evaluation of this double sum yields (simply use Eqs. (B.8)–(B.10) and Eqs.
(B.3)–(B.5) as appropriate):
S1kj′i′ (n) = (n− 1)5 n6n−7 (2n2 − 5n+ 6): (8)
In similar fashion, one 1nds that the numbers of surviving test cases of the other
multi-fault alternates are as follows:
S1k′ji′ (n) = (n− 1)4 n6n−6 (n2 − 2n+ 2); (9)
S1k′j′i (n) = (n− 1)4 n6n−6 (n2 − 2n+ 2); (10)
S1k′j′i′ (n) = (n− 1)5 n6n−7 (n2 − 2n+ 2); (11)
where the subscripts indicate the types of the multi-fault alternates.
From the numbers of proper and surviving test cases given above, one easily derives
the survival ratios of the various multi-fault alternates; they are displayed, to leading
order in n, in Table 1. Notice, in particular, that these survival ratios are all 1=n, except
for that of the double-fault alternate fkj′i′ , which is 2=n. It follows that the expected
number of survivors is 5=n in the three-function model, while the average survival ratio
is 5=4n.
The ideal of mutation testing is achieved when all the alternates are killed; one then
has con1dence that the original program or function is correct. It is possible to compute
the number of such ideal test cases in which all the multi-fault alternates get killed
by the proper test set (which by de1nition kills all the single-fault alternates too). The
computation requires great care, being extremely complicated, but the result is:
I 13 (n) = (n− 1)5 n6n−10 (n6 − 6n5 + 21n4 − 43n3 + 51n2 − 29n+ 6):
The total number of proper test cases is given by Eq. (7), so one easily 1nds the
probability that a given test case is ideal; to 1rst order in 1=n, the answer is 1− 5=n.
In other words, in 5=n of proper test cases, one or more multi-fault alternates escape
being killed. The point to note here is that 5=n is precisely the expected number of
survivors.
3.3. Heuristic rule for test sets of order 1
It is possible to use the same methodical approach to solve the q-function model
for any value of q. As can easily be imagined, however, this is an extremely tedious
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enterprise, particularly if q is large. It is now proposed that a di%erent approach be
followed instead, one that relies on the adoption of a simple heuristic rule to compute
the survival ratio of any multi-fault alternate. As it happens, this rule only allows one
to estimate any such ratio to leading order in n, so n must be large for the rule to be
valid. The rule is justi1ed on heuristic grounds in this section, but its general validity
is proved in Appendix A.
The results of the three-function model are instructive in arriving at the desired rule.
Notice, in particular, that three of the four multi-fault alternates, i.e., fk′ji′ , fk′j′i and
fk′j′i′ , have survival ratios of 1=n; the odd one out is fkj′i′ , which has a survival ratio
of 2=n. The distinctive feature of the latter is that the last function in the composition
(i.e., fk) is free of faults; this is not true of the other three alternates. If one now looks
at the two-function model, one 1nds that the double-fault alternate fj′i′ has a survival
ratio of 1=n too; it resembles the above three multi-fault alternates of the three-function
model in that the last function in the composition is faulty as well.
The di%erence in behaviour of the alternate fkj′i′ can be explained as follows. One
needs to analyse in detail the situation after the 1rst two functions have been executed
on the test input. Suppose that both the alternate fkj′i′ and the correct function fkji
have the same value at this point; one can assume that this happens with a probability
of 1=n (see below). Since the last function to be executed in both cases is fk , the
alternate necessarily survives. Suppose, however, that the alternate fkj′i′ has a value
di%erent from the value of the correct function fkji after the execution of the 1rst two
functions; this possibility occurs with a probability of 1− 1=n. It does not necessarily
follow, however, that the alternate gets killed; it is quite possible that it survives. This
is a consequence of function degeneracy (though a and b are di%erent, fk (a) and fk (b)
need not be).
The above analysis indicates that faults, even when they manifest themselves at an
intermediate stage of execution, do not necessarily propagate to give incorrect output.
It remains to determine the probability of occurrence of this phenomenon within the
model; this has previously been considered by Horgan and Mathur [4]. Suppose that
the correct function fkji and the alternate fkj′i′ have di%erent values a and b before the
execution of the last function fk , where fk can range over all the nn possible functions
(recall that the model requires a sum over all possible fk ’s). There are n2 possible
outcomes for the pair of values fk (a) and fk (b), and each pair of values occurs with
the same frequency (due to symmetry). In only n of the n2 outcomes are fk (a) and
fk (b) equal; one therefore concludes that the probability of a fault not propagating is
1=n (at least, if there remains only one function still to be executed or traversed).
It is now possible to estimate, to leading order in n, the survival ratio of the alternate
fkj′i′ . There is a probability of 1=n that the double fault does not manifest itself after
the execution of the 1rst two functions; if the double fault does manifest itself, which
occurs with a probability of 1−1=n, there is a probability of 1=n that it fails to propagate
and give incorrect output. One thus concludes that the survival ratio of fkj′i′ is 2=n, in
agreement with the results of Section 3.2.
The heuristic rule can now be simply stated. For any particular multi-fault alternate,
the survival ratio depends crucially on the location of the last fault within the compo-
sition. If the last fault occurs in the last function, the survival ratio is 1=n, if it occurs
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in the penultimate function, the survival ratio is 2=n, and so on. In other words, if there
are still p functions to be traversed after the execution of the last fault, the survival
ratio is (p+ 1)=n; this is correct to leading order in n, as shown in Appendix A.
It is important to note that this rule is only valid if the test set is proper (i.e., it
kills all single-fault alternates) and has just one element; on the other hand, it can be
applied to any q-function model, provided q is suDciently small compared to n. This
is because, if q is much larger than n, any multi-fault alternate whose faults all occur
in the 1rst few functions has, according to the heuristic rule, a survival ratio greater
than one; since any survival ratio must necessarily be equal to or less than one, one
naturally concludes that the heuristic rule becomes progressively less valid as q grows
relative to n. As no attempt is made to compute beyond leading order in n, it is diDcult
to say how small q must be relative to n in order for the heuristic rule to be valid; it
is probably safe enough to require that q2 not exceed n.
In any case, the likelihood is that the heuristic rule sets an upper bound on survival
ratios. Detailed computations of these in the three-function model (beyond leading
order in n) using Eqs. (7)–(11) indicate that the next-leading terms are invariably
zero or negative; this is also true in the two-function model, where the sole survival
ratio is precisely 1=n. One can also adduce the argument that, if this were not so, some
survival ratios would, according to the heuristic rule, be greater than one in the case
that q is greater than n. One thus concludes that, if q is small, the results based on the
heuristic rule are likely to be reliable; as q grows larger, however, they become less so,
though only to the extent that they overstate the probability of survival of multi-fault
alternates, and thus understate the strength of the coupling e%ect.
It remains to explain why, after the execution of the last fault, the probability that
the multi-fault alternate has the same value as the correct function at the same stage of
execution is 1=n. Let the correct function be flkji, i.e., it results from the composition
of four functions fl, fk , fj and fi; consider the triple-fault alternate flk′j′i′ , and let the
test set be {a}. When computing the numbers of proper and surviving test cases, one
needs to sum over all possible compositions and faults; this means, in particular, that
a sum over fk′ is implied. As fk′ varies over the functions in NN , there is just one
chance in n that (fk′ ◦fj′ ◦fi′) (a) has the same value as (fk ◦fj ◦fi) (a) (because of
symmetry). Note that the double-fault alternates flk′ji′ and flk′j′i also have one chance
in n of having the same value as flkji at the same stage of execution, so it does not
much matter whether the functions prior to fk′ have faults or not (the only exception
is the single-fault alternate flk′ji, which is excluded because the test set {a} has been
expressly chosen to be proper).
The preceding argument is correct only to leading order in n; the reason is as follows.
The summations over fi′ , fj′ and fk′ do not actually involve all the nn functions of
NN ; a few are left out because of the restriction that {a} be a proper test set, which is
reEected in the associated possibilities matrices having some entries missing. It can be
shown, however, that only one out of n rows is a%ected; this means that any correction
to the basic argument only a%ects the next order in n.
It is interesting to observe that the heuristic rule applies to single-fault alternates
too, but in a slightly di%erent manner. If test sets are not required to be proper, there
are a total of around n4n+1 test cases in the two-function model (fi, fi′ , fj and fj′ can
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each range over nn functions, while the sole test data a can take any of n values); yet,
Eq. (5) reveals that there are only (n − 1)3 n4n−2 proper test cases in all. It follows
that, to 1rst order in 1=n, the probability that a test set of order 1 is not proper is
3=n. This can be explained as follows. Using the above heuristic rule, one 1nds that
the single-fault alternate fji′ has a probability of 2=n of escaping detection, while the
single-fault alternate fj′i has a probability of 1=n of doing the same (assuming the test
set is not restricted to being proper in the 1rst place). Similarly, in the three-function
model, a test set has a probability of 6=n of not being proper; this follows from the
single-fault alternates fkji′ , fkj′i and fk′ji having probabilities of 3=n, 2=n and 1=n of
surviving detection. In general, a test set of order 1 has a probability of q(q− 1)=n of
not being proper in the q-function model, at least if q2 is small relative to n.
3.4. The standard q-function model
It is instructive to consider the four-function model before proceeding to the general
q-function model. In the former, there are six double-fault, four triple-fault and one
quadruple-fault alternates, and one can simply use the above heuristic rule to 1nd the
survival ratios of each of these multi-fault alternates; for instance, the alternate flkj′i′
has a survival ratio of 3=n, and the alternate fl′kji′ a survival ratio of 1=n, and so on.
One thereby 1nds that the expected number of survivors is 16=n, while the average
survival ratio is 16=11n.
A much more eDcient procedure results from noticing that there is one multi-fault
alternate in which the last fault occurs in the second function, three in which it occurs in
the third function, and seven in which it occurs in the fourth function. The explanation
for these numbers is as follows. Consider the case where the last fault of the multi-fault
alternate occurs in the second function; the 1rst function can either be faulty or not.
The second possibility leads to a single-fault alternate, which is excluded, leaving the
double-fault alternate flkj′i′ as the only one satisfying the condition. If the fault occurs
in the third function, one 1nds that there are four alternates satisfying the condition
(each of the 1rst two functions can either be faulty or not), of which one is a single-
fault alternate. In general, there are (2p−1 − 1) multi-fault alternates such that the last
fault occurs in the pth function; this is a general result independent of the value of q,
though p must obviously be equal to or smaller than q.
It is now possible to solve the standard q-function model; the expected number of
survivors is given by:
〈s (n; q)〉1 = 1n
q∑
p=1
(2p−1 − 1) (q− p+ 1);
where the subscript denotes test sets of order 1. The factor (q−p+1) arises from the
fact that, if the last fault of the multi-fault alternate occurs in the pth function, there
remains (q−p) functions to be traversed, each of which adds 1=n to the survival ratio.
The evaluation of this sum yields (after 1rst changing variables to r=p− 1):
〈s (n; q)〉1 = 1n (2
q+1 − 12q2 − 32q− 2): (12)
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The conclusion is clear; the expected number of survivors increases exponentially
with q, the number of functions in the composition. This suggests that the coupling
e%ect rapidly becomes weaker as q increases (assuming that the expected number of
survivors is the proper measure to use in this respect).
As it happens, the number of multi-fault alternates also increases exponentially
with q; as suggested in Section 2.1, an alternative measure of the strength (or more
accurately, weakness) of the coupling e%ect is the average survival ratio of multi-fault
alternates. This is obtained by dividing the expected number of survivors by the num-
ber of multi-fault alternates; to leading order in n, the answer is 2=n (assuming q is
large). Adopting the average survival ratio as the proper measure of the strength of
the coupling e%ect, one 1nds that the coupling e%ect is strong whatever the value of
q, provided that n is large. This obviously conEicts with the conclusion based on the
alternative measure; the whole matter is discussed in greater detail in Section 4.2.
The behaviour of double-fault alternates as a class, however, di%ers from that of
triple-fault alternates, quadruple-fault alternates, or any other class of multi-fault alter-
nates. If one now restricts attention to double-fault alternates, one can 1nd the expected
number of such survivors as follows. It is easy to verify that there is just one double-
fault alternate where the last fault occurs in the second function, two double-fault
alternates where it occurs in the third function, three double-fault alternates where it
occurs in the fourth function, and so on. In general, there are (p − 1) double-fault
alternates in which the second fault occurs in the pth function; this is because the 1rst
fault can occur in any one of the previous (p− 1) functions. The expected number of
double-fault survivors is thus given by:
〈s (n; q)〉21 =
1
n
q∑
p=1
(p− 1) (q− p+ 1);
where the superscript indicates the class of double-fault alternates. This sum is easily
evaluated; the result is:
〈s (n; q)〉21 =
1
6n
q (q+ 1)(q− 1): (13)
Dividing by the number of double-fault alternates, which is q(q− 1)=2, one 1nds that
the average survival ratio of such alternates is (q+ 1)=3n.
One point is worth noting. The expected number of double-fault survivors varies as
the cube of q, while the average survival ratio of such alternates varies linearly with
q. This is to be compared with the behaviour when there is no restriction on the class
of multi-fault alternates; the expected number of survivors then varies exponentially
with q, while the average survival ratio is independent of q. The disparity in behaviour
between the two measures is therefore greatly dampened if attention is restricted to a
speci1c class of multi-fault alternates.
In similar fashion, one 1nds that the expected number of triple-fault survivors is:
〈s (n; q)〉31 =
1
24n
q (q+ 1)(q− 1)(q− 2): (14)
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The average survival ratio of triple-fault alternates is thus (q+1)=4n. One similarly 1nds
that the average survival ratio of quadruple-fault alternates is (q + 1)=5n; in general,
the average survival ratio of z-fault alternates is (q+ 1)=(z + 1)n.
One concludes that double-fault alternates are more likely to survive than triple-fault
ones, triple-fault alternates more likely to survive than quadruple-fault ones, and so
on; this phenomenon has been observed empirically by O%utt [10,11]. The underlying
reason for the phenomenon is that the last fault to be executed is more likely to occur
early in the composition if there are few faults than if there are many; as the heuristic
rule indicates, the survival ratio is large if the last fault occurs early.
3.5. The multi-fault q-function model
The model considered so far assumes that there is just one fault for each function
in the composition; this is now generalised to allow more than one fault per function.
Consider the case where there are two faults per function, and let the composition
consist of q functions. There are then 2q single-fault alternates, 2q (q− 1) double-fault
alternates; : : : ; and 2q q-fault alternates. If the test sets are of order 1, one can simply
apply the heuristic rule of Section 3.3 to each of the multiple-fault alternates in turn
and thereby 1nd its survival ratio. If the alternate is such that the last fault occurs in
the pth function, its survival ratio is (q − p + 1)=n; one easily 1nds that there are
2 (3p−1 − 1) such alternates. Summing over all p, one thus obtains:
〈s (n; q; 2)〉1 = 1n
q∑
p=1
2 (3p−1 − 1) (q− p+ 1);
where the fact that there are two faults in each function is indicated by the parameter
2 in s (n; q; 2). The evaluation of this sum yields:
〈s (n; q; 2)〉1 = 12n (3
q+1 − 2q2 − 4q− 3): (15)
Once again, the expected number of survivors increases exponentially with q, as does
the number of multi-fault alternates, which is (3q − 2q − 1). The average survival
ratio, to leading order in n, is thus 3=2n, which compares with the value of 2=n ob-
tained in the standard model. This is qualitatively similar to the behaviour observed
in the standard model, and similar remarks to those made in Section 3.4 apply here
as well.
Further investigation reveals that the average survival ratio of double-fault alternates
is (q + 1)=3n, that of triple-fault alternates is (q + 1)=4n, and so on; in other words,
the results for speci1c classes of multi-fault alternates are the same as for the standard
model. The discrepancy noted above is explained by the fact that there are proportion-
ately more higher-fault alternates than lower-fault ones in the multi-fault model; for
instance, there are 2q q-fault alternates in the model with two faults per function, but
only one such alternate in the standard model (recall that higher-fault alternates have
lower average survival ratios).
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It is interesting that one can generalise from a model with just one fault per function
to one with several faults per function. Little is gained, however, from a theoretical
point of view by such a generalisation. The average survival ratio of multi-fault alter-
nates is a%ected to a slight extent, though those of particular classes of multi-fault
alternates are not; the result that lower-fault alternates are more likely to survive
than higher-fault ones also remains intact. In view of this, the multi-fault model
will not be studied any further, thereby removing at least one layer of complexity from
consideration.
4. Critical discussion
The results of the last section appear promising; they lend support to the belief that
a coupling e%ect does indeed exist between 1rst-order and higher-order mutants, and
operates more or less as expected. A discussion of these results seems appropriate at
this point, though a more thorough discussion must await the investigation of more
complex test sets in the follow-up paper.
The discussion is in three parts. The 1rst part considers the physical relevance of
the q-function model; in particular, the various assumptions underlying the model are
critically examined. The second part discusses various aspects of the results, but the
focus is on a comparison with the results of empirical investigations of the coupling
e%ect; the rival merits of the two competing criteria for assessing the coupling e%ect
are also examined in detail. The third part explains how to go some way beyond the
model and apply the qualitative insights thereby gained to real programs.
4.1. Discussion of the model
In general, a model is useful only to the extent that it truthfully captures some aspect
of the real world. The q-function model has many shortcomings, but it is now argued
that they are not such as to seriously impair its basic usefulness. The quantitative results
are most unlikely to survive the transition to the real world; the qualitative insights,
on the other hand, are probably more secure.
In Section 2, it was shown how to give a procedural program a functional interpre-
tation. A program is regarded simply as a sequence of statements (or, more generally,
program fragments consisting of one or more statements grouped together), each of
which is equivalent to a function acting on the current state to give a new state, which
then becomes the current state for the next function in line; in other words, statement
sequencing corresponds to function composition.
The domain of the functions is the same as the set of program states, but the
following provisos should be noted. Only a small part of the state is actually relevant
since many variables are throwaway variables; examples are loop counters and variables
used to store intermediate values. It frequently happens also that variables are assigned
larger domains than is strictly necessary; nor should it be forgotten that a statement
normally induces changes in only part of the state. In consequence, the e%ective domain
(as well as range) is usually smaller than the set of states, and changes from function
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to function; however, the heuristic approach appears Eexible enough to accommodate
any such changes (the heuristic rules need to be suitably modi1ed). The quantitative
results are obviously a%ected, but the qualitative ones are probably mostly unchanged,
provided the e%ective domain and range of the functions stay large throughout.
The above interpretation of programs as compositions of functions works 1ne if
the statements are all simple. One encounters diDculties, however, in dealing with
constructs such as loops. This is not primarily because loops have relatively complex
semantics; in principle, one can always 1nd a function that captures the semantics of
any speci1c loop. The diDculty is rather that a fairly complex structure such as a loop
has been collapsed into one that is as simple as a function. If the loop contains several
statements and each statement is susceptible to a fault, then the mutual interactions of
these faults are not accessible to analysis in the present approach; the same is not true,
however, of the interactions of faults within the loop with faults outside of the loop.
The same problem also occurs for simple statements, though in a much less acute
form. If a statement is susceptible to two faults at slightly di%erent locations, then it
turns out not to be possible to analyse the mutual interaction of these two faults. The
reason is that the individual functions of the composition lack any internal structure;
they are, in e%ect, simple atomic objects. It follows that the present approach can only
analyse the interactions of faults that occur in di%erent functions (statements), but not
within the same function (statement). A possible cure, though a rather cumbersome
one, is to interpret the double fault in the statement as a single fault in the functional
approach; this is in addition to the two single faults, making a total of three for the
function. The same approach can be tried for loops, but this is obviously much less
simple.
The ordinary idea of a mutant has attached to it the notion of a slight syntactic
change at some well-de1ned location; this is because mutation testing currently lacks
the resources to deal with large syntactic faults, a state of a%airs recognised by the
competent programmer hypothesis [2]. The functional approach, on the other hand, is
better able to accommodate such faults since it focuses on the semantics rather than on
the syntax of programs; in other words, it makes no clear distinction between faults cor-
responding to small syntactic changes and those corresponding to large ones, provided
they have de1nite locations. This is one reason why the related concepts of mutant
and alternate are not completely synonymous; another is that it occasionally happens
that a higher-order mutant corresponds to a single-fault alternate, as was explained
above.
The q-function model requires that one take an average over all possible combina-
tions of functions, faults and test sets; this has the great disadvantage that one loses
sight completely of the characteristics of individual programs. It is shown in Section
4.3 that two important properties of the model emerge as a result of the averaging
process; one is that faults have relatively large sizes, and the other is that individual
functions do not deviate too far from being one-to-one. This insight into the nature of
the model opens up some new possibilities; in particular, one can now meaningfully
speculate about what happens in the real world, where the range in both fault size
and function degeneracy is enormous. This is discussed in more detail later in the
section.
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4.2. Discussion of the results
The solution of the q-function model for test sets of order 1 is easily stated; the
expected number of survivors in the standard model, where functions are only allowed
one fault apiece, is given by Eq. (12):
〈s (n; q)〉1 = 1n (2
q+1 − 12q2 − 32q− 2):
It is clear that the expected number of survivors increases exponentially with q; the
reason is obviously that the number of multi-fault alternates also increases exponentially
with q. If q is 15, for instance, only one multi-fault alternate is expected to survive
(assuming n is 65,536, i.e., equivalent to two bytes), but this number doubles each
time q increases by one. The natural inference is that the coupling e%ect ultimately
breaks down; the more potential faults there are, the less secure one can be that the
testing has been e%ective, despite all the single-fault alternates having been killed. One
possible remedy is to increase the size of the test set to ensure that fewer multi-fault
alternates survive, but this obviously entails an increase in test e%ort.
An alternative measure of the strength of the coupling e%ect is the average survival
ratio; this has the property that it factors out the number of multi-fault alternates. This
is the measure favoured in the literature, but it is not clear that it is actually the
best one in the circumstances; indeed, it is later argued that the expected number of
survivors is to be preferred for this role. In any case, the average survival ratio in the
standard model is 2=n, which is independent of q; if one assumes that n is 65,536, one
1nds that, on average, only one in around 32,000 multi-fault alternates survives.
It is perhaps more important to ensure the absence of lower-fault alternates than
higher-fault ones; while it is quite conceivable that there are a few faults scattered
in the program, it surely passes belief that most of the functions could actually be
faulty. If one restricts attention to double-fault alternates, one 1nds that the average
survival ratio is (q+1)=3n; on the other hand, the average survival ratio of triple-fault
alternates is (q + 1)=4n, that of quadruple-fault alternates is (q + 1)=5n, and so on.
These di%erences in the average survival ratios mean that double-fault alternates are
more likely to survive than triple-fault ones, triple-fault ones more likely to survive
than quadruple-fault ones, and so on; in other words, the coupling e%ect is stronger
for higher-fault alternates than for lower-fault ones.
Note that the average survival ratio of double-fault alternates is dependent on q. If
q is 2, the average survival ratio is 1=n, which is in agreement with the results of a
previous paper [6]; if q is 20, it is 7=n, and if q is 200, it is 67=n. This means, in the
latter case, that around one in a thousand double-fault alternates survives (assuming
n to be equivalent to 2 bytes). The coupling e%ect becomes even weaker as q grows
still larger; this is because the faults have to propagate through even more functions,
making it that much more unlikely that the 1nal outputs would be incorrect.
It is appropriate at this point to review brieEy O%utt’s empirical work on the cou-
pling e%ect [10,11]; this supersedes all previous such work for the following reason.
Scrupulous care has been taken to ensure that all second-order mutants are taken into
account; previous work, on the other hand, have tended to consider only a small subset
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of these mutants [8]. Though the programs considered by O%utt are mostly small, the
number of second-order mutants is large in most cases; the numbers become astronom-
ical in the case of third-order mutants, which is why these were not considered, except
for the simplest of the programs.
O%utt found that mutation-adequate test sets are generally successful in killing most
of the second-order mutants; the proportions surviving range from less than 1 in 10,000
to 7 in 10,000. The thing to note here is that these numbers are not so very di%erent
from the average survival ratios found above; truth to tell, they are mostly larger,
indicating that the coupling e%ect is weaker than theory suggests (it is assumed that q
is small, say less than 10, and that n is 65,536). O%utt also found that non-adequate
test sets (those that fail to kill all 1rst-order mutants) are more successful in killing
second-order mutants than 1rst-order ones, and more successful in killing third-order
mutants than second-order ones; this is more or less in line with theoretical predictions,
and will not be discussed further.
All the test sets considered by O%utt consist of more than one test data. It therefore
comes as something of a surprise to 1nd that the empirical coupling e%ect is actually
weaker than the theoretical one, even though estimates of the latter were derived on
the assumption that test sets are of order 1; one would have expected a large test set to
reduce the number of survivors and so strengthen the coupling e%ect. In the case of the
program TRITYP, one possible reason for the discrepancy is that the output domain
is small, there being only four possible outputs; a di%erent explanation, however, is
required for the other programs.
It is worth recalling now that the model requires one to take an average over all
possible combinations of programs, faults and test sets. In practice, however, one deals
with programs with well-de1ned properties; in particular, each statement or function
has a speci1c DRR (domain-to-range ratio), and each fault has a speci1c size. It is
shown in Section 4.3 that the coupling e%ect is particularly strong if faults are small
and functions are bijective; as it happens, the process of averaging in the model leads
to faults that are large and functions that are not too far from being bijective. One
reason why the coupling e%ect is weaker than predicted is therefore that actual programs
deviate from the theoretical norm; for instance, the programs studied by O%utt have
much larger input domains than output ones.
It also turns out that multiple test data are not nearly as e%ective as one might have
expected from the results for single test data. It is shown in the follow-up paper that
test sets are at their most e%ective if each test data fails to kill at most one of the
single-fault alternates and the outputs are all distinct; if the number of test data is r,
for instance, the average survival ratio is O (n−r). Test sets progressively lose their
e%ectiveness as each test data fails to kill more and more single-fault alternates (while
still collectively managing to kill them all), or more and more outputs turn out to
be identical; at their least e%ective, test sets have an average survival ratio of order
O (n−1), which is the same as that of test sets of order 1. Needless to say, the test
sets encountered in practice tend more towards the lower end than the upper end of
the scale of e%ectiveness; this is because test sets are normally chosen to minimise
test e%ort, so there is as little redundancy as possible in the killing of single-fault
alternates.
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However, it is still expected that, even at their least e%ective, multiple test data are
superior to single test data. The results for test sets of order 1 thus provide a general
upper bound on the number of multi-fault alternates expected to survive, whatever the
size or type of test set and irrespective of whether the test outputs are all distinct or
some identical. One point is well worth making here; this is that the upper bound is
a probabilistic one and consequently does not rule out the possibility that the number
of survivors in some particular case might actually exceed this upper bound.
The discussion so far is largely based on the average survival ratio as the proper
criterion for assessing the coupling e%ect; this is in line with accepted practice, but
it is now argued that the expected number of survivors is better suited for that role.
Note 1rst that the two criteria lead to diametrically opposite conclusions for large
programs. While the expected number of survivors increases exponentially with q,
signalling the eventual breakdown of the coupling e%ect with increasing program size,
the average survival ratio is independent of q, implying that the coupling e%ect is
operative, whatever the size of the program.
Consider a small program, so there are only a few potential faults or mutations;
assume next that the programmer is not only competent in completely avoiding major
faults, but takes great care to avoid minor ones as well. It follows that there is little
likelihood that there is even one actual fault in the program, let alone two or more,
before it is submitted for formal testing. In this case, the strategy of killing 1rst-order
mutants is suDcient to give con1dence that multiple faults are absent from the tested
program. This is not true if the program is so large that there are likely to be numerous
faults present before testing begins; the strategy of killing 1rst-order mutants does not,
in this case, give suDcient con1dence that two or more faults might not be present
simultaneously and conspire to give the correct results on the chosen test data.
One point is worth making here. Suppose the expected number of survivors is 1; this
means that there is likely to be one multi-fault alternate whose output agrees with that
of the original program on the chosen test set. It does not necessarily follow, however,
that the coupling e%ect has broken down. True, there exists the possibility that this
alternate is actually the correct program, in which case the original program would turn
out to contain a number of faults. The alternate is only a serious competitor, however,
if the programmer takes no particular care to avoid faults; otherwise, the probability
that the alternate is correct is very small, though not quite zero. Whether the coupling
e%ect holds or not therefore depends to some extent on whether the programmer is
careful or not.
On the other hand, the expected number of survivors increases exponentially with
q, so a point is soon reached when the coupling e%ect breaks down, however much
care the programmer, who is only human, takes to avoid faults. In other words, the
coupling e%ect does not scale up properly as the program size increases; the average
survival ratio does not su%er from this defect.
As a criterion, the expected number of survivors is not itself without problems. The
main one is that it treats lower-fault alternates on the same footing as higher-fault
ones. This is contrary to intuition. If a program is fairly small, the probability that
there are two faults present might be non-negligible; the probability that there are ten
faults present, however, is almost certainly in1nitesimal (assuming the programmer is
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careful). It is clearly important to 1nd out if the coupling e%ect is strong enough to
keep the number of double-fault survivors to a minimum; no such requirement seems
necessary for ten-fault alternates.
It is thus seen that the expected number of survivors criterion is best applied to
speci1c subclasses of multi-fault alternates rather than to the whole class. This approach
has one further advantage; the breakdown of the coupling e%ect with increasing program
size is less precipitate when viewed in this light. The expected number of multi-fault
survivors varies exponentially with q, whereas those of double-fault and triple-fault
survivors only vary as the cube of q and the fourth power of q, respectively (Section
3.4); this means that the coupling e%ect is likely to hold for larger programs than
would have been the case otherwise.
It is as well to point out here that, whatever the conclusions as regards large pro-
grams, those in respect of small programs are not in dispute. The coupling e%ect exists
and operates much as expected, whichever criterion is adopted as the proper one. Mu-
tation testing is usually carried out on small units or modules, partly to reduce test
e%ort; the present analysis provides additional support for this stance.
One 1nal matter remains to be discussed. The paper is peppered by remarks to
the e%ect that q must be small relative to n; this is now elucidated in its various
rami1cations. First, the heuristic rule of Section 3.3 requires that q be small relative to
n, otherwise some survival ratios would be greater than 1, contrary to their de1nitions
as probabilities. It turns out that actual survival ratios are either equal to or less than the
values predicted by the heuristic rule; any divergence between the two is expected to
grow as q grows relative to n. The results obtained in Section 3 do not actually require
that q be small relative to n, provided it is understood that they are overstated (i.e.,
upper bounds); moreover, the larger q is relative to n, the greater the overstatement is
likely to be.
The average survival ratio in the q-function model, for instance, is 2=n, but if q
is large, the actual value is probably much smaller. This seems to suggest that the
coupling e%ect grows stronger rather than weaker as q grows larger; this is counter-
intuitive and tends to support the view that the expected number of survivors is the
more appropriate criterion.
The main reason for requiring that q be small relative to n is that the coupling e%ect
ultimately breaks down as q increases. The breakdown is quite abrupt when viewed
in terms of the expected number of survivors, which varies exponentially with q; it
is much less so if the criterion is limited to double-fault, triple-fault or other class
of multi-fault alternates since a power relationship then holds between the relevant
quantities and q. Incidentally, the breakdown of the coupling e%ect also occurs when
viewed in terms of the average survival ratio, but only if restricted to speci1c classes
of multi-fault alternates; it is quite gentle in this case since the relationship with q is
linear.
It is assumed in this discussion that test sets remain of order 1 even as q increases.
The conclusions, however, are more general; as mentioned before, multiple test data
are rarely that much more e%ective than single test data. On the other hand, there
are some special test sets that are very e%ective in killing multi-fault alternates; the
coupling e%ect is still expected to break down for these, however, though much
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more slowly. Incidentally, there is a simple solution to the problem of a premature
breakdown of the coupling e%ect, but not without cost since it involves an increase in
the size of the test set.
One last reason for requiring q to be small is as follows. If q is small, there is no
reason to look beyond double-fault alternates in deciding whether the testing has been
e%ective and the impact on reliability within acceptable bounds. If q is a bit larger,
one might also need to look at triple-fault alternates, but no further. As programs grow
larger still, the risk that there are multiple faults present grows larger, so there is a
growing requirement to ensure that the impact of higher-fault alternates on reliability
is not beyond control. The risk is alleviated to some extent if the programmer takes
care to avoid faults, but the problem remains since perfect programmers do not actually
exist.
4.3. Beyond the model
Two important properties of the q-function model arise as a result of averaging over
all the possible faults and all the possible functions; the 1rst relates to the average
size of faults, and the second to the average DRR of functions, in the model. No
discussion of the q-function model would be complete without some reference to these
two properties; indeed, they lead to insights that make it possible to go some way
beyond the model and discuss, if only qualitatively, what happens in cases where fault
sizes and function DRRs deviate from the theoretical average.
The de1nition of fault size is as follows. Consider two functions, one of which is
correct and the other contains a fault. The size of the fault is then de1ned to be the
number of points on which the two functions di%er; the range of possible fault sizes
is thus from 1 to n. It is now shown that the average fault size is n− 1 (the average
is over all functions that di%er from the correct function).
The following procedure is adopted. One 1rst 1nds the number of functions whose
fault size is r, and then one sums over r from 1 to n to 1nd the cumulative sum of
fault sizes; it then only remains to divide this sum by the number of functions, less
one, to obtain the desired result. If the fault size is r, the faulty function must di%er
from the correct function on r points of the domain. This means that there is a factor
of
( n
r
)
arising from the choice of r points from a set of n points; there is a further
factor of (n− 1)r arising from the fact that the faulty function can have a value other
than the correct one on these r points. Summing over r, one 1nds that the sum of fault
sizes is given by:
n∑
r=0
(
n
r
)
(n− 1)r r;
where the (r=0) term is trivial. The evaluation of this sum yields (n− 1) nn; dividing
by (nn − 1), one 1nds that the average fault size is n − 1 (assuming n is large), as
promised.
Note that this result is correct only if the e%ects of fault propagation are ignored.
It follows that, if the fault occurs in the last function of the composition, the average
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fault size is n− 1, but if it occurs in the penultimate function, it is n− 2, and so on.
In the following, however, one only has to deal with the local fault size, and that is
n− 1 (on average).
The DRR of a function is obtained by dividing the domain size by the size of its
image set (or range); since all points of a degeneracy subset have the same image
(Section 2.3), it is enough to divide n by the number of degeneracy subsets. The
average DRR can thus be obtained by 1nding the cumulative total of degeneracy subsets
as one ranges over all the nn functions, and then dividing nn+1 by this total. The
number of degeneracy subsets of size r is given by Eq. (3), so the cumulative total of
degeneracy subsets is:
n
n∑
r=1
(
n
r
)
(n− 1)n−r :
This sum is almost identical to the one in Eq. (B.3) of Appendix B; the only real
di%erence is that r ranges from 1 to n instead of from 0 to n. It follows, therefore,
that the total number of degeneracy subsets is n(nn − (n − 1)n), so the average DRR
is:
〈r〉 = n
n
nn − (n− 1)n :
Simplifying, one obtains:
〈r〉 = 1
1− (1− 1=n)n :
In the limit that n goes to in1nity, (1− 1=n)n is simply e−1; the average DRR is thus
around 1.58. This is to be compared with the value of 1 for the DRR of a bijective
function, and the value of n for that of a completely degenerate function (one in which
all points go to the same image).
It is now shown that the coupling e%ect is strong if faults are small in size. In
the interests of simplicity, the discussion is carried out within the two-function model;
the basic composition is then fj ◦ fi, and the test set is {a}. It is assumed that the
second fault has a small size; in other words, if F is the set of all points {b} such
that fj′ (b) = fj (b), F has just a few members.
To grasp the argument, it is important to follow carefully the execution of the double-
fault alternate fj′i′ on the test set {a}. After the execution of fi′ , the intermediate
value is fi′ (a); there are two possibilities: either fi′ (a) belongs to the set F , or it
does not. If it does not, one has fj′i′ (a)=fji′ (a); since {a} is a proper test set, one
also has fji (a) = fji′ (a), whence one concludes that the double-fault alternate fails to
survive. If, on the other hand, fi′ (a) turns out to be a member of F , there is a distinct
possibility that the double-fault alternate survives; this possibility is small since it has
been assumed that F has few members.
It is worth noting that the size of the 1rst fault plays no part in this argument;
neither does it seem to matter whether the test set succeeds or fails in killing the
single-fault alternate fj′i, provided it does kill the other single-fault alternate fji′ . In
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order to apply the argument to all the multi-fault alternates in the q-function model,
however, one does require that the test set kills all the single-fault alternates (with
the possible exception of ft′ :::i), and that all faults have small sizes (with the possible
exception of the 1rst one).
The next argument is that the coupling e%ect is strong if functions have small DRRs.
Consider the q-function model, and assume that the functions in the original compo-
sition are all bijective (note that there is no restriction that the faults correspond to
bijective functions); each function then has a DRR of 1. Take any multi-fault alternate,
and suppose that the faults manifest themselves at some intermediate stage; one can
be certain, in this case, that the faults actually propagate to produce incorrect output.
Using the heuristic arguments of Section 3.3, one concludes that all multi-fault alter-
nates have survival ratios of 1=n; the average survival ratio is thus 1=n, compared to
2=n if the functions are not restricted to being bijective.
Consider now what happens if the DRRs of the functions are slightly more than 1.
There is then a distinct possibility that, though faults might manifest themselves at some
intermediate stage, they fail to propagate to produce incorrect output; this possibility
grows larger and larger as the DRRs of the functions continue to increase, so much so
that, when the DRR of each function reaches the average value of 1.58, the average
survival ratio is actually 2=n. It is clear that the average survival ratio would be larger
still were the functions to have even higher DRRs.
The eventual outcome in any particular case is thus seen to be the result of two
opposing tendencies. If faults are mostly small, one can expect the coupling e%ect
to be particularly strong; if functions have large DRRs, on the other hand, one can
expect the coupling e%ect to be weaker than predicted by the model. Which
e%ect wins out obviously depends on the precise circumstances, but it is worth point-
ing out that all the programs examined by O%utt have much larger input domains
than output domains. Whether this is enough in itself to explain the discrepancy
noted above between theoretical prediction and empirical observation is another matter;
there are other problems with the model, as already observed in the 1rst part of this
section.
The above arguments are wholly qualitative in nature, and thus completely lacking
in quantitative precision. One interesting topic for future research is to investigative
the precise quantitative relationship between the strength of the coupling e%ect as de-
termined by the expected number of survivors or the average survival ratio and such
variables as fault sizes and function DRRs. A probabilistic approach is still required
since one needs to average over all faults of the same size and all functions with the
same DRR.
The model can be extended in another direction. This study has broadly taken the
view that, the fewer the number of survivors, the more reliable the tested program is
likely to be. The relationship implied here is vague and lacking in substance; an inter-
esting task for the future is thus to clarify and quantify this relationship. In Section 4.2,
it was suggested that the expected number of survivors is the appropriate criterion to
use in assessing the coupling e%ect; one consequence is that the coupling e%ect even-
tually breaks down as the size of the program increases. If the programmer takes par-
ticular care to avoid faults, however, this breakdown does not occur until the program
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is quite large. More precisely, the unreliability resulting from the coupling e%ect being
less than perfect is less if the programmer takes care than if he does not; this feature
needs to be incorporated into any mutation-based model of software reliability.
Finally, the time has come to resolve a minor puzzle arising from the interpretation of
programs as compositions of functions. It was shown in Section 2.1 that each statement
or group of statements corresponds to a function; it follows that any chosen program
can be variously represented as a composition of two, three or more functions (up to
the number of statements). The results of the two-function model di%er from those of
the three-function model (or any other speci1c model); this is clearly unacceptable if
the underlying program is the same in both cases.
This conclusion ignores the fact that the program has de1nite properties, e.g., the
local sizes of possible faults and the DRRs of individual statements; unfortunately,
however, the model studied here is unable to take such individual characteristics into
consideration. The properties of the two-function representation di%er from those of
the three-function one, but it is expected that, once they are properly taken into ac-
count by a more complex and faithful model, the two results would ultimately be
reconciled.
5. Conclusion
This paper has proposed a simple theoretical model for the study of the coupling
e%ect. The model views programs as compositions of q functions, where q can be
large, though small relative to n, the order of the domain. Though only test sets
of order 1 have been considered so far, the results are nevertheless encouraging; in
particular, it has been shown that the average survival ratio of multi-fault alternates
is 2=n, which is not too far from empirical estimates (assuming n is equivalent to
2 bytes).
One can alternatively focus on the class of double-fault or triple-fault alternates,
as empirical investigations, for obvious practical reasons, normally do. The average
survival ratio of double-fault alternates, for instance, is (q+1)=3n, so the coupling e%ect
for such alternates becomes weaker as q increases. It can also be shown that double-
fault alternates are more likely to survive than triple-fault ones, triple-fault alternates
more likely to survive than quadruple-fault ones, and so on, a phenomenon observed
empirically by O%utt [10,11].
These various results were derived within the context of the simple model described
above. It is possible to go a bit beyond the model, however, and derive qualitative
results for programs with well-de1ned properties and faults. One can show, for instance,
that the coupling e%ect becomes stronger as faults get smaller (proper test sets are then
much harder to 1nd); the same is true as the functions in the composition get closer
to being bijective (proper test sets are easier to 1nd in this case).
It has only been possible to consider test sets of order 1 here; however, higher-order
test sets will be dealt with in the follow-up paper. Such test sets obviously introduce a
new layer of complexity; outputs can be completely distinct or some can be identical,
and di%erent types of proper test sets can be de1ned, depending on precisely how the
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individual test data collectively manage to kill all the single-fault alternates. In the
main, however, the basic qualitative results remain; in particular, it will be argued in
that paper that the present results provide a probabilistic upper bound on the num-
ber of multi-fault alternates expected to survive, whatever the size or type of the test
set.
This study opens up the possibility that one might in future be able to develop a tool
for predicting the number of higher-order mutants likely to survive in any particular
case; one would then be able to estimate the reliability of the program under test and
thereby decide whether the testing has been adequate or not. The construction of such
a tool requires that the de1ciencies of the model noted in Section 4.1 be remedied;
in particular, the model should be extended to cater directly for loops and boolean
conditions. In addition, quantitative solutions for test sets of all types and sizes must
be found, not only in terms of the usual n, q and r (the number of test data), but also
in terms of the sizes of the possible faults and the DRRs of the component functions.
The ultimate success of such an approach to software reliability depends on one
being able to enumerate all the possible faults a piece of software is susceptible to.
This brings into question the status of the competent programmer hypothesis, which
rules out a large class of faults on the grounds that competent programmers can be
trusted to avoid them.
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Appendix A
This appendix sets out to prove the heuristic rule proposed in Section 3.3; this states
that, if the last fault of a multi-fault alternate occurs in the pth function, the survival
ratio is (q− p+ 1)=n. The rule only gives the survival ratio to leading order in n, so
no attempt is made to go beyond leading order in the following computations.
A.1. Mathematical preliminaries
The proof involves complex multiple sums, the proper evaluation of which can be
quite intricate. Only the leading-order terms are actually required, however, whence it
fortunately turns out that the problem of evaluation is a simple one after all.
In Appendix B, it is shown that the leading term in the evaluation of the combina-
torial sum:
n∑
r=0
(
n
r
)
(n− 1)n−r rp;
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where p is a non-negative integer less than n, is always O (nn). It follows that, in
evaluating a sum of the form:
n∑
r=0
(
n
r
)
(n− 1)n−r (n− r) rp;
one can simply ignore r in the factor (n− r) (but not the exponent) without a%ecting
the leading-order term. Similarly, one can ignore r in the factor (n−r) when evaluating
a sum of the form:
n∑
r=0
(
n
r
)(
s
n− s
)r
(n− r) rp;
where s is a positive integer, and p a non-negative one (both must be less than n).
A.2. Proper test cases
The proof of the heuristic rule is carried out within the context of the q-function
model. It is 1rst shown that the number of proper test cases is n2nq+1 (to leading order
in n).
The 1rst step is to 1nd the appropriate con1guration classes. Consider the con1gura-
tion consisting of the composition ft ◦ · · · ◦fi and the test set {a}; assume the value of
ft:::i at a is c. The same arguments as were used for the two-function and three-function
models in Section 3 can be used to show that the classes are labelled by (q−1)-tuples
(rt ; : : : ; rj), where rt is the number of points b such that ft (b)= c, rs is the number of
points b such that (ft ◦fs) (b)= c, and so on; there is no need to specify an ri as the
degeneracy structure of fi plays no role in determining the con1guration classes.
It is worth pointing out that the con1guration classes described above have been
much simpli1ed to facilitate the computation of the quantities of interest; the correct
con1guration classes are actually far more complex. The simpli1ed classes give correct
results for the number of proper test cases as well as the number of surviving test cases
for some multi-fault alternates; in the case of other multi-fault alternates, however, they
only give results correct to leading order in n.
The number of con1gurations in the class (rt ; : : : ; rj) can be obtained by generalising
the arguments used in Section 3.1 for the two-function model and Section 3.2 for the
three-function model; the result is:
Wrt ;:::;rj = n
n+1
(
n
rt
)
(n− 1)n−rt
(
n
rs
)
rrst (n− rt)n−rs : : :
(
n
rj
)
rrjk (n− rk)n−rj rj:
(A.1)
It should be pointed out that, in this formula, the factor
(
n
ru
)
rruv (n− rv)n−ru is repeated
(q− 2) times, where u ranges from j to s (and v from k to t); the factor involving rt
is unique, and there is an extra factor of rj at the end of the formula.
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A representative con1guration from the class (rt ; : : : ; rj) is now de1ned. Let ft be
such that it has the value 0 at the points 0; : : : ; rt − 1 and the value 1 at all other
points, fs such that it has the value 0 at the points 0; : : : ; rs − 1 and the value rt at all
other points, . . . . . . , fj such that it has the value 0 at the points 0; : : : ; rj − 1 and the
value rk at all other points, and fi such that it has the value 0 at the point 0 and the
value 1 at all other points; the test set is {0}.
The possibilities matrix of ft′ is:

1 : : : n− 1
0 1 : : : n− 1
...
...
...
...
0 1 : : : n− 1

 :
The other (q−1) possibilities matrices are similar to each other; the possibilities matrix
of fu′ , where u ranges from i to s (and v from j to t), is:

rv : : : n− 1
0 : : : rv − 1 rv : : : n− 1
...
...
0 : : : rv − 1 rv : : : n− 1

 :
It follows that the representative con1guration contributes (n − 1) nq(n−1) (n − rt) : : :
(n− rj) proper test cases to the total.
The total number of proper test cases is thus given by the multiple sum:
P1q (n) = (n− 1) nn(q+1)−q+1
n∑
rt=0
(
n
rt
)
(n− 1)n−rt (n− rt)n+1
×
n∑
rs=0
(
n
rs
)(
rt
n− rt
)rs
(n− rs)n+1
...
...
...
×
n∑
rk=0
(
n
rk
)(
rl
n− rl
)rk
(n− rk)n+1
×
n∑
rj=0
(
n
rj
)(
rk
n− rk
)rj
(n− rj) rj (A.2)
It is important to realise here that, in summing over rj, one can simply ignore rj in
the factor (n − rj) since this does not actually a%ect the leading-order term in the
result (this is precisely the point made in Section A.1); to leading order in n, the sum
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over rj thus yields (refer to Eq. (B.9)):
n∑
rj=0
(
n
rj
)(
rk
n− rk
)rj
(n− rj) rj ≈
(
n
n− rk
)n
n rk :
On substituting back into the multiple sum, one obtains:
P1q (n)≈ (n− 1) nn(q+2)−q+2
n∑
rt=0
(
n
rt
)
(n− 1)n−rt (n− rt)n+1
...
...
...
×
n∑
rk=0
(
n
rk
)(
rl
n− rl
)rk
(n− rk) rk :
Observe now that the sum over rk has precisely the same form as the sum over rj
considered previously; the result is obviously the same (except for the subscripts, of
course). After thus dealing with all the individual sums but one, one arrives at the
following sum:
P1q (n) ≈ (n− 1) nn(2q−1)−1
n∑
rt=0
(
n
rt
)
(n− 1)n−rt (n− rt) rt :
Once again, one can ignore rt in the factor (n−rt); one 1nally obtains (use Eq. (B.4)):
P1q(n) ≈ n2nq+1;
which is correct to leading order in n.
Since the total number of test cases, whether proper or not, is also roughly n2nq+1,
one might be tempted to regard the above computation as a rather trivial one. This is
not the case; if one were also interested in the next-leading term, one could still use
the above technique, only making sure that the two leading terms in n are retained
throughout. This computation is omitted, but the result is that the number of proper
test cases is given by:
P1q(n) ≈ n2nq
(
n− q(q+ 1)
2
)
:
It is clear that, if q2 is much smaller than n, most test sets of order 1 are proper.
A.3. Proof of Heuristic rule I
The next step in the proof is to estimate, to leading order in n, the number of
surviving test cases of a general multi-fault alternate. Two cases can be distinguished;
in the 1rst, the last fault to be executed occurs in the last function; in the second, it
occurs elsewhere. The 1rst case is now dealt with, and the second soon afterwards;
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note that, in both cases, the representative con1guration and possibilities matrices are
as described in Section A.2.
Consider, as a 1rst example, the double-fault alternate ft′s:::ji′ , i.e., the faults oc-
cur in the 1rst and last functions. Since ft:::i (0)= 0, the alternate survives only if
ft′s:::ji′ (0)= 0 too. The possibilities matrix of fi′ indicates that fi′ (0) can be any of
rj; : : : ; n−1; it follows that, whatever choice one makes for fi′ (0), (fs◦· · ·◦fi′) (0) must
be rt (consult the de1nition of the representative con1guration in Section A.2). Since
rt is not 0, one can ensure that ft′s:::ji′ survives simply by choosing ft′ (rt) to be 0. A
simple computation then reveals that the con1guration contributes (n−1) nn(q−1)−1 (n−
rt) : : : (n− rj) surviving test cases; this is just 1=n of the number of proper test cases,
so the survival ratio is 1=n, in agreement with the heuristic rule.
It is straightforward to establish that the same result holds for any other double-fault
alternate whose last function is faulty. A more interesting case arises if there is another
fault lying between the 1rst and last ones. Consider, for instance, the alternate ft′s:::kj′i′ ,
i.e., the 1rst two functions are aRicted by faults, as is the last one. Once again, the
alternate survives only if ft′s:::kj′i′ (0)= 0; this means that (fs◦· · ·◦fj′ ◦fi′) (0) must not
be 0, so as to avoid row 0 of the possibilities matrix of ft′ , which has 0 missing from
its entries. It follows that (fj′ ◦ fi′) (0) must be in the range rk ; : : : ; n− 1; the number
of surviving test cases is thus (n− 1) nn(q−1)−2 (n− rj) (n− rk)2 (n− rl) : : : (n− rt).
This result di%ers from that for the alternate ft′s:::ji′ in two respects: the exponent of
(n−rk) is one more, and the exponent of n is one less. To leading order in n, however,
both numbers, when summed over rj; : : : ; rt with the appropriate weight factor, lead to
the same results, namely n2nq (one simply uses the trick of ignoring rk in the factor
(n− rk)); the survival ratio is thus 1=n once again.
This conclusion is reached again and again upon analysing other multi-fault alternates
whose last functions are faulty. The reason is to be found in the possibilities matrix of
ft′ , as can be seen by considering the situation after all but the last function have been
executed. It is only if the output at this stage (and thus the input to the next one) is 0
can one be certain that the multi-fault alternate fails to survive; if the output is other
than 0, the alternate survives only if 0 is picked from the n entries, i.e., once every n
times.
In the case of double-fault alternates, one can show that the penultimate output is
never 0 (as in the case of the alternate ft′s:::ji′ above); in other cases, the output can
sometimes be 0, but this occurs so infrequently that it can be ignored (to leading order
in n). One concludes that any multi-fault alternate whose last function is faulty has a
survival ratio of 1=n, which agrees with the heuristic rule.
A.4. Proof of Heuristic rule II
It remains to consider the case where the last fault occurs somewhere other than
in the last function. Consider, for instance, the alternate fts′r:::ji′ , i.e., the 1rst and
penultimate functions are faulty. It is clear, from the de1nition of the representative
con1guration, that the alternate survives only if (fs′ ◦fr : : : fj ◦fi′) (0) lies in the range
0; : : : ; rt − 1; the con1guration thus contributes (n− 1) nq(n−1)−1 (n− rj) : : : (n− rs) (n−
rt) rt surviving test cases. The only di%erence of note between this number and the
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corresponding number of proper test cases (Section A.2) is that there is an extra factor
of rt (the exponent of n is also one less); this means that the summation over ri; : : : ; rs
follows the same course as that for the number of proper test cases in Section A.2.
One thus obtains:
S1ts′r:::ji′ (n) ≈ (n− 1) nn(2q−1)−1
n∑
rt=0
(
n
rt
)
(n− 1)n−rt r2t :
To leading order in n, the 1nal summation over rt yields (use Eq. (B.5)):
S1ts′r:::ji′ (n) ≈ 2n2nq:
The survival ratio of the alternate fts′r:::ji′ is thus 2=n, in agreement with the heuristic
rule.
Consider next the double-fault alternate ftsrq′p:::ji′ , in which it is the last function
but three that harbours the last fault. One can easily show that the representative
con1guration contributes (n− 1) nnq−q−1 (n− rj) : : : (n− rt) rr surviving test cases. The
summation over ri; : : : ; rq then leads to the following triple sum:
S1tsrq′p:::ji′ (n)≈ (n− 1) nn(2q−3)−3
n∑
rt=0
(
n
rt
)
(n− 1)n−rt (n− rt)n+1
×
n∑
rs=0
(
n
rs
)(
rt
n− rt
)rs
(n− rs)n+1
×
n∑
rr=0
(
n
rr
)(
rs
n− rs
)rr
(n− rr) r2r :
Note particularly the polynomial factor r2r in the sum over rr; as usual, one can ignore
rr in the factor (n− rr), so to leading order in n, the summation over rr yields (with
the help of Eq. (B.10)):
S1tsrq′p:::ji′ (n)≈ (n− 1) nn(2q−2)−2
n∑
rt=0
(
n
rt
)
(n− 1)n−rt (n− rt)n+1
×
n∑
rs=0
(
n
rs
)(
rt
n− rt
)rs
(n− rs) (r2s + rs):
The sum over rs now involves the polynomial factor (r2s + rs); the evaluation of this
sum yields (if, as usual, one ignores rs in (n− rs)):
S1tsrq′p:::ji′ (n) ≈ (n− 1) nn(2q−1)−1
n∑
rt=0
(
n
rt
)
(n− 1)n−rt (r2t + 2rt):
Summing over rt , one 1nds with the help of Eqs. (B.4) and (B.5) that the number of
surviving test cases is 4n2nq; the survival ratio is thus 4=n, which is again in agreement
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with the heuristic rule. It is important to observe that the polynomial involved in the
1nal summation over rt is (r2t + 2rt), which compares with the polynomial r
2
t in the
case of the alternate fts′r:::ji′ .
It is not too diDcult to appreciate that, if there are still d functions to be traversed
after the last fault is executed, the 1nal sum over rt involves the polynomial factor
(r2t + (d − 1)rt); to leading order in n, the number of surviving test cases is then
(d + 1)n2nq, so the survival ratio is (d + 1)=n, in agreement with the heuristic rule.
This argument applies to double-fault alternates, and it does not actually matter where
the 1rst fault lies.
Things are only slightly more complicated if there is another fault between the 1rst
and last ones. Consider, for instance, the triple-fault alternate fts′r:::kj′i′ , i.e., the 1rst two
functions are aRicted by faults, as is the penultimate function. Survival of the alternate
is not possible if (fr ◦ · · · ◦ fk ◦ fj′ ◦ fi′) (0)= 0; this is because the possibilities for
fs′ (0) do not include the range 0; : : : ; rt−1, and ft (b) is 0 only if b lies in that range.
If, on the other hand, (fr ◦· · ·◦fk ◦fj′ ◦fi′) (0) = 0, one need only choose the output of
fs′ to be in the range 0; : : : ; rt−1 to ensure that the alternate survives. It is clear that, to
leading order in n, the possibility that (fr ◦· · ·◦fk ◦fj′ ◦fi′) (0)= 0 can be ignored; the
contribution of the representative con1guration is thus (n− 1) nq(n−1)−1 (n− rj) : : : (n−
rs) (n− rt) rt , which is the same as in the case of the double-fault alternate fts′r:::ji′ . It
follows that the survival ratio is 2=n, as expected from the heuristic rule.
The same kind of argument can be applied with identical results to other cases, for
instance, if there is more than one fault between the 1rst and last ones, or if the 1rst
fault or the last one lies somewhere else. The conclusion one 1nally comes to is that
the heuristic rule is valid and applies to all multi-fault alternates.
One last point remains to be discussed. Since no attempt is made to compute beyond
leading order in n, it is not clear how small q must be relative to n in order for the
heuristic rule to be valid. It is obvious from the explicit results for the two-function
and three-function models in Section 3 that the next-leading term can be safely ignored
if q is 2 or 3 (assuming n is large); however, one can expect the next-leading term to
gain in relative importance as q increases, leading to the eventual breakdown of the
heuristic rule.
Appendix B
A number of combinatorial sums arise in the main body of the paper as well as
in Appendix A; they are of various types, two of which are discussed below. It is
shown not only how to evaluate these sums exactly, but also how to approximate them
by focusing on the leading-order terms and ignoring the rest; this approximation is of
particular importance in the proof given in the previous appendix of the heuristic rule
of Section 3.3. Those sums that do not fall within these two types should cause little
diDculty.
The 1rst type of sum has the following form:
n∑
r=0
(
n
r
)
(n− 1)n−r rp; (B.1)
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where n is a positive integer, and p a non-negative one smaller than n. The combi-
natorial factor or binomial coeDcient
( n
r
)
is the number of combinations of r objects
from a set of n objects; it is given by:(
n
r
)
=
n!
(n− r)! r!
if both n and r are non-negative and r is less than or equal to n, otherwise it is 0.
The technique for evaluating the above type of sum has been described elsewhere
[6]; alternatively, consider the related combinatorial sum:
n∑
r=0
(
n
r
)
(n− 1)n−r
(
r
p
)
:
It is not too diDcult to evaluate this sum once it has been transformed using the follow-
ing identity (the proof follows directly from the de1nition of the binomial coeDcient
[1]): (
n
r
)(
r
p
)
≡
(
n
p
)(
n− p
r − p
)
:
One thereby obtains:(
n
p
)
n∑
r=0
(
n− p
r − p
)
(n− 1)n−r ;
where the terms from r=0 to r=p−1 are 0 (see de1nition of the binomial coeDcient
above). On making the substitution s= r − p, one obtains:(
n
p
) n−p∑
s=0
(
n− p
s
)
(n− 1)n−p−s:
This has the form of the binomial theorem [1], so the 1nal result of the evaluation is:
n∑
r=0
(
n
r
)
(n− 1)n−r
(
r
p
)
=
(
n
p
)
nn−p: (B.2)
This result is exact and can be used to evaluate the combinatorial sum (B.1) for any
value of p; for instance, the results for values of p from 0 to 2 are as follows:
n∑
r=0
(
n
r
)
(n− 1)n−r = nn; (B.3)
n∑
r=0
(
n
r
)
(n− 1)n−r r = nn; (B.4)
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n∑
r=0
(
n
r
)
(n− 1)n−r r2 = (2n− 1) nn−1: (B.5)
If one is only interested in the leading-order term, however, one proceeds as follows.
The leading term on the rhs of Eq. (B.2) is clearly nn=p! (provided p is much smaller
than n); expanding the lhs, one obtains:
n∑
r=0
(
n
r
)
(n− 1)n−r r(r − 1) : : : (r − p+ 1) ≈ nn:
This can be used to approximate the combinatorial sum (B.1) for any p in terms of its
values at smaller p (to leading order in n); it is clear that the result must be O (nn).
The same technique can be used on the combinatorial sum:
n∑
r=0
(
n
r
)(
s
n− s
)r
rp; (B.6)
where n and s are positive integers, and p a non-negative one less than n. One thereby
derives:
n∑
r=0
(
n
r
)(
s
n− s
)r ( r
p
)
=
(
n
p
)
nn−p
(n− s)n s
p: (B.7)
This result is exact and can be used to evaluate the combinatorial sum (B.6) for any
value of p; the results for values of p from 0 to 2 are as follows:
n∑
r=0
(
n
r
)(
s
n− s
)r
=
(
n
n− s
)n
; (B.8)
n∑
r=0
(
n
r
)(
s
n− s
)r
r =
(
n
n− s
)n
s; (B.9)
n∑
r=0
(
n
r
)(
s
n− s
)r
r2 =
nn−1
(n− s)n [ (n− 1)s
2 + ns]: (B.10)
If, on the other hand, one only keeps the leading term on the rhs of Eq. (B.7), one
obtains:
n∑
r=0
(
n
r
)(
s
n− s
)r
r(r − 1) : : : (r − p+ 1) ≈
(
n
n− s
)n
sp:
This can be used to approximate the combinatorial sum (B.6) for any p in terms of
its values at smaller p; this approximation is correct to leading order in n. It is worth
observing that, whatever the value of p is, the leading term is always (n=(n−s))n times
a polynomial in s; observe too that this polynomial tends to become more complex
with increasing p.
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