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We discuss a method to construct reductive Lie-adtnissible algebras which is based on the con- 
struction of nonassociative algebras with a specified simple Lie algebra D of derivations. As 
special cases, we construct two classes of reductive Lie-admissible algebras (A, *) of dimensions 
7 and 8 with D=s1(3) and D=Gl, and determine their associated reductive Lie algebras 
g- = A- @s&3) and g- = A-@Gz. The split octonion, para-octonion, 7-dimensional simple 
Malcev algebra and simple Lie algebras of type ,4x, Gl, & arise from this construction. 
Representations of simple Lie algebras play a main role. 
1. Introduction 
Let g be a Lie algebra with product denoted by [X, Y] over a field F and lj be a 
subalgebra of g. Then the pair (g, lj) is called a reductive pair if there is a subspace 
m of g such that g =m@h (vector space direct sum) and [b,m] Cm. In this case 
g = m@h is termed a reductive Lie algebra. Reductive Lie algebras naturally arise 
from homogeneous spaces. Thus, let G be a connected Lie group with Lie algebra 
g and let N be a closed subgroup with Lie algebra h. The homogeneous space G/H 
is called reductive if the pair (g,l)) forms a reductive pair in the above sense (see 
121-231 and references therein). 
For a reductive Lie algebra g=m@I) and for X, Yarn, denote by [X, Y],, and 
h(X, Y) = [X, Y],, the projections of [X, Y] onto m and b, respectiveIy. For X, Y, 
2 E nt and U E h, the following identities are readily obtained from the Lie algebra 
identities of g: 
1X, Yl, = -[Y,W,,, (1) 
* The first author was supported in part by a grant under the UNI Distinguished Scholar Awards, 
Fall 1986. 
~0~2-4~49/88/$3.50 ,$ 1988, Elsevict- Science Publishers R.V. (Nortll-Holland) 
76 H.C. Myung, A.A. Sag/e 
h(X, Y) = -h(Y,X), (2) 
wx Yl,,Z)+h([Y,Zl,,X)+h([Z,Xl,, Y> = 0, (4) 
[u, WX, VI = h([U,Xl, Y) + hW, tu, m (5) 
[LI, w, Yl,l = [[U,Xl, Yl,,,+ Ix, [u, mm (6) 
where J(X, Y,Z), = [[X, Y],,,Z], + [[Y, Z],,X],, + [[Z,X],, Y],, is the Jacobian in 
the anticommutative algebra (m, [ , I,). 
Identity (6) shows that the mappings ad”, U : m + m defined by ad,,, U(X) = [U, X] 
are derivations of (m, [ , I,,). Thus, letting d(X, Y) =ad,h(X, Y) for X, YES, 
identities (l)-(6) convert m into a general Lie triple system with a binary operation 
[ , I,,, and a trilinear operation [X, Y, Z] = d(X, Y)(Z), which has been investigated, 
for example, in [21,29]. The Lie algebra m@d(m,m) is an enveloping Lie algebra 
of this triple system. 
For a nonassociative algebra A over F with multiplication *, let A- denote the 
anticommutative algebra with product [X, Y]*=X+ Y- Y+X defined on the vector 
space A. Then A is called a reductive Lie-admissible algebra if A- is isomorphic to 
(tn, [ , I,,) for some reductive pair (g,$), that is, if there exists a Lie subalgebra D 
of the derivation algebra DerA of A-, so that g=K@D is a reductive Lie 
algebra with multiplication [22,23] given by 
[X+d, Y+d’] = [X, Y]*+d(Y)-d’(X)+d(X, Y)+[d,d’] (7) 
for X, YEA and d, d’E D, where d(X, Y) is a derivation in D depending on X, Y 
(see [22]). Thus, relations (l)-(6) hold for g=A-@D with [ , I,,, and h(X, Y) 
replaced by [ , ]* and d(X, Y). Conversely, we have 
Lemma 1. For any algebra (A, *) and a Lie subalgebra D of Der A-, let d( , ) : A x 
A + D be a bilinear mapping satisfying properties (2)-(5). Then (A, *) is reductive 
Lie-admissible associated with the algebra g = A- @ D with multiplication defined 
by (7). 
Proof. Since [X, Y] = [X, Y]*+ d(X, Y) for X, YE A, it remains to show that 
g = A- @D is a Lie algebra with multiplication (7). Let J( , , ) denote the Jaco- 
bian in g. For d, d’ ED and XE A, since A is regarded as a D-module under the com- 
position [d, X] = d(X), we have J(d, d’, X) = 0. When X, YE A and d E D, J(X, Y, d) = 
-d([X,Y]*)+[d(X,Y),d]+[d(X),Y]*+d(d(X),Y)-[d(Y),X]*-d(d(Y),X)=O 
using (2), (5) and (6). It follows from (3) and (4) that J(X, Y, Z) = 0 also for X, Y, 
ZEA. Thus, the Jacobi identity holds for g. 0 
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As noted in [21,23,24], the study of reductive Lie-admissible algebras is moti- 
vated by the work of Nomizu [16] where (A, *) is related to a G-invariant affine con- 
nection on the homogeneous space G/H with zero torsion. Various geometrical and 
mechanical concepts on G/H have been described in terms of nonassociative 
algebras related to G-invariant connections on G/H (see [23] and references 
therein). 
Two basic examples of reductive Lie-admissible algebras arise from finite- 
dimensional semisimple Lie algebras g of characteristic 0 and from Malcev- 
admissible algebras. In the former case, let 1) be a semisimple subalgebra of g and 
K( , ) be the Killing form on g. If we let m=h’ be the orthogonal complement of 
Ij relative to K( , ), then the invariance of K( , ) implies that [h, m] Cm and hence 
(g, I)) is a reductive pair [22,253. The corresponding anticommutative algebra 
(m, [ , I,,,) is the best understood reductive Lie-admissible algebra [23] and plays 
important roles in the study of homogeneous spaces associated with connections of 
the first kind (see [24]). On the other hand, very little is known about the structure 
of general reductive Lie-admissible algebras. These algebras form too broad a class 
of algebras to yield a fruitful structure theory. This can be seen from the great diver- 
sity of Malcev-admissible algebras as discussed in [15]. 
An algebra (A, *) is called M&w-admissible if A- is a Malcev algebra, that is, 
if A- satisfies the Malcev identity 
[K y1*, [z,~l*l*= [[[X, Yl*,zl~,xl* 
+ [[[r,zl*,~l*,~l*+ [[Kxl*,xl*, Yl”=O 
(see [19,29]). Similarly, (A, *) is termed Lie-admissible if A- is a Lie algebra 
[13,15,26]. It is easily seen that any Lie-admissible algebra is Malcev-admissible 
[15,19]. Lie-admissible algebras have actively been studied in conjunction with ap- 
plications in physics and mechanics (see [15,26] and references therein). 
For a Malcev-admissible algebra (A, *), let d(X, Y) denote 
d(X, Y) = ad[X, Y] * + [ad X, ad Y] (8) 
for X, YE A, where ad X : A + A is given by ad X(Y) = [X, Y]*. It is well known 
that each d(X, Y) is a derivation of A- and satisfies relations (2)-(5) with [ , I,,, 
and h(X, Y) replaced by [ , ]* and d(X, Y) [19,29]. Thus, since d(A,A) is a 
subalgebra of Der A-, by Lemma 1 g =K@d(A,A) is a Lie algebra with multipli- 
cation (7) and consequently (A, *) is reductive Lie-admissible. Therefore, Malcev- 
admissible algebras can be used to construct reductive Lie-admissible algebras. 
However, in most cases of interest, the subalgebra Ij in a reductive pair (g,b) is 
assumed to be semisimple. 
Let C denote the octonion algebra of Cayley numbers and let C, be the set of 
trace zero elements of C. It is well known that CO- is a 7-dimensional simple Malcev 
algebra such that Ci- = C/RI, where IE 1 is the center of C [19]. It is shown in 
[22] that there exists a reductive Lie algebra g=m@,b, where g is of type B, and IJ 
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is of type GZ, so that Cc is isomorphic to (m, [ , I,). More generally, let (A, *) be 
a finite-dimensional Malcev-admissible algebra over a field F of characteristic 0 such 
that A- is semisimple. Then d(A-,A- ) is a semisimple Lie algebra [20] and hence 
g =A-@d(K,A- ) is a reductive Lie algebra with multiplication (7). This in par- 
ticular shows that any semisimple Malcev algebra over F arises as the algebra 
(m, [ , I,,), where g = rn@b is a semisimple reductive Lie algebra with lj semisimple. 
However, the underlying reductive Lie-admissible algebra (A, *) with A- semisim- 
ple allows a great diversity unless additional identities are imposed on (A, *). In 
fact, for a Malcev algebra A4 with product [ , 1, let ‘0’ be any commutative product 
defined on M. Then the algebra (121, *) with multiplication X* Y=+[X, Y] +X0 Y 
has the property that (M, *)- = M. This indicates that the study of Malcev-admissible 
algebras requires additional identities. Two basic identities frequently used are the 
flexible identity (X* Y) *X=X * (Y *X) and more generally third power-associa- 
tivity (X*X)*X=X*(X*X) (see [15]). 
Henceforth, all algebras and modules considered are assumed to be finite- 
dimensional over an algebraically closed field F of characteristic 0. 
Sagle [22] gave a method to construct reductive Lie-admissible algebras from a 
given semisimple reductive Lie algebra g =m@lj with fi semisimple, using an 
enveloping associative algebra g* = a@ t of g, where a is m or F 1 @m. In this case, 
(a, *) is reductive Lie-admissible where P * Q for P, Q E a denotes the projection of 
the associative product PQ onto a. This method was used in [22] to construct the 
7-dimensional simple Malcev algebra C’{ and the split octonion algebra C from 
G2 = m@s1(3) and B, = m@Gz, where the projection ‘*’ is computed in the minimal 
enveloping algebra of 7 x 7 matrices over F in both cases. Thus, the computation 
becomes complicated when Q is of higher dimension, e.g., if g= E,, then the 
minimal associative enveloping algebra of E8 is the 248 x 248 matrix algebra over F. 
In this paper we discuss a different construction which is based on the contruction 
of algebras (A, *) with a specified semisimple Lie algebra D of derivations and using 
the multiplication (7). Thus, when there is constructed an algebra (A, *) which is 
acted on by D as derivations, by Lemma 1 it suffices to determine a bilinear map- 
ping d( , ) : A xA +D satisfying properties (2)-(5). The construction of such 
algebras (A, *) has appeared in the work of Benkart and Osborn [l, 21, Myung [14] 
and Okubo [17], and has been motivated by physics. Certain nonassociative 
algebras which have appeared in physics reveal many symmetries, or equivalently 
many automorphisms. Since the automorphism group of a real or complex algebra 
A is a Lie group whose Lie algebra is Der A [24], the largeness of Der A reflects the 
symmetries of A. Representation theory of semisimple Lie algebras plays a main 
role in this construction. 
As specific examples, we construct two classes of algebras of dimensions 7 and 
8 which are respectively acted on by sl(3) and by G, as derivations. The 7-di- 
mensional Malcev algebra Cc and split octonion algebra C as well as the para- 
octonion algebra [18] are included in these algebras. 
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2. The construction 
Let (A, *) be an algebra over F and let D be a semisimple subalgebra of Der A. 
We regard A as a D-module under the composition c/X= d(X) for XEA, de D. 
Then A decomposes as the direct sum A = V, + ... + V, of irreducible D-sub- 
modules V,. For each triple (i,j, k), define a linear mapping @J of V, 0 v, into Vk 
by @(X0 Y)=rc,(X+ Y) for XE V,, YE Vj, where nk denotes the projection of A 
onto V,. Since DC Der A, it is readily seen that Q is a D-module homomorphism 
of the tensor product module V, 0 VI into Vk. Denote by Horn&V; ($3 VI, VA) the 
F-space of all such D-module homomorphisms. 
Conversely, for any semisimple Lie algebra D, by taking a sum of irreducible 
D-modules A = VI@ ... @ V,, and prescribing an element Qk in Horn,,, V, @ VJ, IJ’~) 
for each triple i, j, k, we can define a product ‘ *’ on A by setting X* Y = 
@,(X0 Y)+ ... +@,,(X@ Y) for XE V,, YE V’ and by extending it bilinearly. It is 
easy to see that D acts as derivations on (A, *). Therefore, for an algebra A with 
a specified semisimple Lie algebra D of derivations, the determination of multiplica- 
tion on A reduces to that of Horn,,, V, @ k’,, Vk) for all i, j, k. For this, the follow- 
ing lemma is fundamental [I ,2,1.5]: 
Lemma 2. For a semisimple Lie algebra D over F, let U be a D-module with decom- 
position U=lJ,@...@U,,, where the Ui are irreduccible D-modules. If W is an ir- 
reducible D-module, then dim, Horn,,, U, W) = dim, Horn,,, W, U) equals the 
number of r/,‘s isomorphic to W. iI 
Thus, the enumeration of dim, Horn,,, V,@ v,, I”,) is intimately related to the 
decomposition of V’,@ V, into irreducible D-modules, which is not known for the 
general case. Certain special cases of such decompositions are known and appeared 
in physics; e.g., the cases of D@D for any simple Lie algebra D and of IJ’;@ V; for 
irreducible Es-modules V,, If; [I 1, 151. For the adjoint module of a simple Lie 
algebra D, dim,Hom,(D@D, D) is 2 for D of type A, (n 2 2) and is 1 for all other 
cases (see [2,6,1.5,28]). For a semisimple Lie algebra D and an irreducible D-module 
V(A) of highest weight /1, dimrHom,(D@ k’(n), V(A)) equals the number of non- 
zero m,‘s when i is expressed as the sum it = PI, A, + ... + mnAn for a system of fun- 
damental weights Ai [6]. 
Assume that (A, *) is an algebra over F and D is a semisimple Lie subalgebra of 
Der A where A is regarded as a D-module under d(X) for XEA, de D. We define 
a multiplication on the vector space direct sum A@D so that the multiplication in 
(A @D)- is given by (7) and D acts as derivations on A @D. Thus, for X, YEA 
and d, d’ ED, define a multiplication ‘ . ’ on A @D by 
(X+d). (Y+d’) = X* Y+fd(Y)-+d’(X)+f(X@ Y)++[d,d’], (9) 
where [d, d’] =dd’- d’d and f is a linear mapping of A @A into D. When D acts 
on A@D as derivations under the product (9), the linear mapping f is determined 
as follows: 
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Lemma 3. Let (A, *) and D be as above. Let AOD be the algebra with multiplica- 
tion (9). Then DcDer(A@D) if and only if the mapping f: AOA + D in (9) is an 
element of Hom,(A@A, 0). 
Proof. If each d, ED is a derivation on A@D, then for X, YE A 
d,. (X. Y) = d,. (X* Y+f(X@ Y)) = +d,(X*Y)++[d,,f(X@ Y)] 
= (d,.X). Y+X.(d,. Y) = +d,(X)e Y++X.d,(Y) 
=+d,(X)*Y++X*d,(Y)++f(d,(X)@Y)++f(X@d,(Y)) 
and hence [d,, f(X@ Y)] = f(d, (X)0 Y) + f(X@d, (Y)). Since the module action 
on A@A is given by d,(X@ Y)=d,(X)@ Y+X@d,(Y), this shows that the map- 
ping X@Y -f(X@ Y) is in Hom,(A@A, D) with D regarded as the adjoint D- 
module. 
Conversely, assume that the mapping f as above is an element of Hom,(A@A, 0). 
For X, YEA and d,, d2, d,ED, we have d,.(d,.d,)=S[d,,[d,,d,]], so that d, 
acts on D. D as a derivation. Similarly, d, . (d, . X) = +(d, d,)(X) = $[d,, d*](X) + 
f(d,d,)(X)=(d,.d,).X+d,.(d,.X), and 
dl. (X. Y) = fd,(X* Y)++[d,,f(X@ Y)] 
=+d,(X)*Y++X*d,(Y)++f(d,(X)@Y)++f(X@d,(Y)) 
= (d, . X) . Y+ X. (d, . Y). 
Thus D acts on A@D as derivations under the product (9). Cl 
Denote g =A@D. Once an algebra (A, *) with DcDer A is given, by Lemma 3 
the algebra g = A@D defined by (9) such that DC Der g is determined by the 
elements of Hom,(A@A, D). For f E Hom,(A@A, D), let f - denote the skew 
symmetric mapping, 
f-(X@ Y) =f(XO Y)-f(YOX) 
for X, YE A. Then f is also in Hom,(A@A, D) and, for g = A @D defined by (9) 
the multiplication in g- = A-@D is given by 
[X+d,y+d’] = [X, Y]*+d(Y)-d’(X)+f-(X@ Y)+ [d,d’] (10) 
where [X, Y]*=X* Y- Y*X and feHomD(A@A,D). Since [X, Y]* is the projec- 
tion of [X, r] onto A-, for our construction it suffices to determine (A, *) with 
DCDerA and to determine which elements f of Hom,(A@A, D) make g- = 
A-@D a reductive Lie algebra with multiplication (10). For the latter problem, we 
prove 
Theorem 4. Let (A, *) and D be the same as in Lemma 3, and g = AOD be the 
algebra defined by (9). Then (A, *) is reductive Lie-admissible with reductive Lie 
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algebra g- = A @D under multiplication (10) if and on/y if J(A, A, A) = J(A, A, D) = 0 
if and only if f E HomD(A @A, D) and A becomes a general Lie triple system 
under the compositions [X, Y] * and [X, Y, Z] * = [f-(X@ Y), Z] = f-(X@ Y)(Z), 
that is, A satisfies relafions (l)-(6) with [ , In, = [ , 1” and h(X, Y) =f-(X8 Y), 
where J( , , ) denotes the Jacobian in g- = A-@D. 
Proof. Since [X, Y]* is the projection of [X, Y] onto A-, it suffices to determine 
the condition for g- = A-@D to be a Lie algebra. Assume J(A, A, A) = J(A, A, D) =O. 
Since D is a subalgebra of g- and A is a D-module under d(X) = [d, X] for XE A, 
deD, J(D,D,D)=J(D,D,A)=O and so g is a Lie algebra. Suppose that g- = 
A- @D is a Lie algebra. For X, Y, Z E A and d E D, by (10) J(d, X, Y) = 0 implies 
f E Hom,(A @A, D) and 
O=J(X,Y,Z)=J(X,Y,Z)*+[X,Y,Z]*+[Y,Z,X]*+[Z,X,Y]* 
+f~([x,Y]“@Z)+f~([Y,Z]*@X)+f~([Z,X]”@Y) 
using (lo), where J( , , )* is the Jacobian in (A, *)). Hence (3) and (4) hold while 
(5) is equivalent to the condition that f ~Hornb(AgA,D). Since [d,X] =d(X) 
for XE A, d E D, (6) follows from the condition that DC Der A. The remainder of 
the proof is immediate from Lemma 1. 0 
We decompose (A, *) as the direct sum 
A = I’,@...@ y,, 
of irreducible D-submodules Vj, and let D= D,@...@D, be the direct 
ple ideals D;. It is easy to see that Hom,(A@A, D) decomposes into 
Homn(A@A, D) = i i Horn,,, V,@ VJ, D/o. 
k=l ;,J=i 
(11) 
sum of sim- 
(12) 
The construction of (A, *) with DCDerA and with a specified decomposition of 
(11) is in general a very difficult problem. The construction of (A, *) for some low 
dimensions was given in [l] and [17]. Similar constructions have been investigated 
for the exceptional Jordan algebra, the Freudenthal’s triple system and other 
nonassociative algebras [l-3,5,6,12,14,17]. 
The remainder of this paper is devoted to the construction of two classes of 
algebras (A, *) of dimensions 7 and 8 so that sl(3)C Der A and G,C Der A. Each 
class of these algebras will be used to construct reductive Lie-admissible algebras 
(A, *) with reductive Lie algebra g- =A-@sl(3) or g- =A-@Gz. We also discuss 
the structure of Lie algebras g- = A- @s1(3) and g- = A- @ G2. 
3. Dimension 7; d(3) c Der A 
The 7-dimensional algebra (A, *) with sl(3)C Der A which we construct here has 
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the sl(3)-module decomposition A = V(,I,) + V(A,) + FQ where V(A,) and V(A,) are 
the 3-dimensional nonisomorphic irreducible sl(3)-modules and FQ is a one- 
dimensional trivial module. This decomposition is motivated by the 7-dimensional 
color algebra constructed in [4], where triplets in V(,I,) represent quarks, an- 
titriplets in the dual space P’(,I,) represent antiquarks, and leptons correspond to 
singlets FQ under the sl(3)action. The sl(3)-action on A naturally arises from the 
split octonion algebra C over F and is more conveniently described in terms of a 
standard basis of C and of Gz = Der C. 
Let Ej (i= 1,2), U,, V, (i= 1,2,3) be a standard basis of C with multiplication 
11% 191 
E,2 = E, (i = 1,2), El Ui = Ui = UiE2, E, V; = V, = V;E,, 
Ui Uj = &ijk Vk 1 V; Vj = Eijk U, ) (13) 
U; Vj = -6,E,) V, Uj = -6;jEl 
for i, j, k = 1,2,3 where all other products are zero and &ijk is a totally skew sym- 
metric tensor in 1, 2, 3. Let U and V be the subspaces spanned by U, and V, 
(i = 1,2,3), respectively. Then we see from (13) that fJ=E, CE2 and V= E2CEI. 
Thus, letting D denote the set of all derivations in Gz = Der C which vanish on El, 
both I/ and V are stable under D, since D(1) = 0 and 1 = E, + E2. Furthermore, it 
is well known [9,15] that D is isomorphic to sl(3) and the restrictions of D to U and 
V induce two nonisomorphic irreducible representations of sl(3) in U and V whose 
module actions are described by 
6?ijUk = e,(Uk) = djkr/;, ei, Vk = efj( Vk) = -6&. Vj, (14) 
where the ejJ (i #j), e, t - e22 and e 22 - eX3 are the 3 x 3 matrix unit basis for sl(3). 
Thus we can let 
A = U-t V+FQ (15) 
as an sl(3)-module where Q may be taken as Q = E, - E2 so that sl(3)Q = 0. On the 
other hand, U,, V, (i = 1,2,3), Q form a standard basis of the 7-dimensional split 
simple Malcev algebra, denoted by Ci, and have multiplication 
Table 1 
(/J 5 Q 
u, hjk “k 41 Q VU! 
", ra!jQ &,jh- uh (“1 
Q V'U, t'"i @Q 
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Table 2 
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IQ, U;l = lo;, IQ, 51 = -2V,, [U;, 51 = -S,Q, 
(16) 
[Vi, Uj] = 2E,jk vk 3 [ vj, vj] = 2&@ u, 
for i, j, k= 1,2,3. In this way, we identify A with Cc as an sl(3)-moduIc. 
Using (14)-(16), it is shown in [15] that (A, *) and A- = (A, *)- have multiplica- 
tion given by Tables 1 and 2 where v, v’, r, <‘, Qt, A, ,Q, a, s are constants in F. 
Conversely, it can be directly checked that the algebra (A, *) defined by Table 1 
is acted on by D as derivations under relation (14). The following theorem proved 
in [15] determines which aIgebras (A, *) defined by Table 1 are Malcev-admissible. 
Theorem 5. Let A be a 7-dimensional sI(3)-module over F decomposed as in (15), 
and let D = sl(3). Then (A, * j is a nonassociative algebra over F which is ucted on 
by D as derivations if and only if (A, 9) is given by Table 1. fn this case, if (A, *j 
is Malcev-admissible, then A- is either isomorphic to the Malcev algebra C{ dqfin- 
ed by (16) or is solvable. Furt~~erf~ore, 
(1) IfA- isanonsolvableMalcevalgebra, then&zO, a-r#O, <-r’=-(v-v’j#O, 
and the basis given by 
l/3 l/3 
u, = 
2 
A(v- vF)(Gj 
ui, V 
J’ 
for i, j = 1,2,3 forms a standard basis as in (16). 
(2) If A- is a solvable Malcev algebra, then 
/L@ = (cc- s)(< - <‘j(v - v’) = 0 
and (A -j(j) = 0, where (A-)(O) = A _ and (A --)(‘I) = [(A -)(” _ I), (A _ )(‘I _ ‘)I*, Iii 
The 7-dimensional color algebra of Domokos and K6vesi-Domokos [4J is ob- 
tainedfromTablelwhenv=v’=~=~‘=~=A=~=a=r=l.Thisalgebrain[4]has 
erroneously been claimed to be Malcev-admissible. 
We next investigate which algebras (A, .i;j of Table I are reductive Lie-admissible 
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Table 3 
with reductive Lie algebra g- =A-@II, where D= sl(3) and g is the algebra defined 
by (9). In view of Lemma 3, it follows from a result in [I] that 0 acts on g as deriva- 
tions if and only if multiplication (9) in g = A @II is given by Table 3 where d, d’~ D, 
,u,~‘E F, I is the 3 x 3 identity matrix, and the remaining constants are the same as 
in Table 1. 
We note that the algebra (A, *) of Table 1 is reductive Lie-admissible if and only 
if the algebra g =A 00 of Table 3 is Lie-admissible. Let f( , , > denote the Jaco- 
bian in g- =A- 00. Since the mapping f in (9) has been chosen to be an element 
of Horn&l @A,D) in Table 3, we have J(D,A,A) = 0. Thus, by Theorem 4 
g =A @D is Lie-admissible if and only if J(A,A,A) = 0. Thus, as discussed in ]I], 
using Table 3 and (14) we easily obtain the following constant conditions corre- 
sponding to some specializations of the basis of A in the Jacobi identity: 
J(U,, Uz, Ux) = 0, lt(a-7) = 0, 
J(v,, v,, v,) = 0, &o-r) = 0, 
J(U,, Gi,, Q) = 0, A[(<‘-<)+2(v-v’)] = 0, 
J(v,, v,, Q) = 0, @MT - C’) + (v - v’)l = 0, 
J(U,, v,, Vz) = 0, ~(~-~‘)+(a-t>(T’-r)+4@~ = 0, 
J(U,, U,, V,) = 0, ~(~-p’)f((7-7)(v-vVI)+4qk = 0. 
(17) 
We determine (A, *) according to the classification of the associated reductive Lie 
algebra g- =A- @D. The following theorem classifies g- =A- @D and has been 
proven in [l] with a slightly different normalization of multiplication: 
Theorem 6. Let g = U-I- V + FCJ + D = A @D be the algebra defined by Table 3. Then 
the algebra (A, *) defined by Table 1 is reductive Lie-admissible with reductive Lie 
algebra g- = A _ @D if and only if the cotlstant condjti~ns (17) ho/d. fn this case, 
one of the following cases holds: 
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(1) gP is a simpIe Lie algebra of type A, if and only if there hold the constanf 
conditions: 
/z=@=O, I CI-_-=x3, p-p”‘= 1, l-<‘= v’--l’ zz 4. 
(2) U+ V-t D is a simple Lie subaigebra of g- of type Gz and FQ is the center 
of $ if and only if the following constant conditions hold: 
/t=@=2, /l-p’= -12, r-t’= v-vi= g-r = 0. 
(3) D is a simple Lie subalgebra of g- of type Az and A is the solvable radical 
ofg ifandonfyifp-p’=O, andeithero-rfOand~=~=~-5’=v-vi=0, or 
A@-a-t=o. n 
In cases (I) and (2) of Theorem 6, suitabie normalizations of basis of g have been 
used. In case (l), we make the substitution V,‘=(~/(,L--_‘))I’, and regard D as 
those 4 x 4 trace zero matrices having zeros in the fourth row and column. We also 
identify U,, U,, U,, Vi’, Vi, Vi with the matrix units e14, e24, e34, e41, e42, e,,. 
Under these identifications, we have e ~~-e~=k34,e411=[~~r f53=(14~~-~‘NI~1, VII=
etl-“i,l+(cr-~)(~-~‘)~~~‘Q using Table 3, so that the substitLItion Q’=3(o-r)(l-g”‘))iQ 
gives Q’ = el , t e22 + e33 - 3e,,. Thus, in this case, the normalization is such that 
p-flu’=1 and O--S=+. 
In case (2) of Theorem 6, we let G2 = Dcr C= d(C, C) = d(Ci, Cc) as in (8) [9] 
and decompose as 
G2 = DOd(E,, U)Od(E;, V) (18) 
as an sl(3)-module under the adjoint action, where D= (dE G2 1 d(E,) =0} is iden- 
tified with sI(3) as before (see [9,15]). Using decomposition (I@, as described in 
[15], we obtain the multiplication for Gz as in Table 4. 
In Table 4, d, d’ denote elements of D and d(Ui), d( V,) are given by (14). To 
normalize the multiplication in (D+ UC V).- to the one given by Table 4, we 
replace Cr, and Vj with 2/(A2&1’3 U, and 2/(Ae2)-“3 Vj in Table 3. This gives the 
new values A =@=2 which by (17) imply p-,u’=-12, as given by case (2) of 
Theorem 6. As noted in [I], when A =,= 1 and ,B -p’= -3, the multiplication in 
Table 4 
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Table 5 
q “J Q 
u, 0 0% Q vu 
“, (0 ~ tM,, Q 0 T”, 
Q (V +4)Uj cc-4)“i @Q 
(D + U+ V)) is the one used by Gunaydin and Gtirsey [7]. 
Each case of Theorem 6 yields 7-dimensional reductive Lie-admissible algebras 
(A, *). In case (l), (A, *) has multiplication given by Table 5. 
In this case, the anticommutative algebra (A, *)- is described by 
[Q9"jl*=4uj~ [Q, ?I* = -45, [U;, v,]* = $+Q (19) 
for i, j = 1,2,3 and all other products are zero. Since A = e = 0 but (A, *)) = A- is 
not solvable, by Theorem 5 A- is not a Malcev algebra. Let K( , ) be the Killing 
form of g- =A- 00. Since g- is of type A3, K(S, T) = 8 tr ST for S, TE gp. From 
the normalizations noted above it follows that A = D’ is the orthogonal comple- 
ment of D relative to K( , ). Since g is simple and [A,A] “~0, this implies that 
A- is a simple algebra (and so is (A, *)) (see [25]). The algebra defined by (19) ap- 
pears to be a ‘new’ simple anticommutative algebra over F where FQ is regarded 
as a ‘Cartan subalgebra’ with root spaces U and V. 
For case (2) of Theorem 6, (A, *) is described by Table 6. 
In this case, (A, *)) has multiplication 
[U;, Uj] ’ = 4E;jk Vk ) [V;, v,]* = 4EOkUk (20) 
for i, j, k= 1,2,3 and all other products are zero. We note that U+ V is an ideal of 
(A, *)- which by (20) is isomorphic to the simple anticommutative algebra con- 
structed by Sagle [22]. 
Table 6 
2&,,k “k 
4j Q 
V(l, 
&j Q 
2Eyk uk 
W 
VU, 
5”i 
@Q 
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Table I 
Table 8 
For case (3) of Theorem 6 we have two classes of algebra (A, *). First, when (T# T 
and A =e = 5 - <‘= v - v’=O, the multiplication in (A, *) is given by Table 7. In this 
case, [A-,A-j*=FQ and [IA,Al*,A]“=[A,[A,A]*]“=O, so that A- is a nilpotent 
Lie algebra. For the case AQ =o- r==O, (A, *) is given by Table 8. 
The anticommutative algebra A has multiplication 
[UjUj]*=2AEljkvk, [ v;, v, I* = 2@&;jk uk, 
(21) 
[Ui,Q]* = (v-v’)Uj, [VI,QIQ= (5-5’)v, 
for i, j, k= 1,2,3 and aI other products are zero. If J. =e =O, then A- is solvable 
with (A-)(2)= 0. When A #0 or e #O, A- is solvable with (A-)‘3’= 0 but (A-)(2)+O. 
4. Dimension 8; G,c Der A 
In this section we construct nonassociative algebras (A, *) of dimension 8 over F 
which are acted on by G2 as derivations. The algebras (A, *) are then used to con- 
struct reductive Lie-admissible algebras with reductive Lie algebra Q- =A- @ G, 
with multiplication (10). When G2 acts nontrivially on A, A decomposes as 
A = V(A, ) + FE where V(A, ) is the 7-dimensional irreducible G2-module and FE is 
a one-dimensional trivial module. Furthermore, we can identify V(I, ) with C& as 
a G2-module and G2 with &Cc, Cc) 191, so that G? acts on Cc as inner derivations 
as in (8). Thus we let A = C< + FE as a Gz-module. Consider the decomposition 
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c;@Ic,- = V(A,)@ V(Il,) = 1/(2A,)+ V@,)+ V(&)+ V(0) (22) 
where dim V(21, ) = 27 and dim I’@,) = 14 [28]. 
Assume that (A, *) is an algebra over F such that A = Cc + FE and Gz c Der A. 
Let K( , ) denote the Killing form of Cc. Using the basis CJ;, b, Q (i= 1,2,3) of 
C; as in (16), we have 
X(Q, Q) = 24, K(LT;, V;) = -12 (23) 
for i= 1,2,3 and all other values of K( , ) are 0 [14,19]. By the invariance of K( , ) 
on C<, K(d’(X), Y)+K(X,d’(Y))=O for X, YEC[ and d’~G~=d(C[,c;). 
Hence by Lemma 2 and (22) the mapping X@ Y+ K(X, Y)E for X, YE Cf is a 
basis of Homo,(C< @ Cc, FE). Since d(C{, C;) = Der Ci , we similarly find that 
the mapping X@ Y+ [X, Y] is a basis of Hom,,(CO-@ C<, Cc). Thus by a similar 
argument as in Section 3, when the G,-module action on A also acts on (A, *) as 
derivations, (A, *) is described by X* Y=a[X, Y] +pK(X, Y)E, X*E= yX, 
E*Y=y’Y, E*E=GE for X, YEC{ and a,p,y,y’,c?~F where [ , ] denotes the 
product in Cc. If a = 0, then (A, *)- is a zero algebra, [A,A] *= 0, which is not of 
interest. Thus we assume cx#O, so that the multiplication ‘*’ is normalized to 
X* Y = +[X, Y] + +$rC(X, Y)E, 
(24 
X*E = yX, E* Y= y’Y, EaE=GE 
for X, YE Cc. Conversely, it is easy to see that if (A, *) is an algebra defined by 
(24), then G2 acts on (A, *) as derivations. 
Using (16) and (23), multiplication (24) is expressed as 
Ui’Uj= &ijkI/k, Vi * Vj = &,jk Uk 7 Q*Q=PE, 
Ui* VJ = -3S,(Q+ BE), Vi* Uj = ~S,(Q-pE), 
X*E= yX, E*X = y’X, E*E=6E 
(25) 
for XE C;, i,j, k = 1,2,3 and all other products are zero. The special case /3= 
y= y’=6= 1 of (25) gives the split octonion algebra C with identity E, whereas the 
case -/I = y = y’= -6 = - 1 in (25) yields the split para-octonion algebra introducted 
in [18]. 
The following result proved in [ 151 determines which algebras of (25) are Malcev- 
admissible: 
Theorem 7. Let A be an Wimensional norMvial Gz-module over F. Then a 
multiplication ‘ * ’ defined on A is acted on by G2 as derivations and such that 
(A, *)- is not solvable if and only if (A, *) is an algebra defined by (24) or (25). In 
this case, 
(1) (A, *) is Malcev-admissible if and only if y = y’. 
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(2) (A, *) is a simple Malcev-admissible algebra if and only if p#O and y = 
Y’#O. 0 
We now determine the multiplication ‘ . ’ defined by (9) on g = A@ G,. It suffices 
to determine Hom,,(A@A, G2). L,et d(X, Y) denote the inner derivation of C< 
given by (8). As is well known [19], [s, d(X, Y)] = d@(X), Y) + d(X,s(Y)) for 
X, YE C{ , s E Cl =d(C{, Cc). Since by Lemma 2 and (22) dim Homoz(Cf @C{, G?) = 
1 and Homo(Co @FE, G,) = Homoz(FE@FE, G,) = 0, the mapping X@ Y-f(X& Y) 
defined by 
f(X0 Y) = d(X, Y), f(X@E) = j(E@X) =f(E@E) = 0 
for X, YE C, is a basis of Hom,,(A@A, G2). Using this and (25), the multiplica- 
tion (9) on g = ABC2 is given by 
x. Y = X+ Y+ Ad(X, Y), s.x= -x.&s=+(X), 
s. t = +[s, t], s.E=E.s=O, (26) 
X.E= yX, E. X= y/X, E.E=GE 
forX,YEC~,s,tEG2,and~EF,whereX*Yandy,y’,6EFarethesameasin(24) 
or (25). 
Theorem 8. Let (A, *) be the algebra defined by (24) or (25) and g = Cc + FE + G, = 
A@G, be the algebra given by (26). Then (A, *) is reductive Lie-admissible with 
reductive Lie algebra g- = A-@G2 if and only if y = y’ and I= +. In this case, 
(A, *) is Malcev-admissible with (A, *)- = C, and C; + G, is a simple subalgebra 
of g of type B, and FE is the center of g-. 
Proof. Let [ , ] denote the product in g-. It suffices to show that y = y’ and y = 4 
hold if and only if g- is a Lie algebra if and only if J(A, A, A) = 0 by Theorem 4. 
If y = y’ and A = +, then FE is clearly the center of g- and since d(X, Y) = -d( y X), 
(Cc + Cl)- has by (26) the multiplication 
[X+s, Y+t] = [X, Y]*+s(Y)-t(X)+d(X, Y)+[s,t] 
for X, YE C; and s, t E G, , which shows [29] that (C{ +G,) is the simplie Lie 
algebra of type B,. Thus g- is a Lie algebra with center FE and (A, *) is Malcev- 
admissible by Theorem 7. 
Assume that Q =A-@II is a Lie algebra. Computing J(E, U1, U,)=O, the pro- 
jection of J(E, (I,, U,) onto A gives y-y’=O. Similarly, the A-component of 
J(X, Y, 2) = 0 for X, Y 2 E C; gives 
J(X, Y,Z)*+2/l(]d(X, Y),Zl+[d(Y,Z),Xl+[d(Z,X),YI)=O 
where J( , , )* denotes the Jacobian in (A, *)-. Since (Q-, G,) is a reductive pair 
and satisfies (3) with h(X, Y)=d(X, Y), it must be that 212 = 1. q 
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A complete multiplication of B, has been given in [29] in a lengthy table. In the 
present case, the multiplication table of B, = (Cc + G2)- can be described more 
conveniently using the decomposition G2 = D + d(E,, U) + d(E,, V) as in Section 3, 
where D = s&3). Since [X, Y] * for X, YE Cd- and [s, t] for s, t E G2 have been deter- 
mined in (16) and Table 4, it remains to describe d(X, Y) and s(X) for basis elements 
X, Y of Cd- and s of G2. When SED, the s(X)‘s are determined by (14). For the re- 
mainder of products, we recall the identity [27] 
d(XY, 2) + d( YZ, X) + d(ZX, Y) = 0 (27) 
for all X, Y, ZE C where XY denotes the product in C. 
Using (13) and (27) we obtain E,jkd(Elt V,) = d(E,, U; Uj) = -d( Ui Uj, E2) = 
d(E~Ui,Uj)+d(UjE~, Ui)=d(Uj, Uf)=-d(Ui, Uj>l SO that d(U,, Uj)=--Eykd(Ez, I’,+). 
Similarly, d( V;, Vj) = -t+d(E,, Uk). TO describe d(Ui, Vj) as an element of sl(3), 
we use (16) and note that 
d(U,, V;)(U;) = -4U;, d(U;, V;)(U,) = 2Uk, i # k, 
d(U;, V,)(v,) = 45, d(Ui, Vi)(Vk)= -2Vk, if: k, 
which by (14) imply d(Ui, F)= -6(e,+f). We similarly obtain, for i#j, d(U,, Vj)= 
-6e,, so that for i,j, k= 1,2,3 
d(Ui, Uj) = -agkd(E2> Vk), d(Vj/i, y,) = -Qj&(& uk), 
d(Uj, 5) = -6(eij-dti fZ). 
(28) 
Using (13) and (16) it is easily seen that 
d(E,, U,)(Q) = -4U;, d(E,, U;)(Uj> = -2~ok Vkt 
d(E,, Ui>(V,> = -2b,Q, d@‘,, Vi)(Q) = 4Vi, (29) 
d(E;, Vi>(Uj> = 26;jQ, d(E,, Vi)( v,) = -2~~ U, 
for i,j, k= 1,2,3. Therefore, (14), (16), Table 4, (28) and (29) give a complete 
multiplication table for B, = (C& + G,)). 
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