Introduction
This survey aims to give a brief introduction to operator theory in the Hardy space over the bidisc H 2 (D 2 ). As an important component of multivariable operator theory, the theory in H 2 (D 2 ) focuses primarily on two pairs of commuting operators that are naturally associated with invariant subspaces (or submodules) in
Connection between operator-theoretic properties of the pairs and the structure of the invariant subspaces is the main subject. The theory in H 2 (D 2 ) is motivated by and still tightly related to several other influential theories, namely Nagy-Foias theory on operator models, Ando's dilation theorem of commuting operator pairs, Rudin's function theory on H 2 (D n ), and Douglas-Paulsen's framework of Hilbert modules. Due to the simplicity of the setting, a great supply of examples in particular, the operator theory in H 2 (D 2 ) has seen remarkable growth in the past two decades. This survey is far from a full account of this development but rather a glimpse from the author's perspective. Its goal is to show an organized structure of this theory, to bring together some results and references and to inspire curiosity in new researchers.
Background

The Unilateral shift. A bounded linear operator T on a complex separable
Hilbert space H is said to be normal if T * T = T T * . A milestone in operator theory is the functional calculus
which identifies a continuous function f on the spectrum σ(T ) with an operator f (T ) in the commutative C * -algebra C * (T ) generated by T and the identity I.
However, many important operators are not normal. A classical example is the unilateral shift S defined by Se n = e n+1 , n ≥ 0, where {e n | n ≥ 0} is an orthonormal basis for a complex Hilbert space H. In this case S * S − SS * = e 0 ⊗ e 0 which is the orthogonal projection from H to the one-dimensional subspace Ce 0 .
Since S is fairly simple, one naturally wonders whether its invariant subspaces can be fully described. About 70 years ago A. Beurling solved the problem using a representation of S on the Hardy space H 2 (D). Let {z n : n ≥ 0} be the standard orthonormal basis for H 2 (D) and let U : H → H 2 (D) be the unitary defined by
Ue n = z n , n ≥ 0, then USU * is the multiplication by z on functions of H 2 (D),
i.e., it is the Toeplitz operator T z . Hence the invariant subspace problem for S is equivalent to the invariant subspace problem for T z .
Theorem 2.1 (Beurling [9] 
is an invariant subspace generated by the set {f 1 , f 2 , · · · , f n }. The minimal cardinality of such generating sets for an invariant subspace M is called the rank of M and shall be denoted by rank M. It was observed in [78] that the invariant sub- order greater than or equal to n at (α n , 0), where α n = 1 − n −3 , n = 1, 2, · · ·. Then M is not finitely generated, i.e., there exists no finite set
where |α j | = 1 such that the value of each α j repeats infinite many times in the sequence (α j ), and (n j ) is an increasing sequence of natural numbers which are
. Then the singly-generated invariant subspace [f ] contains no bounded functions other than 0. 
Conversely if J ⊂ R is an ideal with Z(J) being a finite subset of 
Further, M 1 and M 2 are said to be unitarily equivalent if T is unitary.
Unitary equivalence of submodules is a subject in many studies. For a good reference we refer readers to [16] and the many references therein. A bit of function theory from [78] is needed to proceed. The Nevanlinna class
where log + x = log x for x ≥ 1 and log
then the radial limit f * exists a.e. on T 2 with log|f * |∈ L 1 (T 2 ), and there is a real singular measure dσ f on T 2 such that the least harmonic majorant u(log|f |) of log|f | is given by
where
For a submodule M, the following two sets are defined in [34] :
A submodule is said to satisfy condition (*) if Z ∂ (M) = 0 and the real 2-dimensional
Hausdorff measure of Z(M) is 0. 
is a module over A(D 2 ) with module action defined by
where P N stands for the orthogonal projection from
called a quotient module, and they exhibit a stronger rigidity phenomenon.
Theorem 2.10 (Douglas and Foias [30] ). Two quotient modules N 1 and N 2 in
The restriction of L(λ) and R(λ) to a closed subspace K ⊂ H 2 (D 2 ) shall be denoted by L K (λ) and R K (λ), respectively. For a z 1 -invariant subspace M we let
Clearly, D is the restriction of the backward shift T * z 1
to M 1 . The following proposition describes more explicitly the defect operators of S 1 .
The restriction L M 1 (λ) turns out to coincide with the left inner function Θ(λ) for M. In this case, the W in (3.2) is exactly the identity operator on the intersection
is trivial. Moreover, it can be shown that
The following spectral connections hold (cf. [10, 95] ).
is Fredholm, and in
The following fact, which was not observed in the Nagy-Foias theory, is very important to the study of submodules.
Submodules with dimension dim(M ⊖ (z 1 M + z 2 M)) = ∞ constitute a formidable class. The following corollary is thus a fine application of Proposition 3.3
and Lemma 3.4.
where · HS stands for the Hilbert-Schmidt norm. This implies that
This shows that R M 2 (λ) is not Fredholm, and therefore λ ∈ σ e (S 2 ) by the parallel statement of Proposition 3.3 for S 2 . Proof for S 1 is similar. 
One checks that S 1 e n = n+1 n+2 e n+1 , which verifies that S 1 is unitarily equivalent to
B.
A remarkable application of Example 3.7 is that it leads to alternative approaches to some important problems on the Bergman shift B. For instance, in [84] Sun and
Zheng reproved the Aleman-Richter-Sundberg theorem ( [7] ) that every B-invariant
is generated by its defect space M⊖wM, or in other words,
Reducing subspaces of φ(B), where φ is a finite Blaschke product, can also be studied via H 2 (D 2 ) ( [40, 85] ).
Another example to Problem 1 is the C 0 -class operators. For a single variable
is often called the associated Jordan block and it has been very well-studied ( [8] ).
is called an inner sequence if q j+1 divides q j for each j. An inner-sequence-based submodule is of the form
where (q j ) is an inner sequence. In this case,
and hence S 1 is unitarily equivalent to ⊕ ∞ j=0 S(q j ). The following fact follows from the observation above and a classical result about C 0 -class operators ( [8, 10, 83] ). injective with dense range, such that
The rank of inner-sequence-based submodule is carefully studied in the case q 0 is a Blaschke product ( [50] ). Setting ξ n = q n /q n+1 , n = 0, 1, · · · , then each ξ n is also a Blaschke product. Then for every α ∈ D, we define
and denote its cardinality by |N α |. The following theorem has a rather difficult proof. 
It is interesting to observe that Rudin's submodule in Example 2.2 is in fact innersequence-based with inner sequence defined by
Therefore, by Theorem 3.9 we have rank M ≥ |N αn |+1 = n + 1, ∀n ∈ N. This verifies that Rudin's submodule in Example 2.2 has infinite rank.
A distinguished property of inner-sequence-based submodule is that the characteristic functions for S 1 and S 2 are both simple and elegant ( [75] ). The readers shall find great fun computing for themselves. Due to its simple structure, innersequence-based submodule is useful for many purposes. We refer the readers to [82, 103, 105] for some of the applications.
Commutators
It is not hard to check that T 1 and T 2 doubly commute in the sense that 
It is easy to see that two submodules M and M ′ are unitarily equivalent if and only
2 ) are unitarily equivalent in the sense that there exists a unitary U :
This fact, together with Theorem 2.10, indicates that all information of submodule M is contained in the pairs (R
2 ) must also be intimately connected because they are both faithful representations of M. When a submodule M is fixed we shall write the two pairs simply as R = (R 1 , R 2 ) and S = (S 1 , S 2 ). They are the primary subject of study in the operator theory in H 2 (D 2 ).
Double commutativity.
The pairs (R 1 , R 2 ) and (S 1 , S 2 ) are both commuting pairs, but they doubly commute only for very special submodules M.
Theorem 4.1 (Gatage-Mandrekar [39] ; Mandrekar [68] ). Let M be a submodule.
In view of Corollary 2.7, this theorem implies that a submodule M is unitarily [36] , and a complete solution is obtained in [56] . An interesting but only partially solved problem about this submodule is raised in [56] .
Theorem 4.4 (Nakazi and Seto [73] [35] , it was shown that if J is an ideal in R with the zero set Z(J) of codimension ≥ 2 then both S 1 and S 2 are essentially normal, which implies that
for every homogeneous ideal J. Using Proposition 3.3 and Lemma 3.4, stronger results were obtained in [94] where it showed that [R *
are both Hilbert-Schmidt on [J] for every ideal J. A further generalization which went beyond polynomials was made in [96] .
Proof. Here we just give a proof to (b) with the assumption that S 2 is Fredholm. The other cases follow similarly with technical modifications. First note that [R *
By Lemma 3.4, the right-hand side is Hilbert-Schmidt. Since S 2 is Fredholm, the evaluation R(0) on M ⊖ z 2 M is Fredholm by Proposition 3.3. Hence the Hilbert-
are both Hilbert-Schmidt is called a Hilbert-Schmidt submodule. Except for the submodules considered in Corollary 3.5, it seems all submodules we have encountered so far satisfy the condition in Theorem 4.5. and hence are Hilbert-Schmidt. For Rudin's Example 2.2 this fact was proved in [96] . For Rudin's Example 2.3 this was proved in [76] with a condition. For the so-called splitting submodules, the fact is proved in [49] .
For simplicity, we set
It is not hard to see that Σ 0 (M) and Σ 1 (M) are invariants with respect to the unitary equivalence of submodules. If {φ n | n ≥ 0} and {ψ m | m ≥ 0} are orthonormal basis for M 1 and M 2 , respectively, then
The following numerical relation is shown in [96, 100] .
In fact, a sequence of numerical invariants can be defined as follows:
It is an interesting exercise to compute this sequence for the INS-submodule. In view of Theorem 4.1 the following problem seems puzzling.
The most difficult problem along this line, in the author's view, is the following conjecture ( [94] ).
Conjecture 4.
If a submodule has finite rank then it is Hilbert-Schmidt.
Recently, the following preliminary result is obtained. 
It is also a good exercise to verify that for the INS-submodules with nonconstant q 1 and q 2 we have rank[R for some genuine two variable inner function.
Two-variable Jordan block
For an INS-submodule M the quotient
with S 1 = S(q 1 ) ⊗ I and S 2 = I ⊗ S(q 2 ). In view of this connection, the pair 
It is computed in [101] that for the adjoint pair S * = (S * 1 , S * 2 ) of the two-variable Jordan block, we have we have
which contradicts with the fact that ∆ S * is of rank 1.
Observe that (5.1) implies that the C * -algebra C * (S 1 , S 2 ) generated by I, S 1 and S 2 contains a rank 1 operator. Then it follows from Proposition 5.1 that
contains all compact operators on N ( [28] ). Interestingly, Formula (5.1) also led to the following concise proof of Theorem 2.10.
Proof. First, we see that the operator norm
we have
where K and K N are the reproducing kernels for H 2 (D 2 ) and N, respectively. It follows that the Hilbert-Schmidt norm
If S = (S 1 , S 2 ) is unitarily equivalent to the two-variable Jordan block
This implies that N = N ′ ( [37, 97] ).
The defect operator ∆ S is more complicated and can be of infinite rank. The original form of the following theorem is shown in [101] . 
Suppose the equality holds, then we would have
is inner, which is impossible since
Inner functions θ not vanishing on D 2 have a notable feature in terms of the singular measure defined in (2.1). Since in this case log|θ(z)| is well-defined and harmonic, by (2.1) we have
which means dσ θ < 0. About the singular measure dσ f , the following two properties are worth mentioning here ( [34, 78] ).
1) For every
These two properties and the preceeding observation in fact give another proof to 
has a nontrivial joint invariant subspace. 
In this case its index of (A 1 , A 2 ) is defined as
The set
is called the Taylor spectrum of (A 1 , A 2 ), and the set 
]). Recall that Z(M)
is the set of common zeros of functions in M. Paper [44] defines 
Then it is not hard to see that
There is a result without the assumption of Hilbert-Schmidtness. 
Interestingly, it follows from an observation about core operator (cf. (8.1)) that whenever M is Hilbert-Schmidt we have ind(S 1 , S 2 ) = 0.
Essential normality of quotient module
A bounded linear operator T on a Hilbert space is said to be essentially normal
to be essentially normal (or essentially reductive) if both S 1 and S 2 are essentially normal. We have observed in Section 5 that the C * -algebra C * (S 1 , S 2 ) contains the ideal K of all compact operators on N. Therefore, if N is essentially normal then the quotient algebra C * (S 1 , S 2 )/K is commutative and it is isomorphic the C * -algebra of continuous functions on the essential Taylor spectrum σ e (S 1 , S 2 ). This fact is neatly expressed in the following short exact sequence:
where i is the inclusion and π is the quotient map. Since the Bergman shift is essentially normal, the quotient module 
is essentially normal if and only if θ is a rational inner function of degree at most (1, 1).
Here, a rational function
is said to be of degree (m, n) if p and q are coprime polynomials with maximal degree m in the variable z 1 and n in the variable z 2 . For instance the rational function 
where 
is essentially normal the two commutators [S * i , S i ], i = 1, 2 are at most rank one. The kernel function K i in Agler's decomposition (7.1) naturally gives rise to a S iinvariant subspaces, i = 1, 2. A detailed study about the two spaces is made in Bickel and Gorkin [11] . It is worth noting that in the polydisc case n ≥ 3, Das, Gorai and Sarkar [23] observed that Beurling type quotient modules
For submodules generated by a homogeneous polynomial, the essential normality of N is studied in the papers [44, 45, 91, 92] . Every homogeneous polynomial p(z 1 , z 2 ) has the decomposition p = p 1 p 2 , where
Clearly, the polynomial p 1 has the property that
with this property is sometimes called a polynomial with distinguished variety ( [6] ).
The following complete characterizaion of essential normality for homogeneous quotient modules is obtained.
Theorem 7.4 (Guo and P. Wang [44] Essential normality is one of the most important topics in multivariable operator theory. For more information related to bidisc we refer readers to [24, 29, 43] .
Other related studies can be found in [33, 41] .
Two single companion operators
The two-variable nature of submodule M and the associated pairs (R 1 , R 2 ) and (S 1 , S 2 ) presents a challenge for our study. A fruitful idea is to find some single operators that are tightly related to the submodule and the pairs so that classical one-variable techniques can assist more substantially in their studies. Two such operators, namely fringe operator and core operator, have been defined ( [46, 96] ) and well-studied in recent years.
Fringe operator.
Fringe operator is defined on the defect space M 1 = M ⊖ z 1 M. Parallelly, it can be defined on M 2 = M ⊖ z 2 M as well, but we shall not need it for the survey here.
Definition 8.1 ([96])
. Given a submodule M, the associated fringe operator F is the compression of the operator R 2 to the space M 1 . More precisely,
One observes carefully that the definition of fringe operator relies on R 1 as well as R 2 . Hence F is indeed a single operator but with a two variable nature. The following results summarize some elementary properties of fringe operator.
Proposition 8.2. Let F be the fringe operator associated with submodule M. Then
is Fredholm if and only if the tuple (R 1 , R 2 ) on M is Fredholm. Moreover, in this case we have ind(F ) = −ind(R 1 , R 2 ).
One observes that if M is Hilbert-Schmidt then F is Fredholm, and hence it follows from Proposition 8.2 (a) that z 1 M +z 2 M is closed. So far there is no known example of a submodule M for which z 1 M + z 2 M is not closed. The following problem is mentioned in [96] .
An application of fringe operator is the proof of Theorem 4.6 (a). In the case M is Hilbert-Schmidt Proposition 8.4 implies that both I −F * F and I −F F * are trace class with
It then follows from a trace formula by Caldron (cf.
[47] Lemma 7.1), Theorem 6.1, Proposition 8.2 and Corollary 8.3 above that
This proves Theorem 4.6 (a).
Although fringe operator captures much information about the submodule, it is not a complete invariant, meaning that there exist submodules M and M ′ such that their associated fringe operators are unitarily equivalent but the two submodules are not ( [98] ). More indepth study of fringe operator for some particular submodules were made in [50, 51, 52].
Core operator.
It is well-known that H 2 (D 2 ) has the reproducing kernel
where z = (z 1 , z 2 ) and λ = (λ 1 , λ 2 ) are points in D 2 . Clearly, for all fixed z ∈ T 2 we have lim r→1 K(rz, rz) = ∞. This behavior is shared by the reproducing kernel
Hence it makes good sense to expect that the quotient
shall behave relatively well on the distinguished boundary
As a matter of fact, what is true is surprising. It is shown in [97] that
is subharmonic in z 1 and z 2 . Moreover, we have Theorem 8.5 (Guo and Yang [46] ). Let M be a submodule. Then
This theorem bears the closest resemblance to Beurling's theorem for H 2 (D). In an effort to study the behavior of G M , the core operator is defined as follows.
Definition 8.6 ([46]). For a submodule M, we define its core operator as
where m is the normalized Lebesgue measure on T 2 .
For convenience we shall write C M as C whenever there is no risk of confusion.
Core operator has played a key role in many recent studies, because it has very nice properties and is also closely linked with the commutators mentioned in Section 4.
One verifies first that C is selfadjoint, it maps M into itself, and it is equal to 0 on
Furthermore, it follows from Theorem 8.5 that when C is trace class, we
It is quite entertaining to work out the following three examples.
, where θ is an inner function. Then it can be
and C is the rank-one projection θ ⊗ θ.
As a matter of fact, this is the only case where C has rank 1 ( [46] 
.
, and it has the following four eigenvalues:
There is another type of submodule with rank 3 core operator.
Example 8.9 (Izuchi and Ohno [58] ; K. J. Izuchi and K. H. Izuchi [53] ). Consider
and set 
. Moreover, the core operator
The following problem is open.
Problem 9. Characterize all submodules M for which rank C = 3.
But is there a submodule M such that rank C = 2? It was obsereved in [99] that on every submodule M we have
It is now apparent that C is self-adjoint. It is also not hard to show that the operator 
This indicates that a submodule M is Hilbert-Schmidt if and only if C is HilbertSchmidt, or equivalently, if and only if the function G M has radial boundary value
, where z, λ ∈ T 2 . Moreover, it follows from Lemma 8.10 that
The decomposition of C 2 in Lemma 8.10 plays an important role in the classification of submodules in [102] . A more refined study of C's structure is contained in [104] . Lemma 8.10 enables us to prove the following For a submodule M, it is not hard to check that the spaces M ⊖ (z 1 M + z 2 M) and (z 1 M ∩ z 2 M) ⊖ z 1 z 2 M (if nontrivial) are the eigenspace of its core operator C corresponding to the eigenvalues 1 and −1, respectively. Since C is a contraction, the number 1 is its largest eigenvalue. It is shown in [102] that if λ ∈ (−1, 1) is an eigenvalue of C then so is −λ with the same multiplicity. Regarding the second largest eigenvalue of C, the following fact is discovered. , n ≥ 1.
Note that A n is a (n + 1) × (n + 1) matrix with rows and columns indexed by 
where D n = det A n and A n 0,n is the (0, n)-th minor of A n .
It is a tempting problem whether one may obtain a simple estimate of Tr(C 2 ) in terms of p with the help of Theorem 8.14, since such an estimate will enable us to settle the next problem. Somewhat surprisingly, in general there is no control of Tr(C 2 ) in terms of the rank of M. An example is given in [105] using two-inner-sequence-based submodules.
For such a zero set Z, we define We end this section with a conjecture in [76] .
Conjecture 11. Every zero-based submodule is Hilbert-Schmidt.
Congruent submodules and their invariants
The unitary equivalence and similarity in Definition 2.5 appear to be the most natural equivalence relations for submodules in H 2 (D 2 ). However, as suggested by Theorem 2.8 and Example 2.9, they are too rigid for the purpose of classification of submodules. To make this point more lucent let us consider the group Aut(D 2 )
of biholomorphic self-maps of D 2 . It is known ( [78] ) that Aut(D 2 ) is generated by the reflection (z 1 , z 2 ) → (z 2 , z 1 ) and the Möbius maps
One observes that for every x ∈ Aut(D 2 ) the composition
is a bounded invertible operator on
We say that two submodules M and 
Therefore, if two submodules are unitary equivalent or Aut(D 2 )-equivalent then they are congruent. After an analysis on the spectral picture of core operators, paper [102] gives the following classification of submodules. In an attempt to find invariants for congruent submodules with infinite rank core operator, the notions of Lorentz group and little Lorentz group for submodules are defined and studied by Wu, Seto and the author [90] . 
The converse of Proposition 9.7 is not true. A digression to subgroups of (H ∞ )
is needed to show a counter-example. First of all, we have the following fact from [38] . A two variable version of this lemma is shown in [90] . Since the set of nonzero complex numbers C × is a "trivial" subgroup in ( We first look at the one variable case. Consider the ideals J n = w n H ∞ (D), n ≥ 0. Although G(J n ) is a proper subgroup in G(J n−1 ) for each n, they are all isomorphic to each other ( [90] ).
Theorem 9.10. G(J 0 ) is isomorphic to G(J n ) for each n ≥ 1.
On D 2 , similar subgroups can be defined. For non-negative integers n 1 , n 2 , we let However, it is no longer clear whether the groups G(J n 1 ,n 2 ) are isomorphic. 
