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ACHTNI ILCH[rANN- i ,  tNt ]S NÜRNI] t r t rCtJt r l
antl \VI LAND -sCH I'IALl,l S
l ) i f f c lo r t t ia l  po l l ' r ro rn ia l  n ra t r i ccs  rv i t l t  c rx ' f f i c ien ts  rneromor l rh ic  o r r  a r r  op t :n  i r r l r ' r va l
/ g R  a r o  s t r r r l i c t l  f i r s t .  ' I ' h c  s r r b c l a , s s  o l  l r r l l  r r i a t r i c e s  1 ' ( h a v i r r g  t l r c  l r r o y x ' r i i t ' s  l ' i s
non-s ingr r la r  an t [  everv  loca l  so lu t ion  o I  I ' l : { l  cx tcnr ls  :u ra l .y t i ca l l l '  to  ,1 )  fo rnrs  a
sub la t t i cc  u  i th  ros l rec t  to  r ig l t t  t l i v i s ion  o f  s r l r ra rc  rna t r i c t :s  l  l r i ch  i s  a r r t i - i sornor l rh ic  to
the  la , t t i cc  o f  th t ' co l rcsponr l ing  so l r r t io r r  s l ) i l ccs .  ' l ' h is  nnr l  I r r r ther  p ropcr t i r : s  a rc  thor r
cxp lo i to r l  i r r  the  s tu r ly  o f  t i r r r t : - r 'an . ing  svs lc rns  in  t l i f fe r t ' r r t ia l  o l rc ra to r  l r r l r roscn ta t ion .
l l . t : s r r l t s  on  e ty t r i vakr t rce .  s t r l t c  s l )äcc  rno< lo ls ,  con i ro l la l r i l i t v /obscrvab i l i t v  a r r t I  l ra r rs fe r
f  r rnc t  io r rs  a rc  t l c r i r . t : t l .
Nomenclature
.Z(.Zr) Set of mcromorphic functions dcfinecl on R (on ./).
"i l(. i lr) Set of anah.tic functions clefinecl on R (on 1).
6d' Set of infinitelv rl i ffcrcntiable functions.
u b t
' '  t , l ) e f i n i t i o r r  2 . 1 .
o )
kcl 
.o , , I' I)ef inition ll. r'i.
' fu l l  '  I )e f in i t ion 3.7.
)1/, g 
, 
' !// Seo eqn. (l. l i).
I '" ' fhe,orcrn fJ.l.
P-Q Sect ion i l .
rk l) l)efinit ion 3.2.
l. Introduction
Our ntotir.-aticln for an i l lgebraic tr '()atmcllt of t irne-\'an'ing sr.stems in
rl iffercntial opel'äItor represontation of tho t.\ 'pe
I'z: ()u
l t : V z + l l ' u
( l . t  )
Recc ivcd  lO Junc  1983.
i- l t tr l< t  22. D-29(X). Olt l t 'nl l rrg. \ \ ' t 'st  Gerrr i trnr ' .
f  Lerchcnstraße 5, D-2887 l i lsf leth. \ \ 'c,st Clcnnanr..
{ l" l l  J ' I tr thernatik. Universit . l '  Olclenl iurg. D-21)00. Oklenburg. \ \ ' rrst ( lcrnranr' .
( 'oN.  M
- r ' r r l  (P.  ? l f  1 . " .n , , ,  : : . r ; .I c l l } l  ( p ,  ? ) J
gcrr l  (1 '   ,  Q)J ,
i . r l n  i  t ' . i n l  
l ' e m t t t i t  l l ' l  I '
F ,  X P,  I )ef in i t ion 5.1.
)*,t l )"t ' '  lr)xanrpler 5.2.
0l '( l 1) Dcfinit ion i1.2.
33( ) ,-1 . I lr:hmanrl et al.
(the spccifications r.alicl in t,his pa,per a,re given in (1.3)) is rvhcther a polvnontial
framervork t:xists lvhich is suitable for the stutl-v of sllch s\.stcrns. ln the tirne-
invnriarrt crrse such a frame$'ork a,rclse frorn the work of Rosenbrock (1970) and
\\ 'olovich (197.1) an(l is u.ell esta,blishetl.
In the feu' existing a,rticles on the subject the entries of the clifferential
polvnornia,l matrices are usuall.\ '  consi(lere(l as rncrnbers of some skeu' polv-
nomial ring ,// lD) and the coefficients of the polvnomials belong to some
rliffererrtiall.y closecl ring of functions '// ot: gcnettr,lizittions of such a ring.
'f'he choice of ,././ rt:presents a main rlecision rvith regu,nl to thc t:hances for a
successf ul troatmernt o{ s.vstems described bv (I. l  ) rrn(l to thc applicabil it; '  of the
rcsul ts .
Ylinen (l97lr) collccts the ba,sic trlgebra,icr results ne(iessar.y for a tl iorough
a r ra l vs i s  o f  t h t '  e ( l uü l  i on
A z :  ß u ( 1 . 2 )
in the case wher(-' .// is zt, ring of entlornorphisms artrl A, lJ t<> matriccs oYer
, , / / lD l .  His  rnain sourcc is  Cohn (1971).  He a lso d iscusses basic  svstet r t
theotctio l lroblems (mu,inl.v transfer nri: lt l iccs, nrirrirnal rcalization, inter-
cclnncctions ancl obscrvtrbil i tv). The cclncrete results sti l l  suffer from restrictivc
a,ssumptions u'hich in sitrrations of interest t,rrrn out to be trnreralistic in the
t imc-v: r , r .y ing case (c.g.  Yl inen (1975),  p loposi t ion 2( i ,  p .  6 l ;  proposi t ior r  l i7 ,
p.  t i : } ) ) .  \ l l inen onlv consi ( lers e( l t rat ions of  tvpe (1.2) ,  l ,  speci t l l  case of  ( l . l ) ,
but  of  coulso one crrn a lso consi t l t : r  ( l . l ) t rs  a spct ia l  ca,se of  (1.2)  i f  $ 'e  lc t
' l 'hcnr f< l re sonro rcsrr l ts  a lso har .e a mcarr iug tor  ( l . I  ) .  ' l 'hus r t  r ig l i t  t ,o l l r in le l tcss
cr i ter ion on / ' : rnr l  I ' for  ob-qcrvabi l i tv  of  ( l . l ) is  h i rk len in  thc t l isct tss ic ln of
Y l i n e n  ( 1 9 7 5 ,  p p . 7 u  8 l ) .
K i r rnen (197( i )  ass lunes,  for  h is  rnain rcsul t ,  t l t r t , . /y '  is  noether ian.  Utr< ler
this hr.pclthesis he construc,ts ir, state space represcntat,ion fclr (1.2) u'ith rnclnic
A. ' l 'he Nocthcr t.ontl it ion is re<luirerrl csscntitr, l l .r ' to onsuLe thnt rnonic pol.r, '-
nor l t i i r ls  form an a l )T)ro1)r ' ia tc  < lenonr i t ta tor  set  (see ( lohn (1 l971))  thus making
possiblc thc invulsiclrr of '1 in (1.2) unrl thrr retluction to thcr st,t l l i l t  case. ' l 'he
Noetlier cclnrl it ion seems to bc lathel restri<rtive for the pol.t.nottt"rl cocfficients
(sc-'c c-rnrnples given b1, 6,r.nr,,,r (197(i)). ' l ' l ie ring clf l, l l  a,nalvtic f trrtctions is not
noctheritrn. \\ 'c nrortion also that. in general, nionic l iolr-norninls tlo not forn'r
a,  r lenominator  sc ' t .
In anotherr ali( l moro r()cent leport by Ylirrcn (11)fl0), htt concctrtrirtes rl lail lh'
on tlrc sit uat ion \\ 'hcr'o . /y' is a sul)l ' ing < f ((, '- tht: spa(re of ir lf irt i tcl.v t l i ffcrcntiablc
complex- \ 'a luer l  f r rn< ' t io l rs  on an o lx l  rca l  in t ,erval ,  arr t l  th t rs  obta ins more
precise rcsul ts  for  svsterns of  tvpo (1.2)  ancl  thei r  i r r te lconner, t ions.  In  ad<l i t ior t
to  the topi r ,s  in  h is  re l lo l t  f rorn I1)75.  r 'or r t lo l l : rb i l i t , r ' is  r tou 'a ls t l  t rcatc<l  ant l  a ,
coprirnorcss criterirln sinri lr lr to the one kllo\\ 'n fronr the tinrc-irtvarirurt casc'is
al)ln'oach()(l anrl l lartiallv estrlblishetl. ' l ' |1s rnairl rcstrictions re(lrt ite(l fclr the
strlrstirnt,ial results in Ylinen (19U0) we'. ., ' /./ tnttst ' l lot contit i l l  zcro-(l ivisors of((in iwtd the cornposite ntatrix I l , - l l l  rrrrrl all i ts right fa,ctors of the strmc'
format nrrrst be rclu. erltrivtrlent, to ir nra,tl i \ in rrlt l ter trit lrrgtrlnr fclrrn'ivith
,  :  
[  ] ' , ,  ; ]  
. , r r ,  , :  
[ ;  ]
Tine-t:arqiry1 polqrLominl nrrr.trt.t sqstenrs :l:.t l
ccref{icients a,lso in ."/y' a"t<l mortic clitrgonal elernents. It r,n,r-r bt-, shou,n (scr,
I ')xanrple 3.tl (c)) that for a non-singuli lr n x z matrix A rvith i lnil lvtir,
coefficients, I only has scllutions u.hich can be :r,nal.r.t icall.v continuerl to all of
R. Such differential polvnomitrl mtrtricc's rvil l  be callerl full (scc l)efinit ion 3.7).
In fact thc possibil i tr. for a tirne-r.arving diffcrential polvnonritrl rnatrix not
to havc ' sttff icientlv ' man.v solutions ropresents a, mrrin cliffercnc,e to the time-
invariant case tvhere the tl imension of the solution spil(le of a non-singuli lr
cliffcrential poll'nornial rnatrix is presclibecl onl.1' b.r. the tlegree cif thc tleter-
minant (see, f<-rr examplc, Hinrichsen antl Prätzel-\\Iolters (l l)g0)).
[, 'or t l i is rursorr, in $.s 2 and l] rve stuclv cliffcrcntial polr.nomi:tls anrl rron-
singular Pol.l 'nomial rnatrices rvith full kernels. \\, 'e rvil l  cnll such operators
themsclves ftrl l . In this papcr \ve choose .y'/ to be the fielrl of rea,l-valuerl
merontorphic functions rlefinecl on a fixerl open intcrval of reul nurnbers. ! l 'hc
main result is : The plincipa,l lcft it lcals of ri x t rl i fferential pol.r.nomial
matrices rvith a {rrl l  gcnem,tor fornr a, subla,tt ice of the lattice of all pr.incipal
left icleals anrl this sublattice is a,nti-isornorpli i<r to the la,tt ice of f inite rl irnen-
siorral real subvector spaces of.//". lfhe corresponrlence is given as follorvs :
I '  e.4lD1,xr, full * kcrnel of 1, as an operator tn ((i-),
\\ 'e w'i l l  also sce that in thc scalar ca,se (n: l ) thc set of full polvnornials of erlua,l
degree just represents a simila1ff,1, 6'[;1ss in the algebraic sensc intrg<lucerl br.
O re  (19313 )  ( see  a l so  Cohn  (1971 ) ) .
'fhus it becomes clear that t l ie notion 'ftr l l  '  singles out ir, vcr.v na,ttrrul
subclass of cliffcrential operra,tors. lt ' tr l l  operators ate irnport:r,nt s.1.stern
thcoretictl l ly because thc.y learl to svstenr tru,jectorirrs ,n,hich <lo not interrtrpt
r.vithin the time intcrvnl unrler cclnsidern,tion-
In l i '1  u 'e bcgin to i lna l r .se the t ra jector . \ .  späces derscr . ibed b1.( l . l )wi th fu l l
opcratclr ' 1'antl the adclit ional conrlit ion ir-rr Qcim l). ' l .he lt ltter contl it, ion
clf coursc guaratrtees the erxistencc of forc,ed motiorrs fclr any rr,rlrnitterl 1.
' l 'hc specifir:ations for (l. l  ) in detn,i l rvi l l  be
rvhorer
pz:ei l ,  l ,  :  Vz+ I l .u
I'e.'/,/lD1'x', Qe.//lDlrtm, tr'e.,/y'7D1t,:,,, l l 'e.//[I)1r,,:,,
11,6r/1m..:  lLe(. t" .1, ,  lsupp ir .  boun<led to the lef t)
z€.Zr  i :  (? , ._ ) r
q€ ' / l / t ) . . :  (66 ' )p
' l ' l re  nrat r ix
- : [ ;
is ctrl lorl the svstern nratrix r,or.rr to  thc above e<1ul , t ions.
Ilernark,s
(a)  \Vt t  t lo  not  a,c lnr i t  p ieceu' ise cont inuous funct ions or  t l is t r ibut iorrs  t rs
inlxrts since the I)rcserlco of jurnps u.oulrl r lestrov the follou,ing theory(cf .  $  2) .  As a consccl l lence cot tcr t t tc t ta t ion of  i r rputs.  a ( .o ln l lon ax iorr r
in svstent theorr' (see Kalrnu,rt ct rt l. (19(i9)), is not plest:rrt for arbitrnrr"
inputs in  our .  context .
I ) l O l  t ) I " ' . ( r t  n t )
-,,1),",
sponding
( l  . 3 )
:t32 A. Ilcltnrtn,tr, et tr, l.
(ü) ' l 'he restriction !F(6*')p ft lr thtl 6qtptrts is 1ot ersseltial. l f l loles occtrr
they ntust be ciluse<l ry the coefficients of I ' . tr,nrl l l ' .  ' l 'hus left nrulti-
pliclt ion br. a,n invertible p xp cliagonal nratrix u.ith cornponents in
.y'/ lead-< to a nerv set of equations prodlrcing rro poles in the output.
t lat'henraticn,l l l '  there is no reason rrot to aclmit poles in the output 4 or
tl ie interntrl motions z, ancl nearlv all results rvhich follorv are a,lso r.alid
if u'e nrlmit t luotients //n u,here 1 is irr (, ' '  tnd a is non-zercl an<l
anil l.vtic.
[n $ 5 thtr concer]lt of s.vsterm crlrrivalencc is introrlucetl. i l 'he equivalence
cltr,sses are sturl ied in clettr, i l  u,ncl a state space representation is given. Section {i
rl iscusses controllabil i t.t '  and obsen.abil it.v rvhich are chara,cterizc<l b.v coprinre-
ness conrlit iorrs. F inallv, in { 7 transfer functions are introrlucetl. As in the
timc-invrlriunt c:r,sc thc tra,nsferr funttion dctcrnrines a, system of t.vpe (1.3) up
to crlrriva,lence if cclntrollabil i tv a,ncl obscrr-abil itv arc imp<lsed.
2. The full polynomials ot ./,/ ID)
Let .d (.1/) be the R-algebra of real-vtr, luerl analvtic (rneromorphic) f unctions
definecl in R. 'l'he orclinarv differentiation operator D definecl on ..e/ extencls
uniqnell'to all of .4 and therefore will be considered as a special entlomorphism
of 'y'/, i.e. an element of lln<l ("//),the algebra of R-linear maps from ,// b -r'/.
As usual ,r'r' ftself can be considerecl as a subset of -// ancl one notes that 1) is an
incleterminaLe over,,.y'/ .
We denote by -// lDl the set of (left-)polynomials
l,D''
irr l) n'ith coefficrients l, otrt of ..y'/. '//lDl is a,n R-vector space. Oonsiclering
also tlre multipli<.ation in End (../r '), ve arrivo a,t, the skerv polynomial ring
",//LDl (cf. Cohn (1971, pp. 34 and {ia)) with the basic multiplication rrle
I)l : I D + j for everr' le. // l i  rnerrns //(/))
It is easilv pror-crl that'// lDl is a left- an<l right-eucliclean clomain rvith no
norr-trivial tu'o-sided ideals (i.e. ' // lDl is simple) (see Oozzens and l 'aith (1975,
p. 43)). \Ve call the elenrents of '//[ Dl clifferential polvnomials. The
diffcrential polvnornials u'ith all coefficients in .s/ form a subring rvhich r, 'e
rlerrote b-v .i l lDl.
If p is a, differentia,l polvnornial, rve are intercsted in the solutions le,,// oI
the etlutrt i<tt pl :0, or eqqir-alentl.v in the kerrlel of the enclomorphism p.
(Ntrte that pf rneans p(l), p vierverl as an enrlornorphisnr of .,1/. Clearly the
procluctpl also has a meaning rvithin .//V)l but the tr,ct 'ua,l interpretation rvil l
alu'ar.s be clear from the context.) I, 'or technica,l reasons $'e introduce a
slighth' rnore genera,l notation.
2.1.  Del in i t io 'n
(a) Let 1 be an open real-intervtr,l. ' lhen b.v .tr '  rQ// r) rve tlenote the algebra
of rea,l-r 'aluerl analvtic (meromorphic) functions rlefinecl on 1. (Note
that .cy', rkros not consist of the restriction oI .// t<t / onl.r '.)
\.
'I' i,n r e -',^a r ui rt11 po lw t o rn iu I r t t q t ri.r st 1 st e n t s , ) r ) r )
(ü) t l.r '  .F, (<tt 'sinrplv .f f i  I : R) n'e u'i l l  al 'rvlr.s rnean rr merrrl lcr of a farnilr '
(.7= 
,),u,, *'herte 0 is t l ie set of rctrl open int('r ' \ 'als. u hich has to f tr lf i l  t, l ie
ftrl l t lu' ing tu'o prclpertitrs: .{r-.Trc-.,/./r f<tr eyerr' ,Ie(J a1<l ../ e I +
.V rl" -,9,t. Ht:re , 'V ,1" t lonotes the space of f rrnctions taken frclrn .2,
anrl mstricted to ,/.
(c)  I r i r ra l lv  f<: r  pe. / r ' ,11)  I  le t  ker  t . r  p : -  l le . 'V, )p l -o l  rvhcrer  w'e orn i t  1
i f  / :  R .
f f  t he l cn , c l i ngcoe f f i c i en to lpe . i l , l / ) l i saun i t i n . i l , , t he th t ro r . r ' o f  o r r l i na r r -
r l i ffercntin' l erlttations ( H eroltl I 97 5 ) guanrntces t htlt ker'.,. , p is alt r -d inr ensional
subspace oLry ' , ,  ??. : ( legp bc ing thc r legree of  p.  ln  gcneral  one cal l  on lv  be
sure of t,he following obr.iorrs prolxrrt.r-.
2.2. I)royte'rtq
h-or pe.,r '/[Dl, ,p+(:l ancl /e0 u.e al*'n.l 's havc
tl im l<err., p ( t lcg p
'fhe exitmple p:: l/) t lernclnstlatrrs that the rrdrnission <if distributiolrs ns
soluticlns clf the etlua,tion pl:0 rvoukl leu,rl to a violation of Pr.ollertr ' 2.2
(Gel ' l 'anc l  anr l  Shi lor '  ( I969,  p.  42)) .
The exarnplcs tpr :  tD2 + D,  pz: tD *  |  r1nr l  ps: t2 D + I  i l l r rs t ratc  sgme s i t t r l -
t ions u.here equalit.y cloes not hcllr l in l)ropertr' 2.2.
I n  de ta i l ,  l e t  I e )  and  0g1 .  ' f hen  ke r , , ,  r ? r : ( . t . l n  l t l ) *  an< l  ke r , , , p , :
i .  l )R ;  ke r . " , r  l t r : ke r . , , , , p2 : ( l / r ' )R  b t r t  { t t 1 :L . , . "  p r f  ke r  , , ?z : i l / l )m :
ker . , ,  7 t " :  { t l }  b t r t  ker . r , , ,  p3:  iexp ( I  i r ) )* .
If the tl i fferential pol.t 'notn"ll" p irrc to rlcsc:r"ibe internal nroticlns of a
cl-1'namictr' l  s -stem otrc cattnclt expc'ct to got reasonrr,l i le results arlntitt ing an1,
kintl of such polynornials. l 'hc full pol.r 'norninls arc of rnain interest lnrl lre
defined trs follorvs.
2.3. Dclinit ion
p€' / / lD I is  ca l lcd l r r l l  ( rv i th  referr - 'nr ,e to (u, r t )  .q) f ip I0 anr l  r l inr  ker . , r , ,7r :
ileg p.
Nlonic polvnont ia ls  out  of  . / / lD l  a lc  cxanrplcs of  fu l l  po lvnornia ls  wrt . , ry ' .
A l s ,  f . r ' f r . / / . t h e  p , l l r r o n r i u l  l l ) - J '  i s f r r l l  r r r l  . / 1  s i n c t , i < r . r , ,  ( l  l ) - J ' \ :  |  * .  A
complete clescription of ftrl l  <liffercntirrl pol.r,nornia,ls rvil l  be givcn belou'.
Since rve consi r lcr  onl . t 'merornorphic sol r r t ions thc ic lernt i t . t . theoronr  t i<n ' .ey '
exterrrlccl to ,.// c:lusos the injectivitr. clf thc restricticln mappings 2r,., (for
,I c I : J, IeO) clefined as follorvs :
rr,, ' . ket",1yt + ker.r,, p
|  -  l l '
ln this context the propert"r" full '  just mea,ns tha,t srrrjectivitf is a,lso viLlir l.
2.1. Property
Let Ie). pe..//[D l. 1'hen p is full rvrt .qr if| nr., is a,n isomorphisrn for trl l
, I c I , , I eO .
In the fo l lowing sect ionsthe next  lemmtr ,  r r , i l l  a lso become important .
33.1
2.i t .  Lentntu
Ä. Ilclnnunn et a,l.
LeN pe-l/ lDl be full wrt..y'/. ' Ihen, kr fe(€-, pl:0 implies fe.sy'.
In tlre case rvhorep is not fvllp:1zp+ I is a counter-cxarnple of the above,
l c m m a , s i n c e t h e f u n c t i o n l , w ' i t h / ( l ) : e x p ( l / t ) f o r l < 0 : r , n d  l ( t ) : 0 f o r . t ) 0 , i s a
solr.rt iorr n hich bclongs to '6 "\,ry' .
\\''e nor.r' turn to tlie more algcbraic prollertics of cliffcrrentia,l polynomiirls
an<l in ptlrt i irtt l trr of the full ones. ' l 'he next l l trsic lenrnra is rluc tcl Ole (11)33).
2.(i. Lr,.mrne
It 'or all p,q€.,// l l) | a, monic gretr,test cornmon right rl ivisoy (t:gcrd (p,11)
trntl a ntonic lcast comrnoll left rnultiplc l: l t lrn (p, r7) cxist trnrl arer uniqrrc.
'f 'hcre exist, n. be'//[ D I such thnt g : ap 1 ör7 tr,nrl the follou'ing degree fornr ula
is  va, l id .
rlerg I + tleg c: cleg pr + dcg q
Ana,lclgcltts I 'esttlts holtl i f '  lerft '  antl '  r ight ' tr,re interchangerl rr,nd it f initel"r '
mtrny polr.nonrials are cclnsiclere<1.
' l 'he algeblaic structttre of a, differentitr, l polynonrial p tlellenrls vely mrrcrlr
on its kcrnel. 'I'his is cxpressetl b.r' thei follorving lemrna, u,lrearly knou.n t,c-r
Sch les inge r  (1895 ,  p .  8 l ) .
2.7. Le.m,nut,
Lat  pe. . r ' / l1) l  : r ,n<l  Of fekt t ' , ,p .  ' fhen p has / l ) -J ' r *  a r ight  factor ,  i .e .
UD - i )1,r , .
Prool
' f 'he r ight  eucl ic lean a, lgor i thnr  leat ls  to  thc cquat ion p:q( f  I t  -  j )+,  x .herc
re.y'l . Since pl: () n'e conclttt ler : 0. X
We i l l r rs t ratc ' th is  bt -  an exa,rnple.  Lt : t  p :D2+l  iur l  Ol feket . rp:
' s i r r .  r . t r s  
* .  
' l ' l r e r r  p  :  |  |  I )U  l )  - . i  ) .
2.8. P'ropos'itiort
(a) Let pe.r'lJ) l be full u.rt .F a"n<I k<:r , p:
tre.,y'y' alr'<I I :: lclnr [(/,1) *"f,)] "'" ha,ve p
(ü) I,'or o..y rinit"-ll i=-lurinnol subspace I,' of
nornial pe.,//[D] such t]ra,t ker ,, p: l.
!.t 'r, . .. , | ,) w. ' l 'hen for sorncr
: tt l .
.t//, tltete exists a, f rrll polv-
.l''rool
(n, )  \V i thout  rost r ic t ion assume I r ,  . . . ,1 , ,  to  be R- l inear l .y  inr lcpendent .
Since p is  { r r l l  and bv thc degree forrnula i r r  Lernnra2.( i  rve concl r rc le that
r feglg71, :dr ' ,gp.  B.v Propertv  2.2 wc have t r  e i (< legl  and therefore
rleg /: d"g p. I lecrause of l,emma 2.7. I is a right clivisor of p. ' l 'his c:onclucles
thc pro<-rf.
(ö) Stniightforrvarrl. n
I, ' trrther l lroperties of frrl l  polr.n<lmials follou,.
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2.9. Proposition
(a) For p, qe-//[Dl where p is full wft .g $'e have ket, pckers q if| r1:rp
for some re.//[Dl.
(b) If p: rg is f ull rvrt .F, then g is full wfi F and r is |ull wft ./r' .
(c) lclm and gcrd of full polynomials are again full.
Prool
(a) Proposition 2.8 gives a representation for p which by Lemma 2.7 must
right divide q if the inclusion of the kernels is valid. 'Ihe converse is immecliate.
(ö) Assume p:rg+O. Let J be such that all occurring polynomials are
full wrt sl, and .dtcim g. We have kerr,1 gt:ker.r,, g@V, where Z is an
arbitrary complementing vector space. Nou. g( V):ker,," r and, g is injective
on V.  I f  p  is  fu l l  then ker .* , "p:kerrp l r .  Therefore a l l  so lut ions out  of
ker*,rg extend to solutions in kerrg and all solutions in g( I/) extend to
solutions in ker., r, i.e. r and g are full wrt, .// and.Z respectively.
(c) The statement for the lclm is a consequence of the associativity of this
operation (cf. ore (1933, p. a87)) and Proposition 2.g. T'he staternerrt for the
gcrd is a special case of (ö).
The example p: 2t and q: D + I where
le f  m  (p ,  q ) :  D2* t t - )  1 ,
shou's that the multiplicative semigroup of monic polynomials in .olfDl is not
closed under the formation gcrd and lclm. On the other hancl the set of full
polynomials which is closed under the operations lclm and gcrd does not form a
multiplicative semigroup. This can be seen by the following example.
Le t  , p : tD+  I  and  a :  D .  Then  ke r . , , 4 : ( l )m  anc l  ke r . rp :1 f  71 ;o  Uu t
ker . , , , rpq:<1,  ln  l t l )o  for  every open interval  1 excluc l ing zero.
For diffcrential polynomials ore (1933, p. a8g) introclucccl the notion of
similarity which will become important in { 3 in the context of a canonical form
for matrices over .//fDl. For this reason u'e will discuss this notion ancl studv
its meaning for full rlifferential polynomials.
2.r0. Delinit ion
p, qe'/llDl are called sim.iktr if they can be put in a coprim,e relat,ion, i.e. if
pa:bq for some a,|rc.//[Dl where in adclit ion p,b are left coprime ancl a, q are
right coprime.
2.11 .  Le.mm.a
I'eL p, q€..// lDl.
(a) p,q are similar i i f .//[Dllp.//[1f ] is isomorp]ric tct,// lDllq-//[1)l as an
-//tDl right module.
(b) Similarity is an erluivalence relation.
(c) II p, q are similar then deg p :6lsg U.(r/) l '  a coprime relation pq:bq, it can always be assumed *,ithout
restriction that cleg a < cleg q and deg 0 < deg p.
(e) The differential polynomials p,q of clegree one are sirnilar iff they are
a,s.sociated , i.e. if pru :I)q fior some tr . ue.,tZ .
!
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I'rool
A proof  of  (a)  is  g iven bv Cohn (1971,  p.  126) .  Of  course (b)  is  a t r iv ia l
consequence of (a). Ore (1933, p. a88) gives a direct, and more elementary proof
of  (ö) .
(c) is also a consequence of (a) but, is obtained in a more na,tural way by Ore
( 1 9 3 3 ,  p .  4 8 8 ) .
1'o prove (d) we apply the euclidean right-algorithm as follorvs i a:rq+(i, '
where dega'.d"gq. i l 'his changes the given coprime relation Lo pa':b'q
where b':b-pr. The nerv relation is again coprime. The left algorithm nov'
gives b':pta*b" and leads analogously to a new coprime relation for p and g
with the properties required in (d). Finally (d) iniplies (e). tr
l'or a complete description of some of the similaritv classes in Proposition
2.13 u'e wil l need the following lernma also of importance in later sections.
2.12.  Lemma
Let fr, ..., lneZ be l inearly inclepenclent and h1, ...,hne././. l l 'hen there
exists  ae. / / [Dl  wi th c leg ( t :n-  I  and af r :ht  ior  i :1 ,  . . . ,  n .
Prool
l f .  a : :
: :  l l '
has a solution. This is true if det Ilr *O in ,r'r'. Considering
,: l:',T,, l(l'D-i,)\
we see that', at least, locally, det' trl' is a classical wronskian for the differerrtial
equation lf :0. Thus it is non-zero. n
2.13. Proposition
Let qe",//lDl be full w'rt .9 ancl degq:2,. Then the similaritv class of q
consists of all full polvnomials of degree n..
Itrool
LeN pa:bqbe a, coprime relation and q be full. l lecall ing Lemma 2.7 we
observe that a, acts as a monomorphisrn on ker, q since a and q are right
copr ime.  Therefore d im ker ,  p2dimker,  q:d"g q.  By Lemma 2. l l  (c) ,
p ancl q have the sarne degree and therefore by Property 2.2 we conclucle thatp
must  be fu l l ,  too.
It remains for us to clemonstrate that any two full polynomials p and q of
necressarilv equal degree ?u can be pr.rt in a coprime relation. l-or this, let
f r ,  . . . ,  f , ,  and hy . . . ,hnbe a basis  of  ker"  q ant l  kerrp respect ive ly .  Apply ing
Lemma 2.12 we can constnx ' , t  ae ' / / lDl  such that  deg a:n-  I  an<l  af t :hüor
i : | , ..., n. Norv kerr g r=ker r pa. Recartse of Proposit ' ion 2.9 (a) we must
ar- rDn-r  + . . .  +ao we have to shou' that
täl [i:;-, ';,1][:"']:lil
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have the relation pa:bq for some be".//lDl. By construction, a and g are right,
coprime. If p:lp' ancl b:lb' the validity of p'a:b'q together rvith the
monomorphv of a restricted to kerrq would imply ,1"9p':n and therefore
le,.//.
We conclude this section with two examples.
2.11. Eramples
ll'he polynomials p: D2 and e: D2 + I are similar but not associatecl. 'fhe
latter is easily proved bv calculation. It remains to shorv that the relation
a:  (ü s in (ü)*  2 cos ( t ) \  D + 2 s in ( t ) -  f  cos ( l )
f r :  ( t  s in  ( t )  f  2  cos ( t ) )  D +t  cos (ü)
is coprime. Assume a and q have a cornmon right divisor which has (u.ithout
restriction since g is full) the form lD - j,0lleker, t1. l l 'hen there exist r, zle R
such that
/: r sin (l) + y cos (t)eker t p
l'rom af : 0 rve decluce that z :y : 0. 1'o show Lhat p and ö are left coprime we
use the same method as above and notice that D as a left operator has the form
l *  -J .
If t'wo full polynomials p, qe'//ll) | are in a coprime relation pa:bq lhen
a,b are not  necessar i l -v  fu l l .  To see th is ,  le t  Q:  Dz ar- rd a:  t2D+1.  Olear ly  a is
rrot full wrt,.,y'./. tr 'or these polvnomials the relation pe:bq:lclm (a,q) is
coprime and p is ftil wfi l/.
Several further results on full polynomials not mentioned here are special
cases of results in $ 3.
3. The lattice of full matrices over "4/ [D]
As in the case of polynomials rve shall see that also for matrices over -ztfDl
the property that a 'reasonable' kernel exists wil l single out the subclass of
'full matrices ' (see Definit ion 3.?) which is studied in detail.
'l'he rnain result will be that full matrices form a lattice which, by considering
kernels, becomes (anti-)isomorphic to a lattice of f inite-dimensional {unction
spaces.
The set -//lD1^x" of matrices over -r'./l)l is naturally a left and right .//lDl
n-rodule and in adrlit ion has a ring structure if rn:n.
At first we discuss a generalization of the Smith form ancl the norhed upper
triangular form, knou'n from t,he commutative theory, rvhich both represent an
important tool in the subsequent analysis.
Two rnatrices P,Qe,//[Dl'rxz are called equi,ualent, u'ritten P-Q. if
P: (lQ I/ for some invertible (.i€,/./lDl^x", it"nd Ve..//1D1"x".
3.1.  Theorem
(n) Ever;' rnatrix Pe..//1D1"'x" is equivalent to a mat'rix
P,,:r l iag 
L)3,0, . . . ,  0), pe,// lDl
: :  l
p is uniquelv <leterrnined b.v P trp tcl similarit.1,.
n
pa:bq wi th
and
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(0) If l>r, p can be chosen arbitrari ly withi. its similarity class. we
call P" a canonical lorm of P.
The proof for a more general situation is given by cohn (l9z l, p. 288). The
result simplifies considerablv for the ring .//lDl since it is a simple one.
In general the elements of a canonical form are not unique up to left ancl
right multiplication by units, as claimed by Ylinen (lgzs, p.46). To see this
we construct trvo equivalent canonical matrices whose elements are not, nairrvise
associatecl. we choose p,qeJ/l lDl, as in Example 2.14, which satisfy the
coprime relation pa:bq and are not associated. By Cohn (l97l, p. g9)
there exist r) s,,t), ue,,// lDl such that
S ince  - ra *sq :1  1o t
":[: -,"1
we have
Since I/ is invertible u'e conclucle
3.2. Defi,ni,ti,on
Given the situation of Theorem 3.1. The degree of p is callecl the order of
P, ord P. 'fhe number of non-zero elements in P" is called the rank of p, rk p.
P is called non-singular if rk P:min (nt,n).
The rank just defined has the familiar property that it equals the left
column rank and right row rank of P. see cohn (1971, p. l9a) for cletails.
3.3.  Lernr tur
Everv matrix Pe.r'./fDlmxz can be transformed by multiplication from the
left by an invertible ue.-//fDlmxn into a norm.ed upper triingular matri,r, i.e.
the first non-zero element of every row is monic and the entries above it are of
lower degree. An analogous result, which considers the transformation from
the right, can be obtained as, in addition, can various further triansular forms
if rorv and column permutations are considerecl.
The proof is completely analogous to the commutative case (Newman
1972, p. l5). we can use the canonical forms to derive the followins rule.
3.4. Cancellation rule
Let Pe-y'.y'1D1.xn be non-singular, n{m (n)m) and A,Be-//lDl,x"
G-r ' / lD l^xr \ .  Then AP:31> (pA-pB) impl ies A-  B.
,' :V :] ancr,^:l',,, 
-,"1
, , r : l o r : ]
t: 
'o]-,,,-"-[: 
;]
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From this rule it is easily seen that if a square matrix over -/t/[,Dl has a right
(left) inverse it is a left (right) inverse, too.
We now begin the study of the kernels for rnatrices out of .//[D1,r, and the
extension of the notion 'full '  to the matrix case.
3.5. Defini,ti,on
Let (9r\r., be as in Definition 2.1 and Pe..//rl,D),x'. 'l'hen ker",, P::
{1e9, ' lPf :o} .  I f  1 :  R we omit  1.
iJ.6. Elementary properti,es ol the lcernels
F<rr  P,  Q,  Re- l / lDl , * , ,  P -  P, , :d iag (1,  . . . , l ,  F) ,  F*0 and, IeO we have
(a)  d i rn kerr , rP<dim kerr , r  P for  J  c I ,  JeO.
(Ö) deg F)d imker. r ,7p:d im ker  o, ,  P. :d im ker- , , , ,  P.
(c) rk Q:r iff dim kerr,., Q < oo.(d) There exists ,/eO such that
P :  . ü " ' -  s / J '
f * P l
is surjective.
(e) For R:QP we have
d im ker r , . . l?<d im ker* ,10+d im ker r . ,  P
If  ker 
.u,rQgim (Plr)  then equal i ty holds.
Prool
(a)-(c) is immediate.
(rl) \vithout restriction rve consider P" and p to be monic. In an interval
./ where the coefficients of p are analvtic the operator p restricted to .&, is
surjective.
(e) Let V be a finite dimensional subvector space of ,q{ wiLhkeru,, R:
keru,, P@V. Now P acts injectively on tr/ and P(V)cksy-.., g. I
3.7. Definiti,on
A non-singular I'e.y',/,lf)]rxr is called lull u,rt g, if the map
rr,r :  kerr, ,  P -ketu,,  P
l -  l l . ,
is surjective for every open interval J c I.
Note that nr," is ahvavs injective.
We first derive basic properties of full differential polynomial matrices ancl
then give some examples.
3.8. Propositi,on
!'or P, Qe./y'|,Dl,x, andp as defined by'l 'heorem B.l (a) u,e have
(a) If p - Q ancl P is full wrt -Z then Q is full rvrt 'y'l, too.(b) f is full wrt .9 iIf dim ker, P:degq:ord P.
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I - e t ,  P  be  fu l l  w r t . 9 ,  d imke r rP :n  anc l  r>1 .  T .hen  p *
d i a g  ( 1 ,  . . . ,  l ,  f ) " ) .
If l 'e R[ D|'x' t, n<-rn-singular, and r > I then in .// lD lrxr u,e haye
P -  d iag (1,  . . . ,  l ,  I ) " )  u 'here ? :  deg det  P.
I'rool
\Ve use the notation of Theorem il. l .
(a) follorvs b.v Definit ion u.7.
(ö)  '  + '  :  ' l 'here ex is ts  an open interva, l  J  cR such that  d im keru, l  p , . :
d"gp.  l i .1 '  l ) r 'c lpcr tv  :1.6 (ö)  u,e have d i rn kcrr , ,  P, .<dinr  ker . , , , "  p{degp.
s ince 1)  is  fu l l  the:rsser t ion fo l lou 's .  ' - ' :  onct :  more bv Propert .v  3.6(ö)
rve have for ever.1' opel inte6.'al .,I c R,
c legp ) r l im  ke r . r , . ,  P>d im  ke r . "  I ) : < l egp
(r:) lt.v Proposition 2.13 trn<l'fheorem ll. l  for r > l, p as a full polynornial can
be chosen arbitrarilv of clegree rz.
(r1) Since an.v non-singtrlar n.ratr.ix 1) out of R1D1"x' is of course full (see
INxarnple 3.{} (a) u'ith oxl /,:deg det I,:??. a1.v mtr,trix ogt of Rl D1'x" u,hose
rlcterminant has degree n is in the equivalence class of ,p. n
3.9. Erarnples ol lull poly,nonü,al rn.atri,ce,s
(n) Let PeR[Dlrxl be non-singular. ' fhen p is full vr|.p/ a't l orcl lr:
des det 1).
(ö) Let Pe(.s/rxr)lD I be monic. lllhen 1, is fr.rll wrt, .c/.
(r:) Let Pe.ill D1'xr be non-singular and in normed upper triangular fgrrn as
<lescribed in Lemrna 3.3. Then P is full wrt -el.
of courser there are full matrices rvhich are not of the type (a), (ö) or (c).
I''rool
(a) \\re can transforrn P into Srnith form
morlular mntrices over RID l. Since
dim ker . " . f ' :c l im ker . "  P. : \.
l-/ cleg p,
the assertion ft-rllows.
(b) In the same way as a scalar differential ecluation is transforn.recl t9 a
first-order vector differential erluation \rre cän transform the equation pl:0
to an equation (DIr,.-B)g:0, B€.q11,,,x., 'r such that the solution spaces are
isomorphic. Ncrrv the assertion follows.
(c) A nra,trix Ue.ilLD],x'with inverse in sy'|D]tx, can be constructed such
tha't the entries of I ' ' : l '{I satisf.v the foilorvimg conditions for I Ei, jgr:
p ' ; 1 :0  f c r r  i ,  j ;  p ' i i : ? t t  ;  . l " t {  p ' i i . - r n i n ( , l egp ' , , ,  , l gp , i ) ,  i + , i . "  i l e t
s0: 
.max deg p' ,,, s, : ( leg p'i i  for I < i < r ancl Q: diag (D.i-"., ..., Dso-.s,;.I  < i < r
' lhen QP' is a rnonic elernent oI (. i l ,/")lD-l a'rl thus fuil wrt .ü by (b). The
proof becontes complete if we apply the follo.w,ing proposition. tr
l ( )
kt)
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3.1O. Proposition
Let P, R, Ge..l l fDlrxr anal P: RG.
(a) If I' is full wrt I then G is full wrt I ancl 1l is full wrt ".y'/.
(b) If P is non-singular u.e have
ord P:ord 1?+ord G
Prool
IJse canonical form antl the same alguments as in the proof of Proposition
2.e ( l r ) .  n
3.11. Lem:nta (and definit ion)
N'or PetZlD lrrxr and Qe.'//lD1'zx" we have t'he follou'ing.
(a)  Let  r t : r .  h ' / / [Dl" ' "  there ex is ts  a greatest  common r ight  d iv isor
(gcrd) G of P and Q which <'arr bc u.ritten as G: A P + IJQfor some Ae.//[D1,rr'
ancl lle-//lf)l'x'2. If 1' or f/ is non-singular, a gcrd of P ancl Q is uni<1ue
modulo left multiplication b.\ ' an invertible matrix and non-singular too.
(b) PandQarecallecl rightcoprimnif there existSe-,// lDl"x'2anrl Te.// lDl,x,'
such that  I , :TP+SQ. Clear l l - ,  P and Q are r ight .opr ime i f f  evcrv square
crd of P ancl Q is invertible.
(c) Let JeO. Then P and Q are right coprime iff Plr and Ql., are right,
eoprime in ,/y', l  D l, , .
(rl) Let rr: lz:r and P,Q be non-singular. l l 'hen there exists a, non-
singular least common left multiple (lclm) in l i l fD1,x, of P antl Q u.hich is
unique modulo multiplication fronr the left by an invertible rnatrix.
Analogous results hold if '  left '  and 'r ' ight' are interchangecl.
Prool
(a) 'l'o prove the existence of a gcrd we c&n slightly modify the results of
Macl)uffee (1956, p. 35) who proved the statement for matrices over a coln-
mutative principal ideal clomain. Within the same framework the uniqueness
is proved by using Oancellation Rule 3.4.
(ö) use (o).
(c) Let Pl, and QI, ne right coprime in..// rfDl,x' and G be a gcrd of P ancl
A. By (")  there exist ,4,  B such that G- AP+ BQ. A canonical  form of G is
diag (1, . . . ,1,p).  Since G is invert ible on "I ,  pe./ / \ {O} and bv the ident i tv
theorem (/ is invertible.
(d) By l,emma 3.3 there exists an invertible
3 4 1
' :[;, ;:] and ,":[], 
', ' ,f
' [;]t:lsuch that,
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A slightl.y modified 'ersion of MacDuffee (1956, p. 36) gives : Ll,p:
- (.1nQ : : tr is an lclm of P and Q. Now for every re-/d[l)]t"' the ecluaiions
rL : r l - l sP :0 :  - r ( lEQ imp ly  r ( , / " :O :  - rUq .  S ince  L I sV2+CnVn :1 ,
necessarily r:0 and thus -L is non-singular. I
By Proposition 3.10 we already know that especially a gcrd of two poly-
nomial matrices, one of them being full, is full too. In orcler to prove that an
lclm of two full matrices is also full we need the follorving two propositions,
u'hich are of importance on their own.
3.12. Propositi,on
N-or Pe-/,/[D]""" full wrt .9 and Qet/lfDlrrrr the following holds. ker,   p c
keru Q iff there exisls Re../.y'1D1,''x, such that Q: RP.
I'rool
By Proposition 2.9 the result is obvious for r:1, since .//tDl is euclidian.
Therefore le t  r> l .  we have to show'  + 'whi le  the converse is  t r iv ia l .
choose two invertible matrices [.I antl I/ such that p:flpr,z rvhere
P":d iag (1, . . . ,  l ,  D,) .  S ince P is  fu l l  we have for  every leker ' *  p"  that
V lfeker, P ancl with the assumption it follows that kero p,,-klrr 'e[-r.
S ince  ke r r .  Dncke t : s  (QV- t ) t  f o r  r j  : 1 , . . . , 11 ,  by  p ropos i t i on  2 .g  t y , . . . , t r , e
. / / [D)  such that  (QV-r) t , : t iD" .  Let  (QV-r) r  j :1 ,  . . . ,  r ,  denote the columns
of Qlt-t. Then u'e have
I ,  D " ) : Q V - r
Therefore (f U-r)U p.V :e.
3.13. Proposition
Let V be a finite n-dimensional subvector space of gr. Then
full wrt, I can be constructed such that ker. p:V.
D
I'e-,//lDlrxr
Prool
Let l r : ( / r ,  . . . , l , )g.F, with fr ,  . . . ,  f , ,  l inearly inclependent,  and let
Without restriction assume that the first row of ,{ is not zero otherwise
multiply ,4 from the left by a,n invertible matrix. choose an R basis of the
first row entries and by rnuftiplication frorn the right, by an invertible matrix
IIrEglrxz u'e get
9 t r , t  l f
o':1"i,', ',i,'-f
:'l^":l'r'i. ,
[ , ( Q V - r ) r ,  . . . ,  ( Q V - l ) , - r , ( t r ,  . . . ,  f " , ) r ]  d i a g  ( 1 ,  . . . ,
: :  i I
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with 911, ..., g i,,r l inearlv independent,. Of course the columns of A Lt , are sti l l
a basis of 7. By Lemma 2.12 Lhere exists pret/l[Dl such that prgr.r:g1,rior
I  < f r< i r .
Therefore with
rt'e have
P z ( A  L t  ) :
Defining ps, ..., p,e.,// lDl a u'e get
fr,,(P ,  . . .  Prx , l  a '1 ) :  IL
Applying this procedure successively on the remaining subrnatrices we finall5'
find an invertible matrix Pe-//lDl,'r and an invertible matrix fsp"x', .rr"l-t
Petü ) :
ö ö
for I 5 a ( r, ancl the elements g,,, j( j) in every ro\\. &re l inearly inclependent. Nou'
de f i ne fo r  l ( . i  (Ä
or: 
,t:l:l,, 
({t,,,,0t D-(i,,.if ')
I ' o r  Q : :  c l i a g  ( q r , . . . , Q p 1 , . . . , 1 ) e . , / / l D l , x r  w e  h a v e  g P l l ü 1 : 0 .  S i n c e  e  i s
ful l  wrt  9lhe procluct P:QP is also ful l  wrt  I  and.ker,  P:V. n
3.14. Proposi,tion
Every lclm of trvo full matrices P, Qe.,//lDlx" is also full.
Prool
Let Z: lc lm (P, Q) anrl  ket.o P aker u Q : :  (1r, . . . ,  1, .)o : :  V .  ts1.
Proposition 3.13 there exists L'e-//lD1,x, full rvrt .g su<:h that ker' L,:y.
"r:l .tu l
. le y'y'1D\' <'
I
r J
U i , r  t )  .  . ' l
l l  ! l ; ,  r  r , z  t l , r l
- J
Pre.,//lDlrY" in a sirnilar way
r i ' , r  o  '  t l
! l i ,  r , z  g r z l
" 
n,,' . r,, n:,,rf
I
-Pz
0
Iu"
I
l o
I
IL
nd  1 '3 ,  . . . ,
that
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Together rvith Proposition 3.12 this implies rhar L' is a clm of p and e. There-
fore there exists Ee-// [D]'x' such that EL : t ' . By proposition 3.l0 it follows
that L is full wrt .4. tr
Let us defirre (P):{RPlRe.,/./ lD1,x,}for Pe.//[Dl,x,. Then by proposition
3 .14  the  se t
9 
, : : {(P)l Pe.// lD l"x' 1.,tt wrL ,7\
is a lattice with the operations lclm and gcrd as supremum and infimum orclerecl
by inclusion.
If. g, <lenotes the lattice of finite-tlimensional subvector spaces of g, wiLh
inclusion as the orclering and 'n ' and ' * '  as infirnum and supremum res-
pectivelr,', the foregoing facts can be summarizecl by a theorem about, gr.
3.I5. Theorent
9ris anti-isomorphic t,o gu.
P'rool
The map h'. 9,- -9, rvith (I '   )  +'ker, P is u'ell defined becanse of
Proposition 3.12. Again bv Propositions 3.12 and 3.13 we knorv that la is injec-
tive antl surjective. It remains to show that for full P, Qe-//lD1,x, we have
h((P)  + (8) ) :  l . ( ( l ' ) )n f t , ( (0) )
h((P)  ^(Q))  :  h( (P))  + h(Q))
rvhich implv that rt. is an anti-homomorphism.
(i) Let (l be a gcrd of P anrl Q rvhich by Lemma 3.1 t (rz) fulf i ls (p) + (0) :
(G). ' lherefore rve have to prove ker" G:kerr Pnker, e which is
evident.
(i i) Let -L be an lclm of P ancl Q. Since (tr):(P)n(Q) rve have to prove
ke ruL :ke re  P+ke rsQ.  ' = '  i s  t r i v i a l  wh i l e  us ing  the  p roo f  o f
Pr.position 3.14 we knorv that EL:L'. Proposition 3.12 implies
keru L:kers f 'which concludes the proof .  n
3.16.  Renta,rk
Some of the results in Hinrichsen and Prätzel-\Volters (1980) in the context
of ' l 'heorem 3.15 summarize as follou's.
The non-singr"rlar x r-polvrromial matrices over R[D] form a sublattice of
.Ttwhich is anti-isomorphic to the sublattice of l l- invariant spaces of 9".
i l . l7. Order form,ula
Contlit ions (i) and (i i) in the proof of Theorern 3.15 enable us to generalize the
rlegree formula (cf. Lemma 2.6) for non-singular squäre matrices p,ee
..//lD1'x'. Let L denote an lclm of P and e, and G a gcrd of p ancl e, then
( i )
ancl
(i i  )
orcl -l! + ord G: ord P * orrl Q
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Prool
Applving the foregoing results it is possible to choose an interval JeO such
that the following equations are valid :
dim ker-rr., P+dim ker.",t Q
: dim (ker.z 
,t P +ker.r,,18) + dim (ker -*." Paker.or," Q)
: dim ker. r, r ,L 1 dim ker .r,," (1
4. Solution spaces and their homomorphisms
In this section, as a first step towards the study of system equivalence, we
study the equation
P z : Q u (4 . r  )
wilh P e-// [ D ],x,, Q e".// lDf,x,", ze 9,, ueQ/,, .
The mat'erial is organized along the same lines as in Hinrichsen ancl Prätzel-
Wolt'ers (1980). As far as possible similar notations are used to make visible
the far-reaching analogy between time-invariant and meromorphic equations
of  the form (4.1) .
The solution space of the eqn. (r1.1) is denoted by
l I  (P ,  Q ) ,  :  { ( " ,  u , ) r  e9 ,  x ,? / - |Pz  :  Qu }
It(I', Q) contains lhe ntbspace ol lorced motions starting lrom zero
JI *(P, Q) : : {(2, u)'re}I(P, 0) ls"pp z is boundecl to the left}
and the subspace ol lree mot'i,ons
ker P x {0} : {(r, o)reXt(P, Q)}
In the following ' full ' will always me&n ' full wrt ,il ' ; of course many of
t,he following statements will also hold if full wrt s<;me .9 is required.
1.I. Propos,ition
Given Pe'//fD|'x' is full and Qe..r'./lDl'x^ there exists a direct clecomposition
oI iV(P, Q) :
t t (P,  Q):  (ker  P x {0})@t ' I+(P,  Q)
Prool
ker P x {0}nr'  }/+(P, 0): {0} follows rlirectly from the definition of sub-
spaces and the identity theorem for analytic functions. It remains to show
' 
= 
' 
. LeL (2, u)'reM(I>, Q). Then there exists I : (- oo, ln) such that ' iz lt: O.
Thus (a,  u, \ r l r :  ( r1. ,0) t .  ker  P:ker ,  P impl ies the ex is tence of  a unique
z'eker P rvith z' lr:zlr Therefore we have
(2, u)T : (z', 0)T * (z - z' , tL)T , (z - z' , u)eX'I *(P, Q) n
II (2,,,u)eXI*(P,Ql, zu is callecl lhe lorced mot'ion start,ing;1 lrom zero under
control u. Of course 2,,, rvith support bounded to the left, is always uniquelv
determined by'u. If, moreover, im Q cim P then 2,, exist's for every ueQ/^.
If we omit the assumption 'P full '  in Proposition 4.1 the decomposition
may not be possible. Choosing p:t2D+ I and q(r) :1, we see that p with
!
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ker.r,rpt:(exp (l/t))o Gf }fJ) is not full. Let k(t) be zero f.or t20 an<l
exp (l/t) for t < 0, then ke(€*. For a > 0leL he6,' such that
I t  f o r / < _ ah( t ) :  I
Io for t:-0
l'inally 1"1 11:p(h'k). 'l 'hen u.lO anrr ue,r/. But (hrc,z) cannot be decom-
posecl.
We nov'l ist basic properties of soluti<ln spaces.
4.2. Proposit,ion
Let P re-// lD'1r Är t,, Q re..y'l lDf, rx,",,i : l, 2.
(a) Given Te.r// l-D1,zxrr with pz:I,pt ancl er: Ter, then XI(pr,e)c
M(P2,Q2). If, moreor.er, ? is left, invertibie then the equalitrl, h<icls.
(ö)  I f  Pr  is  fu l l ,  XI (Pr ,Qr)-XI(Pz,Qr)  and im Qrc i6 p,  there ex is ts
Te.,r'lfD1,zx'r with pz: T prand e, l fer.
(c)  Let  11:r2t  P,  and P,  fu l l  ancl  im 0rc im pr .  . I .hen ,11(1,r ,0r) :
f,I(Pz,8r) iff there exists an invertible I,e,//yl l1,i*", *itn n": i ir iä"a
Q,:  TQ,.
Prool
(a) is immediate.
(b)  s ince kerPrckerPe and p,  is  fu l l  by prop 's i t ion 3.13 there ex is ts
Te/r ' fD1rzx" yi th Pz:Tpr.  im ersim pf impl ies (Ter_er)u,:0
for all ue'Um. Now Lemma Al in the Appenäix gives TerJer.-'
(c) r_m 0zcim P, fol lows from im 0rcim p, and M(pr,er)cl I (pr,er) .
By (ö) there exist matrices ?,7,e./,/[Dl"x'r with pr:ipr, Ar:,iö,
and Pr: T'P2. Hence : Pr: T,T pt. ll.he Canceflatiort Rule g-i
implies that T is invertible. r-r
1.3. Definition
_ 
Given Pre,y'y'lDl,rx'i full, eie-//1D1,;o,, i:1,2 an{ Tre-//fDlrzx,t, },e
-//lD1'zx"' the map
II(P' ,  Q) -  nI(Pz, Q2)
(2, u)'r t--+
[; ' ,"_]
is callerl a solut,i,on homomorphism.
If I is, in addition, bijective it, is callecl
. 
An example of a solution isomorphism
linear differential equations.
(2,  r r  ) r
a sohüion isontorph'ism.
is alreaclv known from the theorv of
T i'me-ua,r y ing poly nomi,al nr,atr ir sy stern,s
Given ?r: aol arD + ... + an,rl)" I a D"e.{lD), n) l, qresl ancL
P z : D I  
, - 0
O I
- Q n - z  - Q n  
I
- a o
then
defined b.y
l :  n ' I@, P r , Q r )
(2, u\r +, (2,  u) ,
is a solution is<lmorphism.
1.4. Ilemarlc
Every solution homomorphism f induces the following R-linear maps.
l r :  XI (Pr ,  Q) - -  9 ' ,
(2, u)T t* T rz + Yu
f  o:  ker  P,  -  ker  P2
z r- T'z
Every solution homomorphism preserves the direct decomposition of
solution space ,11(Pr, 0,), i.".
:147
l].'"''Q z :
, qt) - XI(
I ' l :
l ? l :
Lt-'l ;
0 l
( a )
(4, )
I  (ker P, x {0})cker P, x {0}
l (XI +(Pb Qr)) -  M *(Pr,  Qr)
'I'he existence of a solution homomorphism is described algebraically by the
ft-rl lowing proposition.
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4.5. Propos,iti,on
Let I '0,  Qo, Tr,  f rr ,  7 ' ,  t ,  i :1,2 be as in Def ini t ion 4.3 with im Q, ci6 p,
and let l, i kt" described by
l'' ""],
I o  ] )
respectively.
(a)  I  maps XI(Pr ,  Qr)  in to XI(P2,Qz)
[ : ' : ]
there exists T e..y'./ lDl'zx't
f r '  YlQ,)l  I
I o 1,,,)
iff with
T(1" ,  Q) : (Pz ,
in this case :
(ö)  in t  0r  c im P,  resul ts  in  im Q, c im Pz.
k) l: i  i ff there exists a uniquely determined I'e.,4lDl,z>c, such that
f r r :T r -LP , .  and  f  :Y  +LQr .
Prool
(a) follows frorn Proposition 4.2 (ö) since
lQ' I (Pb 0r) )s  M(Pr,  Qr)  o I I ( l 'b  Qr)cXI(PrTt ,  -  PzY +Q2)
(b) Given ? as in (a), it, can be shown that im (PzY + Qz).im Pz. Take
ueimQr, i.e. u:Qru, ueZ/,,. Now for r:: PzYu-lQru Lhere exists z'€9,2
with r : P zz' . We see that Pr( Yu" - z'): Qru: u.
( c )  ' * ' i s  o b v i o u s  f r o m  t h e  d e f i n i t i o n  o f  l  a n d l .  F o r ' + ' t h e  p r o o f  i s
analogous to Hinrichsen ancl Prätzel-Wolters (1980, p. 792). tr
In the following, various properties of a solution homomorphism are
expressed algebraically in terms of the corresponding matrices. Since, as in
Proposition 4.5, the results are either elernentary or their proofs are completely
analogous to the time-invariant case, we skip all the proofs and refer to
Hinrichsen and Prätzel-Wolters (1980, p. 793).
1.6. Proposition
Suppose that I : X'I(Pr,Qr\ - M(Pr,Qr) is given as in Definit ion 4.i1.
Then
(a) I is injective <+fo is injective + l), and Trare right coprime.
(Ö) If imCrcim Pr anrl Te.// lDl'rx" as in Proposition 4.5 (a) then
I is surjective + fo is surjective + P, and 7 are left coprime.
(c) If I is bijective f-l is again of the form
I r '  v' l
1,, r,,,)
with 1" e.,y'.y' f I) l,rx,r, Y' eu/./ ll)lr'x", . n
T i, nt e - u or y ing p ol u rt o rn i, al n ut t r'i :t: s y s t e, m's
5. Systems and their homomorphisms
Now, for the svstems described by a system matrix F as given in (1.3), thc
notion of equivalencc is introrlucretl and stuclierl in cletail. In particular u'e
look for typical reprcsentatives in the e<luivalence classes, especially for a state
spaoe representation. As in "S .l q'e maintain as far as possible the alalogy t9
Hinrichsen and Pr'ätzel-\Volters (19u0), though results and proofs wil l nou'
differ much rnore. All through $ 5 the matrices P ancl Q u'ithin the s.ystem
matrix tr will have the properties P full rvrt .g/ antl in'r Qci6 p.
Given two svstem matrices
,  i : 1 , 2 ( 5 . t  )
A system homornorphism f between the solution spaces ,II(I ' t,Qr) a,ntl
II (P 2, Qr) should not change the input a and shoultl guarantee that ther outputs
of the systems describerl by F,. rvith respect to (2, rr; 'r 'and /((2, t) 'r ') arc irlentical,
i.e. it should make the follorving diagram comntute :
. t I (Pr Q)
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-': 
Ii; 
-,,u. 
,')' ' '])t,tt ")v'  r 
'"'  y
/ t
, r r x l t
v- r)
rvith 
M(1"' Q')
r ; :  X I ( P i , g , 1  -  a I ^ )
,  i : r . 2
(z' u1'r' ' u' )
'l'his is expressed by the follorving definition.
it.l. Definiti,on,
Given two svstem matrices Fr, Fz of the form (5.1), a solution homo-
nrorphisrn
f  :  X I (P . ,0 r )  *  n Ie2 ,  Qz)
defined by
fT '  ) ' l
(2 .  u ; ' t '  ' *  ;  |  ( : .  , r ; ' t
1 , ,  t l
tvith Tre,/y'lD1,rx,', I'e.,//lDlrzxn (see Definition 4.3) is called a sustem hom,o-
ntorp l t ism i f ,  in  ad<l i t ion
Vrz+H:rn. : (Yz, l l ' r ) f ( (2,  u. ) ' r )  for  a l l  (2 ,  u, )a"eX[(Pr ,  Q) 6.2)
/ is callecl a system, isorn,orphism, if it is invertible as a svstem homomorphism.
F, ancl F, are called system equiualent, rlenoted bv FrItrr, if there exists a
sys te rn i smorph i sm l :  X I (P r ,0 r )  -  M(P2 ,Q2) .
350 A. Ilchnutn,n, et al.
5.2. Exam,ple
A special case of equivalent system matrices is represented by system
matrices gii'en by similar analytic state space systems x"r. we recali that,
t,wo state space systems X"tl, X".2 clescribed by
*, :lo' ";,o' 
;,,;l.rrt)t@i "\x,i+n, (5 .3 )
(where i:1,2 and.4t, B,,ci are rnatrices over .il) are called s,i,milar, clenotecl
by )"rt,1 X"r', if rr: r, and t'here exists an invertible matrix rle.dlrlrr stuch
that ArT -TAr: ' i , ,  B":TBr, Cz:CrT-r,  Er(D):  Er(D).  Def ining
f :  l [ (DI,-  Ar,  Br) -  LI(DI,-  Ar,  Br)
f r  o l(2. u;'r '  ' 1 | 1r. uyt'
fo I l
rve see that I is a system isomorphisrn. Therefore Fr3 Fr.
In contrast to the time-invariant case we see that every system )"rr rvith
f t ) t , _ A t  _ B r lp , : l  I
L (" EID))
trre.ül 1)l(r1p)x(r1",), is similar t,o a system )rt2 with system matrix
f  Dr, -  Br1
P r :  I  l e ' / / l D l t , '  t ' t ' t r t  m l
L (" Er(D)l
(choose for the transformation the transition matrix or(r0, .) of x"rr.)
Thus in the time-varying case there is much more freedom in the choice of
the internal behaviour without changing the overall properties. rn this
context also, the follorving observation is of interest : Applying the well-known
rank criteria for complete controllability and complete observability (Kalman
et al. 1969, pp. 36 antl 55) for t ime-invariant systems, it can be shown that two
time-invariant completely controllable or c<lmpletely <lbservable state space
systems which are not' equivalent in the sense of the classical theory (i.e.
transformation is a constant invertible matrix) cannot become equivalent if
embedded in the set of time-varying systerns.
A very useful criterion for the study of system equivalence is now clerive6.
It is cornpletelv analogous to the time-invariant result of Hinrichsen an6
Prätzel -Wol ters (1980,  p.  79a) .
5.3. Proposition
Let F, be trvo system matrices of the form (b.l). Then F, I p, <+.there
exist, 77777. Tre".//lf)1,tx,r, Xe".//lDlpxrl and Yet/llDlrzx.ur such that
(a) l '  u I *,: *, [t '  "]
Lr  J , , )  1 , ,  I , n f
T im,e-uarying polynont ial r n u,trir sy sten ts
(b) T, Prare left, coprime and Pr, 7, are right coprime.
im Qtc i111 Pr is  only  needed for  the impl icat ion '  + ' .
Prool
'+': Using the notations of Definit ion 5.1 and combining the results of
Proposition 4.5 ancl 4.6, we have only to show the existence oI Xe./,/ lDllxrr .rr"lt
t ha t  XP ,  +  ! r :  V rT ,  and  XQr * lT r :  V rY  * t  ' , .
Condition (5.2) gives
nI  (Pb Q) = I I  (V r -  V zT r ,  l I '  z -  t I ' t+  V 2y)
Thus Proposition 4.2 gives the desired matrix X. ' +' follows Trom
Proposition a.5 @) and 4.6. n
5.4. Remark
If in condition (rz) in Proposition 5.3, Tr:1,, ancl I:0 then-if also (b) is
valid-? is necessarily invertible. Therefore in the case where XI(P.,Ql):
M(Pr, Qr) the identity map is a system isomorphism iff
f r  0 l
|  |  F r : F z
Lx I ' ,)
and Te-4lDlrrxrr is invertible. If M(Pr,Qr):M(Pz,Qr) and if the identity
map is a system isomorphism, then the systems described by F., F, are called
und,istinguishable.
rn the Example 5.2 we saw that system matrices given by similar analvtic
state space systems X", are always system equivalent. The following pro-
position shows that the converse is also true.
5.5. Propos'ition
Let )J"ri, i :1,2, be two state space systems described by systenr matrices
F,  as in  (5.3) .  Then
r, I F, iff x"tt l )"rt
Prool
' =+ ' :  By  assumpt ion  ke r  (D I ,  - , 4 r ) : ke r  (D I ,  -A r7  The re fo re  t t : r z .
Bv the Example 5.2 and'  + ' i t  suf f ices to consider  ( r : :  r r )
Let
described bv
-':[;' 
'.;,] '*':lo:,' ;,:;,1
|  :  LI(DI, ,1r)  -  XI(D[, ,  Fz)
(z,u)r_ [:' l^fo,^.
3 5 1
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with Tre..y'./LDf,*, and Ye-//lDl,*-, be the system isomorphism. Choosing
Qe./r'fD1'x', He..t//,x, such that Tr:QDI,+ H, we see that
l ( " ,  u) ' r )  :  (T rz  I  Yu,  u)r  :  ( (Q 1 ' r+ Y)u a Hz,  u) ' t :
Since f : ker DIr --+ ker DI, u'ith z r--+ Hz is an isomorphism u'e have i1 is
invertible over R. Therefore
DI,((Q F rt Y)u * Hz) : ! ru for all (2, u)reX[ (D1,, I r\
Defining Yr:: QFr* I u'e see DI,z: H-r(Fr- DI,Yr)u for all (2, u1't ' .
l I (Dl , ,  FL) .  Thus 1r :H-r( t r1z-DI ,Y)  is  g iyen by Lemma A I  in  the
Appendix. Hence Fr- f)I,Yre.lfrxm, rvhich implies Ir:0, i.e. Fr:11 pr.
Condition (5.2) gives the implication
(()r, Er)l((2, z)r): ((Jr, Er)(2, tr)r for all (2, u)'teXI(Dl,, Fr)
'I 'hus
Grz+ Eru:GzHzt  Ezu for  a l l  (2 ,  u) \ 'e l I (D1, ,  I r )
Since im l rc im DIrwe can choose z:0 anf l  see GrH:Gr.  Appl icat ion of
Lemma A I in the Appendix to Eru: Eru gives Er: Er. n
We can now begin to study the equivalence class of a system matrix
5.6. P,roposition,
Given a system matrix F, of the {orm (5.1)with im 0r -im P, and matrices
P 
,e-,.//f D l'ix'i , j : 2, 3, 4, 5 satisf;'ing
(a )  Pz -  I ' r  ( r r : r z )
(Ö) P:r :d iag (11,  Pr) ,  /eN arb i t rary ( r " : l4r )
(c)  l 'E:  DIn wi th z :ord Pr  ( rE:n)
( d )  P s : D " w i t h n : o r d P r  ( r u : l )
' Iherr for 2 <.i < 5 there exist matrices Qi, V i, I, l ' ,  such that
f I ' , -Qil
Pr :  I  le . / / l  nv ; 'o t> ' , " i 'm l
Ll ' i  wi  )
satisfies F,I tr;.
ln case (0) tr, is called a triuiul erpansi,on of Fr.
Prool
lVe use the criteria ancl notation of Proposition 5.3.
(a) Let I '2: I tPJ. l ' ,  where { . /  and f . I 'are invert ible rrxr,  matr ices over
. / / l  D l .  Choose T :  ( . i ,  X :  0,  T, :  11'  - t ,  I '  :  0,  V z:  V l t ' ,  Qz: ( . :  Qr,  \ l '  r :  11'  r .
(b) 1 'he map
|  :  l I (Pr ,0 r )  *  l I (PB,  Qs)
rvith
(z' rr;'r' -' f :'-lL', J
defines an isornorphisnr rvith t,he reqtrirecl properties. ,/', is obviously full.
T int e-uaryin 11 polynontial nt,at rir su,stems
(c)  81 '  (b)  we can assume r t :n .  Since DI , , -  d iag (1.
assertion norv is a special case of (a).
(d)  is  a consequence of  (a)  and (Ö).
Of course there are more constructive procedures for the transition between
the different equivalent, systems of Proposition 5.6 which rve do not develop
here.
5.7. P'ropositi,on (staLe space representation for system matrices)
For every system matrix Fr of the form (5.1) there exists a sr' 'stem matrix
f D I ,  - B l
Pr :  I  l e . r l lD  l ( n+1 ' ) x ( r lm)  ( r r : o rd  P r )
I  u E@))
(5 .4 )
u,ith B, C defined over .ü such that trr I Pr. F, is uniquely determined up to
a const'ant similaritv transformation.
35;l
. ,  t ,  D*)  Lhe
tha t  -  Q :
obtain
n
Prool
B1'ProPosition
'l'here exist Be..//"
D I , r Y - B a n d  7 :
5.6 (c) we can assume that
f  u"  -0 . |
P : I  le ' / / l  D l (r  / '  )  <( '  m)
I v  I ' J
xn, ce,//,/px.", Ye.//lDlnxn, Xe../y'1,I) l,x', *rr"n
X DI,+ A .  Sett ing E(D) : :  14'  + XQ - C Y we
I  r  o l  l D I ,  - B f l t  v l
I  l P , : l  r r  I[ - . v  t J  l r -  r l n y l l o  I )
'I'herefore tr, I Fr.
It remains to shorv that B, 6' are matrices over ,il and.O is a matrix over
.dlDl. Let 1cR be an open interval. lror u,eQl'" u' ith 22117:ei for each
'i,: l , ..., z (compare Lemma A I in the Appendix) there exists, by the condition
im Q, c i11 P r, ze(G *)" such that DI nz: ße, in L Therefore 1J cannot have any
poles on 1. Since,l rvas chosen arbitrari l.y tr-e ha've B€.eltnxm. Setting z:0
ancl  z-e,€Rn:ker  DI ,  and 37:Cz- l  E(D)u shorvs (because of  the assumpt ion
that the outputs of the svstern belonging to F, should have no poles) C€.dt'xn.
No rv  t ak ing  u , , . e t | / ^  such  tha t  u i k : t ke i  on  1 ,  e ,eRm,  i : 1 , . . . ,M ,  f r e  N ,  we
sce from the reasoning as above that 0(D)e sy'\D|lx-. The uniqueness follows
by the proof of Proposition 5.5 ' "+ '. f]
Roscnbrock (1970) introduced the concept of strict system equivalence. In
our contcxt the definition appears as follorvs.
5.8. Delinit ion
Two svstem matrices F1, F2 of the form (5.1) and satisfying r1:r2, are called
stri,r:tlq qlstem eqrr'i,ual,ent (sse) if there exist invertible matrices (r :: rt)
)I , )'le,//lDlr/r, Re.y'lfD]axr utrd Be-y'/lDlrx- such that
lM o- l  [ ] '  ,s lI  l * ' l  l : * 'L/r I, ,J Io r,,)
As in the commutative crrse (see Hinrichsen and prätzel-Wolters (lgg0)) the
relation betrveen ' se ' &nd ' sse ' can be clarified b.y the method of trivial "ipurr-
sion (see Proposition 5.6 (lr)).
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5.9. Propos'i,ti,on
Let ,  Fr ,  F,  be as in  (5.1) ,  then t r r I  P,  +. there ex is t  t r iv ia l  expansions
P1, P2 satisfying Pr' l 'Pr.
We omit the proof since it does not require new ideas in addition to those
applied in the proofs of the foregoing propositions.
'fo conclucle this section v'e derive a result on system equivalence which will
be of use in g 6.
5.I0. Lem.ma
Given two system matrices F' as in (5.1), rvith trrX Fr, then p, ancl e, are
left coprime iff P, ancl Q, are left coprime.
Prool
rt suffices to sho'' =+'. By Proposition b.3 there exist T, Tre.t/y'fDl,zx,r,
Xe.//lD1r'r,t, Ye.//nDlrrxm such thai TPr: I'zTr and e, : pzy + Tet. Since
? and Prare left coprime there exist Ae.//[Dlrtx'2 &ncl Be"//lDlrrx', such that
Ir,:TA+PzB. By assumption there exis| Ee.dlDl, 'r.,, and Fe,r'/ lDl*rl,
such that 1,,: I 'rE +QrF. Therefore
l'urthermore
T : T P f l + ? e g
:  PzTrE + (Qz- PIY)F
-- Pz(TrE - y1')+ezI
T A : I'z(T tE A - Y l' A) + QzF A
1, , -  PzB:  Pz(T f l  A  -  y  F  A)  +ery  A
1,,: Pr(T,E A + Il - Y F A) + ezlr A n
6. Controllability and observability
The result given in this section is mainl.l '  a characterization of controllabil i tv
bv a coprimenlss conclit ion. A similar result also holds for observabil it l ,. A;
in the time-invariant case the latter is much more straightforrvard since no
inputs are involved.
In this section Pe.// lD1rx, is alwavs assumed to be full wrt,.{.
T int e-aarying polynom'i,al nmtrir sy,stems
6.1. Delinition
Let
I P -a'lp :  
I  l e - / / , lD  l r ' r ' . r , r n .  I eU ,be  a  s ) ' s ten r  ma t r i x
l v  i l ' l
(a) tr is called (completely) aontrollable on [to, t i-I i f for any zoeker.*., I '
a control uetl/1tl exists with supp ?r. - [lo, tr l such that
[ "o ( t )  f o r  ü ( t , ,( zo+e , , ) ( t ) : l
I  0  tor  t> t ,
(b) tr is called (completely) obseruable (on /) if tr/ ncts äs a monomorphism
on kerr,, P.
l'or time-varying state space systems in the literature, various notions of
controllability and also reachability are usually introduced which coulcl be
easily translated to the present arrangement. But since most of them coincide
in t,he analytic case we concentrate on completely controllable system matrices
and omit, 'completely' in the following. A similar remark is valid for
observability. Without losing generality \ve can restrict, our analysis to /: R.
6.2. Remark
Controllability and observability are maintained under system equivalence.
Given two system matr ices P,  ( i :1 ,2)  as in  (5.1)  rv i t 'h  F.Xtrz then pr  is
controllable (observable) on [t,,, I, I - R, ,0 < 11 iff F, is controllable (observable)
on [ t6 ,  f r ]  -  R,  to  < Jr .
Prool
Let the svstemequivalence be describecl b,v the svstem-isomorphism
| : nI(Pt, Q) - M(Pr, Qr\
fr ' v-l( 2 .  u ) 1 ' +  |  |  ( 2 .  u ) 1 '
L O 1,,,J
P, rve have to show that there exists ueqlnL rvith supp z cl-or given zeker 
-*
[fo, t, l  such that f o r  z g l o
fo r  r l t ,
I3y assumption there exists a unique zoe-.ker.,, 1'  , with 1'rzo:2. Since F, is
controllable on [16, trlthere exists ae'l" 'with supp uc.ltn, tr] such t]rat
Ily Remark 4.4 we have for everv (2,,, u,) 'reX'I ,.(Pt, Qr) that l((2,,, u)'r):
(Trz, , *  Yu,  u)1 'enI  
, (Pr ,  Qr) .  S ince 2, ,2:  Trz, ,  + l ' r r  the asser t ion fo l lo ls  bJ '
( *  ) .
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(z 1- 2, ,2)(r) :  f( 0
( * )I  
rn(r )  for  z  (  f , ,
( z o + 2 , , ; ( 2 1 : ]
[ 0  t o r  r 2 t ,
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The proof that observabil it.y is invariant under s.v-stenr equivalence is
straightforrvard. 
tr
It is easily proved that our definit ion of observabil itv coincides with the
usual ones if considering system matrices in state space form.
The same is not straightforrvard for controllabil i ty. The reasol is that
common tlefinit ions for state space svstems involve a much larger control space
namely piecewise-continuous vector functions. For simplicit! let
be in state space form. J
clt 
,: {ue?l lsupp ru c 1} I : : fto, trl
l-or such tl system matrix our definition of controllability on 1 just means that
for any r0eker I)1,:p' there exist.s a cgntrol ue,2/r* r.,"Ä thot
- " . :  f  B( t )u( t )  d t  : .  H(u)
t.
fD r ,  -R1
I  l e - 4 l D ] t r r o t ' ( r ' i l I
I  c E@)l
)efine
D -
-a.l
l e  - / / [  D l t ' '  '  P  t '<  t r '  
:  m )
II ' 
-]
statements are equivalent.
Or equivaletrtly: F is controllable iff H : elr", - R" is surjective.
It can be proved (see Appendix, Lemma A 2) that the imaqe of rl cloes not
depend on whet,her we aclmit, in addition, piecewise continuous controls or not.
when this is done it becomes clear that for every system matrix tr being
controllable according to Definit ion 6.1, its corresponcling state space system is
controllable in the classical sense. Therefore we can apply the comesponding
results from the state space theory, in particular the foilärving criterion.
6.3. Controllabil i tu uiterion (Silverman and Meadows 1967)
L e t  
f D I ,  -   B f
e: f  f ts r ' lDf+ntvt r -m)
I c' Ee)J
( 6 . 1 )
( 6 . 2 )
( 6 . 3 )
be in state space form. 'Ihen tr is completely controllable on [t,,, tr]-R,
,o < 11 iff
rk  (B( t ) ,  t )1 t1,  . . . ,  f ie  t ) (1, ) ) : r  for  every te( tn,  t r ) \Ä.
rvhere i[ is a discrete set and B(ft) denotes the Äth derivative of .8.
6.4. Theorem
For a system matrix
with im 0.im P the followine
(a) tr is controllable on [t6, tr l . R, tn<tr.(b) tr is controllable on every closed subinterval of R(r)  P and Q are le f t  copr inre.
- :  
[ ;
f ime-uarying polyno'mio,l motrir systenrc
Proot'
By Proposition 5.3 we know that left coprimeness of P and Q is maintained
under system equivalence. Therefore by Proposition 5.9 and Remark 6.2 it
suffices to show t'he assertion for a system matrix F of the form (6.2) where
r :  ord P.
Le l  I r ' . :  lB ,8 , . . . ,  B (  r ) ]  f o r  r , >0  and  no te  t ha t  t he  rank  cond i t i on
(6.3) is equivalent No rk* ffr:r where rfr.r, denotes the rank over .4.
(n) + (b) : Since B ancl its clerivatives are analytic the assertion is obvious.
(Ö) .+ (c) : Since rk.4.{,:r there exist' 16, ..., Yr-'e.'y'/mxr such that for
Ir : I Y 11, ..., Ir,r]t we have ff rY : 1,. Since
BDn: 
" i . '  ( ' : )  (  -  r  y . rp,  , \ ! ta)  a ( -  11,gr , , t
,r--o \ Ä/ '
f  , - t  / n \  I
D l  I  (  , l { - r 1 n a ,  ^ - r B ( ^ )  l + t - t ) n B t n )ry_
: :  M " ( D )
rve calculate
B lYo-  DYr+ . . .  +  ( -  l ) " -1 r " -1Y, - r  I
:  B Y o - l D x I r ( D ) -  B l Y i  . . .
+ (-  r)r-1[r I ,M,-JD) + (-  l ) '  r3<r-t ' t )Y,_1
:  Byo+ ßyr+  . . .  +  B t ,  Dy , , r *  
' i t  
t  - \ ^DxI^ (D)y^
^ : 1
r - 7
: lB,  
. . . ,  B(r - r )1Y + D I  t -  l )^ rLI^(D)y^
) =  I
r - l
:  I ,n*n I t- l)^I1^(r)I '^
t : 1
By Lemma 3.Il we conclude that -B ancl DI, are left' coprime.
(c)  =+ (b)  :  By Lemma 3. l l  andtheassumpt ionthereexist  Xe' / / lD) 'x 'and
y: f, ort'i.e,y'/lDf^x,
i = 0
such that, Dl,X + BY :1,. We nou' calculate as follou's :
I , :  DX + B7'
t t  i  / r l \
: D X +  I  I  t - l ) ' ( ,  l  D i  ^ B t ^ \ Y .=: )=', t)1, \
: l ) X +  f  (  I  t - t ) ' (  ;  I  J ) t - ^ ß t ^ ' + ( - l ) i a ( i ' )  y '
t - 0  \  ) - o  \ " . /  /
:  ox+  D i ,  i ,  , -  t , ' ( ; )  D i -^ -1 r . ' .>y , *  ä ,  B( i ) ( -  r ) i v , l
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Oomparing the coefficients we have
. { , lY  n ,  _  Y  y  . . . ,  (  _  l ) "  Y . l , r  :  I ,
which inrplies rk.o .{ 'n:r. We haye to prove that rk..ro ffr:r. Sincerk.o .f oconsiderecl as a funct'ion of i can only be strictly monoionic within the set
{0,  . . . ,  r11rk.4 f fn : r  impl ies rk-4. { , : r .  This  präves (ö) .  n
lve conclude this section with a result, for observability which is analogous
to Theorem 6.4.
6.5. Proposition
l'or a system matrix
lP  -a lP : l  l e . / l l D l \ r r u ) ^ ( r  ' r )
l v  i l ' J
the following statements are equivalent :
(a) F is observable.
(ö) P and Z are right coprime.
Prool
Let' G denote a gcrd of P and I/.
(a)  + (b) :  S ince ker ,  G:ker .  pnker ,  V we have ker . "  G:  {0} .  AssumeP and 7 are not right coprime. Then there exists a crA'of p ancl z callecl(l '  rvhich is 'ot, invertible. Therefore 0+^e.il, exists such that G,z:0 rvhich
implies ker., G7 {0}.
(ö) + (rz): Since (l is invertible we have ker." G:{0}. n
I?r nte rk
Baserl on the unique anti-isomorphisrn $ of -// lDl rvhich maps f 1) onto
- Dl one can define t 'he generalized transpose xp:(xpi;) for matrices p:
@ ; i)e.,// [ D1mx7' as follou's
* P t i : :  ö ( P i i )
Norv thc system matrix clual or adjoint to F is just *F ancl the dualitv of the
criteria in Theorem o.a (c) and in proposition 6.5 (b) is obvio's. Note that
iI pe..//[)l is full wrt .il, lhen *p is in most case only f ull wft, .,,// .
7. System homomorphisms and transfer functions
The following more intrinsic definit ion of a systern honromorphism turns
r-rut to be equivalent to the one given in Definit ion 5.1.
7.1. Delini,t i,on
Let  t r ,  be c lef ined as in  (5.1)  for  i :1 ,2,  inr  erc i111 p,  and p,  fu l l  wr t . { .
- t ' !9  map l :  I I (P: ,Qr\  -  f , I (Pz,  Qr)  is  ca l ler l  a  svstem hlmomorphism i f  thefollowing conditions are satisfiecl :
( a )  l i s  R l i nea , r .
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(b) / does not affect the inputs and outputs. More precisely : 'Ihe diagram
rr(Pb Q)
" n r r , /  l ,
> - l
x''lj.
n'IU)2, Q2)
c c r m m u t e s .  ( t r 1 ( z , u ) T  i : u i  ( Y i . , W i ) @ , u ) T : :  V & * 1 4 ' . i u f o r  i : 1 , 2 . )
(c) F'or every open interval l there exists an R-linear map llr such tha,t
f
f,I(Pr,8r).-_1-__>> f,t(l '2, Q2)
restriction | | restriction
o n 1 $  f l ,  . !  o n 1
M (P r, 0r) | 13, I ' I (I '  z, Q z\ | t
commutes.
(d) I is callecl time invariant if it, commutes u'ith all time shifts.
Condition (c) can be replaced by the condition
(c') Iror every (2, u)reXI(Pr, Qr) u'e have
(z ,u ' ) ' r  l r : 0  = *  l ( z ,u ) r \ r : 0
Clearly every system homomorphisrn according to Definition 5.1 satisfies
(,1\, (b) and (c). Conversely a svstem homomorphism according to Definit ion
7.1 can be represented by a differential polvnomial matrix as in Definit ion 5.1
which has constant coefficients if (r/) is fulfilled. The proof of the latter
statement, is lengthy and is omitted here. Its main tool is a result of Peetre
(1960) (see a lso Wel ls  and J)e Pr ima (1973)) .
'l'he equivalence of the two definit'ions of system homomorphv enables us
.to clarify the relation between transfer function ancl svstem equivalence.
7.2. Delinit ion
Let tr be of the form (5.1 ) and im Q cim P. Since for anty ue'2/"'the forced
nrotion a,, starting from zero is unique. The map t! : Q/* - 9, rvith ,rz r- 2,, is
u'ell-clefined. 'l'herefore Lhe tronsler fun,ction T of P is intro<lucecl b1'
T : Q/", +,!)/p
u , + ( V t ! * I I ' ) u
Algebraicallv there is no difficulty in also clefining transfer matrices asso-
ciatecl with a transfer function ? over the quotient skew fielcl of .// lDt. Of
course. not all matrices VP-tQ* I ' l 'can be interpreted as an operator on all of
a17nt. For this paper there is no adr-antage in considering transfer matrices.
7.3. Proposition
tr 'or  r l  :1 ,2,  le t  F ' i  be t le f ined as in  (5.1) ,  i rn  0 i - im I ' ; ,  P; fu l l  u ' r ' t . i l ,  anr l
7t be the transfer functions of F.,.
(4.) If a svstem hornomorphism erxists betlveen F, a,nrl Fo then Tt:1'2.
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(b) If Tr:Tz and in addition both tr, and F, are controllable on "/:
[to, ür] and observable then FrlS trr.
Prool
(a) is an immediate consequence of our clefiniti<ln.
To prove (b) we proceed in several steps :
(l) For every ueQ/"- there is a unique z€ketd p such that z(t):2,,(t) f.or
tlty Thus o": ,7/"- --+ker." P with or(u):7 is a rvell clefinecl
R-linear map (cf. Hinrichsen and Prätzel-Wolters (1980)).
(2) The controllability of F can now be characterized as follows : p is
controllable on "/ iff o, is surjective.
(3) I\tow let o"i be the corresponding maps for F, (i : r, 2) as defined in (l).
We then have that if f, is controllable, F, is observable and. Tr:T,
then or1 can be factorized by o"r, i.e. there is a unique R-linear rnap /"
such that the following diagram commutes :
%.,-
1Io prove this we demonstrate that orl is surjective and ker orr c:ket' of .
The first property is fulf i l led by (Z). For the latter, assume ort(u)-0
for  ueQ/r 'n .  Since (zur ,  u) l t , , ,n t :0 and Vrz, , r  + lVru:TpL:Tru:
Vrz, ,2+Wru we concluc le Vrz, , , l ( t , , - ) :0 .  Since F,  is  observable u,e
conclude zu ' l ( t , , - r  :0  rvh ich impl ies of (u) :Q.
Norv let tr. '  ( i: l , 2) be given as in part (ö) of Proposition 7.i1. Applying
(3) twice we see that the R-linear map
17 : ker Pr---+ker P,
zr ++ o"z(r1)
for some ue(orr)-1(zr) is in fact an isomorphism.
Now we define the linear map
| : .J'I(Pr, Q) - lI(Pz, Q2)
I I kcrar r xtol (zt, u)r : (f "(zt), o)r
l l  t r  *  t t ' , ,e , t (z , r ,  u)T :  (2, ,2,  u) ' r
I is a system isomorphism if we prove the conditions (ö) and (c,) of
Definit ion 7.1.
(6) l ' irst we prove Definit ion 7.1 (t). We decompose (2, u)r'elI(pr,0r) bf
Proposition 4.1 as follorvs
3Tl
(1 )
(5 )
by
(2, u): (zl ,  0) * (2,,r,  t t)
Da -"
uö
ll tul:, url a^?q o,{a'
ry U)n(is .[ * , l,
rl?la rU * *r"Ih : g deur oI{? Jo} uoq,L
{U 
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