Abstract. We study the principal subspaces of higher level standard A (2) 2 -modules, extending earlier work in the level one case, by Calinescu, Lepowsky and Milas. We prove natural presentations of principal subspaces and also of certain related spaces.
Introduction
The principal subspaces of standard (integrable highest weight) modules introduced in [FS1] - [FS2] have been studied by several authors from different standpoints. Our approach is based on vertex operator algebra theory ([B] , [FLM2] , [FHL] , [LL] ). Algebraic and combinatorial properties, such as presentations, combinatorial bases and graded dimensions, of the principal subspaces of certain modules for untwisted affine Lie algebras were proved in [CLM1] - [CLM2] , [CalLM1] - [CalLM3] , [Bu1]-[Bu3] and other works. Analogous results in the case of twisted affine Lie algebras appear in in [CalLM4] , [CMP] , [PS1] - [PS2] , [BS] , and in [MP] , [P] , [PSW] for lattice vertex operator algebras. There are also "commutative" principal subspaces studied in [Pr] , [Je] , [T1] - [T2] , etc., and the quantum case was studied in [Ko] .
In this paper, a continuation of [CalLM4] , we switch our attention to level k standard modules for A (2) 2 and their principal subspaces, where k is an integer with k ≥ 1. In this case, new spaces, which we call virtual subspaces, arise naturally. Denote by n the Lie subalgebra of A 2 spanned by the root vectors for the positive roots, and by n[ν] an appropriate affinization of n. The virtual subspaces, denoted by W k,i are defined as W k,i = U (n[ν]) · v k,i , where v k,i are certain highest weight vectors. With our definitions, we have that W k,0 is the principal subspace of the level k standard A (2) 2 -module. The virtual subspaces are analogous to the principallike subspaces in the untwisted case introduced in [CalLM3] . These subspaces were implicitly used in the proof of all other twisted results, [CalLM4] , [CMP] , [PS1] - [PS2] , and [PSW] , but the increase in the complexity of the current setting requires that these spaces to be worked with explicitly.
The virtual subspaces play a role similar to that of the principal subspaces of level k non-vacuum modules for A (1) 2 , denoted by W ((k − i)Λ 0 + iΛ 1 ) in [CLM2] and [CalLM2] , where Λ 0 , Λ 1 are fundamental weights. It was proved in [CalLM2] that the principal subspaces W ((k − i)Λ 0 + iΛ 1 ) have a presentation given by an ideal generated by a single family of degree k + 1 terms with an additional generator of C.C was partially supported by the Simons Foundation Collaboration Grant for Mathematicians, and by PSC-CUNY Research Awards.
x α (−1) k−i+1 , where α is the positive simple root. In this work we prove that our virtual subpaces satisfy W k,i ∼ = U (n[ν])/I k,i where the ideal I k,i is generated by k+2 different families of degree k+1 terms and a family of degree k−i+1 monomials constructed by using xν α1 − 1 4 and xν α1+α2 (−1), where α 1 , α 2 are positive simple roots. These presentations of W k,i are given in Theorem 5.1, the main result of our paper. The proof of this theorem adapts strategies from [S1] and other results involving principal subspaces into a nested inductive argument. The outer induction descends through the virtual subspaces ending at the principal subspace W k,0 , while the inner induction homogenizes the extra terms in the ideals, xν α1 − 1 4 m xν α1+α2 (−1) n , by iteratively decreasing the power of xν α1 − 1 4 , until the appropriate extra term is a power of xν α1+α2 (−1). In our proof, we make use of certain operators we call Y i , which play the role of the constant terms of intertwining operators used in [CalLM1] - [CalLM3] .
The paper is organized as follows. We recall the vertex operator constructions of A (2) 2 and higher level standard modules for A (2) 2 in sections 2 and 3. These results are standard and mostly taken from [L1] , [FLM1] (se also [CalLM4] ). Section 4 gives certain maps that play an important role in proving the presentations of principal subspaces. In Section 5 we prove the main result of this paper, Theorem 3.2. We note that the maps used to prove the presentations do not give exact sequences of maps among these virtual subspaces, as it is the case in [CLM1] - [CLM2] , [CalLM1] - [CalLM4] , [PS1] - [PS2] , [PSW] , and [CMP] . This shows that the theory in our setting is much more subtle than in the untwisted case or the case of the level one modules for the twisted affine Lie algebra A (2) 2 .
Vertex operator construction of A (2) 2
In this section we recall from [CalLM4] (which follows [L1] and [FLM1] , [FLM2] and [L2] ) the vertex operator construction of A (2) 2 using the lattice vertex algebra construction. Let g = sl(3, C) and h be a Cartan subalgebra of g. Fix a root system ∆ ⊂ h * and take {α 1 , α 2 } to be a choice of simple roots. Identify h * with h via a suitable symmetric, invariant bilinear form ·, · : g × g → C such that
equipped with the bilinear form ·, · . Take ν ∈ Aut L to be the isometry of L given by the folding of the Dynkin diagram
in other words, we have (2.2) ν(rα 1 + sα 2 ) = rα 2 + sα 1 for any integers r and s. Following the construction of twisted modules for lattice vertex algebras, we let l be a positive integer such that ν l = id L and
In our setting this amounts to setting l = 4, even though ν 2 = id L . This doubling of the period was seen in [CalLM4] , [CMP] , and handled more generally in [PSW] . Now that we have set the period of the isometry to be 4 we fix a primitive fourth root of unity, η, which we take η = i.
We consider two central extensions of the L by the cyclic group i ∼ = Z/4Z which we denote byL andL ν with associated commutator maps
respectively. We also have normalized cocyles ǫ C0 and ǫ C and normalized sections (α → e α ) associated to these central extensions so that (2.8)
e α e β = ǫ C0 (α, β)e α+β inL.
For concreteness we can take (2.9)
where m, n, r, s ∈ Z.
We also recall the affine Lie algebras
with their usual brackets. We refer the reader to [CalLM4] for further details regarding these constructions. Denote by (V L , Y ) the vertex operator algebra associated with the root lattice L. We have, in particular,
where ι :L → V L is the obvious inclusion. Define the operators x α (n) such that
Extend ν to an automorphism of V L and call itν. Thenν ∈ Aut (V L ) andν 4 = 1. We have (2.12)νι(e α1 ) = iι(e α2 ),νι(e α2 ) = iι(e α1 ), andνι(e α1+α2 ) = ι(e α1+α2 ).
Denote by (V T L , Yν) the irreducibleν-twisted module for V L on whichĥ[ν] has a natural action. We have
is a normalizing factor. For n ∈ (1/4)Z define the operators xν α (n) such that
. Now we observe that the Lie algebra g may be realized as the vector space (2.14)
With our choice of cocycle the brackets of interest are
for j ∈ {1, 2}. We now lift the isometry ν : L → L, which may also be viewed as an automorphism of the Lie subalgebra h ⊂ g to an automorphism of g which we denote byν. Explicitly we have
with similar formulas for elements associated to the negative roots. Define
theν-twisted affine Lie algebra associated to g andν with
, and y ∈ g (4n) . Adjoining the degree operator to g[ν] gives a copy of the twisted affine Lie algebra A (2) 2 (cf. [K] ). We recall the following result: 
-module. The following structure results from [CalLM4] will be useful in this paper:
Consider theν-stable Lie subalgebra of g: n = Cx α1 ⊕ Cx α2 ⊕ Cx α1+α2 , and its twisted affinization
We recall the definition of the principal subspace of
We recall the following result, from which we will derive the necessary presentation of our principal subspace:
and
Certain truncations of the coefficients of the products of vertex operators in (2.23), (2.25) and (2.26), together with the highest weight vector relations, are all the relations of a presentation of the principal subspace W T L (cf. Theorem 7.1 in [CalLM4] ).
Recall (5.18) from [CalLM4] with j = 1 and t = 1/2:
As a consequence of Lemmas 2.1 and 2.2, and (2.27) we note that (2.28)
where c is a nonzero constant. Finally, as in [CalLM4] , [CMP] , etc. we have a tensor product grading on V T L
given by the eigenvalues of Lν (0), where
which we call the weight grading. We also have a grading by charge, given by the eigenvalues of γ = (α 1 + α 2 ) (0) . We note that these gradings are compatible, and refer the reader to [CalLM4] for more details.
3. Vertex operator construction of higher level standard modules for
Let k be a nonnegative integer. We will use k to denote the level of representations in this paper. Consider the vector space
and the vertex operator
Define the vectors
and, more generally, for 0 ≤ i ≤ k,
, and denoted it byν. Thenν 4 = 1. Let Yν ,⊗k be the vertex operator
By [Li] we know that Lν(kΛ 0 ) :
-module with the tensor product action (diagonal action)
We also note here that our gradings on V T L by weight and charge naturally extend to (V T L ) ⊗k (cf.
[BS] for more details). Define the vector spaces
for any 0 ≤ i ≤ k (recall (2.22) and (3.2)), which we call virtual subspaces. Note that
is the principal subspace of the level k standard module Lν(kΛ 0 ). These virtual subspaces are analogous to the principal-like subspaces introduced in [CalLM3] .
for l = 1, 2. We also have
Proof. Recall that
where α is any root and 1 V is the identity operator. Now the statement follows from the corresponding statement for the level 1 case (Theorem 5.3 in [CalLM4] ).
Following [CalLM1] - [CalLM4] , [CMP] , etc. and using Theorem 3.1, we introduce the following formal infinite sums indexed by t ∈ 1 4 Z:
As in [CalLM1] - [CalLM4] , [CMP] , [PS1] - [PS2] , etc. we may write (3.12)
is the finite sum associated to R(α 1 , α 1 +α 2 , r|t), with 0 ≤ r ≤ k, m 1 , . . . , m k+1−r ∈ ( 
where a ∈ U (n[ν])n[ν] + and R 0 (α 1 + α 2 |t) is the finite sum indexed by the integers m 1 , . . . , m k+1 < 0.
We now note importantly that our relations may be rewritten in a simpler form:
Lemma 3.1. We have (3.14)
p1+···+p k+1−n =−t p1≤···≤p k+1−r−2n ≤−1/4 p k+2−r−2n ≤···≤p k+1−n ≤−1
where the a p ∈ C are constants related to reordering of the terms .
Proof. Consider any monomial in
(recall (3.9) and (3.12)). Choosing the term with the smallest m j + i j for j = 1, . . . , k+1−r, we move this term to the left of our monomial using the commutation relations (2.20). Namely, we have that:
for some constant c ∈ C, which is 0 in the case that m ℓ + m j + i ℓ + i j / ∈ Z. At each step, this creates a new monomial with either the same number of xν α1 (·) terms, or introduces a xν α1+α2 (·) term at the expense of two xν α1 (·) terms. One repeats the above process by moving the term xν α1 (p) with the smallest p, to the left of its corresponding monomial. After doing this we will have created monomials which have at most ⌊ k+1−r 2 ⌋ xν α1+α2 (q) terms in the monomials. We also use (2.21) to order the terms xν α1+α2 (q). Now (3.14) follows.
Remark 3.1. Of importance in the proof of our upcoming main result, Theorem 5.1, will be the variance of the entries in the summands of (3.14). The unique longest term of (3.14) with the smallest such variance will be called the most "balanced" term of the expression. Set (3.15)
Define the ideals (3.16)
Recall the virtual subspaces (3.4). There are natural surjective maps
The kernel of these maps will be called the presentation of W k,i . Our main goal in this work is to prove that the presentations Ker f k,i are equal to the ideals I k,i above, a result analogous to results found in [CalLM1] - [CalLM4] and related works.
Shifting Maps
Continuing to follow [CalLM4] , [CMP] , etc. we define certain maps acting on
⊗k , which are needed in the proof of the presentation of the virtual subspaces W k,i for 0
defined by θ(α 1 ) = −i and θ(α 2 ) = i, and extend it linearly. Consider the Lie algebra homomorphism on n[ν] defined by
which extends to an automorphism of U (n[ν]), which we will denote by τ γ,θ . In particular, we have (4.1)
for m 1 , . . . , m r ∈ 1 4 Z and n 1 , . . . , n s ∈ Z. We also have (4.2) τ −1 γ,θ = τ −γ,θ −1 . Lemma 4.1. We have
Proof. Notice that for any 0 ≤ r ≤ k and t ∈ (1/4)Z we have
for some a ∈ U (n[ν])n[ν] + and for t ∈ Z we have
for some a ∈ U (n[ν])n[ν] + , up to nonzero constants due to the character θ. It is obvious that
We recall the map (4.6)
from [CalLM4] . Then for any a ∈ U (n[ν]) we have
Lemma 4.2. We have
Proof. Need to show that I k,k xν α1 − 1 4 ⊂ I k,k−1 . Repeated applications of (2.20) imply that (4.9)
for nonzero constants c j . Then it follows that for 0 ≤ r ≤ k we have (4.10)
where a is a constant related to the constants c j in (4.9) and
One can see easily that
We also have the following result:
Lemma 4.3. For all s, i ≥ 0 with 0 ≤ i + s ≤ k we have:
Proof. We first prove that we have (4.14)
where a ∈ U (n[ν])n[ν] + , and
Now let i, s ≥ 0 such that 0 ≤ i + s ≤ k. By (4.14) we have
Hence,
where we use the fact that xν α1+α2 (−1) commutes with all elements of I k,0 .
Consider the linear map
is a nonzero constant depending on the maps C(·, ·), σ(·) and θ(·). Now consider the linear map
Then we have
Let λ 1 be the fundamental weight of g defined by:
We recall from [CalLM4] the operators
where
We now define the following operators:
where the non-identity operator occurs at the i-th slot. Using the operators Y k−i one can show that
for any 0 ≤ i ≤ k − 1.
Presentations of the subspaces W k,i
We now have the necessary ingredients to prove a presentation of the spaces W k,i .
Theorem 5.1. For i = 0, . . . , k we have
Since the inclusion I k,i ⊂ Kerf k,i is obvious, the remainder of the proof will show that Kerf k,i ⊂ I k,i for i = 0, . . . , k. Suppose that for some ℓ = 0, . . . , k we have Kerf k,ℓ ⊂ I k,ℓ , and consider the set {a ∈ U (n[ν])|a ∈ Kerf k,ℓ \ I k,ℓ for some ℓ = 0, . . . , k}.
We may and do assume that elements of this set have positive weight. Among the elements of this set, we look at those with lowest charge. Among the elements of lowest charge, we choose an element of lowest weight and call it a. We first show that ℓ = k. Suppose a ∈ Kerf k,k \ I k,k . Then, we have that
and thus by (4.18) we have
Since τ γ,θ (a) has lower weight than a, we have that τ γ,θ (a) ∈ I k,0 , and so applying Lemma 4.1 we have that a ∈ I k,k , a contradiction. We now proceed by induction and assume that we have shown that ℓ = k, k − 1, . . . , i + 1 for some 0 ≤ i ≤ k − 1 . We will show that this implies ℓ = i as well. We suppose our minimal element a ∈ Kerf k,i \ I k,i .
We first show, using an inductive proof, that we can write
we may write
where b (0) ∈ I k,0 and c
We will proceed inductively towards (5.5) by first showing that
Using the decomposition (5.6), we have 
Using the diagonal action we can write (5.10)
where w 0 is a sum of tensor factors all of which have xν α1 − 3 4 e α1 as at least one of the first k − i entries or it is zero. We now write 
has lower charge than a, then
So we have, using Lemma 4.1,
n Now putting this into the context of (5.6) we have (5.16) and is the most "balanced" term of this expression. That is, by Lemma 3.1, every other summand of this expression is either an element of I k,i or a U (n[ν])-multiple of
which verifies (5.7). Using (5.6) we have
for b (1) ∈ I k,i and c
Now, suppose that we have proved
where b (s+1) ∈ I k,i and c 
Using the diagonal action we can write
where w s is a sum of tensor factors all of which have xν α1 − 3 4 e α1 as at least one of the entries between the s + 1 and k − i position or is zero. We now write 
