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R-Boundedness is a randomized boundedness condition for sets of operators which in
recent years has found many applications in the maximal regularity theory of evolution
equations, stochastic evolution equations, spectral theory and vector-valued harmonic
analysis. However, in some situations additional geometric properties such as Pisier’s
property (α) are required to guaranty the R-boundedness of a relevant set of operators.
In this paper we show that a weaker property called semi-R-boundedness can be used
to avoid these geometric assumptions in the context of Schauder decompositions and the
H∞-calculus. Furthermore, we give weaker conditions for stochastic integrability of certain
convolutions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
R-boundedness has proved to be an important tool in the theory of maximal regularity of evolution equations [38],
in operator theory [21], Schauder decompositions [3,6], vector-valued harmonic analysis [12,17] and stochastic equations
(see [28] and references therein). In particular from the above results one can see that many results for Hilbert spaces
extend to the Banach space setting if one replaces uniform boundedness by R-boundedness. There are situations in which
additional geometric assumptions such as Pisier’s property (α) are required to guaranty the R-boundedness of certain sets
of operators (see [18,25]). We show that in several situations these assumptions can be avoided by using the weaker notion
of semi-R-boundedness.
Deﬁnition 1.1. Let X and Y be Banach spaces. Let (rn)n1 be a Rademacher sequence on a probability space (Ω,A,P).
A collection T ⊆ L(X, Y ) is said to be R-bounded if there exists a constant M  0 such that
(
E
∥∥∥∥∥
N∑
n=1
rnTnxn
∥∥∥∥∥
2) 12
 M
(
E
∥∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥∥
2) 12
, (1.1)
for all N  1 and all sequences (Tn)Nn=1 in T and (xn)Nn=1 in X .
* Corresponding author.
E-mail addresses: mark@profsonline.nl, M.C.Veraar@tudelft.nl (M. Veraar), lutz.weis@math.uni-karlsruhe.de (L. Weis).
1 The author was supported by the Alexander von Humboldt foundation.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.09.021
432 M. Veraar, L. Weis / J. Math. Anal. Appl. 363 (2010) 431–443By the Kahane–Khintchine inequalities one can replace the L2(Ω; E)-norm in (1.1) by any Lp(Ω; E)-norm as long as
p ∈ [1,∞).
If one only considers xn of the form xn = anx, where an is a scalar and x ∈ X , then one obtains the weaker notion of
semi-R-boundedness:
Deﬁnition 1.2. A collection T ⊆ L(X, Y ) is said to be semi-R-bounded if there exists a constant M  0 such that
(
E
∥∥∥∥∥
N∑
n=1
rnTnanx
∥∥∥∥∥
2) 12
 M
(
N∑
n=1
|an|2
) 1
2
‖x‖, (1.2)
for all N  1 and all sequences (Tn)Nn=1 in T , scalars (an)Nn=1, and x ∈ X .
This notion has been introduced and studied in [14]. In this paper we provide several characterizations and applications
of semi-R-boundedness. Let us note that semi-R-boundedness is used in [4] to compare different operator norms. The
maximal function which was used to study Kato’s square root in an Lp-setting in [15] is also deﬁned in terms of semi-R-
boundedness.
In this paper we give further properties and characterizations of semi-R-boundedness (see Sections 2 and 4) which
prepare us for our main applications.
In Section 3 we give suﬃcient conditions for semi-R-boundedness in terms of smoothness of operators. We provide
semi-R-bounded versions of results in [16] and prove sharp results for semigroups. Applications to stochastic equations are
given in Section 5. Here we apply multiplier and factorization techniques to obtain path-continuity of solutions. In Sec-
tion 6 we prove that the partial sum projections in a Schauder decomposition are always semi-R-bounded. Under geometric
constrictions on the Banach space R-boundedness results were obtained in [32]. Finally, in Section 7 we characterize the
boundedness of the H∞-calculus in terms of semi-R-bounded imaginary powers. Such results were known in the Hilbert
space situation and for Banach spaces with so-called property (α) (see [22,23,26,39]). We obtain a characterization for
spaces with nontrivial type and also show that the H∞-calculus itself is semi-R-bounded.
We will write a  b if there exists a universal constant C > 0 such that a  Cb, and a  b if a  b  a. If we want to
emphasize that C depends on some parameter t , we write at b and a t b.
2. Deﬁnitions and basic properties
Let X and Y be Banach spaces. Let (rn)n1 be a Rademacher sequence and (γn)n1 be a Gaussian sequence on a prob-
ability space (Ω,A,P). Let T ⊆ L(X, Y ). The least constant M for which (1.1) in Deﬁnition 1.1 holds is called the R-bound
of T , and is denoted by R(T ). Replacing the Rademacher sequence (rn)n1 by a Gaussian sequence (γn)n1 one obtains
the deﬁnition of γ -boundedness. The least corresponding constant is denoted by γ (T ) and is called the γ -bound of T .
For more details on R-boundedness we refer to [6,38]. If a family T ⊂ L(X, Y ) is R-bounded then it is γ -bounded and
γ (T ) R(T ). If X has ﬁnite cotype then γ -boundedness and R-boundedness of T are equivalent and R(T ) CXγ (T ). For
details on type and cotype we refer to [9].
The least constant M for which (1.2) in Deﬁnition 1.2 holds is called the semi-R-bound of T and is denoted by Rs(T ).
If we replace (rn)n1 by (γn)n1, the least corresponding constant M is denoted by γs(T ). Both conditions imply uniform
boundedness with supT∈T ‖T‖ γs(T ) Rs(T ). Clearly, R-boundedness implies semi-R-boundedness and γ -boundedness
implies semi-γ -boundedness. Moreover, by a standard randomization argument and [9, Proposition 12.11] one can see that
semi-R-boundedness and semi-γ -boundedness are equivalent and
γs(T ) Rs(T )
√
π/2γs(T ). (2.1)
Note that X = L(K, X), where we associate to each x ∈ X the operator a → ax. The following trivial but useful observa-
tion will allow us to reduce questions on semi-R-boundedness to the well-known situation of R-boundedness.
Lemma 2.1. Let X and Y be Banach spaces. For a collection T ⊆ L(X, Y ) the following assertions are equivalent:
(1) T is semi-R-bounded with Rs(T ) M.
(2) For all x ∈ X, the set Tx = {T x ∈ L(K; Y ): T ∈ T } is R-bounded with R(Tx) M‖x‖.
The following result can be proved as in [14, Proposition 2.1] where the case X = Y was considered.
Proposition 2.2. Let X be a nonzero Banach space and let Y be a Banach space. The following assertions are equivalent:
(1) Y is of type 2.
(2) Every uniformly bounded collection T ⊂ L(X, Y ) is semi-R-bounded.
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bounded.
Example 2.3. Let p ∈ [2,∞) and let (S(t))t0 be the translation group on Lp(R). Then {S(t): t ∈ [−1,1]} is semi-R-bounded
but not R-bounded (cf. [16, Example 6.2] and see Example 3.5 below for related results).
The following results can all be obtained from Lemma 2.1 and the corresponding R-boundedness result which can be
found in [6,38]. We only state the results that we need.
Remark 2.4. Let T ⊂ L(X, Y ) be a collection. The following hold:
(1) If T is semi-R-bounded, then the absolute convex hull abs co(T ) of T is semi-R-bounded and Rs(abs co(T )) 2Rs(T ).
(2) If T is semi-R-bounded, then the strong closure of T is semi-R-bounded and Rs(T strong) Rs(T ).
(3) In the deﬁnition of semi-R-boundedness it suﬃces to take the operators T1, . . . , TN distinct.
A space X is said to be a Grothendieck space (GT space) if every T : X → 2 is 1-summing (cf. [9] for details on summing
operators). Recall that L1-spaces are GT spaces.
Proposition 2.5. Let X be a Banach space, and let Y be a nonzero Banach space.
(1) If X has cotype 2 and is a GT space, then every semi-R-bounded family T is R-bounded.
(2) If every semi-R-bounded collection T ⊂ L(X, Y ) is R-bounded, then X has cotype 2.
The result in the case X = Y is separable has been proved in [14, Theorem 2.2] and the more general case has been
considered in [4, Proposition 3.17]. In the case X = Y is a separable Banach space, a complete characterization of spaces for
which semi-R-boundedness and R-boundedness coincide has been given in [14, Theorem 2.2].
One can weaken the deﬁnition of semi-R-boundedness by taking an = 1 for all n. The next result shows that this is in
fact equivalent to semi-R-boundedness.
Proposition 2.6. Let X and Y be Banach spaces. For a collection T ⊆ L(X, Y ) the following assertions are equivalent:
(1) The collection T is semi-R-bounded.
(2) The collection T is semi-γ -bounded.
(3) There exists an M  0 such that (E‖∑Nn=1 rnTnx‖2) 12  M√N‖x‖ for all N  1, (Tn)Nn=1 in T and x ∈ X.
(4) There exists an M  0 such that (E‖∑Nn=1 γnTnx‖2) 12  M√N‖x‖, for all N  1, (Tn)Nn=1 in T and x ∈ X.
Moreover, γs(T ) Rs(T )
√
π
2 γs(T ), and 2−
1
2 γs(T )  Mγ  Mr  Rs(T ), where Mr and Mγ are the least constants for which
statements (3) and (4) above hold.
Proof. For (1) ⇔ (2) see (2.1). (2) ⇒ (4) and (1) ⇒ (3) are trivial.
(4) ⇒ (2): The proof is based on an approximation argument (see [19]). We ﬁrst consider the case (an)Nn=1 in R. By
symmetry we may assume an  0 for all n. By an approximation argument it is enough to consider positive (an)Nn=1 in Q.
We can ﬁnd integers K  1 and (pn)Nn=1 in N such that an = pnK for all n. Let (γnm)n,m1 be a Gaussian sequence. Since
(pnγn)Nn=1 and (
∑p2n
m=1 γnm)Nn=1 are identically distributed, we have
E
∥∥∥∥∥
N∑
n=1
γnTnanx
∥∥∥∥∥
2
= 1
K 2
E
∥∥∥∥∥
N∑
n=1
pnγnTnx
∥∥∥∥∥
2
= 1
K 2
E
∥∥∥∥∥
N∑
n=1
p2n∑
m=1
γnmTnx
∥∥∥∥∥
2
 M
2
K 2
E
∥∥∥∥∥
N∑
n=1
p2n∑
m=1
γnmx
∥∥∥∥∥
2
= M
2
K 2
E
∥∥∥∥∥
N∑
n=1
pnγnx
∥∥∥∥∥
2
= M2E
∥∥∥∥∥
N∑
n=1
γnanx
∥∥∥∥∥
2
.
For (an)Nn=1 in C we can consider the real and imaginary part separately to obtain
(
E
∥∥∥∥∥
N∑
γnTnanx
∥∥∥∥∥
2) 12

√
2M‖x‖
(
N∑
|an|2
)1/2
.n=1 n=1
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sequence. Let N  1 and (xn)Nn=1 in X be arbitrary. One has
E
∥∥∥∥∥
N∑
n=1
γnTnx
∥∥∥∥∥
2
= lim
K→∞
1
K
E
∥∥∥∥∥
K∑
k=1
N∑
n=1
rnkTnx
∥∥∥∥∥
2
 M2 lim
K→∞
1
K
E
∥∥∥∥∥
K∑
k=1
N∑
n=1
rnkx
∥∥∥∥∥
2
= M2√N‖x‖. 
3. Smooth operator-valued functions
In this section we show that under type and cotype assumptions certain smooth operator-valued functions have semi-R-
bounded range. The case of R-boundedness has been considered in [16, Theorem 5.1]. The smoothness below is expressed
in Besov and Hölder spaces. Details on Besov spaces and other spaces can be found in [36] (see [1,35] for the vector-valued
setting). For details on type and cotype we refer to [9] and references therein.
Theorem 3.1. Let X and Y be Banach spaces. Let p ∈ [1,2]. Assume that Y has type p. Let T : Rd → L(X, Y ) be strongly continuous.
Let r ∈ [2,∞] be such that 1r = 1p − 12 and assume that there is an M such that for all x ∈ X,
‖T x‖
B
d
r
r,1(R
d;Y )
 M‖x‖.
Then there exists a constant C = C(p, Y ) such that
Rs
({
T (t) ∈ L(X, Y ): t ∈ Rd}) CM. (3.1)
Remark 3.2.
(1) Note that B
d
r
r,1(R
d; Y ) ↪→ BUC(Rd; Y ), so that {T (t): t ∈ Rd} is always uniformly bounded.
(2) Theorem 3.1 also holds if T is deﬁned on a smooth domain D ⊂ Rd . This easily follows from the boundedness of the
extension operator (cf. [36]).
Proof of Theorem 3.1. Let x ∈ X be arbitrary. Then {T x ∈ B
d
r
r,1(R
d;L(K, Y ))} and [16, Theorem 5.1] implies that {T (t)x ∈
L(K, Y ): t ∈ Rd} is R-bounded by C(p, Y )‖x‖. Therefore, Lemma 2.1 gives that {T (t) ∈ L(X, Y ): t ∈ Rd} is semi-R-bounded
by C(p, Y ). 
As a consequence we obtain that Hölder regularity of an operator-valued function implies semi-R-boundedness which in
our situation can be proved in the same way as [11, Corollary 5.4].
Corollary 3.3. Let X and Y be Banach spaces. Let p ∈ [1,2). Assume that Y has type p. Let I = (a,b) with −∞  a < b ∞. Let
α > 0 be such that α > 1r = 1p − 12 . Assume T : R → L(X, Y ) and M are such that for all x ∈ X, ‖T x‖Lr (I;Y )  M‖x‖ and there exists
an A such that∥∥T (s + h)x− T (s)x∥∥ A|h|α(1+ |s|)−α‖x‖, s, s + h ∈ I, h ∈ I, x ∈ X . (3.2)
Then {T (t) ∈ L(X, Y ): t ∈ I} is semi-R-bounded by a constant times A.
Note that in the case where I is bounded, the factor (1 + |s|)−α can be omitted. The situation p = 2 omitted as it is
covered by Proposition 2.2.
Next, we prove a result on semi-R-boundedness of strongly continuous semigroups restricted to real interpolation spaces.
The result is sharp in the smoothness index. A similar result for R-boundedness has been obtained in [16, Theorem 6.1].
However, there it is unclear what happens for the sharp exponent in the smoothness index.
For details on semigroups and interpolation theory we refer to [10] and [2,36].
Corollary 3.4. Let (S(t))t∈R+ be a strongly continuous semigroup on a Banach space X with ‖S(t)‖  Me−ωt for some M, ω > 0.
Assume X has type p ∈ [1,2). Let α = 1p − 12 and let iα : (X, D(A))α,1 → X be the inclusion mapping. Then{
S(t)iα: t ∈ R+
}⊂ L((X, D(A))
α,1, X
)
is semi-R-bounded.
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S(t)iα: t ∈ [0, K ]
}⊂ L((X, D(A))
α,1, X
)
is semi-R-bounded. This follows from Corollary 3.4 and a translation argument.
Proof. Let p ∈ [1,2). Recall from [2, Theorem 6.7.3] that x ∈ (X, D(A))α,1 if and only if x ∈ X and
‖x‖α,1 = ‖x‖ +
∞∫
0
t−α sup
0ht
∥∥S(h)x− x∥∥dt
t
< ∞.
Moreover, ‖ · ‖α,1 deﬁnes an equivalent norm on (X, D(A))α,1.
Let N : R → L((X, D(A))α,1, X) be given by N(t) = S(|t|)iα . Let 1r = 1p − 12 . By [33, Proposition 3.1]
‖Nx‖Bαr,1(R;X) r ‖Nx‖Lr(R;X) +
∞∫
0
t−α sup
|h|t
∥∥N(· + h)x− N(·)x∥∥Lr(R;X) dtt .
Since S is exponentially stable, ‖Nx‖Lr(R;X) r ‖x‖. For the other term, using the semigroup property we get∥∥N(· + h)x− N(·)x∥∥rLr(R;X) M,ω,r sup|h|t
∥∥(N(h)x− x)∥∥r .
Since N(h) = N(−h) it follows that
∞∫
0
t−α sup
|h|t
∥∥N(· + h)x− N(·)x∥∥Lr(R;X) dtt M,ω,r
∞∫
0
t−α sup
0ht
∥∥S(h)x− x∥∥dt
t
.
Therefore, ‖Nx‖Bαr,1(R;X) M,ω,r,α ‖x‖α,1 and the result follows from Theorem 3.1. 
In the next example we show that the result in Corollary 3.4 is sharp.
Example 3.5. Let p ∈ [1,2). Let (S(t))t∈R be the left-translation group on X = Lp(R) with generator A = ddx .
(1) Let α = 1p − 12 . Then for all K ∈ R+ ,{
S(t)iα: t ∈ [−K , K ]
}⊂ L(Bαp,1(R), Lp(R)) (3.3)
is semi-R-bounded. Here iα : Bαp,1(R) → Lp(R) denotes the canonical embedding. This result follows from Corollary 3.4
and (X, D(A))α,1 = Bαp,1(R) (cf. [35, Theorems 4.2 and 4.3.3]).
(2) For α ∈ [0, 1p − 12 ) and K = 1, the family (3.3) is not semi-R-bounded. This follows from the proof of [16, Example 6.2].
Remark 3.6. Note that if α > 1p − 12 , then the family in (3.3) is even R-bounded (see [16, Example 6.2]). In general we do
not know whether this extends to α = 1p − 12 , but if p = 1 this is indeed the case. This follows from Proposition 2.5, since
B
1
2
1,1(R) (being an L
1 space) is a GT-space with cotype 2.
4. Multipliers in Gauss spaces
The next proposition is a semi-R-bounded version of the multiplier theorem [22, Proposition 4.11]. We present the result
for the measure space ((a,b),μ,B(a,b)), where μ is the Lebesgue measure. The result is valid for more general measure
spaces with the same proof, but we will need it only for intervals (a,b), where −∞ a < b∞.
Let X be a Banach space and H be a separable Hilbert space with orthonormal basis (hn)n1. Let (γn)n1 be a real-
valued sequence of independent standard Gaussian random variables. An operator R ∈ L(H, X) is called γ -radonifying if∑
n1 γnRhn converges to some ξ ∈ L2(Ω; X). Moreover, we let ‖R‖γ (H,X) = ‖ξ‖L2(Ω;X) .
Let φ : (a,b) → L(H, X) be strongly measurable and such that for all x∗ ∈ X∗ , φ∗x∗ ∈ L2(a,b; H). Let Iφ : L2(a,b; H) → X
be the (Pettis)-integral operator given by
Iφ f =
b∫
φ(t) f (t)dt.a
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γ (a,b; X) = γ (a,b;R; X). For details on the Gauss spaces γ (a,b; X) and γ (a,b; H, X) we refer to [9,22,29].
Proposition 4.1. Let X and Y be Banach spaces. Let S : (a,b) → L(X, Y ) be a strongly continuous map and let S = {S(t) ∈
L(X, Y ): t ∈ (a,b)}. For a constant K  0, the following assertions are equivalent:
(1) S is semi-R-bounded with γsemi(S) K ,
(2) for all x ∈ X and all f ∈ L2(a,b)
‖ f Sx‖γ (a,b;Y )  K‖ f ‖L2(a,b)‖x‖X . (4.1)
It actually suﬃces to consider indicator functions f in (4.1).
Proof. This follows from the Gaussian version of Lemma 2.1, [22, Proposition 4.11] and the fact that γ (a,b;K) =
L2(a,b;K). 
Proposition 4.2. Let X and Y be Banach spaces and let H be a separable Hilbert space. Let S ⊂ L(X, Y ) be semi-R-bounded by some
constant K . Then the set S˜ ⊂ L(γ (H, X), γ (H, Y )) deﬁned by
S˜ = { S˜: ∃S ∈ S such that ∀B ∈ γ (H, X) one has S˜(B) = SB}
is semi-R-bounded by K .
Proof. Let S1, . . . , SN ∈ S and a1, . . . ,aN ∈ K be arbitrary. Then(
E
∥∥∥∥∥
N∑
n=1
rn SnanB
∥∥∥∥∥
2
γ (H,Y )
) 1
2
=
(
EEγ
∥∥∥∥∥
∑
m1
γm
N∑
n=1
rn SnanBhm
∥∥∥∥∥
2
Y
) 1
2
=
(
Eγ E
∥∥∥∥∥
N∑
n=1
rn Snan
∑
m1
γmBhm
∥∥∥∥∥
2
Y
) 1
2
 K
(
N∑
n=1
|an|2
) 1
2
‖B‖γ (H,X)
and the result follows from Lemma 2.1. 
Let X be a Banach space. Let (rn)n1 and (r′n)n1 denote two independent Rademacher sequences and let (rmn)m,n1
be a double indexed Rademacher sequence. We say that X has property (α+) if there is a constant C such that for all
(xmn)
M,N
m,n=1∥∥∥∥∥
N∑
n=1
M∑
m=1
rmnxmn
∥∥∥∥∥
L2(Ω;X)
 C
∥∥∥∥∥
N∑
n=1
M∑
m=1
r′nrmxmn
∥∥∥∥∥
L2(Ω;X)
.
Property (α−) is deﬁned by the opposite inequality. Properties (α+) and (α−) are introduced in [31]. These properties are
one sided versions of Pisier’s property (α) (see [34]). A space X has property (α) if and only if it has properties (α+) and
(α−). If X is a Banach function space with ﬁnite cotype, then X automatically has property (α). Also note that the Schatten
class Sp(2) has property (α+) (resp. (α−)) if and only if p ∈ [2,∞) (resp. p ∈ [1,2]) (cf. [31] and references therein).
Corollary 4.3. Let X and Y be Banach spaces and let H be a separable Hilbert space. Let S : (0, T ) → L(X, Y ) be a strongly continuous
map. If Y has property (α+) and S is semi-R-bounded by some constant K , then for all B ∈ γ (H, X) and all f ∈ L2(0, T ),
‖ f S B‖γ (0,T ;H,Y ) Y K‖ f ‖L2(0,T )‖B‖γ (H,X). (4.2)
Proof. In [31, Theorem 3.3] it is shown that under property (α+) the following embedding holds:
γ
(
L2(R+), γ (H, Y )
)
↪→ γ (L2(R+; H), Y ). (4.3)
By (4.3), Propositions 4.2 and 4.1 it follows that
‖ f S B‖γ (0,T ;H,Y ) Y ‖ f S B‖γ (0,T ;γ (H,Y ))  K‖ f ‖L2(0,T )‖B‖γ (H,Y ). 
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Corollary 4.4. Let (T (t))t∈R+ be a strongly continuous semigroup on a Banach space X with ‖T (t)‖ Me−ωt for someω > 0. Assume
X has type p ∈ [1,2). Let α = 1p − 12 . The following assertions hold:
(1) For all x ∈ (X, D(A))α,1 and all f ∈ L2(R+), f T x is in γ (R+; X).
(2) Let H be a real separable Hilbert space. If additionally X has property (α+), then for all B ∈ γ (H, (X, D(A))α,1) and f ∈ L2(R+),
f T B ∈ γ (R+; H, X).
Proof. (1) This follows from Corollary 3.4 and Proposition 4.1.
(2) This follows from Corollaries 3.4 and 4.3. 
Remark 4.5.
(1) If T is not uniformly exponentially stable, then the result of Corollary 4.4 still holds on ﬁnite intervals.
(2) If X has type 2, then property (α+) is not needed in Corollary 4.4. This follows from the embedding L2(R+;γ (H, X)) ↪→
γ (R+; H, X) for spaces X with type 2 (see [30, Theorem 5.1]).
5. Applications to stochastic evolution equations
Let X be a real Banach space and let H be a real separable Hilbert space and let T ∈ (0,∞). We recall the stochastic
Cauchy problem from [29, Section 7],
dU (t) = AU (t)dt + B dWH (t), t ∈ [0,∞), U (0) = u0. (5.1)
Here A is the generator of a C0-semigroup (S(t))t0 on X and B ∈ L(H, X) is a given bounded operator, and (WH (t))t∈[0,∞)
is a cylindrical Wiener process. We say that (5.1) has a solution if for all t ∈ [0, T ], ∫ t0 S(t − s)B dWH (s) exists in L2(Ω; X).
For details we refer to [29]. Let us recall from [29] that the stochastic integral exists if and only if t → S(t)B ∈ γ (0, T ; H, X).
The next result gives a suﬃcient condition for the existence of a solution to (5.1). Moreover, the solution has a version
with path-wise continuous trajectories.
Theorem 5.1. Let X be a Banach space. Let Y be a Banach space which is continuously embedded in X and let i : Y → X denote this
embedding. Let (S(t))t0 be a strongly continuous semigroup on X. If there exists an θ ∈ [0, 12 ) such that
Rs
{
tθ S(t)i ∈ L(Y , X): t ∈ [0, T ]}< ∞, (5.2)
then the following assertions hold:
(1) If B ∈ L(H, Y ) has ﬁnite rank, then the problem (5.1) has a solution (U (t))t∈[0,T ] with continuous paths.
(2) If Y has property (α+) and B ∈ γ (H, Y ), then the problem (5.1) has a solution (U (t))t∈[0,T ] with continuous paths.
Before we turn to the proof of Theorem 5.1 we give examples for the space Y .
Example 5.2. The semi-R-boundedness assumption (5.2) is fulﬁlled in the following three cases:
(1) If X has type 2, then (5.2) holds with Y = X and for all θ ∈ [0, 12 ). This follows from Proposition 2.2.
(2) Let p ∈ [1,2). If X has type p, then (5.2) holds with Y = (X, D(A))1/p−1/2,1 and for all θ ∈ [0, 12 ). This follows from
Corollary 3.4.
(3) If S is analytic, then (5.2) holds with Y = X and θ ∈ [0, 12 ). This follows from the fact that ddt [tθ S(t)x] ∈ L1(0, T ; X) for
all x ∈ X and [38, Proposition 2.5].
Proof of Theorem 5.1. (1) We can write B =∑Nn=1 hn ⊗ xn , where (hn)Nn=1 are orthonormal and (xn)Nn=1 are in Y . It follows
from Proposition 4.1 that for all ε ∈ (0,1/2− θ),
∥∥t → t−ε S(t)B∥∥
γ (0,T ;H,X) 
N∑
n=1
∥∥t → t−ε S(t)xn∥∥γ (0,T ;H,X)
 KS,θ,T
N∑
‖xn‖
∥∥t → t−ε−θ∥∥L2(0,T ) < ∞.
n=1
438 M. Veraar, L. Weis / J. Math. Anal. Appl. 363 (2010) 431–443By the Banach space version of the factorization method of [8] (cf. [27] or [37]), this implies that there exists a solution
with continuous paths.
(2) This follows as in (1), but this time using Corollary 4.3. 
Note that the family S itself in Example 5.2(3) does not have to be semi-R-bounded. This follows from the following
counterexample.
Example 5.3. Let X = L1(0,1) and consider A = d2
dx2
, with D(A) = {x ∈ W 2,1(0,1): x(0) = x(1) = 0}. Then A generates an
analytic semigroup (S(t))t0. It follows from Theorem 5.1 and Example 5.2 that (5.1) has a solution with continuous paths.
However, (S(t))t∈[0,1] is not semi-R-bounded. Indeed, it follows from the results in [14] that there do not exist semi-R-
bounded semigroups in L1(0,1) with the property that every S(t) for t > 0 is weakly compact. Since it is well-known that
S(t) is compact for all t > 0 the result follows.
6. Applications to Schauder decompositions
Let X be a Banach space. A sequence of bounded linear operator (Dn)n1 in L(X) is called a Schauder decomposition of X if
DnDm = 0 for n =m and for all x ∈ X , one has x =∑n1 Dnx. The corresponding partial sum projections (Pn)n1 are deﬁned
by Pn =∑nk=1 Dk . The Schauder decomposition (Dn)n1 is called unconditional if ∑n1 Dnx converges unconditionally for
all x ∈ X . Under geometric conditions (property () or weak-(α)) on the space X it was shown in [32] that (Pn)n1 is
R-bounded. Below we show that without any geometric assumption one always has that (Pn)n1 is semi-R-bounded.
Theorem 6.1. Let X be a Banach space. If (Dn)n1 is an unconditional Schauder decomposition then the corresponding partial sum
projections (Pn)n1 are semi-R-bounded.
As a consequence it follows that the column and row projections in S1 are at least semi-R-bounded. In [32] it is shown
that they are not R-bounded.
For the proof we need a vector-valued Stein inequality for martingales with independent and symmetric increments.
Lemma 6.2. Let (S,F ,μ) be a probability space. Let I ⊂ R+ be an index set which starts at 0. Let p ∈ [1,∞) and let F be the set of all
f ∈ Lp(S; X) such that (E( f |Ft))t∈I deﬁnes a martingale that starts at zero and which has symmetric and independent increments.
For t ∈ I let EFt ∈ L(F ) be deﬁned by EFt f = E( f |Ft), then for all f ∈ F and all choices t1, . . . , tN ∈ I and a1, . . . ,aN ∈ K, one has
E
∥∥∥∥∥
N∑
n=1
rnanEFtn f
∥∥∥∥∥
2
Lp(S;X)
 8
N∑
n=1
|an|2‖ f ‖2Lp(S;X).
Remark 6.3.
(1) If X has property (), then {EFt }t∈I in L(F ) is R-bounded (see [28, Lemma 2.8]).
(2) If X is a UMD space and p ∈ (1,∞), then {EFt }t∈I in L(Lp(S; X)) is R-bounded (see [5], [6, Proposition 3.8]). It is not
known whether this is true for a wider class than UMD spaces.
Proof of Lemma 6.2. We can assume t1  t2  · · ·  tN and let t0 = 0. For 1  n  N , write dn = EFtn f − EFtn−1 f . Then
(dn)Nn=1 are independent and symmetric. Expectation with respect to (rn)n1 will be denoted with Er . We have
N∑
n=1
rnEFtn an f =
N∑
n=1
n∑
m=1
anrndm =
N∑
m=1
dm
N∑
n=m
anrn.
By the Kahane contraction principle applied to (dm)Nm=1 and the Lévy–Octaviani inequalities (cf. [24]) applied to (anrn)nN
it follows that
Er
∥∥∥∥∥
N∑
n=1
anrnEFtn f
∥∥∥∥∥
2
Lp(S;X)
= Er
∥∥∥∥∥
N∑
m=1
dm
N∑
n=m
anrn
∥∥∥∥∥
2
Lp(S;X)
 4Er sup
1mN
∣∣∣∣∣
N∑
n=m
anrn
∣∣∣∣∣
2∥∥∥∥∥
N∑
m=1
dm
∥∥∥∥∥
2
Lp(S;X)
 8
N∑
|an|2‖ f ‖2Lp(S;X). 
n=1
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probability space (S,F ,μ).
Deﬁne g : X → L2(S; X) by g(x) =∑∞n=1 r˜nDnx. Then g is well-deﬁned and for all x ∈ X(
C−
)−1‖x‖ ∥∥g(x)∥∥L2(S;X)  C+‖x‖, (6.1)
where C−,C+ > 0 are constants. For n 0 let Fn = σ(r˜1, . . . , r˜n). It is clear that
E˜
(
g(x)
∣∣ Fn)= g(Pnx), x ∈ X, n 1.
Furthermore, the martingale (E˜(g(x) | Fn))n0 starts at zero and has independent increments. By Lemma 6.2 and (6.1) we
obtain that for all x ∈ X and a1, . . . ,aN ∈ K,(
E
∥∥∥∥∥
N∑
n=1
rn Pnanx
∥∥∥∥∥
2) 12
 C−
(
E
∥∥∥∥∥
N∑
n=1
rn g(Pnanx)
∥∥∥∥∥
2
L2(S;X)
) 1
2
= C−
(
E
∥∥∥∥∥
N∑
n=1
rnanE˜
(
g(x)
∣∣ Fn)
∥∥∥∥∥
2
L2(S;X)
) 1
2
 2
√
2C−
(
E
∥∥∥∥∥
N∑
n=1
rnang(x)
∥∥∥∥∥
2
L2(S;X)
) 1
2
 2
√
2C−C+
(
E
∥∥∥∥∥
N∑
n=1
rnanx
∥∥∥∥∥
2
X
) 1
2
. 
7. Applications to the H∞-calculus
Let X be a Banach space. For details on the H∞-calculus we refer the reader to [13,21,23]. We brieﬂy recall the deﬁnition
here.
For σ ∈ [0,π), let Σσ = {λ ∈ C: arg(λ) < σ , λ = 0}. As usual ∂Σσ will be orientated counterclockwise. Let H∞(Σσ )
denote the space of bounded analytic functions f : Σσ → C with norm ‖ f ‖H∞(Σσ ) = supλ∈Σσ | f (λ)|. Let
H∞0 (Σσ ) =
{
f ∈ H∞(Σσ ): ∃ > 0 s.t.
∣∣ f (λ)∣∣ |z|ε
(1+ |z|2)ε
}
.
We say that a closed densely deﬁned operator A on a Banach space X is a sectorial operator of type w ∈ [0,π) if A is one to
one with dense range, and for all σ ∈ (w,π) and for all λ ∈ Σσ , ‖λR(λ, A)‖ Cσ .
Let A be a sectorial operator of type w ∈ [0,π) and ﬁx σ ∈ (w,π) and ν ∈ (w, σ ). For f ∈ H∞0 (Σσ ) we can deﬁne
f (A) = 1
2π i
∫
∂Σν
f (λ)R(λ, A)dλ,
where the integral converges in the Bochner sense. We say that A has a bounded H∞(Σσ )-calculus if there is a constant C
such that∥∥ f (A)∥∥ C‖ f ‖H∞(Σσ ) for all f ∈ H∞0 (Σσ ). (7.1)
In this case (7.1) has a unique continuous extension to all f ∈ H∞(Σσ ).
Recall the following result:
Theorem7.1. (See [26].) A sectorial operator A on a Hilbert space X has a bounded H∞-calculus if and only if it has bounded imaginary
powers.
This result does not extend to the Banach space setting (see [7, Section 5]) in the sense that there exist sectorial operators
with bounded imaginary powers which do not have an H∞-calculus.
If one replaces the assumption that A has bounded imaginary powers by the stronger assumption that A has R-bounded
imaginary powers, then this implies again that A has a bounded H∞-calculus. This is proved in [22] (also see [23, Corol-
lary 12.11]). For spaces X with property (α) the boundedness of the H∞-calculus is characterized by R-bounded imaginary
powers (see [22,23]). Below we prove a characterization of the boundedness of the H∞-calculus in terms of semi-R-bounded
imaginary powers. Here we do not assume that X has property (α), but require that X has nontrivial type. There are many
spaces (i.e. Sp(2) with p ∈ (1,∞)) which have nontrivial type but fail property (α).
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assertions.
(a) A has a bounded H∞(Σσ1 )-calculus.
(b) The families
T1 =
{
f (A): ‖ f ‖H∞(Σσ2 )  1
}⊂ L(X)
and T ∗1 ⊂ L(X∗) are both semi-R-bounded.
(c) The families
T2 =
{
e−σ3|t|Ait : t ∈ R}⊂ L(X)
and T ∗2 ⊂ L(X∗) are both semi-R-bounded.
The following implications hold:
(1) Assume X has nontrivial type. If σ2 > σ1 , then (a) ⇒ (b).
(2) If σ3  σ2 , then (b) ⇒ (c).
(3) If σ1 > σ3 , then (c) ⇒ (a).
Roughly, the theorem can be rephrased as follows: If X has nontrivial type, then the boundedness of the H∞-calculus is
equivalent to semi-R-bounded imaginary powers.
Proof. (1) Fix ν ∈ (σ1, σ2). Fix f ∈ H∞0 (Σσ2 ). Note that by [21, Proposition 4.2] or [23, Lemma 12.4]
f (A) = 1
2π i
∫
∂Σν
f (λ)R(λ, A)dλ = 1
2π i
∫
∂Σν
f (λ)λ−
1
2 A
1
2 R(λ, A)dλ. (7.2)
Let ϕb ∈ H∞0 (Σσ2 ) for b ∈ {−1,1} be deﬁned by ϕb(z) = z
1
2 (ebiν − z)−1. Then by (7.2) we obtain that
f (A) = lim
K→∞
∑
b∈{−1,1}
−bebiν
2π i
K∑
k=−K
2k+1∫
2k
f
(
ebiνt
)
ϕb
(
t−1A
)dt
t
= lim
K→∞
∑
b∈{−1,1}
−bebiν
2π i
K∑
k=−K
2∫
1
f
(
2kebiνt
)
ϕb
(
2−kt−1A
)dt
t
= lim
K→∞
∑
b∈{−1,1}
−bebiν
2π i
2∫
1
K∑
k=−K
f
(
2kebiνt
)
ϕb
(
2−kt−1A
)dt
t
. (7.3)
Using this we show the semi-R-boundedness of T1. Let x ∈ X be arbitrary. Let a1, . . . ,aN ∈ K be arbitrary. By Re-
mark 2.4(2) it suﬃces to consider f1, . . . , fN ∈ H∞0 (Σσ2 ) with ‖ fn‖H∞(Σσ2 )  1, n = 1, . . . ,N . Fix ω ∈ Ω . Let x∗ ∈ X∗ be
such that ‖x∗‖ 1 and∥∥∥∥∥
N∑
n=1
rn(ω)an fn(A)x
∥∥∥∥∥=
〈
N∑
n=1
rn(ω)an fn(A)x, x
∗
〉
.
Then with Fk : [1,2] × Ω → X given by Fk(t,ω) =∑Nn=1 rn(ω)an fn(2kebiνt), it follows from (7.3) that∥∥∥∥∥
N∑
n=1
rn(ω)an fn(A)x
∥∥∥∥∥= limK→∞
∑
b∈{−1,1}
−bebiν
2π i
2∫
1
N∑
n=1
rn(ω)an
K∑
k=−K
〈
fn
(
2kebiνt
)
ϕb
(
2−kt−1A
)
x, x∗
〉dt
t
= lim
K→∞
∑
b∈{−1,1}
−bebiν
2π i
2∫
1
K∑
k=−K
〈
Fk(t,ω)ϕb
(
2−kt−1A
)
x, x∗
〉dt
t
.
Let (r˜k)k∈Z be a Rademacher sequence on some probability space (Ω˜, F˜ , P˜). Expectations with respect to Ω˜ and Ω will be
denoted by E˜ and E respectively. It follows that
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K∑
k=−K
〈
Fk(t,ω)ϕb
(
2−kt−1A
)
x, x∗
〉∣∣∣∣∣=
∣∣∣∣∣E˜
〈
K∑
k=−K
r˜k Fk(t,ω)ϕ
1
2
b
(
2−kt−1A
)
x,
K∑
k=−K
r˜kϕ
1
2
b
(
2−kt−1A
)∗
x∗
〉∣∣∣∣∣

(
E˜
∥∥∥∥∥
K∑
k=−K
r˜k Fk(t,ω)ϕ
1
2
b
(
2−kt−1A
)
x
∥∥∥∥∥
2) 12(
E˜
∥∥∥∥∥
K∑
k=−K
r˜kϕ
1
2
b
(
2−kt−1A
)∗
x∗
∥∥∥∥∥
2) 12
.
Recall from [23, Theorem 12.2] that
E˜
∥∥∥∥∥
K∑
k=−K
r˜kϕ
1
2
b
(
2−kt−1A
)
x
∥∥∥∥∥ C1‖x‖, (7.4)
E˜
∥∥∥∥∥
K∑
k=−K
r˜kϕ
1
2
b
(
2−kt−1A
)∗
x∗
∥∥∥∥∥ C2‖x∗‖. (7.5)
By integration over Ω , Fatou’s lemma, the Kahane–Khintchine inequality and (7.5) we can conclude that
E
∥∥∥∥∥
N∑
n=1
rnan fn(A)x
∥∥∥∥∥ C2 lim infK→∞
2∫
1
EE˜
∥∥∥∥∥
K∑
k=−K
r˜k Fk(t, ·)ϕ
1
2
b
(
2−kt−1A
)
x
∥∥∥∥∥dtt .
Since X has nontrivial type, it also has some cotype q < ∞ (see [9, Chapter 13]). Therefore, by [16, Lemma 3.1] or [20,
Lemma 3.1] we obtain that
E˜E
∥∥∥∥∥
K∑
k=−K
r˜k Fk(t)ϕ
1
2
b
(
2−kt−1A
)
x
∥∥∥∥∥X,q supk∈Z
∥∥Fk(t, ·)∥∥Lq+1(Ω)
(
E˜
∥∥∥∥∥
K∑
k=−K
r˜kϕ
1
2
b
(
2−kt−1A
)
x
∥∥∥∥∥
2) 12
 sup
k∈Z
∥∥Fk(t, ·)∥∥Lq+1(Ω)C1‖x‖,
where in the last line we used (7.4) and the Kahane–Khintchine inequality. Again by the Khintchine inequality it follows
that
∥∥Fk(t, ·)∥∥Lq+1(Ω) q ∥∥Fk(t, ·)∥∥L2(Ω) =
(
N∑
n=1
|an|2
∣∣ fn(2kebiνt)∣∣2
) 1
2

(
N∑
n=1
|an|2
) 1
2
.
Putting things together we obtain that
E
∥∥∥∥∥
N∑
n=1
rnan fn(A)x
∥∥∥∥∥X,q C1C2
(
N∑
n=1
|an|2
) 1
2
‖x‖
which proves the semi-R-boundedness of T1.
The semi-R-boundedness of T ∗1 can be proved in a similar way. Indeed, taking adjoints in (7.3) one obtains that
f (A)∗ = lim
K→∞
∑
b∈{−1,1}
−bebiν
2π i
2∫
1
K∑
k=−K
f
(
2kebiνt
)
ϕb
(
2−kt−1A
)∗ dt
t
.
Fix x∗ ∈ X∗ . Let a1, . . . ,aN ∈ K be arbitrary. Let f1, . . . , fN ∈ H∞0 (Σσ2 ) be such that ‖ fn‖H∞(σ2)  1, n = 1, . . . ,N . Fix δ > 0.
Fix ω ∈ Ω . Let x ∈ X be such that ‖x‖ 1+ δ and∥∥∥∥∥
N∑
n=1
rn(ω)an fn(A)
∗x∗
∥∥∥∥∥=
〈
x,
N∑
n=1
rn(ω)an fn(A)
∗x∗
〉
.
Then it follows that∥∥∥∥∥
N∑
n=1
rn(ω)an fn(A)
∗x∗
∥∥∥∥∥= limK→∞
∑
b∈{−1,1}
−bebiν
2π i
2∫
1
K∑
k=−K
〈
x, Fk(t,ω)ϕb
(
2−kt−1A
)∗
x∗
〉dt
t
.
Then applying (7.4) instead of (7.5) in the same way as before, we obtain that
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∥∥∥∥∥
N∑
n=1
rnan fn(A)
∗x∗
∥∥∥∥∥ (1+ δ)C1 lim infK→∞
2∫
1
EE˜
∥∥∥∥∥
K∑
k=−K
r˜k Fk(t)ϕ
1
2
b
(
2−kt−1A
)∗
x∗
∥∥∥∥∥dtt .
Since X has nontrivial type, X∗ has ﬁnite cotype. Therefore, one can complete the proof in the same way as before.
(2) This follows by taking ft(z) = e−σ3|t|zit , t ∈ R.
(3) It follows from Proposition 4.1 that∥∥t → e−σ1|t|Aitx∥∥
γ (R;X) =
∥∥t → e−(σ1−σ3)|t|e−σ2|t|Aitx∥∥
γ (R;X)
 C
∥∥e−(σ1−σ3)|·|∥∥L2(R)‖x‖σ1,σ3 C‖x‖.
In the same way we obtain that∥∥t → e−σ1|t|(Ait)∗x∗∥∥
γ (R;X) σ1,σ3 C‖x∗‖.
Now the result follows from [22, Theorem 7.2]. 
Corollary 7.3. Let X be a Banach space with property (α). Let A be a sectorial operator of type w and let σ > w. If the families
T (σ ) = { f (A): ‖ f ‖H∞(Σσ )  1}⊂ L(X)
and T ∗(σ ) ⊂ L(X∗) are both semi-R-bounded, then T (σ ′) is R-bounded for all σ ′ > σ .
Proof. This follows from Theorem 7.2, and [22, Corollary 7.5] or [23, Theorem 12.8]. 
Acknowledgment
The authors thank Sonja Cox and Jan van Neerven for carefully reading the paper.
References
[1] H. Amann, Operator-valued Fourier multipliers, vector-valued Besov spaces, and applications, Math. Nachr. 186 (1997) 5–56.
[2] J. Bergh, J. Löfström, Interpolation Spaces. An Introduction, Grundlehren Math. Wiss., vol. 223, Springer-Verlag, Berlin, 1976.
[3] E. Berkson, T.A. Gillespie, Spectral decompositions and harmonic analysis on UMD spaces, Studia Math. 112 (1) (1994) 13–49.
[4] O. Blasco, J. Fourie, I. Schoeman, On operator valued sequences of multipliers and R-boundedness, J. Math. Anal. Appl. 328 (1) (2007) 7–23.
[5] J. Bourgain, Vector-valued singular integrals and the H1-BMO duality, in: Probability Theory and Harmonic Analysis, Cleveland, Ohio, 1983, in: Monogr.
Textbooks Pure Appl. Math., vol. 98, Dekker, New York, 1986, pp. 1–19.
[6] Ph. Clément, B. de Pagter, F.A. Sukochev, H. Witvliet, Schauder decompositions and multiplier theorems, Studia Math. 138 (2) (2000) 135–163.
[7] M. Cowling, I. Doust, A. McIntosh, A. Yagi, Banach space operators with a bounded H∞ functional calculus, J. Austral. Math. Soc. Ser. A 60 (1) (1996)
51–89.
[8] G. Da Prato, S. Kwapien´, J. Zabczyk, Regularity of solutions of linear stochastic equations in Hilbert spaces, Stochastics 23 (1) (1987) 1–23.
[9] J. Diestel, H. Jarchow, A. Tonge, Absolutely Summing Operators, Cambridge Stud. Adv. Math., vol. 43, Cambridge University Press, Cambridge, 1995.
[10] K.-J. Engel, R. Nagel, One-Parameter Semigroups for Linear Evolution Equations, Grad. Texts in Math., vol. 194, Springer-Verlag, New York, 2000, with
contributions by S. Brendle, M. Campiti, T. Hahn, G. Metafune, G. Nickel, D. Pallara, C. Perazzoli, A. Rhandi, S. Romanelli and R. Schnaubelt.
[11] M. Girardi, L.W. Weis, Criteria for R-boundedness of operator families, in: Evolution Equations, Lect. Notes Pure Appl. Math., vol. 234, Dekker, New
York, 2003, pp. 203–221.
[12] M. Girardi, L.W. Weis, Operator-valued Fourier multiplier theorems on Lp(X) and geometry of Banach spaces, J. Funct. Anal. 204 (2) (2003) 320–354.
[13] M. Haase, The Functional Calculus for Sectorial Operators, Oper. Theory Adv. Appl., vol. 169, Birkhäuser Verlag, Basel, 2006.
[14] M. Hoffmann, N. Kalton, T. Kucherenko, R-bounded approximating sequences and applications to semigroups, J. Math. Anal. Appl. 294 (2) (2004)
373–386.
[15] T. Hytönen, A. McIntosh, P. Portal, Kato’s square root problem in Banach spaces, J. Funct. Anal. 254 (3) (2008) 675–726.
[16] T. Hytönen, M.C. Veraar, R-boundedness of smooth operator-valued functions, Integral Equations Operator Theory 63 (3) (2009) 373–402.
[17] T.P. Hytönen, L.W. Weis, A T1 theorem for integral transformations with operator-valued kernel, J. Reine Angew. Math. 599 (2006) 155–200.
[18] T.P. Hytönen, L.W. Weis, On the necessity of property (α) for some vector-valued multiplier theorems, Arch. Math. (Basel) 90 (1) (2008) 44–52.
[19] R.C. James, Nonreﬂexive spaces of type 2, Israel J. Math. 30 (1–2) (1978) 1–13.
[20] C. Kaiser, L. Weis, Wavelet transform for functions with values in UMD spaces, Studia Math. 186 (2) (2008) 101–126.
[21] N.J. Kalton, L.W. Weis, The H∞-calculus and sums of closed operators, Math. Ann. 321 (2) (2001) 319–345.
[22] N.J. Kalton, L.W. Weis, The H∞-calculus and square function estimates, preprint, 2004.
[23] P.C. Kunstmann, L.W. Weis, Maximal Lp -regularity for parabolic equations, Fourier multiplier theorems and H∞-functional calculus, in: Functional
Analytic Methods for Evolution Equations, in: Lecture Notes in Math., vol. 1855, Springer, Berlin, 2004, pp. 65–311.
[24] S. Kwapien´, W.A. Woyczyn´ski, Random Series and Stochastic Integrals: Single and Multiple, Probab. Appl., Birkhäuser Boston Inc., Boston, MA, 1992.
[25] G. Lancien, Counterexamples concerning sectorial operators, Arch. Math. (Basel) 71 (5) (1998) 388–398.
[26] A. McIntosh, Operators which have an H∞ functional calculus, in: Miniconference on Operator Theory and Partial Differential Equations, North Ryde,
1986, in: Proc. Centre Math. Anal. Austral. Nat. Univ., vol. 14, Austral. Nat. Univ., Canberra, 1986, pp. 210–231.
[27] A. Millet, W. Smolen´ski, On the continuity of Ornstein–Uhlenbeck processes in inﬁnite dimensions, Probab. Theory Related Fields 92 (4) (1992) 529–
547.
[28] J.M.A.M. van Neerven, M.C. Veraar, L.W. Weis, Stochastic evolution equations in UMD Banach spaces, J. Funct. Anal. 255 (4) (2008) 940–993.
[29] J.M.A.M. van Neerven, L.W. Weis, Stochastic integration of functions with values in a Banach space, Studia Math. 166 (2) (2005) 131–170.
M. Veraar, L. Weis / J. Math. Anal. Appl. 363 (2010) 431–443 443[30] J.M.A.M. van Neerven, L.W. Weis, Weak limits and integrals of Gaussian covariances in Banach spaces, Probab. Math. Statist. 25 (1) (2005), Acta Univ.
Wratislav. No. 2784, 55–74.
[31] J.M.A.M. van Neerven, L.W. Weis, Stochastic integration of operator-valued functions with respect to Banach space-valued Brownian motion, Potential
Anal. 29 (1) (2008) 65–88.
[32] B. de Pagter, H. Witvliet, Unconditional decompositions and UMD-spaces, in: Semi-groupes d’opérateurs et calcul fonctionnel, Besançon, 1998, in: Publ.
Math. UFR Sci. Tech. Besançon, vol. 16, Univ. Franche-Comté, Besançon, 1998, pp. 79–111.
[33] A. Pelczyn´ski, M. Wojciechowski, Molecular decompositions and embedding theorems for vector-valued Sobolev spaces with gradient norm, Studia
Math. 107 (1) (1993) 61–100.
[34] G. Pisier, Some results on Banach spaces without local unconditional structure, Compos. Math. 37 (1) (1978) 3–19.
[35] H.-J. Schmeisser, Vector-valued Sobolev and Besov spaces, in: Seminar Analysis of the Karl-Weierstraß-Institute of Mathematics 1985/86, Berlin,
1985/86, in: Teubner-Texte Math., vol. 96, Teubner, Leipzig, 1987, pp. 4–44.
[36] H. Triebel, Interpolation Theory, Function Spaces, Differential Operators, second ed., Johann Ambrosius Barth, Heidelberg, 1995.
[37] M.C. Veraar, J. Zimmerschied, Non-autonomous stochastic Cauchy problems in Banach spaces, Studia Math. 185 (1) (2008) 1–34.
[38] L.W. Weis, Operator-valued Fourier multiplier theorems and maximal Lp -regularity, Math. Ann. 319 (4) (2001) 735–758.
[39] A. Yagi, Coïncidence entre des espaces d’interpolation et des domaines de puissances fractionnaires d’opérateurs, C. R. Acad. Sci. Paris Sér. I
Math. 299 (6) (1984) 173–176.
