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Abstract: Emission from accreting black holes of all sizes is often highly variable,
and strongly dependent on the energy band of observation. Particularly at accre-
tion rates close to a few percent of the Eddington rate, multiple components become
important in constructing the energy spectrum, and the signals can vary greatly on
short timescales. For both X-ray binaries and Active Galactic Nuclei (AGN), the ac-
cretion geometry at low luminosities has become controversial, as spectral contribu-
tions from the thermal disc, relativistic reflection and Comptonization continua are
often highly degenerate, with instrumental effects throwing doubt on the strongest
pieces of evidence. However with the latest generation of instruments it has become
possible to analyze both the time-variability of distinct energy bands, and the corre-
lations between these bands, combining information from the orthogonal energy and
time domains. For the X-ray binaries, the Rossi X-ray Timing Explorer (RXTE) and
XMM-Newton have facilitated observations at high energy resolution down to the
millisecond timescale - close to the dynamical period in these sources. Meanwhile
for Active Galactic Nuclei, a series of high-cadence, long timescale campaigns using
the Hubble Space Telescope, the Neil Gehrels Swift Observatory and a multitude of
ground-based telescopes has produced data on the broadband continuum shape of a
growing sample of accreting sources with unprecedented timing quality. In this the-
sis I will present modeling of these spectral-timing data, with a view to constraining
the physical mechanisms and size scales of the accretion regimes in both the X-ray
binaries and AGN. By jointly modeling the energetic and timing aspects of the data,
the models in this thesis will aim to provide a more self-consistent picture of the
accretion structure at low luminosities, and rule out those pictures which cannot
simultaneously explain the spectral and temporal information.
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“Deep in the human unconscious
is a pervasive need for a logical universe
that makes sense.
But the real universe is always one step beyond logic.”
– Frank Herbert
For
Auntie Helen
Chapter 1 Introduction 1: The
Basic Properties of
Black Holes
The strength of a gravitational potential well around an enclosed mass, M, can
be described by the velocity required for a particle at a distance, R, to escape to
infinity; v2esc = 2GM/R. As the English natural philosopher John Michell first posited
in 1784, this simple formula implies that, given a high enough enclosed mass, the
escape velocity below some radius will exceed the speed of light.
Over 130 years later, with the advent of the theory of general relativity, Karl
Schwarzchild found a solution to Einstein’s field equations which again predicted
the existence of a radius around a central mass from which light could not escape.
In fact this radius can be derived very simply in classical mechanics by equating
the kinetic energy of a point mass, tending to light speed, to the gravitational
force on it. This yields the Schwarzchild radius, RS = 2GM/c2 = 2Rg, where Rg is
the gravitational radius. Since Rg is a characteristic size scale of the gravitational
potential, I will often use the shorthand r = R/Rg when denoting distances from a
central mass.
We now understand that when a region of space-time reaches a sufficiently high
mass density, its inward gravitational pressure will become large enough to overcome
all forms of outward pressure, allowing it to collapse completely to form a black hole
(BH). If this mass is not spinning, the Schwarzchild radius then denotes the black
hole ‘horizon of events’, or horizon within which events cannot affect any outside
observer (Finkelstein 1958). In effect, once a photon passes the event horizon around
a BH, it is lost to the observable universe, and so we cannot probe within these
2
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Figure 1.1: The top panel shows the black hole spin-dependence of the innermost
stable circular orbit and event horizon radii. The lower panel shows how the accre-
tion efficiency varies with spin. We note that since rISCO and η relate to accretion,
they depend on whether the black hole spins in the same sense as the infalling
material. Figure adapted from Kynoch (2019).
regions.
Most astrophysical BHs are spinning with a non-zero angular momentum JBH,
or dimensionless spin parameter a∗ = JBH/(MBHRgc). In this case, the Schwarzchild
solution does not accurately describe the radius of the event horizon, as the black
hole’s rotation drags space-time around with it, pulling the event horizon inward,
and the Kerr metric instead applies. Under the Kerr metric, it can be shown that
the horizon generalises to rH = 1 +
√
1 − a2∗. In the case that the angular momentum
is zero, this reduces to the Schwarzchild case of rH = rS = 2, while we have rH = 1
for maximal spin. We note that the black hole can spin either in the same sense as
orbiting material (prograde spin) or in the opposite sense (retrograde spin), corre-
sponding to positive a∗ or negative a∗ respectively, but that the event horizon size
depends only on the absolute spin; this is illustrated by the red line in the top panel
of Fig. 1.1 where the behaviour of rH with spin is plotted.
Provided that there are mechanisms for energy and angular momentum dissipa-
tion, any material left in the gravitational influence of a black hole will eventually be
accreted onto it. However, a test particle can exist in a stable orbit around a black
hole at any radius, as long as it is beyond the radius of the stable circular orbit
(ISCO), rISCO. This important prediction of general relativity states that, within
rISCO, particle orbits become inherently unstable; unless it is promptly ejected, the
orbiting material will be pulled into the event horizon. Like rH, rISCO also depends
on the black hole spin, although in a less simple way (via a formalism originally
developed by Bardeen, Press & Teukolsky 1972). We see in Fig. 1.1 that, unlike rH,
rISCO does depend on the sign of the spin, where it can be as large as 9 for fully
retrograde black hole spins, or as small as 1 for maximally prograde spin.
Like the ISCO position, the black hole spin also determines the efficiency of the
black hole accretion, η, where the total power radiated via accretion can be expressed
as L = ηM˙c2. A typical accretion efficiency would be of order 0.1, consistent with
a∗ = 0.7 according to the lower panel of Fig. 1.1. Comparing this to the nuclear
burning efficiency of η = 0.007, we find that accretion is spectacularly efficient in
converting matter into energy.
However there is a theoretical limit to the power which can be radiated from a
black hole, obtained when the radiation pressure exerted by the accretion process
balances the gravitational attraction of the black hole. Under the assumption of
spherical accretion, this limit is given by the Eddington luminosity,
LEdd =
4piGMmpc
σT
, (1.0.1)
where σT is the Thomson cross section for electron scattering. Of course, the as-
sumption of spherical accretion is inaccurate for a disc geometry, and so the local
Eddington rate at a given point may exceed the “global” rate, if the radiation pres-
sure is directed away from the infalling material. This is a mechanism by which
super-Eddington accretion can and likely does occur.
While the evidence for astrophysical black holes has, until recently, been indirect
- being typically inferred from the energetic properties of accreting material or the
gravitational influence on neighbouring bodies - the recent extraordinary observa-
tions by the Event Horizon Telescope have provided the first direct image of a black
hole. This image is shown in Fig. 1.2, whereby the use of radio interferometry with
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Figure 1.2: The radio interferometry image of the event horizon and hot accreting
matter around the nucleus of M87, from the Event Horizon Telescope Collaboration
(2019).
a baseline spanning the Earth’s diameter allowed the team to capture the active
nucleus of the galaxy Messier 87. Along with the long-sought measurement of grav-
itational waves from compact object mergers (e.g. Abbott et al. 2016), emerging
constraints on X-ray polarisation (e.g. Chauvin et al. 2018), and the incredible qual-
ity of new data in the more ‘conventional’ spectral and timing domains (e.g. Kara
et al. 2019), this is proving to be an incredibly exciting time to study black holes
and the material falling into them.
Chapter 2 Introduction 2:
Stellar Mass Black
Hole Binaries
Stellar mass black holes can form from the core-collapse of massive stars. During a
star’s lifetime, the inward gravitational pressure from the enormous mass is balanced
by the outward radiation pressure from nuclear reactions in the stellar core. However
when the nuclear fuel in the core is exhausted, the star’s self-gravity goes unopposed
and the outer layers collapse. For the most massive stars, above 8 M (where M
is the Sun’s mass), this results in a supernova explosion whereby the outer layers
hit the iron core, propagating an outward explosion which forms all of the elements
heavier than iron. If the stellar remnant has a mass below the Tolman-Oppenheimer-
Volkoff limit (Tolman 1939) of ∼ 2 M, this explosion will leave behind a neutron
star, for which the outward neutron degeneracy pressure is able to exert enough
outward pressure to resist collapse. However if the remnant is above this limit,
gravity becomes dominant and the core continues to collapse to form a black hole
(see e.g. Chitre & Hartle 1976). Most stars form in binary systems, and so when
one undergoes core collapse (and does not eject its companion star), the resultant
system will be either a neutron star binary (NSB) or a black hole binary (BHB).
Because of the extreme gravitational potential of the compact object (the pri-
mary), it may eventually begin to accrete mass from the companion. If the compan-
ion star has a mass above ∼ 10 M (typically spectral type O or B), this system is
termed a high-mass X-ray binary (HMXRB), while systems with lower mass com-
panions are low-mass X-ray binaries (LMXRBs). For some HMXRBs, the mass
captured by the primary may come from the substantial stellar wind ejected by the
6
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companion. However for most systems including all LMXRBs and some HMXRBs,
the mass transfer takes place through Roche lobe overflow. In this process, a com-
panion star fills its gravitational equipotential surface (the surface within which
orbiting material is gravitationally bound to the star), either through expansion due
to its own evolution or due to contraction of the binary orbit. This results in ma-
terial escaping the gravitational regime of the companion and being pulled onto the
accretor. As this mass is accreted, the liberation of gravitational potential through
viscous friction causes it to shines brightly in the X-ray band.
Far from being persistent though, the X-ray spectra in many XRBs can vary
dramatically on day-month timescales, as shown in Fig. 2.1. Since the observed
bolometric X-ray luminosity acts as a direct analogue to the global mass accretion
rate, this outbursting behaviour indicates an underlying instability in these systems.
At low mass accretion rates, the disc temperature is low and so the material
in the disc is mostly neutral, resulting in low opacities as the electrons are gen-
erally bound to nuclei. However if some region of the disc approaches 104−5 K,
photons from the Wien tail can begin to ionise Hydrogen; in this case, even a small
temperature fluctuation can cause electrons to be liberated locally so that free-free
absorption becomes more important (Cannizzo 1993). This increase in opacity can
lead to more photons being trapped in the disc, in turn leading to more hydrogen
ionisation events, and so runaway heating is triggered, stopped only once all of the
local Hydrogen is ionised. As the temperature is higher, this drives an increase in
local pressure, forcing more mass out of this annulus toward the black hole than is
incoming from larger radii.
The additional mass pushed into the inner annulus increases heating there, driv-
ing a heating wave toward the black hole, leading to the higher mass accretion rate
and higher X-ray luminosity observed. Eventually, the temperature at the outer disc
will drop below the Hydrogen ionisation temperature so that recombination can take
place, and in turn a cooling wave propagates through the disc, as the global mass
accretion rate drops back to low levels. This disc instability model (Lasota 2001)
broadly explains the change in overall X-ray luminosity we observe, but more infor-
mation is to be found in the spectral shape change in these outbursting sources.
Figure 2.1: RXTE All Sky Monitor light curves of black hole LMXRBs showing the
outburst behaviour. From Done, Gierlin´ski & Kubota (2007).
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Figure 2.2: A selection of spectra from the transient BHB GRO J1655-40. The
canonical soft and hard states are shown as the red and blue lines/data respectively,
while the transitionary ‘ultra-soft’ and ‘very high’ states are shown in magenta and
black. Adapted from Done (2010).
2.1 Overview of spectral states in X-ray binaries
We have seen that the mass accretion rate onto a BHB can vary greatly over
timescales between weeks and years. The shape of the broadband spectral energy
distribution (SED) of an accreting BHB also depends strongly on its mass accretion
rate. A single object can therefore sequentially exhibit a wide range of spectral
shapes over a fairly short timescale, as its global mass accretion rate rises and falls.
Some archetypal SEDs are shown in Fig. 2.2, showing the diversity in observed
shape over a single outburst. The extrema of this range of shapes are the spectrally
‘hard’ state, typically seen at Eddington-scaled accretion rates of m˙ . 0.02, and the
spectrally ‘soft’ state for m˙ & 0.02 (see e.g. McClintock & Remillard 2006). The
bolometric luminosities in these two states are dominated by completely different
SED components, indicating quite different accretion structures.
On one hand, the high luminosity, soft state (red line and error bars) is dominated
by a component peaking at ∼ 1 − 3 keV, with only a weak tail to high energies.
The dominant component here is extremely well described by an optically thick,
geometrically thin accretion disc whose properties were first outlined by Shakura &
Sunyaev (1973); I will discuss the spectra of such discs in Section 2.2.1, and their
characteristic variability timescales in Section 2.4.
By contrast to the soft state, the hard state in blue is dominated by a quasi-
power law between 3 and 100 keV, while the thermal disc near 1 keV has become
much weaker. This spectral shape is instead consistent with the presence of highly
energetic electrons of temperature (kTe ∼ 100 keV) in the vicinity of the disc, where
these electrons can Compton up-scatter thermal photons from the disc, producing a
steep Comptonised spectrum. Of course if the electrons see the disc photons, then
the disc must in turn see some of the up-scattered photons. Such disc reflection is
confirmed by the presence of the Fe Kα fluorescence line at 6.4 keV, indicative of
hard photons exciting the electrons around iron atoms in cool material (e.g. Fabian
et al. 1989; Steiner et al. 2010).
On the way from the hard state to the soft state and back, the source may also
pass through a range of other states, examples of which are shown as the magenta
and black lines. We can characterise all of these states by two important quantities:
the ratio of hard-to-soft photon flux (the hardness) and absolute flux. Doing so
allows us to map the evolution of a source’s spectrum as a function of luminosity,
producing a hardness-intensity diagram (colloquially known as the ‘q’ or ‘turtle head’
diagram). An example case is shown in Fig. 2.3. The shape of the q-diagram can
vary greatly between sources, although separate outbursts in a given source are often
quite similar in terms of their q-diagram shape. The archetypal outburst begins in
a low-luminosity, Compton dominated hard state. As the luminosity increases, the
hard spectral state persists until a critical flux is reached, when the thermal disc
component becomes more prominent and the Compton tail softens and declines,
passing through the ‘high intermediate’ state. As the luminosity reaches a maximum,
the thermal disc becomes completely dominant, after which the whole spectrum
declines in absolute flux while approximately maintaining its ‘soft’ shape. Below a
critical luminosity, the disc then recedes and the Compton tail hardens and rises as
the source finally returns to the hard state. This tendency for a source to transition
back to the hard state at a lower luminosity than it transitioned to the soft state is
known as accretion ‘hysteresis’.
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Figure 2.3: Hardness-intensity diagram of four well-sampled outbursts of the low-
mass BHB GX 339-4. The blue arrows denote the direction of the evolution, and
we note that most of the outbursts are very similar in terms of their transition
luminosity and hardness, and their return to quiescence. Adapted from Altamirano
& Mendez (2015).
2.2 Emission processes
The complex spectral evolution seen in the previous section - so ubiquitous in
the LMXRB population - indicates that profound changes in the accretion physics
around black holes can be driven by global mass accretion rate changes. However
nearly all of the intrinsic spectral shapes seen in XRBs can be reconstructed from
a small set of physical processes, most of which I have already alluded to. These
processes include thermal disc emission, Compton scattering, optically thick reflec-
tion, and optically thick reprocessing. In this section I will explain how we compute
the spectral contributions from each of these processes, and how we can compare
these to observed spectra to constrain many interesting physical quantities in the
accretion regime.
2.2.1 Thermal disc emission
Shakura & Sunyaev (1973) derived the canonical solutions to the disc equations,
describing material accreted onto a central BH. Due to viscous forces (the origins
of which were only speculated upon at the time), angular momentum is transported
outward, imparting a net inward force on the particles so that they liberate grav-
itational potential energy. From this simple idea, the spectrum of a thermal disc
can be derived by considering the dissipation of gravitational energy from a mass
accretion rate unit (dM/dt = M˙) directed inwards from radius R to R − dR. This
liberates energy at a rate
dE˙ =
GMM˙
R2
dR. (2.2.1)
This material is virialised and so only half of this potential energy can be radiated
away, so that the infinitesimal luminosity is
dL =
GMM˙
2R2
dR. (2.2.2)
In a dense, optically thick disk we expect this material to fully thermalise to a
blackbody, and so we can say that this disc annulus should obey
dL = dAσS BT 4, (2.2.3)
where σS B is the Stefan-Boltzmann constant. The annulus area including both sides
is dA = 2 × 2piRdR, and so by combining this with equations (2.2.2) and (2.2.3) we
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Figure 2.4: A generic example of a quasi-thermal disc spectrum (black line) com-
posed from a sum of blackbodies of different temperatures produced by the con-
stituent disc annuli (dotted lines). The units here are arbitrary.
can recover the local disc temperature of
T 4 =
GMM˙
8piσS BR3
. (2.2.4)
When the disc extends down to the ISCO, the temperature is also modified by
angular momentum considerations which exert an inner boundary coefficient of
3(1 − √Rin/R), since there are no viscous forces within Rin. This yields a disc tem-
perature of
T 4 =
GMM˙
8piσS BR3
3(1 − √Rin/R). (2.2.5)
This is one of the key predictions of the disc theory of Shakura & Sunyaev (1973),
and in the non-relativistic limit it is extremely successful (and can be extended into
the relativistic case when the corrections of Novikov & Thorne (1973) are applied).
In these early models the disc viscosity was parameterised simply as ν = αcsH
where cs is the disc sound speed, H is the disc scale height and α is a dimensionless
parameter with typical values close to 0.1. Since the output spectrum relies only
on the material being thermalised and not on the underlying source of the viscosity,
little attention was paid to the origin of the viscosity for several years, until the
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Figure 2.5: A range of high/soft state spectra from the low-mass BHB GX 339-4.
We see that most of the power is very well explained in the soft state at a range
of luminosities with a thermal, Shakura-Sunyaev disc. From Kolehmainen & Done
(2010).
breakthrough work of Balbus & Hawley (1998). They showed that the viscosity
which gives rise to both the angular momentum transport and the heating in the
disc could be generated by the interlaced magnetic fields which connect separate disc
particles. Due to the radial velocity differential, these field lines tangle and facilitate
a shearing force, becoming the natural source of viscosity in the disc1. This process
has become known as the magneto-rotational instability (MRI).
The final disc spectrum can then be predicted by adding the blackbody contribu-
tions of each disc annulus, as in Fig. 2.4. Fig. 2.5 shows a set of example fits to the
BHB GX 339-4 in the high/soft state, where the spectrum has been fit with a dom-
inant thermal disc and minor Compton tail (attributed to a thin disc atmosphere of
1While this fuller theory was developed by Balbus & Hawley (1998), the magnetic field origin
for the viscous transport and the subsequent variability considerations were actually first proposed
in Shakura & Sunyaev (1973), again demonstrating the importance of that work.
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hotter electrons; see next section). We see that the thermal disc spectrum is very
successful at fitting the majority of the power in this state at a range of luminosities,
as is the case for many other sources in the soft state. However while this remains
our canonical model for the origin of the quasi-blackbody component in XRBs, the
reproduction of such discs in simulations and the subsequent demonstration of ther-
mal spectra remains a target of very active research in the magneto-hydrodynamic
(MHD) simulation community (e.g. Sadowski 2016; Y.-F. Jiang et al. 2019).
2.2.2 Thermal Comptonisation
The other most important process in reproducing the broadband SED of accreting
BHBs is thermal Comptonisation, or the Compton upscattering of lower energy
photons by a higher energy thermal population of electrons. This produces the very
high energy photons we observe up to ∼ 100 keV in most accreting BHBs, which
completely dominate the spectrum in hard state sources.
Taking  to denote photon energies as a fraction of mec2, the output energy,
out, of a photon undergoing a single Compton scattering from a moving electron is
expressed as
out =
in(1 − βcos[θe, in])
1 − βcos[θe, out] + in/γ(1 − cos[θin, out]) . (2.2.6)
Here the photon of initial energy in is incident on the electron with an opening angle
of θe, in, and the angles from the scattered photon path to the initial electron path
and initial photon path are, respectively, θe, out and θin, out. Here the standard special
relativity conventions apply where the electron velocity is β = v/c, and the Lorentz
factor is γ = 1/
√
1 − β2 so that the electron kinetic energy is K =
√
γ2 − 1mec2.
This expression implies that whichever particle has the higher initial energy shares
this energy with the other. Here we will focus on the case of inverse Compton
scattering/Compton upscattering, where the average electron energy is higher than
the input (seed) photon energy.
A thermal distribution of electrons has a typical random velocity v2 ∼ 3kTe/me,
set by the electron temperature of Θ = kTe/mec2. If we average over angle under the
assumption of isotropic photon and electron distributions, we can derive an average
photon output energy of
¯out = (1 + 4Θ + 16Θ2 + ...)¯in ≈ (1 + 4Θ)¯in, (2.2.7)
where the approximation assumes Θ << 1. A typical photon energy change of
¯out − ¯in = ∆¯ = 4Θ¯in is therefore expected, up to ¯out . 3Θ since the average photon
temperature obviously cannot exceed that of the electron population.
Of course the Compton scattering process can only happen if an electron and
photon actually meet, and so we also need to consider the likelihood of interaction,
via the optical depth of the electron population,
τ = neRσT . (2.2.8)
Here ne is the electron density, R is the photon path length through the medium
and σT is the Thomson cross section. The probability of scattering is then given by
1 − e−τ ≈ τ for τ << 1. For a single scattering epoch then, a fraction ∼ τ, of the
seed photons passing through a hot electron cloud will be upscattered to an average
energy of (1 + 4Θ)¯in. But a fraction ∼ τ of those photons will also scatter, and this
process will repeat up to the limiting scattering order of N, defined by the electron
temperature and seed photon energy such that (1 + 4Θ)N ¯in ≈ 3Θ (i.e. there are N
average scatterings before reaching the maximum temperature).
Since the fractional energy change and fractional shift in flux is constant in the
range ¯in <  < 3Θ, the resultant flux spectrum goes as
log f () ∝ ln(1/τ)
ln(1 + 4Θ)
, (2.2.9)
i.e. the flux spectrum is a power law, f () ∝ −α, where
α =
ln(τ)
ln(1 + 4Θ)
. (2.2.10)
Alternatively put, the differential photon spectrum is N() ∝ −Γ where the photon
index Γ = α + 1. Crucially, the photon index is dependent on both the electron
temperature and optical depth, and so without observations to constrain the high-
energy turnover at 3Θ, one cannot independently determine the optical depth and
electron temperature (since one can simply obtain the same photon index at lower
opacity by increasing the electron temperature).
Of course the electron temperature itself is not a fundamental quantity; it is the
result of energy balance between the gravitational heating of the electrons due to
infall, `h, and their cooling by incident seed photons, `s. Thus the ratio of heating
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Figure 2.6: Schematic showing the Compton upscattering of seed photons from
some input (thermal) distribution in red through successive scattering orders in
blue, which combine in the SED to form the power law we observe (black). Note
that if scattering orders are sufficiently far apart in energy due to low optical depth,
the output SED may appear bumpy rather than smooth, meaning that in those
cases a power law is a poor approximation for Comptonisation.
to cooling power, `h/`s, together with the electron optical depth, are the true deter-
minants of the Compton spectrum shape (Haardt & Maraschi 1993). The electron
temperature (and hence the Compton spectrum turnover) can therefore be driven
down by increasing the incident seed photon luminosity, which, at a fixed optical
depth, will soften the spectrum.
This type of softening is precisely what occurs during the hard-to-soft state
transition observed in many BHBs (as well as the converse hardening on the recession
from outburst). Models of the accretion structure in the vicinity of the black hole are
therefore all basically composed of a thermal disc with a (geometrically ambiguous)
hot electron ‘corona’, whereby in approaching the soft state, the flux of disc seed
photons incident on the corona increases, softening the spectrum and cooling those
electrons such that the high energy turnover in the Compton spectrum drops.
2.2.3 Reflection
In the previous section we discussed photons from the disc incident on the hot corona.
On the other hand if the corona sees the disc, hard photons must in turn be incident
on the disc. Some of those will be scattered from electrons, and reflected from the
disc material. This reflected material adds a third important component to the
observed SED. The level of this reflection is determined by the relative importance
of photoelectric absorption and electron scattering. For neutral material at energies
below ∼ 10 keV, the cross section is large and so photoelectric absorption dominates
resulting in minimal reflection. As the energy increases, the cross section drops and
so reflection rises (black line in Fig. 2.7a). However as Compton recoil (Compton
down-scattering) begins to emerge at energies when the photon temperatures start to
exceed the disc electron temperature, the hard photon loses energy in the scattering.
This relatively small change in scattering optical depth (grey line in Fig. 2.7a) has
a major effect on the reflected spectrum as seen in Fig. 2.7b, with a turnover in the
reflection at ∼ 20 − 50 keV which is markedly steeper than the incident spectrum
(Matt, Perola & Piro 1991).
The other main components of the reflection spectrum are the emission lines,
arising from a proportion of the photons which are photoelectrically absorbed. These
photons excite ions in the disc material which then decay and re-emit this energy
as lines. The strongest fluorescence line is typically the Kα line for decays from the
n = 2 to n = 1 state, although since these lines are associated with photoelectric
absorption, they typically occur in the range where the incident spectrum dominates
the SED (left part of Fig. 2.7b, and so in observations these lines appear quite
diluted. This dilution is less important close to the reflection peak, and so the most
pronounced line in reflection spectra is the iron Kα line at 6.4 keV, where the high
atomic number also serves to hold on to excited electrons, while they more frequently
escape for elements with lower nuclear charge (a process known as Auger ionisation,
which weakens the line emission).
Since it is so pronounced and relatively undiluted compared to other lines, this
Fe Kα line has also been used in a number of sources (both BHBs and AGN) to
attempt to diagnose the inner size scale of the reflecting disc in a technique known
as ‘iron reverberation’. Since the accretion disc itself is rapidly rotating in a strong
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Figure 2.7: Panel a) shows the optical depth of photoelectric absorption (black)
and that of Klein-Nishina electron scattering (grey). The effect of these relative
cross sections on the reflected spectrum (blue) is shown in panel b), where we see
the amount of reflection rise as the photoelectric absorption declines, before turning
over at the point where electron scattering begins to decline due to Compton down-
scattering. The reflected spectrum also has, superposed on it, emission lines due
to electrons decaying from excited states after absorbing seed photons. From Done
(2010).
gravitational field, photons from the approaching side of the disc are blue shifted
and Doppler boosted, while those on the receding side are red shifted and Doppler
de-boosted. The amount of line broadening that is seen is therefore a result of the
disc velocity, and so the more broadening we see, the higher the Keplerian velocity
and the smaller the inner disc radius (Fabian et al. 1989). This broadening is also
affected by gravitational redshift and time dilation due to the extreme gravity of
the black hole, as well as the system inclination to our line of sight. In Fig. 2.8 we
illustrate how each of these effects contribute to the line shape we observe, all of
which should be modeled to constrain the inner disc radius reliably.
Fig. 2.7 emphasised the energy dependence of the photoelectric absorption cross
section, and how important this is for the amount of reflection seen. However so
far we have also assumed that all of the reflecting material is neutral. This is often
not the case, and any ionisation of the reflecting material can have a major effect
on its photoelectric cross-section and therefore the absorption/reflection levels. For
low energy incident photons, as the ionisation state increases, the cross section for
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Figure 2.8: A breakdown of the range of effects on a delta-function line profile
(typically Fe Kα) due to Newtonian disc motion, special- and general-relativistic
broadening, and gravitational redshifting. From Fabian et al. (2000).
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Figure 2.9: Panel a) shows the change to the photoelectric absorption cross section
with varying ionisation state in the disc material (black through blue lines). In panel
b) we see the effect this change in ionisation state has on the reflected spectrum
(omitting line emission), where the disc becomes mirror-like at low energies, while
the absorption features are broadened with increasing ionisation level. After ?.
photoelectric absorption will decrease, allowing more of the energy in this bandpass
to be reflected. This effect is illustrated in Fig. 2.9a where the ionisation state
has been varied, giving rise to the different levels of photoelectric absorption shown
as the black through blue solid lines. We see the pronounced effect this has on
the spectrum in Fig. 2.9b (which ignores the emission line contribution), where the
highest ionisation state makes the absorption cross sections so small that the disc
becomes almost perfectly reflective at low energies.
It is important to note that at high ionisation states, the absorption edges are also
broadened relative to the neutral case, due to the higher abundance of free electrons
giving rise to more electron scattering. This can then result in a broader base to
the emission lines. This is an important consideration in line fitting, as ionisation
broadening could be spuriously measured as gravitational/Doppler broadening, and
so the level of disc ionisation should also be well constrained before inferring the
radius of the inner disc (see Basak & Zdiarski 2016 for further discussion).
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Figure 2.10: The effect on the thermal disc spectrum of increasing the power in
the irradiating hard Compton tail. The increase in illuminating power increases the
resultant luminosity in the thermal component, but importantly most of this power
is concentrated at higher temperatures due to predominant heating of the inner disc.
Adapted from Gierlin´ski, Done & Page (2008).
2.2.4 Reprocessing
The remaining proportion of hard Compton photons which intercept the disc - and
are not reflected or converted into lines - are reprocessed down to the quasi-thermal
temperature of the disc (Malzac et al. 2005). Of course a significant amount of
reprocessed power requires a significant amount of hard Compton power, and so
reprocessing is only appreciable when the hard Compton luminosity is comparable
to or greater than the disc luminosity, as in the hard state.
In all models of the accretion zone where the Compton tail is significant, the
Comptonisation takes place close to the black hole (e.g. in an optically thin ‘hot
flow’, a compact corona on the spin axis, or in the jet itself), and so the inner edge
of the thermal disc is almost always more strongly illuminated than the outer parts.
Fig. 2.10 therefore shows how increasing the level of intrinsic hard power alters the
quasi-thermal disc spectrum, where it acts to both increase its total luminosity and
increase its peak temperature. We see that the change in the inferred inner disc
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temperature can be quite dramatic, so this effect must be considered when fitting
the peak disc temperature to derive an inner disc radius.
2.3 Modeling the hard state
In the previous section I discussed how high/soft state spectra can be almost com-
pletely modeled with a simple Shakura-Sunyaev disc which extends down to the
ISCO. The near-universal agreement regarding this theory, and its robustness to
observations, are testament to the success of this picture in the soft spectral state.
However, the same cannot be said for the low/hard and intermediate states. The
greatly increased importance of the Compton component as the source approaches
the hard state has led to fierce debate over the origin of this thermal Comptonisation.
This controversy has been focused primarily on the physical mechanism producing
the hot electrons in which the Compton upscattering takes place, with an ultimate
view to deriving the overall geometry of the accretion regime away from the soft
state.
One model which has gained much traction since the first claims of broadened
Fe Kα signatures is one in which the Comptonising region is positioned above the
black hole, in the form of a failed jet base, a wind, or some other ‘compact’ corona
(the ‘lamp post’ picture; Fabian et al. 1989; Laor 1991; Markoff, Nowak & Wilms
2005). One of the most influential studies supporting this picture of the hard state
was that of Miller et al. (2006), although the observations on which this claim was
based were later found to have suffered from major instrumental pile-up (Done &
Diaz-Trigo 2010). Nonetheless, independent analysis on Rossi X-ray Timing Ex-
plorer (RXTE) proportional counter data has also shown similar features (Garc´ıa et
al. 2015).
Energetically, though, this model is problematic. Since the entire disc has a line
of sight to it, any corona in this picture would be exposed to an overabundance of cool
seed photons giving rise to a very large `s. In the absence of a very efficient heating
mechanism driving up `h, this cooling imbalance would drive down the electron
temperature (see Section 2.2.2). This would rapidly soften the spectrum, such that
a steady hard state could not be maintained. One can avoid these issues however by
placing the corona very close to the black hole such that gravitational light bending
reduces the seed photon flux on the corona (Dovciak & Done 2016), or by having
the corona flow upward and away from the disc (Malzac, Beloborodov & Poutanen
2001).
Instead, the Comptonisation may take place in a coronal layer above and below
the disc. The density of a disc in hydrostatic equilibrium should decay with height
from the midplane (Frank, King & Raine 2002). The density-dependent optical
depth will therefore drop below τ ≈ 1 above some radius, potentially producing an
optically thin coronal layer on top of the disc, resulting in a ‘sandwich’ geometry
(Haardt & Maraschi 1993). This layer would not be unlike the thin disc atmosphere
required in the soft state to make the Compton tail. However this picture suffers
from the same problem regarding the overabundance of intercepted seed photons
cooling the hard power law, made worse when one considers that the thermal disc
will intercept and reprocess fully half of the coronal power law emission, driving `s
up yet further (Malzac et al. 2005; Poutanen, Veledina & Zdziarski 2018).
However, in considering the thermal stability of a system starting in the sandwich
geometry, simulations have hinted to a much more energetically stable solution: the
hot flow/truncated disc picture.
2.3.1 The geometrically thick, optically thin flow
In their simulations, Mayer & Pringle (2007) assume a simple sandwich geometry
consisting of an optically thin coronal layer above a geometrically thin, optically
thick disc. At a low mass accretion rate, mass and energy conduction is allowed
between these material phases, with Compton cooling of the corona by the disc
photons and heating of the disc by coronal illumination. After the system has been
left to evolve, they find that the inner disc evaporates, leaving only optically thin
coronal material interior to the thin disc truncation radius, rtrunc. At radii above
rtrunc, cooling dominates in the midplane, and the thin disc survives, while at radii
below rtrunc, gravitational heating dominates over Compton cooling and the disc
evaporates, as shown in Fig. 2.11. Since heating overcomes cooling at radii below
rtrunc, this provides a natural way to maintain the high electron temperature and thus
the hard Compton power law without invoking any new physics. This picture forms
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the basis for the hot flow/truncated disc (HF/TD) class of models (Esin, McClintock
& Narayan 1997; Done, Gierlin´ski & Kubota 2007, hereafter DGK07).
Interior to rtrunc, the material density is predicted to become low enough that the
electrons and atomic nuclei actually thermally decouple, so that the hot flow becomes
composed of a two-temperature plasma (Narayan & Yi 1995). The ions gain most
of the gravitational energy due to their higher mass, but they are unable to transfer
this energy to the electrons, which can more efficiently cool due to their larger
photon interaction cross-section. This results in a temperature disparity between the
electrons and protons of up to ∼ 3 orders of magnitude (kTe ≈ 102 keV while kTion ≈
105 keV). This gives rise to a large scale height to the flow as the hot ions exert strong
vertical pressure. Many physical effects have been considered in simulations of these
thick accretion flows, including advective cooling (advection dominated accretion
flows; ADAFs; Narayan & Yi 1995), convection (convection dominated accretion
flows; CDAFs; Abramowicz et al. 2002) and magnetic dissipation (magnetically
dominated accretion flows; MDAFs; Meier 2005). However all of these cases are
variations on a theme in which ions cannot efficiently dissipate their stored energy -
the radiatively-inefficient accretion flows (RIAFs; Yuan, Quataert & Narayan 2003).
As well as explaining the hard Compton component in the hard state, the HF/TD
model also intuitively explains the spectral evolution from the soft to the hard state
as simply being linked to a change in truncation radius, as illustrated in Fig. 2.12.
From the soft to the hard state, rtrunc increases (at fixed outer disc radius) and so the
amount of power in the thermal disc component falls as its maximum temperature
decreases. Since rtrunc is proceeding outward, the abundance of lower energy disc
photons incident on the hot flow also decreases, allowing more energy to be retained
in the hot electrons, driving up their temperature and making the power law harder,
as observed. As well as avoiding the aforementioned energetic issues and allowing
us to understand the spectral evolution intuitively in terms of rtrunc, we will see in
Section 2.4 that the HF/TF picture also provides a framework in which to interpret
the short-timescale variability properties of the hard state.
rtrunc
rtrunc
rtrunc
Figure 2.11: Schematic illustration of the emergence of the inner hot flow and the
recession of the truncated disc after the simulations of Mayer & Pringle (2007).
Mass and energy transfer between the pre-existing coronal layer above the disc, and
the underlying optically thick disc results in the inner disc evaporating within rtrunc,
where gravitational heating overcomes Compton cooling in the midplane.
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Figure 2.12: A schematic diagram showing how the change in spectra from the soft
to the hard state may be explained by a progressively more truncated disc being
replaced by a growing hot flow.
2.3.1.1 Explaining more complex spectral curvature
Despite these successes, the HF/TD model remains controversial, largely on the ba-
sis of certain broadband spectral observations which have been modeled equally well
in both the HF/TD and lamp post geometries. In particular, it is the appearance
of an ‘excess’ of emission at soft X-ray energies (1 − 5 keV) which has motivated a
resurgence in the lamp post model as a possible explanation. This excess emission
cannot be accounted for by either the hard Compton tail or the thermal disc com-
ponent, and so it is posited in the lamp post picture that this soft X-ray excess is
due to the low-energy contribution of the reflected component. However as we saw
in Section 2.2.3, in order for a reflected component to produce an abundance of low-
energy emission, the disc ionisation state must be high enough that photoelectric
absorption is driven down. This poses a problem in reproducing the iron line, since
if the disc ionisation state is too high then line emission becomes weaker. Lamp post
models avoid this problem in one of two ways. First, one may invoke a highly super-
solar iron abundance in the disc so that iron fluorescence is driven up (see Fig. 2.13
where AFe = 7.7, or Rykoff et al. 2007; Reis, Fabian & Miller 2010; Fabian et al.
2014; Garc´ıa et al. 2015; Parker at al. 2016; Wang-Ji et al. 2018). Alternatively, and
perhaps more physically, one may allow the disc density to become much higher than
usually assumed, thus increasing the bremsstrahlung and line cooling relative to the
reflected emission. This allows the soft reflection excess and strong iron lines to be
reproduced simultaneously (Tomsick et al. 2018; J. Jiang et al. 2019). However, the
vertical structure of the disc can also respond to the illumination, which results in
a more neutral, high density disc underlying an almost fully ionised and reflective
‘skin’ which surpasses the soft emission (Done & Nayakshin 2007). Questions have
yet to be answered regarding how the disc at low mass accretion rates can become so
much more dense than expected (or iron-abundant), but these models are in active
development and are expected to answer these concerns. A less-explored class of
models have also suggested that the X-ray component in low/hard state spectra can
instead be modelled by a jet contribution (Markoff, Nowak & Wilms 2005; Nowak et
al. 2011). However in Section 2.4.4 I will show that - like the reflection-dominated
models - this picture is challenged by the timing data.
On the other hand, in the HF/TD model, the solution to the presence of the soft
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Figure 2.13: Fit performed by Wang-Ji et al. (2018) to the hard state in Cygnus
X-1 using a Comptonising lamp post positioned above the black hole (green line)
and a disc extending down to < 1.9 rISCO (red line), where reflection from the highly
ionised, iron-abundant disc reproduces the soft excess emission near 1 keV (blue
line). Reflection from distant neutral material is also included (yellow line).
excess has been to recognise that the spectrum produced by the Comptonising flow
is unlikely to be the same at all radii. The deeper into the flow an electron is found,
the less likely it is to encounter a disc seed photon. Furthermore, the production of
cyclo-synchrotron photons as electrons are accelerated by magnetic fields is likely to
produce a new source of seed photons in this zone (Gierlin´ski et al. 1999; Poutanen,
Veledina & Zdziarski 2018). Even ignoring these considerations and returning to the
Mayer & Pringle (2007) picture, we see that an overlap region between the disc and
flow is probable, which may have a different Compton spectrum to the uninterrupted
inner flow. These possibilities have motivated the idea that the Compton spectrum
in the hard state is not homogeneous, and that it is better modeled as a sum of
discrete Compton components (or perhaps one which changes smoothly with radius,
although this is awkward to model). An example case is shown in Fig. 2.14, where
Makishima et al. (2008) fit the spectrum of Cygnus X-1 in the hard state with a
thermal disc, two Compton components and their reflection from a disc truncated
at < 73 Rg. While a multi-component Compton model does explain the spectrum
fully, including the iron line, for many such hard state spectra (Gierlin´ski et al. 1997;
Di Salvo et al. 2001; Yamada et al. 2013; Basak et al. 2017; see also Chapter 5),
Figure 2.14: SED of the hard state in Cygnus X-1 after Makishima et al. (2008),
decomposed into one thermal disc (orange dots), one soft Compton (blue dots), one
hard Compton (red line) and their reflections from the disc (dark and light green
dash-dot), with mild Gaussian broadening around the Fe Kα line. In this class of
model, the excess at soft X-ray energies is accounted for by the softer Compton
component, rather than highly ionised reflection.
in some spectra we do see that this picture is incomplete; for instance in the case
of Fig. 2.14 which additionally requires some mild Gaussian broadening around the
iron line. Variations on the theme of the truncated disc/hot flow model where some
of the hot flow electrons have a hybrid (thermal/non-thermal) electron distribution
have also successfully fit the spectra (e.g. Poutanen & Coppi 1998; Ibragimov et al.
2005; Makishima et al. 2008; Poutanen & Vurm 2009; Nowak et al. 2011).
This tension in the spectral data has motivated a search for new sources of
information which can help us to deduce the geometry of the hard state, and in
particular the truncation radius of the disc. Early results from X-ray polarimetry
are promising (Chauvin et al. 2018) although studies combining the constraints
from spectra and polarisation have not yet come to fruition. Instead the prevailing
opinion is now that the ‘fast’ timing data (10−3 − 100 s) will - when combined with
spectral information - help us to break the model degeneracies (van der Klis 1989;
Vaughan & Nowak 1997; Uttley et al. 2014; Dzie lak 2018). The overarching goal
of this thesis is in this vein, wherein I will develop a class of models which jointly
constrain the spectra and the timing properties, in order to self-consistently model
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Figure 2.15: Example 2 − 10 keV light curves from the hard state (cyan) and soft
state (red) of XTE J1550-564, normalised to their means.
multiple aspects of the data. The next section will therefore give an overview of
the fast timing properties we see in the X-rays in BHBs, before showing how these
properties do (and do not) correlate between energy bands, and how we might
explain these correlations.
2.4 Timing analysis of the hard state
When a source is in the hard state, not only does it exhibit a very different spectral
shape to when it is soft, but its light curves are also dramatically more variable. We
see from Fig. 2.15 simply by eye that the broadband emission rate in the soft state is
remarkably less variable compared to that in the hard state. This is quantified as a
major change in the mean-normalised root-mean-square variability (fractional rms),
and points again to a change in the physics and/or structure of the inner accretion
zone.
Studies have furthermore broken down the light curves into separate energy band-
passes, allowing one to track the change in variability level with changing SED com-
ponent contributions. These show that the hard tail remains highly variable, even in
the soft state when the thermal disc dominates the bolometric luminosity (Grinberg
et al. 2014). They also find that, in the soft state, the disc is emphatically stable
compared to the hard Compton flux (Churazov, Gilfanov & Revnivtsev 2001).
The character of the variability therefore offers a new way to constrain the active
mechanisms in the hard state. While the physics behind the spectral properties
has been well established for many decades, a rigorous understanding of how the
main variability components can be produced by a physical system has only begun
to emerge more recently. Much of this progress has been made through analysis
not in the time-domain, but in the Fourier (frequency) domain, to which BHB
lightcurves are uniquely well suited due to their remarkable lengths, count rates and
time resolution.
2.4.1 The discrete Fourier transform and the power
spectrum
The most fundamental tool we have in the timing analysis of BHB lightcurves is the
Fourier transform. This allows one to decompose a signal into its constituent sinu-
soids, to determine the amount of variability at each frequency. Since any observing
process is inherently discretely sampled and finite, we specifically use the discrete
Fourier transform. This is defined over N time bins of length dt, at frequency fn as
S n( fn) =
N−1∑
k=0
ske
2piink
N , (2.4.11)
where sk is the kth value of the signal and the discrete Fourier frequencies are fn =
n/(Ndt) where n = 1, 2, 3, ...,N/2. The frequency separation is d f = 1/(Ndt). Thus
the minimum measurable frequency for this signal is the inverse of the observation
length, fmin = 1/(Ndt), while the maximum is fmax = 1/(2dt), known as the Nyquist
frequency.
From the Fourier transform we can derive another vital tool, the power spectral
density (PSD), or power spectrum. The PSD describes the average variance per
unit frequency of a signal at a given temporal frequency, fn. Once the underlying
PSD is known, one can begin to predict how a signal will behave at a given time,
assuming stationarity (that the mean and variance do not change with time). If
we were dealing with a continuous Fourier transform, one could simply take its
modulus squared to retrieve the PSD. But since we are limited by discrete data, we
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must do some more work to derive an approximation to the PSD, by first taking the
periodogram (Priestley 1981),
|S n|2= S ∗nS n, (2.4.12)
where the asterisk denotes complex conjugation. In the convention of the ‘rms-
squared’ normalisation, the periodogram is normalised to
Pn =
2dt
µ2N
|S n|2, (2.4.13)
where µ is the signal mean, so that Pn is in units of fractional variance per Hz (see
e.g. Miyamoto et al. 1992, or the comprehensive review by Uttley et al. 2014).
The factor of 2 makes the periodogram ‘one-sided’, such that integrating over just
positive frequencies will recover the total squared fractional rms variability, while
the factor dt/N ensures the amplitudes at each fn are independent of the time series
length. This normalisation also means that, by integrating over a given frequency
range and taking the square root, one can recover the fractional rms variability,
Fvar, from variations within that frequency range. For this reason, I will always
plot periodograms and power spectra in units of f requency × power (i.e. units of
fractional rms squared).
However, since the periodogram is derived from a discrete process (over a finite
period), it is therefore only a random realisation of the true underlying PSD, with
the point dispersion being drawn from a skewed χ2 distribution. Taking a single
periodogram for the entire light curve at every possible frequency bin is therefore
sub-optimal, as the point dispersion on top of the PSD obscures the underlying,
intrinsic noise process. To better approximate the PSD then, ensemble averaging is
almost always applied to BHB light curves. First, the raw light curve is sliced into
M segments, and the periodogram is taken for each segment. The ensemble average
at each frequency bin of all M raw periodograms is then taken, so that
P¯n( fn) =
1
M
M∑
m=1
Pn,m( fn). (2.4.14)
This is a better-sampled periodogram in the frequency range of interest (with mini-
mum frequency at fmin = M/[Ndt]). However its error, δP¯n, is quite large, being just
the standard deviation over the M bins.
To reduce the uncertainty, in this thesis I will also geometrically re-bin the pe-
riodogram over frequency, so that the integer number of points found in frequency
bin j is K j ≤ c j0 with c0 a constant greater than 1. The jth frequency bin therefore
has width ∆ f j = d f K j. This means that at low j values, each bin contains at least
a single point, while at high frequencies the binning tends toward equal separation
in logarithmic space. The averaged and re-binned periodogram is then
P( f j) =
1
K j
∑
n∈ j
P¯n( fn). (2.4.15)
Provided that the averaging and binning is sufficient, this is now a good approxima-
tion of the PSD, having associated error
δP( f j) =
1
K j
√∑
n∈ j
δP¯2n( fn). (2.4.16)
Due to the statistical properties of the χ2 distribution, this error tends toward
δP( f j) = P¯( f j)/
√
K jM when the number of samples in bin j is large (K jM & 50).
Poisson (counting) noise also leads to a flattening of the PSD. This is accounted
for by subtracting a constant Ppois from the observed PSD, where
Ppois = 2(µ + b)/µ2, with b being the background count rate. Additional corrections
for instrumental dead-time and high energy charged particles (very large events;
VLEs) may also be included at this stage (see e.g. Nowak et al. 1999). Unless
stated otherwise, all observational power spectra shown in this thesis have been en-
semble averaged, geometrically binned and noise-subtracted in the way described
above.
2.4.2 Observed power spectra
We have seen that in the soft state, BHB X-ray lightcurves are often remarkably
stable. This is quantified by the very low noise level in the power spectrum in this
state, where the maximum amplitude fractional rms can drop below 0.1% (e.g. the
red curve in Fig. 2.16 from a soft state in GX 339-4). By contrast, the fractional
variability in the hard state is typically much higher, as in the blue curve in Fig. 2.16
where σrms/µ = 35%. This shape is very roughly approximated as a double-broken
power law, with f P( f ) ∝ f 1 below a low frequency break, fl, a flat-topped f P( f ) ∝ f 0
between the low and high-frequency breaks ( fh ∼ 5 Hz; e.g. Remillard & McClintock
2006), and a decaying f P( f ) ∝ f −1 for f > fh. Over the course of a transition from
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Figure 2.16: Power spectra in the 3− 30 keV band from GX 339-4 in the Compton-
dominated hard state (blue) and in the disc-dominated soft state (red). A clear drop
in noise power is seen from one state to the other, with distinct, broad Lorentzian
components seen in the hard state, as well as a weak low-frequency QPO.
the hard to the soft state, the high-frequency break is typically quite stable, while
fl shows a secular increase as the spectrum becomes softer.
Analyses of better quality data have actually shown that the hard state PSD
shape is better approximated by a sum of two or more Lorentzian functions rather
than a broken power law (Nowak 2000, Pottschmidt et al. 2003), where the centroid
frequencies of these Lorentzians are often correlated over the course of a state tran-
sition (Axelsson et al. 2005). The broadband noise is typically composed of 2 − 3
broad Lorentzians, while an additional, high frequency component is also often seen
in the dimmest hard states. An example is shown in Fig. 2.17, where the separate
Lorentzians are denoted in consistent colours between panels (and the unique ‘flat’
component seen in Cygnus X-1 is also shown). It is clear that the broad compo-
nents move to higher frequencies together, as the source goes from the hard to the
soft state, and that they all typically drop in amplitude above 5 Hz, suggesting a
common origin and demise.
On top of the broad Lorentzians associated with aperiodic variability, X-ray
PSDs often exhibit sharper peaks. These arise from large-amplitude sinusoidal flux
variations which sometimes slip out of phase, in turn becoming quasi -periodic. These
Figure 2.17: The evolution of the PSDs in Cygnus X-1 as it transitions from the
hard state to the soft state, with the individual Lorentzian components in colour. It
is clear that all frequencies increase monotonically across the transition, commonly
disappearing at 5 Hz. From DGK07 after Axelsson et al. (2005). Note that the flat
noise component in grey is unique to Cygnus X-1.
are the low- and high-frequency quasi-periodic oscillations (QPOs; van der Klis et
al. 1985). A weak low-frequency (LF) example is seen in the blue hard state PSD
in Fig. 2.16. These components modulate all of the aperiodic variability, and the
tight correlation between the LF QPO frequency and the low frequency break at fl
in particular (Wijnands & van der Klis 1999; Belloni et al. 2005; Klein-Wolt & van
der Klis 2008; Rapisarda, Ingram & van der Klis 2014) suggest that the LF QPO is
driven in the same region as the broadband noise.
Over the past 15 years, efforts have been made to jointly model the broadband
noise in the hard state, its absence in the soft state, the LF QPO, and the correlations
between peak frequencies over the state transition. In the next section I will describe
how consideration of mass accretion rate fluctuations in the HF/TD picture has
resulted in much success in terms of this energy-independent timing modeling, before
delving into the remaining challenges to our understanding presented by the cross-
spectra.
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2.4.3 The origin of the variability in the disc and flow
I have mentioned that the viscous forces allowing accretion to take place are believed
to arise from magnetic fields threading the disc (the MRI). According to simulations
these fields should also be inherently variable on all timescales (Noble & Krolik
2009), and should thus modulate the mass accretion rate with a white noise power
spectrum. Since the mass accretion rate in turn drives the local flux, the MRI alone
would would give rise to white-noise variations in the flux. However, the disc/flow
itself must respond to these variations, and in this way, fluctuations faster than
this viscous response time will be damped out, giving rise to a ‘break’ in the power
spectrum at the local viscous frequency.
We can estimate this local viscous frequency by thinking of a single density
perturbation as a ring of mass with initial radius, r. Taking the perturbation to be
infinitely narrow initially, and to act only under the influence of a central mass, the
local viscous timescale is then just the time taken for the density at r to deplete by a
factor e. Frank, King & Raine (2002) use this setup to derive the viscous timescale,
following the α prescription, as,
tvisc ≈ α−1(h/r)−2tφ. (2.4.17)
Taking the (Schwarzchild) dynamical timescale of tφ = Ω−1φ =
r3/2Rg
c , we recover a
viscous timescale of
tvisc ≈ 7 × 10−4 1
α
(
h
r
)−2 ( r
6
)3/2 ( M
10M
)
s. (2.4.18)
We see that tvisc (and hence the viscous frequency, fvisc) scale with radius, and so
progressively higher frequency variations will go un-damped as one approaches the
black hole. For each radius then, this damping of the intrinsic white noise produces
a peak at the local viscous frequency. Furthermore, as longer-timescale fluctuations
propagate inward at the local viscous speed (vvisc = r fvisc), they will modulate the
higher frequency variability produced closer to the black hole, and these will go on
to modulate faster fluctuations further in, and so on. This idea is the foundation of
the ‘propagating fluctuations’ model for the aperiodic noise (Lyubarskii 1997).
The propagating-fluctuations model has not only been successful in reproducing
the broadband PSD shape (Are´valo & Uttley 2006, hereafter AU06), but also the
Figure 2.18: An example rms-flux spectrum from Cygnus X-1 from Uttley, McHardy
& Vaughan (2005), showing the tight correlation over a large range in flux between
flux and the associated noise rms. Such a relation can only be produced by an
underlying multiplicative process.
ubiquitous ‘rms-flux’ relation seen in all accreting sources (Uttley & McHardy 2001;
Uttley, McHardy & Vaughan 2005). This relation holds that the variability in the
broadband flux seen from an object scales linearly with its mean flux, and is derived
by splitting a light curve into several-second segments and computing the mean
and standard deviation in each segment. An example is shown in Fig. 2.18. It is
vanishingly unlikely that such a relation could be produced by a ‘shot’ noise process
(independent events), instead requiring an underlying multiplicative process. By
definition, the propagating fluctuations model is multiplicative, and so it naturally
recovers the rms-flux relation.
Evidence for propagating mass accretion rate fluctuations in large scale-height
flows has indeed begun to emerge more recently in MHD simulations, in cases where
the duration and resolution are sufficient to resolve the rapid, aperiodic changes in
the magnetic field (Hogg & Reynolds 2016; Hogg & Reynolds 2017; Bollimpalli, Mah-
moud et al. in prep). These studies have recovered linear rms-flux relations as well
as broad-band power spectra in the mass accretion rate and emission proxies, being
broadly consistent with observational results.
Furthermore, since the viscous timescale depends on radius, one can associate
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the low frequency break in the observed power spectra with fluctuations from the
outermost turbulent radius (Churazov, Gilfanov & Revnivtsev 2001; DGK07; Vele-
dina 2018). To go from a stable disc to a turbulent one at some radius, this requires
a fairly abrupt change in the viscous timescale. According to equation (2.4.17), this
requires a change in α or h/r. In the HF/TD model we expect just such a change
in scale height, as the disc goes from geometrically thin and optically thin to geo-
metrically thick and optically thin. Taking a standard value of α = 0.1 and typical
disc/flow scale height ratios of (h/r)thin = 0.01 and (h/r)thick = 0.2 respectively, the
viscous timescales in these regions are
tvisc(thin) ≈ 75
( r
6
)3/2 ( M
10M
)
s (2.4.19)
and
tvisc(thick) ≈ 0.2
( r
6
)3/2 ( M
10M
)
s. (2.4.20)
Fluctuations which would survive in a thick flow are therefore quickly damped out in
a thin disc. A sudden change in scale height should therefore give rise to a break in
the power spectrum. On this basis, it has also been suggested that the movement of
the low-frequency PSD break during the state transition occurs due to the changing
outer radius of the hot flow. This would explain the increase in the low-frequency
break in the PSD (at fairly constant high-frequency break) as a source transitions
from the hard state to the soft state, as being due to the outermost turbulent radius
drawing inward, while the inner radius remains fixed
This was first modeled quantitatively by Ingram & Done (2011; hereafter ID11),
where they fit the 10 − 20 keV PSDs for 5 observations in the outburst of XTE
J1550-564. That model assumed that the outermost radius of the variable hot
flow corresponded exactly to the innermost edge of the disc, which was taken to
be intrinsically thin and invariant, as in Fig 2.19. An improved iteration of this
set of fits from Ingram & Done (2012a) is shown in Fig. 2.20, featuring a clear,
monotonic change in predicted disc truncation radius as the PSD narrows, while the
high-frequency break (and hence the inner radius) are fixed.
The model shown in Fig. 2.20 also went beyond explaining only the broad-band
variability evolution, and explained the presence and evolution of the strong LF
QPO. In this model the QPOs are caused by the black hole spin axis being mis-
aligned with the axis of rotation of the accretion disc (as first proposed by Stella &
Figure 2.19: Schematic showing how fluctuations in mass accretion rate in an in-
herently variable hot flow may explain the movement in the low-frequency cut-off
seen in the power spectra, as was assumed in Ingram & Done (2011). As the source
evolves from the hard (flow-dominated) state to the soft (disc-dominated) state, the
truncation radius moves inward, and so the low frequency cutoff associated with the
viscous frequency at the outermost turbulent radius moves up in frequency, while
the high-frequency cutoff remains stable.
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Figure 2.20: Model fits to the 10 − 20 keV power spectra across an outburst in
XTE J1550-564 by Ingram & Done (2012a). Red lines denote the model fits and
black error bars denote the data. We see a monotonic, correlated increase in both the
low-frequency break and low-frequency QPO as the source enters the high/soft state,
at relatively fixed high-frequency break. Both are explained well by the paradigm
of propagating fluctuations in a globally precessing hot flow.
Vietri 1998). This causes the inner flow to precess due to the relativistic Einstein-
Lense-Thirring effect. Since the sound speed in the hot flow is faster than this
precession speed, pressure waves allow the entire hot flow to precess as a solid body
(Fragile et al. 2007; Liska et al. 2017). This precession changes the orientation of
the hot flow with respect to our line of sight, producing periodic variations in flux
(Ingram et al. 2009). The characteristic frequency of these variations is related to
the outer radius of the hot flow, so that the QPO frequency increases with the low
frequency break as the disc moves inwards. The sound speed is much slower in an
optically thick, geometrically thin accretion disc. Therefore when the inner hot flow
is replaced by a stable disc in the soft state, the disc warps rather than precesses,
and the QPO disappears.
As the hot flow precesses, this also implies a varying illumination profile on the
inner disc. This model therefore predicted that the iron line centroid energy should
be modulated on the same quasi-period as the QPO (Ingram & Done 2012b), being
boosted and blue-shifted when the flow illuminates the approaching side, and red-
shifted when the flow illuminates the receding side. This characteristic signature of
prograde precession was indeed tentatively detected in the BHB H1743-322 (Ingram
et al. 2016).
Thus, the model of propagating fluctuations in the hot-flow/truncated disc geom-
etry has had much success in modeling the energy-independent power spectra, and
their evolution during the spectral transition. However, I have shown that the broad-
band SED can be composed of several components, and so by carefully selecting the
energy band in which one extracts a light curve, one can probe the short-timescale
variability of separate components, and how they relate to each other. To do this in
BHBs, one must exploit the cross spectrum.
2.4.4 The cross spectrum
For two light curves x(t) and y(t) with discrete Fourier transforms Xn and Yn, the
cross spectrum is defined as
ΓXY, n = X∗nYn. (2.4.21)
This is typically normalised in a similar way to the periodogram, only dividing by
the product of the means of the two light curves, µx and µy, so that effectively we
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have
ΓXY, n → 2dt
µxµyN
ΓXY, n. (2.4.22)
This normalisation will hereafter be implicit. Here we again confront the discrete
nature of our Fourier series, and so the same ensemble averaging and geometric re-
binning are applied here as for the PSD, taking our data from frequency bins, n, to
wider and better sampled bins, j.
However, X and Y are complex quantities. Unlike the PSD, where the final
value is real since we multiply the Fourier transform by its own conjugate, the cross
spectrum is therefore complex valued as well. Since it is complex, the cross spectrum
can be interpreted as
ΓXY, j = AX, jAY, jeiφXY, j
= AX, jAY, jcos(φXY, j) + iAX, jAY, jsin(φXY, j),
(2.4.23)
where AX, j and AY, j are the amplitudes of X and Y at f j, while φXY, j describes the
phase offset in the correlated variability at frequency f j between the two lightcurves.
Applying some trigonometry in the complex plane, we can recover the phase lag,
tan(φXY, j) =
Im[ΓXY, j]
Re[ΓXY, j]
, (2.4.24)
and the associated time lag,
τXY, j =
φXY, j
2pi f j
. (2.4.25)
Example Fourier lags are shown for Cygnus X-1 in Fig. 2.21, with all lags shown
relative to the softest 0 − 3.9 keV band. The most obvious feature is that the lags
are consistently positive in the well-constrained frequency range below 10 Hz, with
maxima between 10 and 100 ms, depending on the energy bands chosen. This is
true in almost all BHB hard state sources (Miyamoto & Kitamoto 1989; Nowak
et al. 1999), and is indicative of the hard energy band lagging the softer band.
The amplitude of the lag also increases as the separation between bands increases,
while it decays with increasing fluctuation frequency. These results pose certain
problems for the reflection-dominated lamp post models. First, the maximum lag
lengths observed are generally longer than the lags expected for relevant light travel
times in a typical LMXRB (e.g. τlight = 5 ms over 100 Rg around a 10 M BH).
Furthermore, models dominated by reflection from an intrinsically invariant disc
Frequency (Hz)
0.001
0.010
0.100
La
g 
(s
ec
.)
10-1 1.0 10.0 102
(0-3.9 keV) vs.
(3.9-6.0 keV)
Frequency (Hz)
0.001
0.010
0.100
La
g 
(s
ec
.)
10-1 1.0 10.0 102
(0-3.9 keV) vs.
(6.0-8.2 keV)
Frequency (Hz)
0.001
0.010
0.100
La
g 
(s
ec
.)
10-1 1.0 10.0 102
(0-3.9 keV) vs.
(8.2-14.1 keV)
Figure 2.21: Fourier time lags between separate energy bands from a hard state in
Cygnus X-1 by Nowak et al. (1999). Classic features include the monotonic (but not
strictly linear) decrease of lag with frequency, and increasing lag with energy band
separation.
qualitatively predict fluctuations arising first in the Compton-dominated hard band,
only later driving variations in the reflection/disc-dominated soft band. Extreme
reflection models with an intrinsically stable disc therefore predict lags of the wrong
parity to those observed (although this can be corrected by strongly pivoting the
continuum slope, see Mastroserio, Ingram & van der Klis 2019).
However, all models of the hard state do posit that the hardest emission comes
from close to the black hole. Taking only continua of stable shape, as the energy
band of observation is increased, that band will sample more and more hard con-
tinuum photons, and become less diluted by soft component photons. Since the
lags increase with high band energy and are very long relative to τlight, an intuitive
qualitative picture emerges where fluctuations travel from larger radii, first exciting
soft emission, to smaller radii, driving hard emission some lag time later.
Some of the first models therefore posited that fluctuations in the local mass
accretion rate must be generated in the thermal disc, before propagating to the
Comptonising hot flow/corona (Lyubarskii 1997). In the basic picture, fluctuations
in the mass accretion rate from larger radii first drive an increase in the rate of soft
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photons emitted by the thermal disc, before propagating inward with some delay
to excite emission in the Compton zone. This would explain not only the long
lag amplitude, but also the decay with frequency as shorter timescale variations
are produced at smaller radii in the soft zone, and so have a shorter distance to
travel before exciting emission in the hot flow. However, this solution appears quite
contrary to the HF/TD model presented in the previous section, which held that
fast variability should be quickly damped out in the disc! But in fact, there is
a growing body of cross-spectral evidence which does indeed show an increase in
the variability of the thermal disc emission in the hard state compared to the soft.
This is largely in the form of higher-order covariance statistics which I will come to
discuss in Section 2.4.5, but in particular, these show a high amplitude of correlated
variability arising from the thermal disc in the hard state (Wilkinson & Uttley 2009;
Uttley et al. 2011). At least part of this variability must be due to an increase in
the intrinsic disc turbulence producing slower fluctuations, although why the outer
disc in this state behaves differently to the soft state remains unknown.
Even so, the model of fluctuations propagating from a thermal disc to a spectrally
homogeneous hot flow is not entirely complete. The main obstacle to this simple
two-component picture is that lags are not only seen between thermal-dominated
and Compton-dominated energy bands, but also between Compton dominated bands
above ∼ 2 keV, where the thermal disc makes a negligible contribution (e.g. De
Marco et al. 2015; Misra et al. 2017). Example cases are shown for GX 339-4 in
Fig. 2.22, where statistically significant lags are seen between the 2 − 9 keV and
10 − 30 keV bands over a wide range in frequency, and over a range in Eddington
fractions.
Instead these features can be explained qualitatively in much the same way that
the complex spectral curvature was explained in Section 2.3.1.1, wherein the hard
X-rays are better described by a sum of Compton components instead of just one.
Rather than the flow emitting the same spectrum from all radii, the lags between
Compton-dominated bands can be explained qualitatively in the propagating fluctu-
ations model if the spectrum of the hot flow is softer at larger radii than at smaller
radii (Kotov, Churazov & Gilfanov 2001; AU06). Slow variability is generated at
the largest radii, in the region where the Compton spectrum is softer. By compar-
Figure 2.22: Fourier phase and time lags for GX 339-4 from three different Eddington
rates. Black lines and circles denote the lag between the 0.5 − 1.5 and 2 − 9 keV
bands; red lines and circles denote the lag between the 2− 9 and 10− 30 keV bands.
We note that significant lags are still seen even in the red case where both bands are
dominated by only the Comptonised flux, suggesting that the Compton zone has its
own, internal stratification of emitted spectrum with radius. Figure from De Marco
et al. (2015).
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ison, faster variability is produced closer in, so has a shorter distance to propagate
- and hence a shorter lag time - before it modulates the spectrally hardest inner
regions. Propagation from the spectrally softer outer Compton zone to the harder
inner Compton zone should therefore explain the size and behaviour of the frequency
dependent lags, in a way which is consistent with the spectral contributions and the
expected variability power in each band. If instead the hot flow were homogeneous,
spectra from the outer and inner radii would be the same, so while the fluctuation
in the inner radii would be lagged behind those produced in the outer radii, two
different energy bands would each sample the same fraction of initial and lagged
emission, so their mean-normalised lightcurves would be the same, and no lag would
be observed.
Such a model was explored by Rapisarda et al. (2016, 2017a, 2017b), whereby
fluctuations in the disc and flow are generated and propagate to the inner zones,
with photons from larger radii favoured in the lower band (resulting from a smoother
radial emissivity profile in this band), and hard photons favoured in the higher band
(from a centrally-peaked emissivity profile in that band). The results of those studies
confirmed that such models can successfully match the power spectra and Fourier
lags in cases where the power spectra in higher and lower bands are similar in shape
(e.g. left panel in Fig. 2.23), but that they struggle in cases with distinct variability
components at high and low energies (e.g. right panel in Fig. 2.23). This is likely
because - in these models - all variability power produced by large radii (dominating
lower energies) is propagated into the inner regions (dominating higher energies),
resulting in the high energy PSD necessarily exceeding the low energy PSD at all
frequencies2. Veledina (2018) overcomes this issue by proposing that the hard band
contains major contributions from both the outer flow, which is fed by disc seed
photons, and the inner flow, which is fed by cyclo-synchrotron photons. In that
case, the slowly varying signals from the outer flow interfere destructively with their
propagated counterparts in the inner flow, resulting in a suppression of low frequency
variability in the hard band. However the models of both Rapisarda et al. and
Veledina remain un-constrained by the SED contributions from each component, and
2Indeed, we simultaneously encountered this phenomenon while performing the modeling of
Chapter 3, before overcoming it in Chapter 4.
(a) (b)
Figure 2.23: Power spectra in the 1.9−13 keV (red) and 13.4−20.3 keV (blue) bands
in Cygnus X-1 in a hard state (left panel) and hard-intermediate state (right panel).
We note that the hard state PSDs have uniform shape between energy bands, but
the hard-intermediate state exhibits power spectra which are highly dissimilar in
shape at different energies.
so cannot strictly match the time-averaged energetics. In Chapters 3 and 4 of this
thesis I therefore develop a quantitative physical model which is complementary to
those works, aiming to fully describe the power spectra and lags, while also matching
the time-averaged energy spectrum.
In the part of this thesis looking at BHBs, I will use data primarily from RXTE
and the XMM-Newton telescope. The signal-to-noise of these instruments in their
timing modes mean that we can reliably measure the lag-frequency spectra of the
data only below 10 Hz. Above this level, the lag amplitude becomes comparable
to that induced by Poisson noise. With the first light of the Neutron star Interior
Composition Explorer (NICER), which has unprecedented time resolution at high
signal-to-noise, this upper frequency limit is being pushed higher (see e.g. Kara et
al. 2019). However to fully exploit the existing archival data, we are motivated to
look for other ways to interpret the data. One very powerful method is to quantify
the average time lag of light curves at different energies relative to that in some
‘reference’ energy band.
2.4.5 Lag-energy and covariance spectra
To compute the lag-energy spectrum, we follow the procedure of Uttley et al. (2014),
as follows. One first selects a reference band, against which the time lag for other
energies will be measured. This band should be as broad as possible, as the error
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associated with Poisson noise in this band is then minimised. It therefore typically
covers all energies with good signal-to-noise. The energy bands for which we wish
to know the lag relative to the reference band are then chosen (the ‘channels-of-
interest’; CIs), and for each CI, the cross-spectrum relative to the reference band is
computed. If a CI overlaps with the reference band, the count rate associated with
the CI is subtracted from the reference band before the lag computation, to avoid
a spurious increase in correlated noise between them. The cross-spectrum of each
CI is then averaged over some chosen frequency range, each average is converted to
a lag-frequency measurement, and over all energies this yields the lag-energy spec-
trum. This frequency range should be broad, in order to obtain good signal-to-noise.
However it should also be chosen carefully so that it contains the signal variations
characteristic of some (suspected) causal relation. For instance, a lower frequency
band (. 0.1 − 1 Hz) will be dominated by the hard lag, where this lag increases
monotonically with energy (see panels (a) & (b) in Fig. 2.24). This particular result
is consistent with the idea of fluctuations propagating from slowly varying, spectrally
softer regions to spectrally harder regions.
But herein lies the power of the lag-energy spectrum; by selecting a higher fre-
quency range, we can reliably probe the energy dependence of the very fast variabil-
ity (& 1− 2 Hz), where Poisson noise would usually dominate a single lag-frequency
spectrum or PSD. Examples are seen in panels (c) & (d) of Fig. 2.24, where the lag
trend turns from a hard lag to a soft lag at ∼ 1−1.5 keV. This indicates that for the
very fastest variability, the propagating fluctuation process (or other process which
results in the hard lag) is superseded by some mechanism where hard variations
lead soft variations. This is widely interpreted as being due to the rapidly vary-
ing hard flux from the inner regions illuminating the thermal disc, driving thermal
reprocessing on the disc after some light travel time. The timescale for the rever-
beration is often interpreted as the deviation from the log-linear slope of the hard
lag, which is of order 4 ms (around 100 Rg/c for a 10M black hole). However this
computation does not consider intrinsic deviations from the log-linear trend due to
the SED component shapes, or the spatial distribution of hard photons on the disc
(the reverberation impulse response). In Chapter 5 I will incorporate this proposed
reverberation mechanism into the new quantitative model, and attempt to confirm
(a) (b)
(c) (d)
Figure 2.24: Lag-energy spectra from GX 339-4 for three different Eddington rates
in four different frequency ranges. Broadly there is a monotonic increase in lag with
energy, indicative of mass fluctuations propagating from a softer, thermal disc region
to a harder, Comptonised region. In the highest-frequency cases however (panels c
and d), we see an inversion in the lag-energy trend at ∼ 1 keV, possibly resulting
from reprocessing of hard Compton photons on the outer, thermal disc after some
light travel time. Adapted from De Marco et al. (2015).
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whether disc reverberation can explain the high-frequency lags even in a model with
propagating fluctuations and a complex SED decomposition.
One final way to better understand the lag-energy spectrum shape at high fre-
quencies - and how this relates to the broadband SED - is by looking at the amplitude
of correlated variability as a function of energy. This is quantified through the co-
variance spectrum (whose name is actually somewhat deceptive in that it measures
the square-root of the covariance). By taking a CI light curve, x(t), and a reference
band, y(t), the covariance between that CI and the reference band is computed as
|cov( f j)|= µx
√
∆ f j(|ΓXY, j|2−n2)
PY( f j)
. (2.4.26)
Here n2 denotes bias induced by Poisson noise (Uttley et al. 2014), PY( f j) is the noise-
subtracted PSD of the reference band and ∆ f j is the width of the broad frequency
band in which the covariance is desired.
The output covariance spectrum shows the shape of the spectral components
which are correlated with the reference band. Therefore by selecting the reference
band carefully, one can identify the components which vary together over a given
frequency range (and importantly, those which do not!). This is the cross-spectral
analogue of the single-band rms-spectrum (Revnivtsev, Gilfanov & Churazov 1999),
which instead measures the amplitude of the total variability rather than just the
correlated variability, in a given frequency range.
Example covariance spectra are shown in the insets of Fig. 2.25 along with the
lag-energy spectra in the main plot for an observation of GX 339-4. The lag-energy
spectra show the aforementioned expected increase in hard lag with energy at lower
frequencies, and the inversion at 1.5 keV. Here the covariance spectra shed important
light on the influence of the blackbody hump at 0.5 − 1 keV, which is present and
therefore highly correlated across all frequency ranges. The presence of the thermal
hump at high frequencies (panel (d) inset) is consistent with the picture of fast
varying flux illuminating this disc, however the even more pronounced blackbody
disc presence at low frequencies seems to indicate that the disc is indeed intrinsically
variable in the hard state, challenging the classic HF/TD model which holds that
the thin disc is as stable in the hard state as it is in the soft state. These results
motivate the inclusion of intrinsic mass accretion rate variability in the inner disc
(a) (b)
(c) (d)
Figure 2.25: Lag-energy spectra for four temporal frequency ranges for GX 339-4.
All lags are measured relative to the 0.54 − 10.08 keV reference band. Insets show
the covariance spectra for the same energy range. After Uttley et al. (2011).
component in the modeling I carry out in Chapter 5.
Finally, a more general form of the covariance is the complex covariance, which
can be taken for all energies relative to the reference band,
cov(E, f j) = µE
ΓE, j
√
∆ f j√
PY( f j)
. (2.4.27)
Notably, the bias term is dropped in the case of the complex covariance. This is
because the real and imaginary components have no intrinsic bias, in that a noisy
estimate of either component has a mean-centered Gaussian probability distribution.
On the other hand, the modulus covariance must be positive definite and so the
negative side of this distribution is reflected around zero, causing it to be skewed
to a higher value than the “true” mean, and thus inducing a bias (Adam Ingram,
private communication).
Efforts to fit to this quantity directly have been made by Mastroserio, Ingram &
van der Klis (2018, 2019), as a way to directly constrain the thin disc structure via
reverberation. These models have been used to constrain the mass of Galactic black
holes via inference from the inner disc radius, and to demonstrate the presence of
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reverberation in the AGN NGC 5273 (Vincentelli et al. 2020), by fully harnessing
the amplitude and phase of the complex covariance. However this class of models
does not include the physical source of the broadband continuum variability itself,
instead letting it arise from a Compton power law of freely-varying index. The model
I develop in Chapters 3-5 of this thesis, which combines physical origins for the con-
tinuum variability with a mechanism for reverberation, is therefore complementary
to those works.
Chapter 3 Modeling the
Energy Dependent
X-ray Variability in
Cygnus X-1
In Chapter 2 we saw that the spectra in hard state BHBs appear to be composed
of multiple constituents, while this state also exhibits complex, highly correlated
variability. In this chapter, adapted from Mahmoud & Done 2018a we begin to
build a full spectral-timing model for the low luminosity/hard state of black hole
binaries, assuming that the spectrum of the X-ray-hot flow can be produced by two
Comptonisation zones. The previously introduced propagating fluctuations model is
included, so that fluctuations generated at the spectrally softest, outermost part of
the flow propagate down to modulate the faster fluctuations produced in the spec-
trally harder region close to the black hole. The observed spectrum and variability
are then produced by summing over all regions in the flow. Given a viscous fre-
quency prescription, the model predicts Fourier power spectral densities and lags
for any energy bands.
We quantitatively compare the predictions of this model to the best fast spectral-
timing data currently available: the archival Rossi X-ray Timing Explorer (RXTE)
observations of Cygnus X-1 in the low/hard state (see Section 3.1), as used by Nowak
et al. (1999). The data span an energy range of 3 − 30 keV, so they are dominated
by the emission from the hot flow, and exclude the truncated disc emission. Cygnus
X-1 is an ideal source for this study, since there is no obvious QPO to complicate
the underlying propagation models, as well as being very bright, resulting in a high
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signal-to-noise ratio.
The observed time-averaged energy spectrum, together with an assumed emis-
sivity, sets the radial boundary between the soft and hard Comptonisation regions
in our model. We find that the power spectra cannot be described by any smooth
model of generating fluctuations, instead requiring that there are specific radii in the
flow where noise is preferentially produced. Even with these additions, we are able
to fit only one of the power spectra with the lags between energy bands, but not the
remaining energy-dependent PSDs. We conclude that either the spectra are more
complex than two-zone models, or that other processes such as fluctuation damping
are important in forming the variability.
We first describe the data to which we compare our developing model in Sec-
tion 3.1. In Section 3.2 we then quantitatively describe the single zone propagating
fluctuation model, building from the qualitative picture described in Chapter 2. In
Section 3.3 - 3.6 we then systematically extend our procedure to predict frequency-
dependent time lags, by applying different spectral components to different radial
ranges in the propagating fluctuations model, and tweaking the amount of variabil-
ity produced at different radii. Finally in Section 3.7, we discuss the successes and
failures of our model prescription so far, and directly tie these back to the nature
and geometry of the X-ray emission region close to the black hole.
3.1 Observations of Cygnus X-1 in the hard state
Cygnus X-1 is typically the brightest low/hard state source, and so gives the best
data for studies using high time resolution. The archival data from RXTE remains
the best publicly available data for studying the Comptonisation lags, due to its high
effective area in the 3−30 keV bandpass. Many of the RXTE Proportional Counter
Array (PCA) observations were taken in a mode with limited spectral resolution
below 10 keV. However, there are 6 data sets taken in the ‘Generic Binned’ mode
which has 15.6 ms time resolution with 64 energy bins across the entire RXTE PCA
energy bandpass (standard channels 0-249; B_16ms_64M_0_249 configuration) giving
reasonable spectral resolution in the 3 − 10 keV band, which allows the broad iron
line to be resolved (Revnivtsev, Gilfanov & Churazov 1999; Gilfanov, Churazov &
Revnivtsev 2000). These data were also taken before the telemetry limitations which
accompanied the antenna failure.
We use three of these observations taken consecutively during 1996, with simulta-
neous data from the PCA and the High Energy X-Ray Timing Experiment (HEXTE;
ObsIDs: 10238-01-08-00, 10238-01-07-000, 10238-01-07-00, hereafter observations 1-
3). We choose these as they have very similar time averaged spectra, with hardness
ratios between the 6− 10 and 3− 6 keV bands of 0.9151 ± 0.0003, 0.9149 ± 0.0004
and 0.9148 ± 0.0003 respectively. The remaining three observations in this mode
are all somewhat softer, so we exclude them. All 5 proportional counter units of the
PCA were active during these epochs. Each observation is background-subtracted
(using background on 16 s time binning), Poisson noise is removed, and dead-time
corrections are applied according to the standard procedure of Nowak et al. (1999).
Observations 1-3 also have statistically consistent power spectra at the 1σ level
across the entire frequency range, so we co-add these observations to give 22.5 ks of
data for the timing analysis. However we use only Obs. 1 for spectral analysis, as
the co-addition of spectral data with slightly different response matrices can lead to
artefacts.
Even amongst observations restricted to the hard state, a range of ‘sub-states’
are seen in both the variability and the spectra (e.g. the hard-intermediate state;
Done, Gierlin´ski & Kubota 2007). We would therefore like to place our observations
in the wider context of states seen from Cygnus X-1. Grinberg et al. (2014) fit
all the Cyg X-1 data taken during the lifetime of RXTE with a phenomenological
model of tbabs*(gaussian + highecut*bknpower), where the bknpower compo-
nent approximates the Comptonised emission as a broken power law, parameterised
by “soft” and “hard” photon indices, Γ1 and Γ2 respectively. Our data has a “soft”
photon index of Γ1 = 1.65± 0.01, which is the minimum Γ1 found by Grinberg et al.
(2014), showing that this is one of the hardest states of Cyg X-1 observed by RXTE.
This extreme hard state is confirmed by the high fractional root-mean-square vari-
ability (Mun˜oz-Darias, Motta & Belloni 2011; Heil, Vaughan & Uttley 2012) in the
2 − 15 keV band of 26.3 ± 0.5%.
To find the timing properties of the data, we extract lightcurves using saextrct
in three energy bands: Low (3.13 − 4.98 keV), Intermediate (9.94 − 20.09 keV) and
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High (20.09 − 34.61 keV). Selecting these boundaries of the Low and Intermediate
bands ensures that contamination of the timing signal from the iron line at 6.2 keV is
avoided. Since the PCA response declines rapidly below 3 keV and HEXTE becomes
unreliable above 35 keV, these bands span as large an energy range as possible for
these data, without overly sacrificing signal-to-noise. These lightcurves are found by
co-addition of three consecutive observations of Cyg X-1 (ObsIDs: 10238-01-08-00,
10238-01-07-000, 10238-01-07-00, hereafter Obs. 1-3), where the similar spectra and
hardness ratios of these observations justify their co-addition. Obs. 1-3 all consist
of 64 energy bins across the entire RXTE PCA energy bandpass (standard channels
0-249; B_16ms_64M_0_249 configuration) giving moderate spectral resolution in the
3 − 10 keV band near the iron Kα line. We calculate the noise-subtracted power
spectra and time lags of the data by ensemble averaging over 174 intervals, each
containing 213 time bins of 2−6 s length. The power spectra and time lags are
then re-binned geometrically such that the number of points in bin x adheres to
Np(x) ≤ 1.11x (van der Klis 1989), with at least a single point in each frequency
bin. This produces fully binned power spectra in each band, Pi( f ), and lags between
bands, τi j( f ), where i, j = 1 . . .N and N is the number of distinct energy bands.
These statistics have corresponding errors ∆Pi( f ), ∆τi j( f ). Since each measured
frequency is first ensemble averaged over 174 separate intervals, this far exceeds the
prerequisite number of points required for the errors to converge to Gaussian at all
frequencies (Papadakis & Lawrence 1993).
3.2 The propagating fluctuations model
The magneto-rotational instability (MRI) threading the flow generates fluctuations
in all quantities and on all timescales (Balbus & Hawley 1998). The stochastic
variations in mass accretion rate propagate down through the Comptonising region,
modulating all the faster fluctuations produced further in. We simulate a Compton-
isation region extending from the thin disc truncation radius, ro, to the inner edge
of the hot flow at ri, where all size scales are in units of Rg = GM/c2. The flow is
split into annuli, characterised by radius rn and width drn, logarithmically spaced
such that drn/rn is constant (Ingram & Done 2011, hereafter ID11).
The largest amplitude fluctuations produced by any given radius have size ∼ h,
where h is the thickness of the flow in units of gravitational radii. For r ∼ h, this sets
the local viscous time, tvisc(r), as the shortest timescale on which density fluctuations
can be generated at r; most fluctuations on shorter timescales than this are damped
by the response of the flow. This results in a break in the power spectrum of mass
accretion rate fluctuations generated at r of fvisc(r) = 1/tvisc(r) (Kotov, Churazov &
Gilfanov 2001). The largest radius in the flow generates the slowest fluctuations, so
the low-frequency break in the observed PSD is fvisc(ro).
However, translating this to an outer radius requires a functional form for the vis-
cous timescale. This form is not yet clear. General Relativistic Magneto-Hydrodynamic
(GRMHD) simulations of the MRI currently predict that fluctuations can be gen-
erated on around ten times the Keplerian timescale, ∼ 10tkep(r) (Hogg & Reynolds
2017). However this predicts that the typical low-frequency break seen in hard-state
power spectra at ∼ 0.1 Hz is produced by material at large distances, of order sev-
eral hundred Rg. This is in tension with results from spectral fitting to the iron line
profile, which generally point to ro . 50 (Kolehmainen, Done & Diaz Trigo 2014;
Basak et al. 2017). This inconsistency is likely due to the limited physics currently
incorporated into the GRMHD simulations. Typically these neglect radiative pro-
cesses and the interface between the disc and hot flow (e.g. Liska et al. 2017). Until
better simulations are available, we instead use a parameterised prescription where
fvisc(r) = Br−m fkep(r) (ID11). For a thin Shakura-Sunyaev disc, m = 0 and B = α(h/r)2
with h/r << 1, while a self-similar ADAF adheres to the same scaling but with h ∼ r.
More complex flows have m 6= 0, for example when including transonic effects in an
ADAF (Narayan, Kato & Honma 1997) or in full MRI simulations (Fragile & Meier
2009).
Initially we follow ID11, who determine B and m from fitting to the relationship
between the low-frequency QPO position at fQPO, and the low-frequency break, fb
(Wijnands & van der Klis 1999; Belloni et al. 2005). This gives B = 0.03 and m = 0.5,
assuming that low-frequency QPOs are indeed from Lense-Thirring precession of
the entire hot flow, and that fb ≈ fvisc(ro). This is a simpler prescription than
using a GRMHD surface density to derive fvisc(r) as in Ingram & Done (2012a) and
Rapisarda, Ingram & van der Klis (2017a), and avoids the associated simulation
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uncertainties.
We assume that these stochastic mass accretion rate fluctuations are generated
at each radius, rn, with random phase, but with a well defined power spectrum
characterised by a zero-centered Lorentzian with a cut-off at fvisc(rn), such that
| ˜˙m(rn, f )|2∝ 11 + [ f / fvisc(rn)]2
[
sin(pi f dt)
pi f dt
]2
. (3.2.1)
The tilde here denotes the Fourier transform1. The sinusoidal term on the right
hand side describes the suppression of variability due to the time binning. The
normalisation of our Lorentzian is selected such that all m˙(rn, t) have a mean of
µ = 1 and fractional variability σ/µ = Fvar/
√
Ndec, where Ndec and Fvar are the
number of annuli and fractional variability generated per radial decade respectively.
Beginning at the outermost annulus, r1 = ro, we generate mass accretion rate fluc-
tuations in the time domain, m˙(rn, t) using the algorithm of Timmer & Ko¨nig (1995).
For the outermost annulus we designate the accretion rate across the annulus as
M˙(r1, t) = M˙0[1 + m˙(r1, t)] where M˙0 is the mean mass accretion rate. These fluctua-
tions propagate in to the next annulus, traveling a distance dr1, which takes a time
dτ1 = dr1/[r1 fvisc(r1)].
The response of the flow also acts to smooth fluctuations on the lag timescale.
We implement this via a moving average over the lag time across the light curve,
such that the smoothed mass accretion rate is
M˙sm(rn, t) =
t+dτn/2∑
ti=t−dτn/2
M˙(rn, ti)
dτn/dt
. (3.2.2)
Taken together with time lags, the total propagated mass accretion rate function
in the nth annulus is then
M˙(rn, t) = M˙sm(rn−1, t − dτn−1)[1 + m˙(rn, t)], (3.2.3)
until the N th annulus which is ri. These mass accretion rate functions are the funda-
mental quantity in predecessor studies (e.g. Are´valo & Uttley 2006; ID11; Ingram &
Done 2012a) which accurately replicate the broken power law shape in BHB power
spectra.
1Note that the mass accretion rate fluctuations, m˙, should not be confused with the global mass
accretion rate as a fraction of the Eddington rate introduced earlier, m˙.
Figure 3.1: The assumed geometry. The green region emits the soft spectral shape,
S (E), and the cyan region emits the hard spectral shape, H(E). The direct con-
tribution from the thermal disc (red) is neglected as this falls outside the RXTE
bandpass. Fluctuations are generated throughout the flow on the viscous timescale,
tvisc(r), and propagate down toward the compact object at the local viscous speed,
v(r) = r fvisc(r).
Those works conventionally convert the mass accretion rate curves to light curves
via dL(rn, t) = 0.5M˙(rn, t)(rn)rndrnc2, where (rn) is the emissivity at annulus rn. (rn)
can be parameterised in a number of ways depending on the assumptions made
regarding energy dissipation. A key extension of our work here is that the total
energy dissipation is set by the gravitational energy release, with the photon energy
dependence set by the different spectra generated at different radii.
3.3 Incorporating energy dependence
3.3.1 Spectral decomposition
The prior propagating fluctuations model of ID11 assumed a constant spectral energy
distribution (SED) across the entire hot flow. It was only the normalisation of this
SED which varied in time according to the variability of the flow at each radius,
while the shape was assumed to be invariant. However physically there is more
energy from gravitational heating of the flow at smaller radii, and fewer seed photons
cooling it, so we expect the inner regions to have higher temperatures and hence
harder spectra (Poutanen & Veledina 2014). Since the viscous frequency is also a
function of radius, this couples the spectral and timing properties together so that
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Figure 3.2: The decomposition of Observation 1 (ObsID: 10238-01-08-00) used to
augment the standard propagating fluctuations model. Shown are the total energy
spectrum (black), the hard Compton component (H(E), cyan), the soft Compton
component (S (E), green), and the reflected component (R(E), magenta). Filled
circles show the PCA (red) and HEXTE (black) data. The red, green and blue bands
denote the Low (3.13−4.98 keV), Mid (9.94−20.09 keV) and High (20.09−34.61 keV)
energy ranges respectively.
cross-spectral statistics may be predicted. This allows us to jointly compare the
PSDs and time lags as a function of energy band as described by the propagating
fluctuations model, while constrained by the time-averaged SED.
The simplest multi-component flow is described by two main Comptonisation
regions: one softer component close to the disc, and one harder component closer
to the black hole (see Fig. 3.1). We therefore fit the time averaged SED, with 0.5%
systematic errors, in xspec (version 12.9.1; Arnaud, Borkowski & Harrington 1996)
with two Comptonisation components described by tbabs * (nthcomp + nthcomp)
(Zdziarski, Johnson & Magdziarz 1996), and the combined reflection of these, tbabs
* (kdblur * xilconv * twocomp). Here twocomp is a local model which adds
Component Parameter Value
nthcomp Γ 1.795+0.001−0.005
kTe (keV) 44+1−2
norm 2.2+0.7−0.2
nthcomp Γ 1.25+0.02−0.01
kTe (keV) 44+1−2
norm 0.07+0.030.01
xilconv relative refl norm −0.254 ± 0.003
log(ξ) 3.001+0.007−0.005
Table 3.1: Fit parameters for the spectral model shown in Fig. 3.2, with
the reflected emission from the sum of the two Comptonisation components:
tbabs*(nthcomp+nthcomp+kdblur*xilconv*twocomp). The electron temperatures
(kTe) of both Comptonisation components are tied. The fixed parameters in our
fits are the galactic absorption column density (0.6 × 1022 cm−2), the seed photon
temperature (0.2 keV), the kdblur index (3.0), the inclination angle of Cyg X-1
(27o), the inner disc radius (10 Rg), and the xilconv iron abundance relative to
solar (1.0).
the Comptonisation components together, so that reflection is explicitly calculated
from the composite spectrum. Such a decomposition is motivated both by model
simplicity, and by similar successful fits to Cygnus X-1 spectra (Gierlin´ski et al.
1997; Di Salvo et al. 2001; Makishima et al. 2008; Basak et al. 2017). We also
follow Makishima et al. (2008) and assume that both Compton components have
the same electron temperature. The data and best fit model are shown in Fig. 3.2,
with full parameters detailed in Table 3.1. The softer and harder Comptonisation
components, S (E) (green) and H(E) (cyan), originate from the outer and inner
regions of the flow respectively. Also included is the total reflection from the disc,
R(E), but we do not include the intrinsic or reprocessed disc emission as the energy
of this is too low to make a significant contribution to the RXTE data above 3 keV.
We note that S (E), H(E) and R(E) here are specifically the differential flux densities
(the energy per unit area per unit time per unit photon energy bin).
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Figure 3.3: PSDs for the data, and for the energy-dependent ID11 model with
γ = 4.5, b(r) = 1. The shaded regions are the 1σ error regions of the Low (pink),
Mid (green) and High (blue) energy bands from the data. The solid lines show the
Low (red), Mid (green) and High (blue) energy model outputs.
3.3.2 First spectral-timing model
In all simulations we assume that Cyg X-1 has a black hole of mass, MBH = 15M,
and a dimensionless spin parameter of a∗ ∼ 0.85 (Kawano et al. 2017). The inner
radius is set to the approximate ISCO size implied by the spin of Cyg X-1, so that
ri = 2.5.
The time-averaged differential flux density, F¯(E, rn), emitted from each radius is
given by the expression
F¯(E, rn) =

S (E)[1 + R(E)S (E)+H(E) ] if rn > rSH,
H(E)[1 + R(E)S (E)+H(E) ] if rn < rSH.
(3.3.4)
rSH is the transition radius between the soft and hard Comptonisation regions. This
is analytically derived from an assumed emissivity, (r) ∝ r−γb(r), where b(r) is an
inner boundary condition, such that the energy ratio between the two components
matches that observed, via ∫
E
S (E)dE∫
E
H(E)dE
=
∫ rSH
ro
(r)2pirdr∫ ri
rSH
(r)2pirdr
. (3.3.5)
The light curves produced by the standard propagating fluctuations model at
each radius are then made energy-dependent and normalised such that their time-
average is the energy flux for that energy bin and radius, yielding
dF(E, rn, t) = F¯(E, rn)M˙(rn, t)
(rn)rndrn∑
region
(rn)rndrn
dE. (3.3.6)
The summation limits implied by ‘region’ are {ro to rSH} for rn > rSH and {rSH to ri}
for rn < rSH. dF(E, rn, t) now denotes the energy flux liberated from annulus rn at
time t in the photon energy bin centered at E.
We now convert this local energy flux to a locally liberated count rate, accounting
also for the effects on the observed count rates from the detector effective area,
Ae f f (E), and galactic absorption, NH(E). This yields
dC˙(E, rn, t) =
dF(E, rn, t)
E
Ae f f (E)e−NH(E)σT , (3.3.7)
where σT is the Thomson cross-section.
In practice, equation (3.3.7) describes a three-dimensional matrix which can
be operated on in different ways to predict different statistics. For instance, the
count rate in a given energy band can be obtained by summing the matrix in equa-
tion (3.3.7) over all radii, and over the energy band of interest, yielding
C˙band(t) =
Emaxband∑
E=Eminband
ro∑
rn=ri
dC˙(E, rn, t). (3.3.8)
This quantity is used to produce the model power spectral and cross-spectral statis-
tics.
We first use the viscous model of ID11, i.e. a frequency prescription with B = 0.03
and m = 0.5 as discussed in Section 3.2. Tying the viscous frequency at the outer
radius to the low-frequency break in the data so that fvisc(ro) = 0.3 Hz ≈ fb, we obtain
an outer radius of ro = 14, which is consistent with the range of disc truncation radii
found from spectral fitting of 13 − 20 Rg (Basak et al. 2017). The fiducial model
of ID11 had an emissivity described by γ = 4.5 and a stressed inner boundary
condition, b(r) = 1. Coupling this with our decomposition of the time averaged
spectrum through equation (3.3.5) gives rSH = 3.1.
We calculate the light curves on a time binning of dt = 15.6 ms (matched to
the timing mode resolution of RXTE) and simulate T = 128 s for each realisation,
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ensemble averaging over M = 64 realisations. All simulations use Nr = 50 radial
bins, and we require Fvar = 0.45 in order to match the slope and amplitude of the
low-frequency break. A summary of all parameter values used in the simulations in
this paper can be found in Table 3.2.
Fig. 3.3 shows the model PSD from this simulation, where it is clear that this
is a poor match to the data. Overall, all energy bands show far too little high-
frequency power. Furthermore, the model predicts that the relative normalisations
of the power spectra are opposite to that of the data, where the data shows that
the Low band dominates at all frequencies below 8 Hz. In the model, the greater
variability amplitude in the higher energy bands occurs because all variability power
generated in the outer radii (dominating the Low band) is propagated into the inner
radii (dominating the High band).
The three essential pieces of the model we have presented are the spectral de-
composition, emissivity, and viscosity prescription. Since the SED decomposition
is fit prior to the spectral-timing model, we now explore how a better match to
the power spectra can be achieved by varying the emissivity and viscous frequency
prescriptions. We will start by aiming to reproduce the low-frequency Lorentzian
hump at 0.2 Hz.
3.4 Modifying the emissivity and viscous frequency
prescription
3.4.1 A physically motivated emissivity
Gravity gives an expected emissivity with γ = 3, while the innermost stable circular
orbit motivates a stress-free (SF) inner boundary condition which we approximate
as b(r) = 3(1 − √ri/r). Together with the standard B = 0.03, m = 0.5 viscosity
prescription, we will hereafter refer to this parameter set as the fiducial model.
In Fig. 3.4a, we compare the model with this new emissivity to the data, using
Fvar = 0.59 to match to the low-frequency break amplitude, but keeping all other
parameters the same. This matches very well to the low-frequency PSD hump in
the Mid and High bands, because the new emissivity weights the emission to larger
radii, so the high-frequency contribution to the variability from the smallest radii is
decreased. However it does not match the significantly higher amplitude of the Low
band since all power is propagated from the outer radii (dominating the Low band)
into the inner radii (dominating the High band).
Furthermore, the rest of the power spectrum is completely unmatched as the
new, less centrally peaked emissivity means that more of the emission arises from
larger radii, so the PSD is weighted more to lower frequencies. In effect, the emis-
sivity defines an envelope which suppresses all power above 0.5 − 1 Hz (see also the
Appendix of Are´valo & Uttley 2006).
3.4.2 Different viscous frequencies, same radial range
The viscous parameterisation of ID11 assumed so far gives a maximum possible peak
frequency of fvisc(ri) = 8.5 Hz, although the finite width of the Lorentzians means
that there is some power of even higher frequency generated near ri. However, this
high-frequency variability is suppressed, as the emissivity profile prevents these radii
from producing a significant proportion of the total luminosity
Increasing the maximum viscous frequency associated with the flow from ri would
instead allow the PSD to extend to higher frequencies, while maintaining a gravi-
tational emissivity. By diverging from B = 0.03, m = 0.5, we will break the fQPO- fb
relation, but we nevertheless explore this in order to better understand the effects
of varying the viscous frequency prescription.
We first maintain the size scale of the flow (ro = 14, ri = 2.5) and the emissivity
(γ = 3 with the SF boundary condition) so rSH stays constant at 5.4, but we now
vary B and m such that the PSD amplitudes at f > 8 Hz are approximated. This
yields B = 250 and m = 3.95. This keeps fvisc(ro) tied to fb, but now gives fvisc(ri) =
3 × 103 Hz. We see in Fig. 3.4b that - although it cannot match the peak structure
seen in the data - this viscosity prescription can produce the observed high-frequency
power. However, it has no physical motivation.
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3.4.3 ADAF viscous frequencies, large radial range
The transonic ADAF models do make physical predictions about fvisc(r), predicting
B = 94.87 and m = 1.21 for α = 0.1 (Narayan, Kato & Honma 1997). The very
high ion temperature of the ADAF means that the sound speed and hence the local
viscous frequency is high, so a much larger radial scale is required to reproduce the
observed low-frequency break. We find a best match with ro = 140 and ri = 6, which
gives rSH = 16. The PSDs produced by this very different parameter set (Fig. 3.4c)
are equivalent in all essential features to those of the standard size scale assumed in
Fig. 3.4b, due to the similar viscous frequency ranges spanned by the models.
This is a key degeneracy. Without any external information to set the viscous
frequency prescription (such as assuming that the QPO is set by Lense-Thirring
precession) then the size scale of the region cannot be determined from the PSD.
The data do show time lags between bands, however, so we now explore whether
those time lags can break this degeneracy.
3.5 Time lags
So far we have only investigated which elements of the observed PSDs can be repli-
cated by this energy dependent model. However cross-spectral time lags can also be
extracted from our simulations. These give additional information to that contained
in the power spectrum; a good match to the PSDs does not necessarily imply a good
fit to the lag (and vice versa), so any complete energy-dependent model must match
both the power spectra and energy spectrum simultaneously with the time lags.
Figs. 3.5a-c show the time lags for each of the three power spectra shown in
Figs. 3.4a-c, all of which used the physically motivated emissivity with γ = 3
and the SF inner boundary condition. It is striking that the fiducial prescription
(a: B = 0.03, m = 0.5, ro = 14, ri = 2.5), which has an excellent match to the
low-frequency Mid and High-band power spectra (Fig. 3.4a), also has an excellent
match to the low-frequency lags (Fig. 3.5a). This frequency prescription came from
fitting the fQPO − fb relation in ID11, so the good match to the low-frequency lag
amplitude therefore provides additional support for the assumed Lense-Thirring ori-
gin of the QPO. However, this model completely fails to match the lags above 2 Hz,
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because frequencies with f > fvisc(rSH) ≈ 2 Hz are produced only in the hard region.
For frequencies above 2 Hz, the variability contribution in both bands therefore
comes entirely from the hard region, so there are no spectral lags even though the
fluctuations themselves are lagged.
Conversely, the viscosity prescription which gives higher frequencies over the
same size scale can mostly match the PSD (Fig. 3.4b) but under-predicts the lags
at all frequencies (Fig. 3.5b). This under-prediction in the lag occurs because the
viscous speed in the flow goes as v(r) = r fvisc(r). Compared to the fiducial prescrip-
tion, fvisc(r) is now higher (so v(r) is faster) for all r, resulting in shorter lags. This
prescription does produce significant lags up to a higher frequency however. This is
because we now have fvisc(rSH) = 50 Hz, so fluctuations slower than this are found
in both the soft and hard regions, giving measurable lags at these frequencies.
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The larger size scale ADAF model (Fig. 3.5c) produces very similar lags to those
of Fig. 3.5b, highlighting the fact that degeneracies on size scale can remain even
when incorporating time lags. We illustrate here why this occurs using a physically
intuitive derivation of the maximum lag between the High and Low bands.
The radial viscous speed v(r) is not constant, so the raw time lag, τ0 6= rRg/ fvisc(ro).
The lowest frequency component, fo = fvisc(ro), propagates down through the entire
flow. Light curves are calculated by weight-summing over the flow, and all fluc-
tuations therefore appear to initiate at some radius 〈rS 〉 as seen in the Low band,
and arrive some time later at some radius 〈rH〉 as seen in the High band. 〈rS 〉 and
〈rH〉 are the emissivity-weighted averages of all radii in the soft and hard regions
respectively, so that
〈rS 〉 =
∫ ro
rSH
r2(r)dr∫ ro
rSH
r(r)dr
, 〈rH〉 =
∫ rSH
ri
r2(r)dr∫ rSH
ri
r(r)dr
. (3.5.9)
The maximum raw lag is then the propagation time between these radii
τ0 =
∫ 〈rS 〉
〈rH〉
dr
r fvisc(r)
=
2piRg
Bc
[〈rS 〉m+3/2
m + 3/2
− 〈rH〉
m+3/2
m + 3/2
+
〈rS 〉m
m
− 〈rH〉
m
m
]
.
(3.5.10)
This lag is then diluted by the soft SED contribution in the High band and the hard
SED contribution in the Low band (Uttley et al. 2014), so we obtain
tan[2pi foτdil] =
sin(2pi foτ0)(1 − XLXH)
XH + XL + cos(2pi foτ0)[1 + XLXH]
, (3.5.11)
where XH is the ratio of integrated soft flux to integrated hard flux in the High
band and XL is the ratio of integrated hard flux to integrated soft flux in the Low
band. The predicted τdil values for the maximum lags in Figs. 3.5a, b and c (in-
dicated by the solid magenta lines) are 0.09, 0.009 and 0.009 s respectively, which
are generally consistent with the simulation results. Higher frequencies demand a
full cross-spectral treatment since they are more prone to interference (Ingram &
van der Klis 2013), however this simple result shows how two very different size
scales/viscosity prescriptions can predict indistinguishable lags.
Fundamentally, the larger size scale and higher viscous frequencies of the ADAF
prescription in Fig. 3.5c is degenerate with the smaller size scale and lower viscous
frequencies of the Fig. 3.5b prescription, as both are tuned to match the breaks in the
PSD. This is a direct consequence of assuming that the fluctuations are generated
and propagated on the same tvisc(r) timescale. However, there are some models which
do not require that the propagation and generation timescales are the same. We
explore one below.
3.5.1 Decoupling the timescales of propagation and gener-
ation
So far, we have assumed that fluctuations are produced on the same timescale at
which they propagate. We now decouple the generating timescale from the propaga-
tion timescale in order to determine the effect this has on the time lags. Section 3.2
argued that the largest-scale coherent fluctuations are generated over distances h ∼ r,
so that the maximum coherent timescale was tvisc(r). However considering the flow
over all azimuths means that a better estimate for the generating timescale would
be the timescale of fluctuations with are coherent around the entire annulus, i.e.
2pitvisc(rn) = 2pi/ fvisc(rn), rather than 1/ fvisc(rn) as assumed thus far. Equation (3.2.1)
then becomes
| ˜˙m(rn, f )|2∝ 11 + [2pi f / fvisc(rn)]2
[
sin(pi f dt)
pi f dt
]2
, (3.5.12)
while the propagation timescale remains dτn = drn/rn fvisc(rn).
We assume the fiducial source size with ro = 14, ri = 2.5 and rSH = 5.4, and
attempt to find a viscosity prescription which recovers a PSD similar to that in
Fig. 3.4b (which has B = 250 and m = 3.95). As the generating frequency is now
fvisc(rn)/2pi, instead of fvisc(rn), we start by dividing B by 2pi and leaving m unchanged,
but the altered effect of smoothing means that there is a better match for slightly
different parameters, with B = 2pi × 51.83 and m = 3.35, and Fvar = 0.69. Fig. 3.6
shows the PSD and lags from this model. Somewhat unsurprisingly, this has an even
worse match to the observed lags than Fig. 3.5b, because the lags are even shorter
relative to the generating timescale than before.
An alternative model suggested by GRMHD simulations would be to generate
fluctuations on the 10tkep(r) timescale (Fragile & Meier 2009; Hogg & Reynolds
2017), while still propagating on tvisc(r) set by the fQPO − fb relation. However, as
we highlighted in Section 3.1, fluctuations being generated on a 10tkep(r) timescale
would imply that the outer flow radius where the slowest fluctuations at 0.2 Hz
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Figure 3.6: Comparison to data for model where the timescale for fluctuations gen-
eration is 2pitvisc(rn) instead of the usual tvisc(rn), while the propagation time remains
dτn = tvisc(rn)drn/rn. Panel (a): High, Mid & Low band PSDs. Colours as in Fig. 3.4.
Panel (b): High-Low band time lags. Colours as in Fig 3.5.
are produced is located beyond 400 Rg, in contradiction with results from the iron
line breadth constraining ro to be less than 50 Rg (see e.g. Gilfanov, Churazov &
Revnivtsev 2000).
In summary, the only physically motivated case which approaches both the low-
frequency PSD and low-frequency lags is the fiducial model in Figs. 3.4a and 3.5a,
whereby the generating and propagation timescales are set equal to tvisc(r), derived
from assuming that the QPO originates as Lense-Thirring precession of the hot flow.
However, this model fails to explain the observed power at higher frequencies. This
higher frequency power is also concentrated in a distinct ‘hump’ around 2 Hz, unlike
the smooth PSD produced in the propagation models with faster viscous timescales.
Propagation models with smooth viscosity and emissivity profiles cannot produce
such humps. We now explore how allowing the fractional variability to vary with
radius may help to reproduce this essential feature of the data.
3.6 Variability as a function of radius
The power spectra of the data are inherently ‘bumpy’, and this is a generic feature
in both Cyg X-1 (Churazov, Gilfanov & Revnivtsev 2001; Axelsson et al. 2008;
Torii et al. 2011; Grinberg et al. 2014) and other sources, such as GX 339-4 (Nowak
2000). Veledina (2016) proposes an idealised model to explain the bumpy PSDs
from the interference of two radially separated, lagged Compton continua. However
our results so far have shown that it becomes much more difficult for interference
to produce the observed peaks if we consider the extended nature of the source and
the generation of fluctuations at all radii. Alternatively, Rapisarda et al. (2016)
suggest that the hump structure can be produced by considering fluctuations in the
truncated thin disc at ro. However the frequencies of these humps at 0.2 or 2 Hz
are not easily consistent with any expected thin disc timescale. Instead the hump
frequencies are more compatible with the viscous timescale within the flow itself. We
therefore adapt our radially stratified model to allow enhanced variability generation
at specific radii in the flow, in order to reproduce the observed PSD structure.
We keep the fiducial prescriptions for the viscous frequency (B = 0.03, m = 0.5,
ro = 14, ri = 2.5), and emissivity (γ = 3 and the SF boundary condition) as these
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Figure 3.7: The fiducial model (B = 0.03, m = 0.5, ro = 14., ri = 2.5 γ = 3 and the
SF inner boundary), with additional variability at rα such that Fvar(rα) = 14. Panel
(a): High, Mid & Low band PSDs. Colours as in Fig. 3.4. Panel (b): High-Low
band time lags. Colours as in Fig 3.5.
Figure 3.8: The fiducial model (B = 0.03, m = 0.5, ro = 14., ri = 2.5 γ = 3 and the SF
inner boundary), with additional variability at rα and rβ, such that Fvar(rα)=9 and
Fvar(rβ)=166. Panel (a): High, Mid & Low band PSDs with colours as in Fig. 3.4.
Panel (b): High-Low band time lags with colours as in Fig 3.5.
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match well to the observed low-frequency hump. Fvar is then allowed to vary with
radius, so that the additional variability can be incorporated.
We first assume that there is enhanced turbulence at a specific radius rα, and
derive this radius from the viscous frequency of the second peak in the PSD, i.e.
fvisc(rα) = 2 Hz. From this we obtain rα = 5.5, placing it at the inner edge of the
soft region since rSH = 5.4. All annuli in the flow apart from the one containing rα
have Fvar(r 6= rα) = 0.52. The one which contains rα requires Fvar(rα) = 14 in order
to match the amplitude of the 2 Hz peak in the Mid band PSD.
Fig. 3.7a shows that this additional power produces a divergence of the PSDs in
different energy bands, reaching a maximum amplitude difference at fvisc(rα) = 2 Hz.
The divergence arises because rα is situated close to rSH, so only a small fraction
of the soft region is affected by this additional variability, whereas it all propagates
through the hard region. The Mid and High bands sample mostly from the hard
region, while the Low band samples mostly from the soft region, resulting in this
deficiency in power at high frequencies in the Low band.
Adding variability at rα also does not reproduce the desired ‘hump’ structure at
2 Hz. Instead the model PSDs are smooth from fb to 2 Hz.This is due to propagation,
since the noise generated in the soft region propagates coherently to rα, and so adds
constructively to the additional noise. To obtain the observed decrease in the PSD
from 0.3 − 1 Hz may require that fluctuations are damped as they propagate, and
not just gradually smoothed by the flow response out as in equation (3.2.2).
The enhanced fluctuation power at rα also under-predicts the high-frequency
power above 2 Hz, which rises to a third hump at 8 Hz. This high-frequency peak
is commonly seen in the power spectra of Cygnus X-1 (Pottschmidt et al. 2003;
Axelsson et al. 2008; Axelsson & Done 2018), and potentially in other sources (e.g.
GX 339-4; Nowak 2000) indicating that the process driving this additional noise
may be a fundamental physical mechanism in the Comptonising region.
We therefore add a second enhanced variability component at rβ with amplitude
Fvar(rβ) to match the third Lorentzian peak at 8 Hz. However, rβ cannot now simply
be derived from fvisc(rβ) = 8 Hz due to the increased effects of interference. Instead
we vary this parameter by hand, and find the best match to the Mid-band PSD
requires Fvar(rβ) = 166 and rβ = 2.7. The resulting PSDs are shown in Fig. 3.8. The
Mid band power spectrum is now fairly well matched (apart from the dip between
0.3 − 1 Hz), as are the lags, but the Low- and High-energy PSDs are far from the
observed data.
However, a key shortfall of the model at present is in the magnitudes of the
enhanced variability at FSvar(rα) and F
H
var(rβ). Large magnitude Fvar values such as
these cause the generated light curves from these regions to go negative, which is
clearly unphysical. So that the model remains physical in the time domain, we
require smaller Fvar values in the regions of enhanced turbulence. To compensate
for this, the emissivity in these regions must also be enhanced, to transmit this
smaller variability into the simulated light curves. In Chapter 4, we will therefore
facilitate a more complex emissivity profile while placing stricter upper limits on Fvar
at all radii. Nonetheless, the results we have shown here stand as a proof of concept
that a non-uniform radial-variability profile is a viable element in reproducing the
multi-maxima structure of the PSDs, at least in additive models such as this.
These results collectively show that a model which relies on additional turbu-
lence at characteristic positions in the flow may produce the structure in the observed
power high-frequency power spectrum in at least one band, along with the inter-band
lags. However certain key features obviously have yet to be reproduced. In particu-
lar, the dominance of the Low-energy power spectrum over the High and Mid band
PSDs is an outstanding issue; in Chapter 4 we will address this aspect of the PSDs,
by actively damping fluctuations as they propagate. Physically, unpropagated noise
could arise if part of the variability comes from disc seed-photon fluctuations. If the
soft Comptonisation region becomes optically thick then it would shield the hard
Comptonisation region from this variability component. Alternatively, part of this
seed photon variability could be produced by a turbulent, clumpy transition be-
tween the truncated disc and hot flow, perhaps induced by instabilities in a shearing
layer between the Keplerian disc and sub-Keplerian flow. These clumps might then
evaporate, or be shredded by the MRI turbulence as they propagate inwards. We
expect that including a generic form of damping based on these ideas should permit
additional low-frequency variability to be present in lower energy bands, but not in
higher bands, giving the PSD hierarchy expected. We will incorporate this idea into
the analytical model presented in the next chapter.
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3.7 Conclusions
We have described the basic framework for a full spectral-timing model of hard state
BHB X-ray data, whereby fluctuations propagate down through a two-component
Comptonisation region interior to the truncated disc. We have systematically ex-
plored the effects of changing important model parameters on the energy dependent
PSD and lags, and compared these to some of the best available data from Cyg X-1.
We have produced model predictions for data only above 3 keV, so that it is dom-
inated by the flow, minimising contamination by the intrinsic disc emission. The
main results of this chapter can be summarised as follows:
1. The viscous frequency parameterisation is degenerate with the radial size scale
of the Comptonising region. Time lags do not break this degeneracy without
some external constraints from estimates of the truncated disc radius e.g. from
spectral fitting of the broad iron line, a Lense-Thirring origin of the QPO,
and/or light travel time lags.
2. Coupling this to a standard emissivity with γ = 3 and a stress-free inner
boundary condition alone cannot produce the observed PSD using these pa-
rameters from a self-similar propagation model. This emissivity weights the
observed power strongly to larger radii and hence lower frequencies, such that
the significant variability observed above 0.5 Hz cannot be produced by this
viscosity prescription alone.
3. Enhancement of turbulence within the flow at specific radii can go some way to
producing the broad, humped power spectral shape, although further fluctu-
ation damping may be required (see next chapter). This turbulence enhance-
ment may act as an alternative to/in tandem with a radial break in the viscous
timescale, as tested in Rapisarda et al. (2016).
This work adds to a growing understanding that the Comptonising region found
in hard-state BHBs - far from being spectrally-homogeneous and smoothly variable -
is almost certainly stratified in both its spectrum and intrinsic variability (Wilkinson
& Uttley 2009; Veledina 2016; Basak et al. 2017). The Mid-band data and the
Fourier lags are consistent with there being specific radii in the flow at which m˙
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fluctuations are enhanced. These could be physically associated with the bending
wave radius from a misaligned spinning black hole (Fragile & Meier 2009; Ingram
et al. 2009), or possibly the radius at which the jet is launched. In principle, it
should be possible to trace the radii at which this extreme physics operates through
the observational power spectra and lags, using more sophisticated energy-resolved
propagating fluctuations models.
However so far, even with such variability enhancement, the energy-dependent
PSDs and lags cannot be fit simultaneously with a two-Compton component spec-
tral decomposition. In the next chapter we will take the model developed so far, and
expand upon it in a number of ways. Foremost, we will include the aforementioned
variability damping, which will improve the match to the PSD relative normalisa-
tions. We will also test more sophisticated SED decompositions, which have been
suggested by the most sophisticated spectral fits, and which include the constraints
from correlated variability (Yamada et al. 2013). We will include the effects of sur-
plus emission at more turbulent radii expected by MHD simulations (Blaes 2013),
which should help to compensate for unreasonably large Fvar values. In addition,
we will explore the effect of introducing a distinct fluctuation timescale at the disc-
flow interface, to better approximate the variability in the (likely highly unstable)
disc-flow transition layer.
Chapter 4 An Analytic
Physical Model for
the Spectral-Timing
Properties of
Cygnus X-1
4.1 Introduction
In this chapter, we build on the principles established in Chapter 3 whereby we
modeled the hard state X-ray emission as coming from a hot flow which is radially
stratified in variability, emissivity and energy spectra. This chapter is adapted from
Mahmoud & Done (2018b), where we re-wrote the model such that the predicted
variability in any band could now be modeled analytically and exactly in Fourier
space, before improving a number of prescriptions within it. This model can there-
fore be fit quickly to the observed power spectra and lags while constrained by the
spectrum in a way that was impractical for the previous, slow model. We fit this
improved model to the same Cygnus X-1 data set (ObsID: P10238) as in Chapter 3.
We find that we can now build a fairly self-consistent picture of the spectral
and timing data with a flow composed of two spectral regions, with the transition
from soft to hard spectra at very small radii (within 2 − 4 Rg of the black hole)
associated with a large peak in both the variability and the emissivity. However we
then find a better match to the data with a three component spectral model which
gives larger characteristic radii, with maximal variability and emissivity generated
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in an intermediary region from 5 − 6 Rg.
While we cannot break all the degeneracies, we show that the data fundamen-
tally require spectrally distinct regions within the Comptonisation zone, and that
the variability and emissivity are jointly enhanced at specific radii. In this picture,
the flow consists of a number of bright, turbulent rings rather than being a smooth,
self-similar structure. This picture is very different to the assumption that vari-
ability is dominated by the radially smooth turbulence of the Magneto-Rotational
Instability (MRI), which remains the physical mechanism behind the angular mo-
mentum transport in the flow (e.g. Balbus & Hawley 1998, Noble & Krolik 2009, as
used by Ingram & Done 2011, hereafter ID11; Ingram & Done 2012a). The bright,
turbulent radii we identify must be important in understanding the physics of the
flow, and we suggest identifying these with the disc truncation radius, the ‘bending
wave’ or non-axisymmetric tilt-shock radii seen in Magneto-Hydrodynamic simula-
tions (MHD; Lubow, Ogilvie & Pringle 2002; Fragile et al. 2007; Generozov et al.
2014), and/or the jet launch radius.
We note that this complex source structure is required by the distinct timescales
picked out by the multiple separate maxima (‘humps’) in the power spectra. A
systematic analysis of all the RXTE PCA data shows that these separate components
in the power spectra are especially evident in the intermediate states, where the
source is making a transition between the low/hard and high/soft states (Belloni et
al. 2002; Axelsson et al. 2005, Grinberg et al. 2014). We suggest that the smoother
power spectra seen at lower luminosities imply that the source structure is simpler
away from the transition.
4.2 Analytic modelling
In Chapter 3 we carried out all simulations of the mass accretion variability in
the hot flow using a numerical procedure adapted from the method of Are´valo &
Uttley (2006) and ID11. However those simulations were slow. Instead we can use
the groundbreaking analytic formalism of Ingram & van der Klis (2013; hereafter
IvdK13), which recovers the true underlying power spectra from which the Timmer
& Ko¨nig (1995) method produces a single realisation. In this work we will extend
this formalism to include a dependence on energy, using the weightings derived from
prior fit time-averaged energy spectra, and use this faster technique to enable us to
search through the wide parameter space generated by the multiple components of
the model. The resultant formalism is quite involved, and so is described in rigorous
detail in Appendix 4.7.1, but we give an overview of the physical parameters below.
4.2.1 Spectral stratification
As in Chapter 3, our first model assumes a changing spectral shape as a function of
radius. In the simplest case, it describes a hot flow stratified into two regions, each
of which produces a different spectral shape. A soft spectral component, S (E), is
produced in the outer region, while the inner region produces a hard spectral compo-
nent H(E). In this work, both of these components are formed from Comptonisation
as the RXTE PCA is sensitive only above 3 keV, where the disc emission is negli-
gible. This is different to the two-component models used by Rapisarda, Ingram &
van der Klis (2017a; hereafter R17a), where the lower bandpass of XMM-Newton
means that they are sensitive to the direct emission from the disc.
The Compton continua and their reflected components are determined from di-
rect fitting of a model with two Compton components to the broadband spectrum,
further details of which are described in Section 4.4. Note that unlike Chapter 3, we
split the reflection into its two constituents here, for clarity when comparing SED
components. For soft and hard Comptonisation components S (E), H(E), and their
reflected components, RS (E) and RH(E) respectively, the time-averaged spectrum
associated with each annulus is now given by
F¯(E, rn) =

S (E) + RS (E) if rn > rSH,
H(E) + RH(E) if rn < rSH.
(4.2.1)
rSH here is again the transition radius between the soft and hard Comptonisation
regions. This is analytically derived from the radial scale, the spectral components
S (E) and H(E), and the prescribed emissivity (parameterised in Section 4.2.3) such
that the luminosity ratio between the two direct components, f SH , matches that of
the emissivity, via
f SH =
∫
E
S (E)dE∫
E
H(E)dE
=
∫ rSH
ro
(r)2pirdr∫ ri
rSH
(r)2pirdr
. (4.2.2)
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Figure 4.1: The physical geometry of the flow assumed in the augmented two Comp-
ton component model. The dark grey region denotes the thermal, thin disc which
does not vary on fast timescales. The green region denotes the fast-varying, spec-
trally soft zone, the cyan region denotes the fast-varying, spectrally hard zone. Mass
accretes down the flow from the disk truncation radius at ro, through the soft-hard
transition radius at rSH, toward the inner flow radius at ri. The purple knots in the
flow denote a higher density of magnetic field lines. The grey ‘blobs’ in the flow
represent thermal clumps, torn from the disc at the truncation radius, dissipating
as they accrete. Clump dissipation, enhancement of the magnetic flux density, or a
combination of the two phenomena would result in damping of fluctuations as they
propagate from the soft to the hard region as required by the data, although our
model does not distinguish between these (and other) damping mechanisms.
Regarding equation (4.2.1), we note that our model assumes that the observed
variability relates only to variation in the normalisation of each spectral component,
not from a changing spectral shape. This means we assume that the seed photon
rate for Comptonisation changes with m˙ in the flow, because the spectral index is set
by the balance between electron heating from m˙ and cooling from the seed photons
(e.g. Beloborodov 1999). Any change in the heating and cooling can lead to changes
in the spectral index of the Comptonisation spectrum. The heating and cooling are
expected to vary together if the seed photons are from reprocessed X-ray emission
re-emitted by the stable thermal disc (Haardt & Maraschi 1993), and the light travel
time for this reprocessing is fast compared to the propagation time. The latter is
fairly well justified for our parameters since the disc truncation radii we derive here
from the QPO-low frequency break relation (ID11; Section 4.2.2) are all <15 Rg,
equating to a light travel time of order 1 ms. Of course this is not always the case
for AGN (Gardner & Done 2014).
However, if the seed photons for the hard component instead originate from
the soft Compton component, then there will be correlated but lagged variability
between the dissipation in the inner regions and its seed photons caused by the
same fluctuation which appeared earlier in the outer regions. Alternatively (or
additionally), changes in spectral shape can be produced even if the seed photons
are locally generated, if they arise via cyclo-synchrotron emission. An increase in
density gives rise to more local dissipation but fewer seed photons as it increases the
synchrotron self absorption. This would result in a zero-lag anti-correlation between
the seed photons and m˙. Both cases would lead to strong spectral pivoting (Veledina
2016).
Nonetheless, spectral pivoting alone (with or without lags) is not likely to explain
all of the lags seen in the Cyg X-1 dataset. Mastroserio, Ingram & van der Klis (2018)
used spectral pivoting to fit to the complex covariance of this Cyg X-1 data. Here
their focus was to phenomenologically model the continuum lags in order to extract
the reverberation lags from the disc. They derived an extremely small inferred inner
radius for the disc of 1.5 Rg, but with significant residuals around the iron line.
This suggests that their model may be using the reverberation lags to compensate
for continuum lags which are not modelled with their purely pivoting continuum
approach. Indeed a full picture of the spectral-timing properties of the flow may
require a combination of all these factors, but we must restrict our model to the
non-pivoting case in our formalism for now.
Once S (E), H(E), RS (E) and RH(E) are established from the spectrum, the model
then solves for parameters which set the radial dependencies of the flow, including
1. The radial propagation speed vr(r) = r fvisc(r).
2. The fractional variability per radial decade, Fvar(r).
3. The total emissivity, (r).
4. Propagation losses of variability amplitude. This occurs due to either smooth-
ing by the diffusive response of the flow, and/or damping due to macroscopic
turbulent processes.
We specify these parameters in detail below, using previous results as the basis to
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set the minimum number of free parameters required to reproduce the features seen
in these data.
4.2.2 Propagation speed
In the simple propagating fluctuations model of ID11 and Chapter 3, the vis-
cous frequency followed fvisc(r) = Br−m fkep(r). fvisc(r) sets the centroid frequency of
the Lorentzian describing the generated fluctuations at r through equation (3.2.1).
fvisc(r) also sets the propagation speed, vr(r), through vr(r) = r fvisc(r). The viscous
timescale therefore determines not only the positions of the peaks in the PSD, but
also the propagation lags between radii (and therefore the lags between energy bands,
as derived for the interference-free case in Section 3.5 in the previous chapter).
In Chapter 3, we also used the association of the low frequency QPO with Lense-
Thirring precession (Ingram et al. 2016) to set B = 0.03 and m = 0.5. This was
required to reproduce the relation between the low frequency power spectral break
and the QPO frequency ( flb- fQPO; ID11). This relation correlates the low-frequency
noise near flb - that which is generated in the outermost regions of the flow - with
the QPO frequency, assuming solid-body precession of the entire hot flow.
However the low frequency break could instead be set by fluctuations from the
inner edge of the disc rather than fluctuations in the hot flow itself. In this work,
we therefore assume that B = 0.03 and m = 0.5 in the outer part of the flow, but
we also explore whether the inner flow has a distinct propagation speed, as might
be expected from the transition between the thin disc and the hot flow (Hogg &
Reynolds 2017). Where the spectral shape switches from soft to hard, the physical
process resulting in the different spectrum may also be associated with a different
viscosity form. We therefore parameterise the viscous timescale as
fvisc =

BS r−mS fkep(r) if r ≥ rSH
BHr−mH fkep(r) if r < rSH,
(4.2.3)
where BS , mS , BH and mH are model parameters for the viscosity in the soft and
hard regions. Regardless of the internal variability processes of the flow at r << ro,
the flb- fQPO relation should hold, so we fix BS = 0.03 and mS = 0.5. However we
do allow BH and mH to vary, as the inner-region viscosity is not constrained by the
QPO.
We note that some previous works (e.g. Ingram & Done 2012a, Rapisarda et al.
2016, R17a) have instead used a viscous frequency profile for the flow which smoothly
varies with surface density, this form being inferred from MHD simulations. However
those works also assume smooth, MRI-driven turbulence and emission profiles, as
these were satisfactory to explain their data given the lack of spectral constraints. In
the new picture we are exploring - of quasi-limited regions enhancing the variability,
and in particular of the thin disc being shredded in the soft region - it becomes
inconsistent to think of the viscous timescale as being a smooth function of radius.
This motivates the broken profile of equation (4.2.3).
4.2.3 Correlated turbulence and emissivity in a two-component
flow
Chapter 3 principally showed that the ‘bumpy’ power spectra seen in the brighter
low/hard states of Cyg X-1 and other sources (Churazov, Gilfanov & Revnivtsev
2001; Pottschmidt et al. 2003; Axelsson et al. 2008; Torii et al. 2011; Misra et al.
2017; GX 339-4: Nowak 2000) cannot be matched by self-similar turbulence where
Fvar(r) is constant. Regions of enhanced variability over a small range in radii are
required to produce an excess of power over a limited frequency range. These may
be physically associated with the transition from the thin disc to the hot flow, non-
axisymmetric shocks at the inner radius of the flow if this is tilted with respect to
the black hole spin (Henisey, Blaes & Fragile 2012; Generozov et al. 2014) or the
jet/flow interaction.
In an effort to reproduce the clearly complex structure seen in the variability, we
would like a phenomenological model for the turbulence as a function of radius which
does not require an excess of free parameters. We therefore parameterise Fvar(r) as a
sum of three Gaussians, with width σenj , radial position r
en
j and amplitude A j, giving
Fvar(r) =
3∑
j=1
A je
− r−r
en
j
2σenj . (4.2.4)
One very natural source of this variability is at the truncation radius, where the
interaction between the Keplerian disc and sub-Keplerian flow is likely to be highly
unstable. We therefore associate the outermost Gaussian in Fvar(r) with the trunca-
tion radius so that ren1 = ro. We also impose joint constraints on the other parameters
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in equation (4.2.4). The characteristic radii of the two inner Gaussians are always
limited to be less than that of the adjacent outer one, i.e. ren2 < r
en
1 (= ro) and r
en
3 < r
en
2 .
ren3 also cannot fall below the inner radius of the flow, so that r
en
3 > ri. A generic pro-
file for Fvar(r) is shown in Fig. 4.2a. We force positive-definite resulting lightcurves
by ensuring that the rms variability generated in any region has 0 < σrms(r) < 0.3.
Models which go above this limit are flagged as infinitely bad in terms of goodness
of fit. Since σrms(r) ∝ Fvar(r), this implies joint upper boundaries on the Gaussian
widths and amplitudes, σenj and A j.
Incorporating equation (4.2.4) into the model allows it the freedom to signifi-
cantly vary the amount of turbulence within the flow as a function of position. The
physical pictures which can be inferred from the fits can therefore range from the
traditional propagating fluctuations model, with broad, low amplitude Lorentzians
producing constant variability at each radial decade, to the case of certain processes
dominating the variability at distinct radii, potentially independent of any smooth
MRI-driven turbulence.
However, to make an impact on the power spectra, regions of enhanced variability
should form a significant contribution to the resulting lightcurves. This requires that
they modulate a large fraction of the total luminosity. It is difficult to do this with
a smooth emissivity (as assumed in Chapter 3) as this limits the contribution to the
lightcurve from any small range of radii. The impact of a turbulent region in the
lightcurve is a product of the variability power and the integrated emissivity over
the radial range where the enhanced variability appears. With the assumption of a
smooth emissivity, enormous amounts of additional variability were required to fit
the peaks in the Fourier domain in Chapter 3. This resulted in the lightcurves often
going negative in the time domain, becoming unphysical.
Here we link the turbulence to the emissivity of the flow, such that the more
variable regions produce a larger proportion of the emission. This is motivated not
only by the demands of the data, but also by the findings of MHD simulations which
show that turbulence is inherently dissipative (see e.g. Blaes 2013). We parameterise
the radial dependence of the emissivity with a sum of three Gaussians, tied to the
same radii and width as for the turbulence above, but with free normalisations. We
also assume that this occurs on the background of a smooth (r) with index γ in
order to encode the joint contributions from the turbulence and gravitational energy
release to the energetic dissipation. We then have
(r) ∝ r−γ
e− (r−ren1 )22σen1 + Z2e− (r−r−ren2 )22σen2 + Z3e− (r−ren3 )22σen3  , (4.2.5)
where Z2 and Z3 are the relative amplitudes of the second and third Gaussians to
that of the outermost at ro. Fig. 4.2b shows the schematic for the (r) profile with
arbitrary normalisation, illustrating how this is tied to the Fvar(r) profile in terms of
the positions and radial scales of the enhanced regions.
Through equation (4.2.5), the model can also encompass interference-based in-
terpretations of the double-humped power spectra, where the correlated, lagged
variability between Comptonised photons from the outer and inner regions results
in suppressed power in the range of frequencies for which the lag is half of the fluc-
tuation period (Veledina 2016). On the other hand if interference is not significant -
i.e. if the propagation delay is too short - damping will be required to suppress the
propagated power and produce dips in the power spectra (see Section 4.2.4).
To compute light curves in different energy bands from our simulation, we weight
the mass accretion rate at each annulus, rn, by the product of the emissivity at rn
and the integrated spectral components of equation (4.2.1), folded with the detector
response and interstellar absorption (see equation 4.7.20). Including the detector
response and interstellar absorption ensures that the simulated data is weighted in
the same way as the observations.
4.2.4 Smoothing and damping
Another key feature often seen in the Cyg X-1 low/hard states which previous mod-
els have been unable to replicate is the suppression of low-frequency correlated vari-
ability associated with lower energy bands compared to higher energy bands (e.g.
Grinberg et al. 2014, Rapisarda, Ingram & van der Klis 2017b, Chapter 3). This
feature is also seen in other BHBs including SWIFT J1753.5-0127 and GX 339-4
(Wilkinson & Uttley 2009), and so is likely generic to the low/hard state paradigm.
For similar Low and High energy power spectral shapes (i.e. no preferential suppres-
sion of certain frequencies between bands), the timing properties can be jointly fit
using simple propagating fluctuations, but when the power spectral shapes become
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Figure 4.2: Panel (a): generic schematic of the fractional variability profile used in
the model (blue solid line). Panel (b): generic schematic of the emissivity profile
used in the model (blue solid line). Comparing panels (a) and (b), we illustrate
that the location of the humps in variability correspond to those in the emissivity,
from the assumption that turbulence ties to energetic dissipation. Panel (c): generic
schematic of the smoothing/damping profiles, denoting the effect of damping (green,
dashed line), an example of smoothing (blue, solid line), and the product of these
as used in the model (orange, dotted line). Note that we only show an example
of smoothing at a single frequency propagating from the truncation radius (that of
fvisc(ro)), while smoothing is actually a two-dimensional function of frequency and
propagation time. The black dot-dashed line denotes the spectral transition radius,
rSH.
distinct at low frequencies, the lags in each band become dominated by different
spectral components and joint fits fail (R17a). This implies that the variability
present in the spectrally softer regions is not completely propagated down to mod-
ulate the harder regions. Yet the fact that there are significant lags between Low
and High bands on the timescale of the outer parts of the flow means that at least
some of the variability does propagate. The variations in the soft region must there-
fore map onto the inner-region variability after propagation, although with smaller
amplitude and a time delay.
Our model includes two distinct methods of variability suppression. First, there
can be diffusion of fluctuations as they propagate through the flow due to the flow’s
viscous impulse response, akin to R17a. This acts to preferentially smooth out
the fluctuations which have propagated over a larger distance compared to their
wavelength. In Chapter 3 this was including via a boxcar function on the propagated
numerical time series (equation 3.2.2). In the Fourier domain we model this as an
exponential decay such that all fluctuations of frequency f which propagate from rl
to rn (which takes a time ∆tln) are suppressed by a continuous factor exp(−S m∆tln f ).
Here
∆tln =
n−1∑
k=l
dtk =
n−1∑
k=l
drk
rk
tvisc(rk) = dlog(rk)
n−1∑
k=l
tvisc(rk). (4.2.6)
However, one of the conclusions of Chapter 3 was that fluctuation smoothing
alone is insufficient to reproduce the relative normalisation in the observed power
spectra. Some form of additional damping is therefore required. In this vein, we
note that our model so far includes regions where the disc is inherently more turbu-
lent. The processes which generate this additional variability power may also act to
disrupt inbound propagating fluctuations. For instance, if the enhanced turbulence
is associated with the jet collimation or warps induced by the flow tilt with respect
to the disc plane, we may expect an increase in the density of magnetic field flux at
these radii. This would be highly disruptive to the MRI and thus to incoming mass
accretion rate fluctuations. The purple knots in the flow in Fig. 4.1 represent this
concentration of flux density, which we will fix to the spectral transition radius to re-
duce the parameter space. An alternative, possibly concurrent damping mechanism
is the tearing and dissipation of disc clumps near the disc-flow transition radius.
Physically, the spectral transition requires a change in seed photon availability, and
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these seed photons in the soft region could be from clumps torn from the inner edge
of the truncated disc by the shearing flow. These clumps would produce copious,
highly variable, seed photons for the soft region of the flow, making the character-
istic soft, highly variable spectrum (see e.g. Yamada et al. 2013; Grinberg et al.
2014). However as it accretes, a given clump would likely shrink due to its outer
layers thermalising with the surrounding medium, and being stripped away by the
MRI; this would also result in seed photon starvation of the inner region, explain-
ing the observed hardening of the spectral shape. The grey ‘blobs’ in the flow in
Fig. 4.1 represent these clumps dissipating as they accrete. When considering this
possibility however, we bear in mind the work of Poutanen, Veledina & Zdziarski
(2018) which showed that synchrotron emission may be the preferred method source
of seed photons in the inner flow, although incorporating this into the model would
invoke the aforementioned complexity of spectral pivoting.
In our nomenclature, we will refer to the process of suppressing power at all fre-
quencies uniformly at specific radii as ‘damping’, distinct from the diffusive ‘smooth-
ing’ process discussed above, which instead has a frequency and propagation time de-
pendence. Applying a generic mechanism which can encompass both magnetically-
driven and clump evaporation-driven damping, we suppress all the propagated vari-
ability by a single factor DSH at the spectral transition radius, rSH. In the context
of fluctuations propagating from rl to rn, these fluctuations are therefore damped by
Dln =

DSH if rl > rSH > rn,
1 otherwise.
(4.2.7)
In Fig. 4.2c we show an example of the diffusive smoothing and macroscopic
damping effects separately, and in combination. Note that the smoothing in this
figure is an example for a fixed frequency, f = fvisc(ro), and in truth smoothing acts
as a function of frequency.
4.3 Timing fit procedure
Producing a fully generalised model which fits the spectra and timing properties
simultaneously is currently beyond our computational reach. Furthermore, in a pa-
rameter space with dimensions corresponding to the free parameters for both the
spectral and timing fits, degeneracy and correlation between parameters would be a
significant concern. With this in mind, we fit first to the energy spectra, and then to
the energy-dependent timing properties, to demonstrate the possible achievements
and limitations of the model. Unlike the slower Timmer & Ko¨nig (1995) method
used in Chapter 3, the fast analytic prescription now allows us to obtain parame-
ter space minima using the Markov Chain Monte Carlo (MCMC) method via the
python package, emcee (Foreman-Mackeyet al. 2013). With uniformly initialised
parameters, this allows a much more thorough exploration of the complex param-
eter space. In all model fits, we assume that Cyg X-1 has a black hole of mass
MBH = 15 M, and a dimensionless spin parameter of a∗ = 0.85 when calculating
fkep(r) (Tomsick et al. 2014; Kawano et al. 2017). All spectral-timing fits use Nr = 70
logarithmically spaced radial bins, which is a compromise between computational
cost and spatial resolution. We simulate on a time binning of dt = 2−6 s to match
the Nyquist frequency of our data.
When fitting, we wish to maximise our signal-to-noise ratio in the time lag.
Due to the closer proximity of the High and Intermediate (and Intermediate and
Low) bands, the propagation lag between these bands is inherently smaller, while
their errors are the same as that of the High-Low. Particularly in the case of the
Intermediate-High band cross-spectrum, the average lag reduces to ∼ 10−3 s, of the
order which would be expected for reverberation lags given the geometry of the
system. Since the model does not include the reverberation lag here, fitting to these
lag spectra would therefore skew the fit statistic towards an under-predicted lag. In
the fits to these data, we therefore include only the High-Low lag, as this gives us the
best signal to noise ratio, thus being the most reliable diagnostic of the propagation
lag.
To simultaneously fit to the power spectra and time lags, we reduce the sum of
the χ2 values for the power spectra in the Low, Intermediate and High bands, and
a weighted form of the High-Low band time lags. In particular we weight the lag
by a factor of three against the power spectra. This ensures an equal balance in fit
preference between the overall power spectral and lag statistics. The statistic we
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minimise is therefore
χ2 =
J∑
j=1
{
[PmodLo ( f j) − P obsLo ( f j)]2
∆P obsLo ( f j)2
+
[PmodInt ( f j) − P obsInt ( f j)]2
∆P obsInt ( f j)2
+
[PmodHi ( f j) − P obsHi ( f j)]2
∆P obsHi ( f j)2
+ 3
[τmodLH ( f j) − τ obsLH ( f j)]2
∆τ obsLH ( f j)2
}
,
where the superscripts mod and obs refer to the model and observational statistics
respectively, and subscripts Lo, Int and Hi refer to the Low, Intermediate and High
energy bands respectively.
4.4 Spectral fits: Two Compton components
In Chapter 3 we fit the time averaged SED from Obs. 1 alone in xspec (version
12.9.1; Arnaud, Borkowski & Harrington 1996). The model consisted of two Comp-
tonisation components described by tbabs * (nthcomp + nthcomp) (Zdziarski, John-
son & Magdziarz 1996), and their combined reflection, tbabs * (kdblur * xil-
conv * twocomp), where twocomp is a local model which adds the Comptonisation
components together. This fit was motivated by model simplicity, and by similar
successful fits to Cyg X-1 spectra (Gierlin´ski et al. 1997; Di Salvo et al. 2001; Mak-
ishima et al. 2008; Basak et al. 2017). In Chapter 3 this fit assumed 0.5% errors on
the model alone, and no systematic errors on the data.
Here we make two key revisions to this approach. First we use a slightly updated
version of the spectral model, instead fitting tbnew_gas * (nthcomp + nthcomp +
kdblur * xilconv * (nthcomp + nthcomp))1, where the reflected components is
now separated into its soft and hard components for clarity in interpreting the
reflection. Secondly, we add 1% systematic errors to the data only in the PCA
range, and assume zero systematic error on the model, as opposed to the zero data-
systematic, 0.5% model systematic used in Chapter 3. This decision is made for
consistency with later fits in this paper, which incorporate Fourier-resolved spectra,
using 1% PCA systematics as in Axelsson & Done (2018). Like Chapter 3 however,
we have followed Makishima et al. (2008) who fix the seed photon temperature
1tbnew_gas is the new, faster version of tbabs (Wilms, Allen & McCray 2000), and can be
found at pulsar.sternwarte.uni-erlangen.de/wilms/research/tbabs.
Figure 4.3: Two component spectral decomposition of Obs. 1, denoted spectral
model 2C . Lines show the total energy spectrum (black solid), the hard Compton
component (H(E), cyan solid), the soft Compton component (S (E), green solid), the
truncated disc reflection from the hard component (RH(E), magenta solid), and the
reflection from the soft component (RS (E), magenta dashed). Filled circles show the
PCA (red) and HEXTE (black) data. The red, green and blue bands denote the
Low (3.13−4.98 keV), Intermediate (9.94−20.09 keV) and High (20.09−34.61 keV)
energy ranges respectively. Systematic errors on model and data have been updated
leading to very different spectral shape from that of Chapter 3 which fit the same
data with the same model.
4.4. Spectral fits: Two Compton components 97
ΓS 2.6+0.4−0.3
kTe,S † (keV) 170+50−20
normS 0.82+0.05−0.11
ΓH 1.65 ± 0.02
kTe,H† (keV) 170+50−20
normH 1.7+0.1−0.2(
Ω
2pi
)
S
=
(
Ω
2pi
)
H
−0.28 ± 0.01
log(ξ) 3.00+0.01−0.03
χ2/do f 102.1/91
†These are tied.
Table 4.1: Fitting parameters for spectral model 2C , described by tbnew_gas *
(nthcomp + nthcomp + kdblur * xilconv * (nthcomp + nthcomp)). nS ,H and(
Ω
2pi
)
S ,H
denote the normalisation and reflection fractions on Compton components S
and H. Normalisation values are in standard units of photons s−1 cm−2 at 1 keV.
Uncertainties are quoted at the 1σ confidence level. The associated spectrum is
shown in Fig. 4.3.
for both Compton components to that of the disc at 0.2 keV, and tie the electron
temperatures of both components. We also fix the galactic column density to Nh =
6× 1021 cm−2 in this and all other fits. Unlike the timing model, we fit the spectrum
to Obs. 1 only, as co-addition of spectral data can result in artefacts.
In Fig. 4.3 we show the broadband spectral fit. The dominant soft (green) and
hard (cyan) Compton components are produced from the outer and inner regions
of the flow respectively. Also included is the reflection from the soft component
(magenta dashed), and from the hard component (magenta solid), but we do not
include the intrinsic or reprocessed disc emission as the energy of this is too low
to make a significant contribution to the RXTE data above 3 keV. We denote this
as spectral model 2C (two component), with full parameters detailed in Table 4.1.
On comparison to the spectral fit of Chapter 3 which found soft and hard photon
indices of 1.8 and 1.25 respectively, it is clear that the spectral picture we have
found here is dramatically different in shape, despite the data being identical and
the model having no additional complexity. The discrepancy between them therefore
arises entirely from the systematic errors assumed. This exemplifies how susceptible
spectral data alone are to degeneracy, when no external constraints are imposed
from e.g. the timing properties (see also Basak et al. 2017). Due to the constraints
on the seed photon and electron temperatures, the quality of spectral fit 2C is fairly
poor (χ2ν = 102.1/91) although in Section 4.4.2 we will look at how releasing these
constraints can in fact lead to a better fit to the total and Fourier-resolved spectra.
Fig. 4.4 shows the optimal joint fit to the PSDs of all three energy bands, and
to the High-Low band time lags obtained using spectral model 2C . The parameters
of this fit are presented in Table 4.5, along with parameters for all other spectrally-
constrained timing fits shown in the body of this paper. We do not quote uncertain-
ties due to the inherent parameter space degeneracies (discussed in Appendix 4.7.3),
and more importantly, the sensitivity to variation of the spectral model used as a
prior. The model fits reasonably well to the power spectral properties, matching the
higher normalisation of the Low energy band at low frequencies compared to the
Intermediate and High, and the switch to lower normalisation above 8 Hz. However,
the model has much less of the double hump structure below 5 Hz than is seen in the
data in all energy bands. This is despite the freedom to add regions with enhanced
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Figure 4.4: Timing fit using spectral model 2C . Panel (a): High, Intermediate &
Low band PSDs. The shaded regions are the 1σ error regions of the Low (pink),
Intermediate (green) and High (blue) energy bands from the data. The solid lines
show the Low (red), Intermediate (green) and High (blue) energy model outputs.
Panel (b): Crosses denote the time lags between the High and Low bands for the
data. Green crosses indicate the High band lagging the Low band. Red crosses
indicate the Low band lagging the High band. The blue solid line denotes the model
output.
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Figure 4.5: Panel (a): Fractional variability (Fvar) profile found for fit of Fig. 4.4.
Panel (b): Emissivity () profile found for fit of Fig. 4.4. Orange solid line de-
notes Novikov-Thorne-type (r) ∝ r−3
(
1 − √ri/r) profile for comparison. Panel (c):
Smoothing/damping profile found for fit of Fig. 4.4.
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variability, emissivity and damping/smoothing, with the best fit radial profiles shown
in Fig. 4.5. This has significant variability in the outer parts of the flow with a hump
in Fvar(r) at ro. This variability then propagates down through the soft region, with
most contribution to the Low-energy light curve coming from the inner parts of the
soft region due to the centrally peaked emission profile. The significant damping
(dashed line in panel c) between the soft and hard regions (DSH = 3.3) has then
resulted in the correct power spectral hierarchy, with the hard component modu-
lated by only a small part of the low frequency variability propagated from the soft
region. There is no significant smoothing associated with the flow (solid blue line in
panel c).
However, this best fit solution completely under-predicts the lag. By having
a centrally peaked emission profile which does not contribute much beyond 5 Rg,
the soft variability becomes characterised almost entirely by that near its inner edge
close to rSH. This results in a small ‘characteristic’ propagation time from the soft to
hard region, far under-predicting the long lags seen in the data (c.f. equation 3.5.11).
This tension between the power spectra and lag results are likely due to fun-
damental problems with spectral model 2C , as the weightings from the spectral
fit dictate the contributions each energy band will see from each Comptonisation
region. Modification of these spectral weights through an alternative spectral fit
can therefore drastically alter the shape of the parameter space explored by the
timing model. We will therefore now examine what our timing model can achieve
when fitting only to the power spectra and time lags, with no prior fit to the energy
spectra.
4.4.1 Ignoring constraints from the spectrum
Reworking the model to require no prior spectral fit can be done by rewriting equa-
tion (4.7.20), which describes the weighting of the mass accretion rate curve from
annulus rn when calculating the light curve in energy band, i. Recasting the energy-
dependent part of this equation, we go from
w in =
(rn)rndrn∑
region
(rn)rndrn
Emaxi∫
E=Emini
F¯(E, rn)
E
Ae f f (E)e−NH(E)σTdE
to
w in =
(rn)rndrn∑
region
(rn)rndrn
cik(rn), (4.4.8)
where Ae f f (E) is the detector effective area, NH(E) is the galactic column absorp-
tion and σT is the Thomson cross-section. The summation limits implied here by
‘region’ are {ro to rSH} for rn > rSH and {rSH to ri} for rn < rSH. Here, i denotes
the energy band used, and so can take any value from the set [Lo, Int or Hi].
k(rn) denotes the spectral component originating from annulus rn, so that k(rn) =
S +RS for rn > rSH, and k(rn) = H+RH for rn < rSH. cik(rn) therefore denotes the count
rate produced by spectral component k, as seen in energy band, i.
Since we have assumed only two Compton components, cik(rn) here can take one
of only six values depending on the energy band and radial zone. Explicitly, we have
cik(rn) =

ciS+RS if rn > rSH,
ciH+RH if rn < rSH,
(4.4.9)
for each of the three bands. The rms normalisation on the power spectra and
cross spectra of equations (4.7.25) and (4.7.26) mean that in calculating timing
statistics, we actually require only the ratio of count rates from each component in
each band, Ji = ciS+RS /c
i
H+RH
. We can also remove the necessity for a spectral prior in
determining rSH by simply allowing f SH (normally defined by the spectral fit through
equation 4.2.2) to be free. This leaves us with four additional free parameters in the
absence of an independent spectral fit: f SH , J
Lo, JInt, JHi.
The best fit for our model which is unconstrained by the SED is shown in Fig. 4.6,
with fit values for the new parameters shown in Table 4.2. We denote this ‘free
spectral weight’ fit as FSW1. Now free from the constraints of the spectrum, this
fit shows remarkable agreement with the data compared to previous cases. The PSD
hierarchies and structure are better reproduced than before, although the sharpness
of the high-energy peaks seems to be slightly under-predicted, possibly indicating
that the soft component power should directly feed the hard Component through
seed photon variations, as well as mass fluctuations. That said, the lag structure
is very well matched for the first time, showing that this is reproducible in certain
regions of the spectral-timing parameter space, but that constraints imposed by the
spectral fit have so far prevented this structure from appearing. On examining the
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Figure 4.6: Timing fit with free spectral weights on all components, using the new
free parameters of JLo, JInt, JHi and f SH . Panel (a): High, Intermediate & Low band
PSDs. Colours as in Fig. 4.4a. Panel (b): High-Low band time lags. Colours and
symbols as in Fig. 4.4b.
FSW1 FSW2 Fixed by
spectral fit 2CFR
PSDs, Lags Fig. 4.6 - Fig. 4.9
JLo 0.31 5.02 4.21
JInt 0.16 0.26 0.13
JHi 0.11 0.02 0.02
f SH 4.97 1.27 1.32
Table 4.2: Fit results for the additional free parameters included when all constraints
from the spectrum are released. JLo, JInt and JHi denote the luminosity ratios be-
tween the soft and hard Compton components in the Low, Intermediate and High
bands respectively, while f SH denotes the ratio of bolometric luminosities in the soft
and hard components (see equation 4.2.2). In the cases of fits FSW1 and FSW2 ,
JLo, JInt, JHi and f SH are included as free parameters in the fits to the timing statistics.
For FSW1 , we allow the new parameters to all be free. For FSW2 , we constrain
JLo to be greater than 4.2, as this is implied by the FR spectra (see Section 4.4.2).
The final column is included only for comparison, and shows the parameters which
would be imposed by spectral fit 2CFR.
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final fit values of JLo, JInt and JHi in Table 4.2, it seems that the spectral picture
required by the timing data is that of a soft Compton component which decays
monotonically with energy, providing less than 20% contribution to the flux even in
the Low energy band. This seems remarkably close to the behaviour of spectral fit
2C, and those of other fitting studies (e.g. Di Salvo et al. 2001; Basak et al. 2017)
which have also indicated a hard component which dominates at all energies above
∼ 1 keV, with only a minute soft Compton contribution at low energies. However the
major problem with this spectral shape becomes clear when looking at the required
ratio of total fluxes in the soft and hard components, f SH . FSW1 requires f
S
H ≈ 5,
while models which give the required Ji behaviour have soft components with no
more than ∼ 10% of the luminosity of the hard component, e.g. in the case of
2C where f SH ≈ 0.06. Discounting an unexpected sudden upturn in soft Compton
contribution below the PCA bandpass then, the values found for the Ji and f SH are in
severe tension. However, previous spectral fitting studies have also lacked a key tool
which we can now use to further constrain the spectrum, extracted from the timing
data itself. This tool is the frequency-resolved (or Fourier-resolved) spectrum.
4.4.2 Constrained by the Fourier-resolved spectra
To better constrain the spectral fit, we now introduce the Fourier-resolved (FR)
spectra found using the technique of Axelsson & Done (2018). These spectra are
derived from the first, second and third humps in the energy-independent power
spectrum of Obs. 1 (designated here as the ‘slow’, ‘intermediate’ and ‘fast’ variability
components respectively). In Fig. 4.7, the slow, intermediate and fast FR spectra
are shown as the red, green and blue error bars respectively.
The most obvious fact on comparison of the FR spectra is that the fast compo-
nent is highly distinct from the other two, with a much steeper slope down to its
minimum resolved energy. Since this fast variability corresponds to where fvisc(r) is
highest, it is likely associated with the innermost region. The fast FR component
therefore provides a strong constraint on the shape of the hard Compton compo-
nent, showing that its seed photon temperature, kTseed,H, should be much higher
than that of the soft, which draws from the disc at kTseed, S = 0.2 keV. If the seed
photons for the hard component are coming from a source other than the disc (e.g.
Figure 4.7: Two component simultaneous fit 2CFR, fit to the broadband spectrum
from Obs. 1 and the Fourier-resolved components. Shown are the total energy
spectrum in the PCA band (black error bars) and fit (black solid line), with fit
components (black dotted lines), and the total spectrum in the HEXTE band (cyan
error bars) and fit (cyan solid line), with fit components (cyan dotted lines). We also
show the FR spectrum for the slow variability (red error bars), and its fit (red solid
line), the FR spectrum for the intermediate variability (green error bars), and its
fit (green solid line), and the FR spectrum for the fast variability (blue error bars),
and its fit (blue line). These FR components are fit using linear combinations of the
soft and hard Compton components and their reflection, as detailed in the text.
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the soft region), then the hard region cannot have a line of sight to the disc. If the
hard region cannot intercept the photons from the disc, then the disc in turn must
not intercept photons from the hard region, and so there is no way that the hard
component can produce disc reflection. In the following spectral fits, we therefore
switch off reflection from the hard component [RH(E) = 0], in order to keep the
spectral model self-consistent.
We now simultaneously fit to the broadband energy spectrum of Obs. 1 and its FR
spectra, using 1% systematic errors in the PCA bandpass to ensure consistency with
Axelsson & Done (2018). Unlike spectral fit 2C , we allow the hard component seed
photon temperature to be free, and untie the soft and hard electron temperatures.
Since the slow variability is produced in the outer regions, it will propagate through
both the soft and hard Compton regions. The slow FR spectrum (red error bars
with red line fit) is therefore fit with a linear combination of the soft and hard
nthcomp components, along with the reflection from the soft component. We allow
all normalisations of these components to be free, as it is unknown how much of
the slow variability propagates into the hard region. The intermediate FR spectrum
(green error bars and solid line in Fig. 4.7), whose spectral shape is very similar
to that of the slow, is similarly fit with a linear combination of the soft and hard
nthcomp components and soft reflection, again with free normalisations. Finally the
fast FR spectrum (blue error bars and solid line in Fig. 4.7) is fit only with the hard
nthcomp component and no reflection, as this variability is produced only in the
hard, innermost region, and as mentioned has no direct line-of-sight to the disc. We
denote this as spectral fit 2CFR (two component, Fourier-resolved), the parameters
for which are shown in Table 4.3.
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Despite the additional constraints from the frequency-resolved spectra, untying
the electron temperatures and setting the hard Compton seed photon temperature
free has produced a significant improvement in the fit quality (χ2ν = 78.9/167) com-
pared to spectral fit 2C . The over-fitting in this case is partly due to the significant
errors on the Fourier resolved spectra; discarding the FR spectra from this model we
obtain (χ2ν = 56.7/96). While this is still over-fit, this is often the case when applying
multiple Compton components to data where the statistical errors under-predict the
true uncertainty, and systematic errors must be relied upon (e.g. Ibragimov et al.
2005; Axelsson & Done 2018). However, an over-fit in this case is acceptable since
we know that additional spectral complexity is required by the timing properties,
and that homogeneous Comptonisation models are chronically incapable of fitting
such data (Ibragimov et al. 2005; Yamada et al. 2013; Axelsson & Done 2018).
The broadband representation of Fig. 4.8 shows a very different spectral picture
from that of 2C , where the soft Compton component now dominates until the iron
Kα line, switching abruptly to hard Compton dominance above this.
Using 2CFR gives the timing fit shown in Fig. 4.9. The general shape of both
the power spectra and the time lags are approximated. The double-broken power
law behaviour is achieved with a switch in band dominance at 7−8 Hz, as observed,
while the lags decrease with frequency with the correct slope. However, the finer
structure is not well modeled. The modeled power spectra are much smoother than
those observed, while the lags behave as a smooth power law function instead of
displaying the clear steps seen in the data. These properties are due to the lack
of structure present in the Fvar profile within 10 Rg, where the variability is almost
uniform save for a minute peak near rSH (see Fig. 4.10). This profile was likely
converged upon as a compromise between the approximate shape of the PSDs and
lags, but it fails to reproduce the finer structure in the timing data.
Figure 4.8: Broadband representation of spectral model 2CFR. Shown are the
total energy spectrum (black), the hard Compton component (H(E), cyan), the soft
Compton component (S (E), green), the soft reflection component (RS (E), magenta),
while reflection from the hard component is now assumed to be zero as discussed in
the text. Filled circles show the PCA (red) and HEXTE (black) data. The red, green
and blue bands denote the Low (3.13 − 4.98 keV), Intermediate (9.94 − 20.09 keV)
and High (20.09 − 34.61 keV) energy ranges respectively.
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Figure 4.9: Timing fit using spectral model 2CFR. Panel (a): High, Intermediate
& Low band PSDs. Colours as in Fig. 4.4a. Panel (b): High-Low band time lags.
Colours and symbols as in Fig. 4.4b.
(a)
(b)
(c)
Figure 4.10: Fractional variability (Fvar, panel a), emissivity (, panel b) and smooth-
ing/damping (panel c) profiles found for fit of Fig. 4.9. Colours and line styles as in
Fig. 4.5.
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While spectral fit 2CFR does constrain the shape of the hard Compton com-
ponent, degeneracy remains between the normalisation of this component and the
shape of the soft component (and its reflection). To exhaust our analysis of the two-
component class of spectral models, we would like to determine whether there exists
any spectral fit with two Compton components which satisfies the fast FR spectral
shape, fits the energy spectrum, and provides a good fit to the timing properties. To
do this, we can use the framework developed in Section 4.4.1, with one additional
constraint.
In spectral fit 2CFR, the fastest FR component (blue lines and error bars in that
figure) was well fit only with the hard Compton component. The curvature of the
hard component is therefore well constrained until it peaks. In the case of that fit,
the hard component normalisation is maximal, since it contributes all of the photons
at energies above ∼ 25 keV. This imposes a lower bound on the ratio of soft to hard
component integrated flux in the Low energy band (JLo) of 4.2; for any alternative
fit which replicates the fast FR spectrum, the hard component normalisation may
reduce, but it cannot become larger, and its shape cannot change.
We therefore apply the constraint of JLo > 4.2 to our ‘free spectral weight’ for-
malism of Section 4.4.1, to determine whether a better fit exists given only this
requirement on the spectrum. We denote this fit as FSW2, with fit parameters
shown in Table 4.2. This yields a PSD/cross-spectral best fit which shows no im-
provement in fit quality over Fig. 4.9 where spectral model 2CFR was used as
a prior; for brevity, we therefore do not show this fit here. From this analysis
it appears that no two component model exists which can reproduce the detailed
structure in the timing properties simultaneously with satisfying the FR spectra. In
particular the lag steps, which are obvious not only in these data, but also in the
Astrosat/LAXPC observations of Misra et al. (2017), are entirely absent when using
two Compton components. To find a model which can reproduce the timing features
we therefore need to examine more complex spectral decompositions than the two
component case, considering a more highly stratified flow than might be suggested
by spectral fitting alone.
Figure 4.11: The physical geometry assumed within the flow in the three Compton
component model. The dark grey region denotes the thermal, thin disc which does
not vary on fast timescales. The red region denotes the fast-varying, spectrally soft
zone; the green region denotes the fast-varying, mid spectral zone; the blue region
denotes the fast-varying, spectrally hard zone. Mass accretes down the flow from the
disk truncation radius at ro, through the soft-mid transition radius at rS M and then
the mid -hard transition radius at rMH, toward the inner flow radius at ri. The purple
knots in the flow denote a higher density of magnetic field lines. The grey ‘blobs’
in the flow represent thermal clumps, torn from the disc at the truncation radius,
dissipating as they accrete. Clump dissipation, enhancement of the magnetic flux
density near the transition radius, or a combination of the two phenomena would
result in damping of fluctuations as they propagate from the soft to the harder
regions as required by the data, although our model does not distinguish between
these mechanisms.
4.5 Spectral fit: Three Compton components
We now consider the decomposition of our energy spectrum into not two, but three
distinct Comptonisation components, along with reflection from a truncated disc.
This is not only motivated from the findings of Section 4.4, but also from those of
other spectral-timing analyses of the low/hard state. In particular, the frequency-
resolved analysis of Yamada et al. (2013) showed that a highly variable, very soft
component was necessary, in addition to two harder Compton components, to ex-
plain the spectral shape in the 0.7 − 300 keV band for Cygnus X-1 data between
2005 and 2009.
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Figure 4.12: Unfolded three component spectral model 3CFR, fit to the broadband
energy spectrum from Obs. 1 and the FR components. Shown are the total energy
spectrum in the PCA band (black error bars) and fit (black solid line), with fit
components (black dotted lines), and the total spectrum in the HEXTE band (cyan
error bars) and fit (cyan solid line), with fit components (cyan dotted lines). We
also show the FR spectrum for the slow variability (red error bars), and its fit (red
solid line), the FR spectrum for the intermediate variability (green error bars), and
its fit (green solid line), and the FR spectrum for the fast variability (blue error
bars), and its fit (blue line). These FR components are fit using linear combinations
of the soft, mid and hard Compton components and their reflections, as detailed in
the text.
Figure 4.13: Broadband representation of three component spectral model 3CFR.
Shown are the total energy spectrum (black), the hard Compton component (H(E),
blue), the mid Compton component (M(E), green) the soft Compton component
(S (E), red), the truncated disc reflection from the mid component (RM, magenta
dashed), and the reflection from the soft component (RS (E), magenta solid). Filled
circles show the PCA (red) and HEXTE (black) data. The red, green and blue
bands denote the Low (3.13 − 4.98 keV), Intermediate (9.94 − 20.09 keV) and High
(20.09 − 34.61 keV) energy ranges respectively.
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.
In our formalism we now include an additional Compton component between the
soft and hard - the “mid” component, M(E), with reflection RM(E). In the spectral-
timing model, the flow is therefore radially stratified into three distinct regions with
soft, mid and hard spectral shapes, illustrated in Fig. 4.11. The time-averaged flux
from each annulus is therefore
F¯(E, rn) =

S (E) + RS (E) if rn > rS M,
M(E) + RM(E) if rMH < rn < rS M,
H(E) if rn < rMH,
(4.5.10)
where we continue to neglect reflection from the hard spectral component due to the
fast FR component shape. Here rS M and rMH are the transition radii between the
soft and mid, and mid and hard Comptonisation regions respectively, analytically
derived from the prescribed emissivity such that the luminosity ratios between the
Compton components matches that from the emissivity. These radii therefore satisfy
the coupled equations ∫
E
S (E)dE∫
E
M(E)dE
=
∫ rS M
ro
(r)2pirdr∫ ri
rS M
(r)2pirdr
,
∫
E
M(E)dE∫
E
H(E)dE
=
∫ rMH
rS M
(r)2pirdr∫ ri
rMH
(r)2pirdr
.
(4.5.11)
We now fit the time averaged SED, with 1% systematic errors in the PCA band-
pass, with three Comptonisation components described by tbnew_gas * (nthcomp
+ nthcomp + nthcomp), and the reflection of the soft and mid components, tb-
new_gas * (kdblur * xilconv * (nthcomp + nthcomp)). We simultaneously fit
this model to both the total and FR spectra. In fitting we assume that the slow
variability produced in the outer regions will be seen throughout the flow, and there-
fore in the soft, mid and hard Compton components. The slow FR spectrum (red
error bars and solid line in Fig. 4.12) is therefore fit with a linear combination of
the soft, mid and hard nthcomp components, and the soft and mid reflection. As
in Section 4.4.2, we allow all normalisations of these components to be free. The
intermediate variability (green error bars and solid line in Fig. 4.12) is also fit with
a linear combination of the soft, mid and hard nthcomp components with reflection,
as an improved fit was found when allowing this spectrum some contribution from
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all three Compton components. Finally the fast spectral component (blue error bars
and solid line in Fig. 4.12) is satisfactorily fit with only the hard nthcomp compo-
nent. We show this unfolded fit (denoted spectral model 3CFR, three component
Fourier resolved) in Fig. 4.12, with the corresponding broadband shape shown in
Fig. 4.13 and associated parameters shown in Table 4.4. This fit is somewhat akin
to the spectral results of Yamada et al. (2013), with both fits featuring a very soft
Compton component with a low-energy roll-over in S (E), in addition to the other
two components, although our mid component is significantly harder than the one
found in their observation.
To allow the timing fit model to accommodate three spectral components, the
damping parameter of equation (4.2.7) now takes the form
Dln =

DS M if rl ≥ rS M > rn > rMH,
DMH if rS M > rl > rMH ≥ rn,
DS MDMH if rl ≥ rS M, rMH ≥ rn,
1 otherwise.
(4.5.12)
The viscous frequency must also be adapted to reflect the use of three spectral
regions. This now follows
fvisc =

BS r−mS fkep(r) if r ≥ rS M
BMHr−mMH fkep(r) if r < rS M,
(4.5.13)
where BMH and mMH are the viscosity parameters which the mid and hard regions
share; we do not include distinct timescales for each of these regions for model
simplicity.
Using spectral model 3CFR, we obtain a best fit to the timing properties shown
in Fig. 4.14. The Intermediate and High band data are lacking in low-frequency
power, likely due to the high degree of damping (DS M = 1.98 and DMH = 2.59).
However, the Low energy PSD is a reasonable match to the data, with the broad-
band behaviour approximated, and most importantly we now find an excellent fit
to the lag spectrum at all frequencies, exhibiting clear step features. The overall
fit remains imperfect, but this agreement in the lags is particularly attractive. The
inferred truncation radius of 13.8 Rg is also consistent with spectral fitting studies
(Kolehmainen, Done & Diaz Trigo 2014, 16±4 Rg; Basak & Zdiarski 2016, 13−20 Rg).
Examining the emission profile in Fig. 4.15b, we find two bright “rings” at 6 and
3 Rg. The turbulence profile of Fig. 4.15a also exhibits a significant peak at 6 Rg,
coincident with the spectral transition radii. This indicates a source of extreme vari-
ability and emission here, potentially giving rise to the switch in optical depth at
this radius. Additional variability is also found at ro, which would be attributable to
disk-flow interaction. Enhanced emission (and to a lesser degree, enhanced variabil-
ity) are similarly found in the timing fit from spectral model 2CFR (Figs. 4.9-4.10)
indicating that the data require enhancement of the emission and/or turbulence at
specific positions in the flow, independent of the true spectral complexity.
The qualitatively good fit we find in Fig. 4.14 therefore strongly suggests that
the fundamental model features required to approximate complex spectral-timing
data such as these include at least: a non-constant Fvar profile, a bumpy emission
profile corresponding to brighter annuli in the flow, at least three Compton compo-
nents stratified with radius, and some form of damping of slow fluctuations as they
propagate from softer to harder regions. Further complexities may be tested to fit
the data in detail, but it appears that these features are required as a minimum to
match the lags and PSDs.
Regarding the broken viscous timescale used in fitting, all timing model fits
shown in this paper have also been run with a smooth viscous profile satisfying
the flb − fQPO relation, i.e. fvisc = 0.03r−0.5 fkep(r) for all r. Doing so produced only
marginally worse fits in all cases (typical ∆χ2ν ∼ 5%), although the lag structure in
the case of Fig. 4.14 is qualitatively much better reproduced with a broken viscous
timescale. Since the inclusion of a smooth viscous timescale produces only a minor
reduction in fit quality, we therefore do not regard a broken viscous timescale as a
fundamental requirement of the model in the same manner as spectral stratification,
(r)/Fvar(r) enhancement, and fluctuation suppression.
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Figure 4.14: Timing fits using three component spectral fit 3CFR. Panel (a): High,
Intermediate & Low band PSDs. Colours as in Fig. 4.4a. Panel (b): High-Low band
time lags. Colours and symbols as in Fig. 4.4b. A time-domain animated version
of this fit, including the effect on the spectral components and the mass fluctuation
behaviour through the flow can be found at: youtu.be/cGdqSAhxTVw
(a)
(b)
(c)
Figure 4.15: Fractional variability (Fvar, panel a), emissivity (, panel b) and smooth-
ing/damping (panel c) profiles found for fit of Fig. 4.14. The black dot-dashed line
denotes the soft-mid transition at rS M. The black dotted line denotes the mid -hard
transition at rMH. Other colours and line styles as in Fig. 4.5.
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Spectral Model 2C 2CFR 3CFR
PSDs, Lags Fig. 4.4 Fig. 4.9 Fig. 4.14
Fvar(r), (r) Fig. 4.5 Fig. 4.10 Fig. 4.15
BS 0.03(F) 0.03(F) 0.03(F)
mS 0.5(F) 0.5(F) 0.5(F)
BH 1.36 0.269 n/a
mH 1.33 1.08 n/a
BMH n/a n/a 0.0329
mMH n/a n/a 3.88 × 10−4
ro 19.9 19.1 13.8
ri† 2.17 2.69 2.00
A1 2.15 1.13 1.23
A2 0.103 0.447 2.22
A3 1.11 8.27 × 10−3 5.01 × 10−3
ren1 = ro = ro = ro
ren2 14.1 3.64 5.96
ren3 5.78 3.00 2.58
σen1 2.56 0.800 3.87
σen2 1.79 11.6 0.213
σen3 1.69 0.0216 1.40
Z2 2.48 × 105 2.45 × 106 280
Z3 2400 4.53 × 109 41.7
γ 9.36 3.25 9.31 × 10−3
S m 5.35 × 10−3 0.0175 3.52 × 10−6
DSH 3.90 1.64 n/a
DS M n/a n/a 1.98
DMH n/a n/a 2.59
χ2/do f 8481/289 4875/289 4708/288
†A hard limit of ri ≥ 2 (near the typical ISCO)
is set for the inner radius of the hot flow.
Table 4.5: Best-fitting parameter values for all timing models with a prior spectral
fit shown in the body of this work. (F) indicates that the parameter is fixed.
While our model accommodates reasonable complexity in the Compton emis-
sion and turbulence, an endemic issue we have encountered in all fits has been
the under-prediction of higher energy, low-frequency power. However this could be
rectified by the inclusion of spectral pivoting of the harder spectral components,
driven by variations in the seed photon production from the softer region, as de-
tailed in Section 4.2.3. For spectral fit 2CFR, the position of the hard seed pho-
ton temperature is quite close to the electron temperature of the soft component
(kTseed,H = 3.05±0.13 keV compared to kTe,S = 1.6±0.1 keV), suggesting that at least
some of the seed photons for the hard component may be from the soft region. The
variation in soft region luminosity should therefore drive a change in the hard com-
ponent shape, and in turn should be an additional source of correlated variability
between these components. In particular, our best fit case of Fig. 4.14 approximates
the High and Intermediate band spectra down to ∼ 1 Hz, but cannot reproduce the
low-frequency hump seen in these bands. Direct variability in the seed photons from
the soft component driving pivoting may help to correct this. If the hard compo-
nent pivot point is close to the High/Intermediate energy bands, pivoting would also
result in variability suppression in the High/Intermediate bands relative to the Low
band, relaxing the requirement for variability damping as m˙ fluctuations propagate
from the soft to harder regions.
It is also worth noting that here we have shown the effect of using our best fits
to the total + FR spectra in the timing model. However, even with constraints
from the FR spectra, systematic uncertainties on our data mean that the spectral
fit itself is subject to degeneracies, and some other three-component spectral fit
may better represent reality in the accretion flow. Given that the three component
model highly over-fits the spectral data alone (χ2ν = 60.1/158), it is likely that a
good spectral fit could still be obtained if the fitting procedure for the spectral and
timing data were combined. This would provide better constraints on the accretion
geometry by directly minimising across the model fits to both spectra and timing,
but this is beyond the scope of this work.
4.6. Conclusions 125
4.6 Conclusions
We expand on the spectral-timing model of Chapter 3 describing the BHB low/hard
state, in which fluctuations in the mass accretion rate propagate through a Comp-
tonising hot flow. This hot flow is stratified into spectrally distinct regions. We
incrementally explore the inclusion of more sophisticated profiles for the flow tur-
bulence, emissivity, damping/smoothing and spectral shape, and fit these models to
some of the best data available, which is from a bright low/hard state in Cygnus X-
1. This data exemplifies the complex behaviour seen in many bright low/hard state
BHBs, in which low energy bands dominate the power spectra at low frequencies,
while high energy bands dominate at high frequencies (e.g. Wilkinson & Uttley
2009; Grinberg et al. 2014). These power spectra often contain distinct bumps, and
the frequencies of this enhanced variability correspond to distinct ‘steps’ in the time
lags as seen here (Misra et al. 2017), as well as in other sources (e.g. in GX 339-4;
De Marco et al. 2015). Such data is very difficult to fit (R17a; Rapisarda, Ingram
& van der Klis 2017b; Chapter 3), indicating a complex source geometry. Lower
luminosity low/hard states have smoother power spectra and time lags as a function
of frequency, and can be fit with simpler models especially when the data only ex-
tend over a low energy bandpass where only the disc and outer parts of the hot flow
dominate (R17a; Rapisarda, Ingram & van der Klis 2017b). Here we use data from
3−35 keV, so the emission is dominated by the flow, and undiluted by intrinsic disc
emission. It is, however, an unfortunate fact that our selection criteria of a low/hard
state source with the best signal-to-noise and the best telemetry RXTE PCA data
resulted in an observation where the source structure is particularly complex.
The main results of this study can be summarised as follows:
1. In a linear (non-pivoting) model such as this, multiple continuum components
showing correlated (but not identical) variability are required to produce the
different power spectra seen from different energy bands across the Comp-
tonised emission, and the lags between them.
2. The data require that the amount of turbulence per radial decade is neither
constant, nor a smooth power-law function of radius. Instead annuli of en-
hanced turbulence are present, separated by regions of low variability. These
models therefore put less emphasis upon the MRI as the sole process driv-
ing the turbulence, as it is generally expected that the MRI will produce a
uniform or at least smoothly varying amount of variability per radial decade.
The enhanced turbulence may instead be due to disc-flow interaction at the
truncation radius, non-axisymmetric tilt shocks, flow-jet interaction, and/or
other even less well understood processes.
3. These regions of greater variability are also sometimes associated with addi-
tional emission. Unlike previous cases where the emission has been assumed
to be a simple power-law function of radius (perhaps with an inner boundary
condition), we find that the best fit cases require Compton-bright ‘rings’ in
the hot flow. Since the emission from these rings is enhanced, the photon flux
variations from them are accentuated relative to the rest of the flow.
4. Having distinct regions of enhanced variability and emissivity is not, by itself,
enough to make the distinct humps in the PSD. Propagation means that the
power is cumulative at any frequency, so for the power to drop requires that
not all the fluctuation power is transmitted to the next radius. The only
exception to this is where the emission from two distinct regions is lagged such
that interference can be important in suppressing power (Veledina 2016).
5. Damping of propagated fluctuations is also required so that lower energy bands
show more low-frequency variability power than higher energy bands, which is
why our models favour a damping term over the effects of interference.
We regard these as essential features for any linear model to reproduce the spec-
tra, PSDs and time lags for the bright low/hard state. This forms the basis for a
new paradigm for this state, whereby the Compton emission is dominated by bright,
turbulent rings, i.e. a highly inhomogeneous accretion flow. Other sources in this
state may be even more complex as there is often a strong QPO present for higher
inclinations.
Ultimately, even the use of spectral-timing data cannot break all the model
degeneracies associated with the geometry and physical nature of the X-ray emission
region without a better theoretical basis. The most fundamental issue is the lack of
a clear prescription for the viscous frequency of the hot flow as a function of radius.
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This restricts our ability to convert from lag time to radius within the flow. The
QPO-low frequency break relation can be used to estimate the truncation radius
between the disc and hot flow, but the viscous frequency within the rest of the hot
flow is quite unconstrained. We are still a long way from numerical simulations
which can include all of the potential physical components identified here, e.g. disc
truncation and the torques from a misaligned flow and jet.
Nonetheless, the Cygnus X-1 data we have modeled here is quite complex in
terms of e.g. its PSD structure, and so has served as a suitable target in developing
our model to incorporate the many curiosities of the data. However there are much
simpler PSDs seen in lower luminosity hard states which presumably imply a simpler
source structure. Furthermore, these data exhibit the signature of reverberation lags
from the central source illuminating the accretion disc, which provides independent
information on the inner disc size scale (De Marco & Ponti 2016; De Marco et al.
2017). We will extend our method to fit these data in Chapter 5.
4.7 Appendix
4.7.1 Timing formalism for two spectral components
IvdK13 show that in the absence of damping, the propagated mass accretion rate
curve at a given annulus can be written as:
M˙(rn, t) =
n∏
l=1
M˙(rl, t − ∆tln), (4.7.14)
where we denote capital M˙(rn, t) as the propagated mass accretion rate at radius rn,
distinct from the generated variability at rn, m˙(rn, t). This of course implies that
M˙(ro, t) = m˙(ro, t).
However recent work (Mushtukov, Ingram & van der Klis 2017) has highlighted
that equation (4.7.14) is only a specific case of the Green’s function for the accretion
of an annular unit mass from radius rl to rn, G(rl, rn, t). This function describes how
a delta function perturbation initialised at rl spreads and propagates toward the
compact object, to be observed at some inner annulus rn. The general case of the
generator functions is therefore given by
M˙(rn, t) =
n∏
l=1
G(rl, rn, t) ~ M˙(rl, t), (4.7.15)
where ~ denotes a convolution. In the case where G(rl, rn, t) = δ(t − tln), we re-
cover equation (4.7.14) and the power spectrum of mass accretion rate fluctuations
becomes the standard case of IvdK13,
| ˜˙M(rn, f )|2= | ˜˙m(rn, f )|2~|e2pii∆t(n−1)n f ˜˙M(rn−1, f )|2. (4.7.16)
However in Section 4.2.4 we also introduced the effects of smoothing and damping
on the propagating fluctuations, and so the Green’s function that we implement here
has a Fourier transform of
G˜(rl, rn, f ) =
1
Dln
e2pii∆tln f e−Sm∆tln f . (4.7.17)
The propagated PSDs are now described by∣∣∣∣ ˜˙M(rn, f )∣∣∣∣2 = ∣∣∣ ˜˙m(rn, f )∣∣∣2 ~ ∣∣∣∣G˜(rn−1, rn, f ) ˜˙M(rn−1, f )∣∣∣∣2 , (4.7.18)
which shows that the mass accretion rate in each annulus is simply a sequential
convolution of all those preceding it (rescaled by their Green’s functions). The
modified equation in terms of the input generator power spectra is therefore
| ˜˙M(rn, f )|2=
n∐
l=1
∣∣∣∣∣∣e−Sm∆tln f ˜˙m(rl, f )Dln
∣∣∣∣∣∣2 , (4.7.19)
where the coproduct symbol denotes sequential convolutions.
Our mass accretion rates are converted to counts in a given energy band, i, using
the emissivity prescription and SED decomposition described in Section 4.2.3. This
effectively weights the propagated mass accretion rate from each annulus by a factor,
w in, given by
w in =
(rn)rndrn∑
region
(rn)rndrn
Emaxi∫
E=Emini
F¯(E, rn)
E
Ae f f (E)e−NH(E)σTdE, (4.7.20)
where Ae f f (E) is the detector effective area, NH(E) is the galactic column absorption
and σT is the Thomson cross-section. The count rate for that band can then be
written
C˙i(t) =
N∑
n=1
w inM˙(rn, t). (4.7.21)
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Since the mean of M˙(rn, t) is normalised to M˙0, the mean count rate in a given energy
band is then
µC =
N∑
n=1
M˙0win. (4.7.22)
Dropping the superscript on win, the rms-normalised power spectrum of the variabil-
ity in this energy band is then
Pi( f ) =
2dt2
µ2CT
| ˜˙Ci( f )|2
=
2dt2
µ2CT
N∑
l, n=1
wnwl ˜˙M(rl, f )∗ ˜˙M(rn, f ).
(4.7.23)
Since our Green’s function has the property
G(rl, rn, t) = G(rl, rk, t)~ G(rk, rn, t), or equivalently G˜(rl, rn, f ) = G˜(rl, rk, f ) G˜(rk, rn, f ),
we can use the same arguments as the case of the Green’s function of IvdK13 to
show that, in the case of unity mean mass accretion rate at each annulus, the cross-
spectrum between annuli can be expressed,
˜˙M(rl, f )∗ ˜˙M(rn, f ) =
e2pii∆tlne−Sm∆tln f
Dln
∣∣∣∣ ˜˙M(rl, f )∣∣∣∣2 . (4.7.24)
The band-dependent power spectrum therefore becomes
Pi( f ) =
2dt2
µ2
C˙
T
N∑
n=1
[
w2n| ˜˙M(rn, f )|2
+ 2
n−1∑
l=1
wlwncos(2pi∆tln f )
| ˜˙M(rl, f )|2
e Sm∆tln fDln
 .
(4.7.25)
We can also compare the timing data in different energy bands
ΓLH( f ) =
2dt2
µLµHT
˜˙CL( f )∗ ˜˙CH( f ), (4.7.26)
which yields a result for the cross-spectrum, ΓLH( f ), analogous to that of equa-
tion (4.7.25),
ΓLH( f ) =
2dt2
µLµHT
N∑
n=1
[
w Ln w
H
n | ˜˙M(rn, f )|2
+
n−1∑
l=1
(w Ll w
H
n e
2pii∆tln f + wHl w
L
n e
−2pii∆tln f )
| ˜˙M(rl, f )|2
e Sm∆tln fDln
 .
(4.7.27)
Phase/time lags can then be obtained by splitting this cross spectrum into its real
and imaginary parts,
Re[ΓLH( f )] =
2dt2
µLµHT
N∑
n=1
[
w Ln w
H
n | ˜˙M(rn, f )|2
+
n−1∑
l=1
cos(2pi∆tln f )(w Ll w
H
n + w
H
l w
L
n )
| ˜˙M(rl, f )|2
e Sm∆tln fDln
 ,
(4.7.28)
Im[ΓLH( f )] =
2dt2
µLµHT
N∑
n=1
n−1∑
l=1
[
(w Ll w
H
n − wHl w Ln )
× sin(2pi∆tln f ) |
˜˙M(rl, f )|2
e Sm∆tln fDln
 .
(4.7.29)
From these complex components, the time lag is then extracted as
tan(2pi f τLH) =
Im[ΓLH( f )]
Re[ΓLH( f )]
, (4.7.30)
in the same way as the observed timing statistic, which allows direct comparison to
the data.
4.7.2 Spectral-timing fit results for Chapter 3 SED model
In Fig. 4.16 we show the spectral fit of Chapter 3, now with the reflection split
into its soft and hard components. This fit is distinguished from model 2C in that
systematic errors of 0.5% on the model are used instead of 1% on the data in the
PCA bandpass. This yields a poor fit quality, (χ2ν = 254.6/91), however it is clear
that even though this difference in systematic errors is fairly minor, the obtained
fit is drastically different. We also show the best energy-dependent timing fit for
this spectrum in Fig. 4.17 with turbulence, emissivity and suppression profiles in
Fig. 4.18.
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Figure 4.16: Two-Compton-component spectral decomposition of Obs. 1 from Chap-
ter 3, but with reflection split into soft and hard components. While the other fits
in this paper use 1% systematic errors in the PCA bandpass on the data, this fit
uses 0.5% systematic errors on the model at all energies. Lines show the total en-
ergy spectrum (black solid), the hard Compton component (H(E), cyan solid), the
soft Compton component (S (E), green solid), the truncated disc reflection from the
hard component (RH(E), magenta dashed), and the reflection from the soft compo-
nent (RS (E), magenta solid). Filled circles show the PCA (red) and HEXTE (black)
data. The red, green and blue bands denote the Low (3.13−4.98 keV), Intermediate
(9.94−20.09 keV) and High (20.09−34.61 keV) energy ranges respectively. System-
atic errors on model and data have been updated leading to very different spectral
shape from that of Chapter 3 which fit the same data with the same model.
Figure 4.17: Timing fit using the updated spectral model of Chapter 3 (above).
Panel (a): High, Intermediate & Low band PSDs. High, Intermediate & Low band
PSDs. Colours as in Fig. 4.4a. Panel (b): High-Low band time lags. Colours and
symbols as in Fig. 4.4b.
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(a)
(b)
(c)
Figure 4.18: Panel (a): Fractional variability (Fvar) profile found for fit of Fig. 4.17.
Colours and line styles as in Fig. 4.2a. Panel (b): Emissivity () profile found for fit
of Fig. 4.17. Orange solid line denotes Novikov-Thorne-type (r) ∝ r−3
(
1 − √ri/r)
profile for comparison. Other colours and line styles as in Fig. 4.2b. Panel (c):
Smoothing/damping profile found for fit of Fig. 4.17. Colours and line styles as in
Fig. 4.2c.
4.7.3 Uncertainties on fit parameters
Due to its sheer size, the parameter space formed by the final model in this work
suffers from some inherent degeneracy. Several of the posterior distributions ob-
tained for these parameters from the MCMC chains were therefore non-Gaussian.
Partly for this reason we do not quote parameters with errors, but instead show
an example corner plot of the posterior distributions for a spectral-timing fit in
Fig. 4.19. This figure shows the posterior distributions for all pairs of parameters
for the fit of Fig. 4.14. A good example of the ‘banana’ structure characteristic of
degeneracy can be see in the γ-Z2 or γ-Z

3 distributions in Fig. 4.19. This is clearly
because the parameters γ, Z1 and Z

2 could be dependently varied to form similar (r)
profiles. Also, bimodality is exhibited by several parameters (e.g. B1, ren2 ), and pa-
rameter cross-sections (e.g. σen2 -σ
en
3 ), making error estimations for these parameters
meaningless. By contrast, the damping parameters of DS M and DMH are quite inde-
pendent of other parameters and could be well determined for a given spectral prior
variant. However, even when parameters are well constrained and non-degenerate
in the timing fits, these parameters are highly sensitive to the spectral fit used as a
prior, and so may vary dramatically for alternative spectral fits.
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Figure 4.19: Posterior probability distributions found from the MCMC fit of
Fig. 4.14, shown as an example of the parameter space degeneracies. Interior con-
tour plots show the optimal regions of parameter space for all pairs of parameters.
Panels at the top of each column show the 1-dimensional posterior distributions of
each parameter, integrated over all other parameters. Note that this plot is best
viewed digitally to avoid pixelisation of the contours.
Chapter 5 Reverberation
Reveals the
Truncated Disc in
the Hard State of
GX 339-4
In this chapter we develop our model of a radially stratified continuum coupled to a
model of propagating fluctuations, fitting here to some of the best hard state data
from GX 339-4. For the first time we also include disc reverberation and show that
this same spectral-timing model successfully predicts the lag-energy spectra on all
timescales. This gives a more robust method to determine the inner radius of the
disc, which is of order 20 Rg, and therefore significantly truncated. This opens up
the way to use the fast variability spectral-timing data to trace the source geometry
of black hole binaries in all states.
5.1 Introduction
In the previous chapters we have seen that hard state spectra are more complex
than can be fit with reflection by a truncated disc from a single Comptonisation
component. However this additional complexity can be equally well modeled by
either dramatically relativistically-smeared reflection (Fabian et al. 2014; Parker
at al. 2016), or by the inclusion of a second Comptonisation continuum (see for
Cyg X-1 e.g. Makishima et al. 2008; Nowak et al. 2011; Basak et al. 2017, and see
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for GX 339-4 e.g. Kolehmainen, Done & Diaz Trigo 2014; Fu¨rst et al. 2015, and
Appendix A in Basak & Zdiarski 2016). Spectral analysis alone cannot distinguish
between these (and other) possibilities (Nowak et al. 2011; Basak & Zdiarski 2016;
Dzie lak 2018). Physical plausibility arguments are likewise not conclusive; on the
one hand, the inhomogeneous Compton models are not in conflict with the highly
successful truncated disc geometry, but on the other hand, adding multiple Compton
components can make spectral fitting alone highly degenerate.
In Chapter 2 I discussed how the fast timing properties of the hard state may
be the key to breaking these degeneracies, and in Chapter 3 and 4, we saw the first
steps toward a self-consistent model with this aim. In particular, we have shown
that a damped propagating fluctuations paradigm in the context of a spectrally
stratified hot flow can simultaneously explain the energy spectra, power spectra and
lags seen in one source in the hard state. However, in those cases we also saw
that the prescriptions for the timescale on which fluctuations are locally generated,
and the timescale on which they propagate, are both highly degenerate, possibly
also varying between spectral regions. Even when assuming that these timescales
jointly act on the a prescribed local viscous timescale, the power spectrum and lags
produced by a geometry with a large truncation radius and fast viscous timescale
can be indistinguishable from one produced by a geometry with a small truncation
radius and slow viscous timescale (e.g. Fig. 3.4). Since this viscous timescale has
been poorly constrained, we have so far been strained to say anything definite about
the disc truncation radius for a given data set. This has been a key downfall of the
model so far. We would ideally like an independent measure of the disc truncation
radius, in order to limit the parameter space allowed by the data.
In this chapter, adapted from Mahmoud, Done & De Marco (2019), we use X-ray
reverberation to provide just such an independent measure of the inner disc size scale.
A change in the X-ray flux illuminating the disc gives rise to a light travel time delay
in the response of the reprocessed emission, which includes the reflected continuum,
iron line, and the energy absorbed by the disc which is re-emitted as a thermal
component. This mechanism is more commonly used in Active Galactic Nuclei
(AGN), as unlike BHBs they have substantial variability on timescales close to the
light travel time of a few Rg (e.g. Welsh & Horne 1991; Kara et al. 2013; Gardner
& Done 2014). However, more recently these soft lag features have been seen in
the energy-dependent high-frequency variability of BHBs (Uttley et al. 2011; De
Marco et al. 2015; De Marco & Ponti 2016; De Marco et al. 2017; hereafter DM17).
Interpreting the reverberation lags is straightforward, although it depends on the
assumed spectral model (due to dilution, see Uttley et al. 2014), on the underlying
propagation lags, and on the illumination geometry. Here we simultaneously address
all these issues for the first time. We incorporate reverberation into our full spectral-
timing propagation model, and apply this to one of the best available data-sets for
GX 339-4, observed with XMM-Newton and NuSTAR. There are multiple data-
sets showing the reverberation lag for this object, both in the brighter fast rise to
outburst (De Marco et al. 2015), and during the fainter slow decline phase (DM17).
The power spectra during the fast rise typically show more complexity than during
the slow decline (Rapisarda, Ingram & van der Klis 2017a; Rapisarda, Ingram &
van der Klis 2017b; Chapter 4), so we pick the brightest of the slow decline hard
data-sets in order to maximise signal-to-noise with minimal source complexity.
We fit the joint XMM-Newton and NuSTAR energy spectra with two Compton
components in addition to their reflection from the disc and the intrinsic and repro-
cessed disc emission. We use these components to build the fast variability model
of fluctuations propagating through these three spectral regions, now incorporating
fast variability generated in a turbulent, thermal disc region close to the hot flow,
whose presence has been indicated by covariance spectra (Fig. 2.25). The viscous
timescale in this turbulent thermal disc zone is set by the QPO - low-frequency break
relation, while that in the interior hot flow is allowed to be free. We find a best fit
when the hot flow extends from ∼ 19 − 4 Rg, with a transition from soft to hard
Comptonisation at around 6 Rg. We then predict the lag-energy spectra in three
different frequency bands and compare these to the data. The match is good, espe-
cially when we include the response of the ionisation state of the accretion disc to the
changing illumination. This enhances the change in reflected continuum above and
below the Fe Kα line, making it appear that the response at the line is suppressed.
The reverberation lag is consistent with a stable thermal disc truncation radius
of 19.5 Rg in these hard state data. This is a factor ∼ 4 smaller than the simple
measure of light travel time found by DM17, as the finite width of the transfer
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function leads to most of the reverberation signal coming from further out on the
disc. By contrast, our result is a factor ∼ 8 larger than the inner radius derived
from the iron line profile using only a single Comptonisation continuum (Wang-
Ji et al. 2018). We conclude that the combined spectral-timing data support the
truncated disc models for the hard state, and that fitting the energy dependent
power spectra and lags strongly requires a continuum model where there is more
than a single Comptonisation component. Our reverberation size scale estimate is
compatible with that derived using propagation alone with the viscous timescale set
by the QPO-low frequency break relation, showing yet more evidence that the QPO
is indeed due to Lense-Thirring precession of the flow.
5.2 Our data
For our spectral fits, we primarily make use of data from GX 339-4 in the slow
decay phase of its 2015 outburst (ObsID: 0760646201, hereafter O1), following the
reduction procedure described in DM17, with updated calibration files (as of May
2018). This data was gathered using the XMM-Newton EPIC-pn instrument in
timing mode over a 14.9 ks exposure. During this observation, the source exhibits
root-mean-square variability amplitude of 0.28± 0.01, confirming its position on the
slow decay phase of the outburst. We also extend these data to higher energies
by using a simultaneous 21.6 ks observation from NuSTAR. The NuSTAR count
rates are generally too low for sensitive fast timing, but these data do extend the
spectral range up to 70 keV, which allows us to constrain the high-energy cutoff of
the Comptonisation spectrum. This cutoff is important to constrain the bolometric
luminosity of the hard Compton component, which in turn is crucial when consid-
ering the fraction of thermal emission which originates from reprocessing, as we will
discuss in the next section.
The three lightcurves we use for timing model comparison are extracted from the
Low (0.3−0.7 keV), Intermediate (0.7−1.5 keV) and High (3−5 keV) energy bands
of the XMM O1 observation. These light curves are identical to the ‘very soft’, ‘soft’
and ‘hard’ light curves in DM17, but we change the nomenclature here to avoid
confusion with our spectral model components. For each lightcurve we calculate
Figure 5.1: High, Intermediate & Low band PSDs of the data. The shaded regions
are the 1σ error regions of the Low (pink), Intermediate (green) and High (blue)
energy bands from the data.
Poisson-noise subtracted power spectra and time lags by ensemble averaging over
298 intervals, each containing 212 time bins of 0.012 s length. This gives power
spectra and time lags in the frequency range 0.02 − 41.6 Hz denoted respectively
Pi( f ) and τi j( f ) where i, j ∈ [L, I, H] are from our set of three energy bands.
5.3 Modeling
In many respects, the model we apply here is the same as that of Chapter 4; that is,
we fit first to the energy spectrum, applying the constraints from this spectral fit to
our energy-dependent timing model. We then jointly fit the predictions of this timing
model to the power spectra and frequency-dependent time lags of our data. In this
section we will outline the key differences in prescription for the radial dependence
of generated variability, emissivity, viscous timescale, and fluctuation damping from
that of the Chapter 4 model. We will also outline the new implementation of the
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impulse response function, important for the incorporation of disc reflection and
thermal reprocessing.
5.3.1 Spectral stratification
The lag between Compton-dominated bands requires that the hot flow have a non-
constant spectral shape with either time (spectral pivoting), or with radius. In the
analysis of Cygnus X-1 in Chapters 3 & 4 we saw the need for multiple Compton-
isation components in the SED, when considering the hard Compton lag together
with the frequency-resolved spectra (Axelsson & Done 2018). We therefore include
a radial stratification in the spectrum of the Comptonising flow in this case also.
Unlike Cygnus X-1 however, the GX 339-4 data exhibit high-frequency soft lags,
likely due to disc reflection/reprocessing. To test this idea, we must also include a
thermal disc component, which reprocesses high energy Comptonised photons. By
later including reprocessing and reverberation from this disc, we will be able to yield
more stringent constraints on the geometry of the inner accretion flow.
We model the time-averaged spectrum with three basic components: a disc black-
body component, D(E), a soft Compton component, S (E), and a hard Compton
component, H(E). We also include the reflection of the soft and hard Compton
emission from the thermal disc, RS (E) and RH(E) respectively. Finally we account
for thermal reprocessing on the disc, where some component of the blackbody emis-
sion, D(E), is made up of thermally reprocessed photons from the Comptonisation.
Both the reflected and reprocessed contributions are delayed with respect to their
direct Compton components via the Impulse Response Function of Section 5.3.5.
The associated geometry is displayed in Fig. 5.2. Here the grey region from rdisc
to ro denotes the thermal blackbody-emitting ‘stable’ thin disc, for which we do
not model propagating fluctuations since it is assumed that this disc is produces
constant emission, as observed in the disc-dominated high/soft state (e.g. Remil-
lard & McClintock 2006). While not intrinsically variable, this material responds to
the hard X-ray illumination, producing variable reflected and reprocessed emission.
The thicker grey region from ro to rDS denotes the ‘variable’ disc where turbulence
is generated by interaction with the hot flow. This ‘variable’ disc region also con-
tributes to the thermal blackbody component. The green region from rDS to rSH
Figure 5.2: The physical geometry of the flow assumed in our model. The thin grey
region between rdisc and ro denotes the thin disc which does not vary intrinsically
on fast timescales but does reflect and reprocess Comptonised emission from the
inner regions. The thicker, grey region between ro and rDS denotes the turbulent
inner disc which does vary intrinsically on fast timescales due to its interacting with
the Comptonising flow. The green region denotes the fast-varying, spectrally soft
zone, while the cyan region denotes the fast-varying, spectrally hard zone. Thermal
clump dissipation, disruption by the MRI, or a combination of these effects, would
result in damping of fluctuations as they propagate from the soft to the hard region
as required by the data, although our model does not distinguish between these (or
other) mechanisms of damping.
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denotes the outer part of the hot flow itself which produces the soft Comptonisation
components. Finally the blue region from rSH to ri denotes the inner part of the hot
flow which produces the hard Comptonisation component. We model the generation
and propagation of fluctuations throughout the variable disc and hot flow, from ro
down to ri.
The amount of thermal disc emission resulting from reprocessing of each compo-
nent is calculated following the Gardner & Done (2014) procedure, where we take
the reprocessed luminosity from the soft (hard) Comptonisation to be
Lrep, so f t (hard) = (Ω/2pi)Lso f t (hard) − Lre f , so f t (hard), (5.3.1)
where (Ω/2pi) is the solid angle subtended by the disc with respect to the hot flow,
fixed to that derived from the spectral fit. The fraction of the total thermal disc
emission resulting from reprocessing is then frep = (Lrep, so f t + Lrep, hard)/Ldisc. Of
the remaining disc emission, some will be from the “stable” disc which produce a
negligible variability signature, and some will be from the variable inner disc where
interaction with the hot flow is active. We therefore prescribe some fraction of the
thermal emission to be variable, denoting this fraction fdisc, var. fdisc, var is allowed to be
a parameter of the timing fit, constrained such that fdisc, var < 1− frep. Any remaining
contribution to the thermal component must therefore be a constant component,
calculated as fdisc, const = 1 − fdisc, var − frep. By separating our thermal emission into
reprocessed and intrinsic fractions, the model is able to treat both propagation
of fluctuations from the disc and reverberation on the disc simultaneously. In this
simplified picture, reprocessing takes place beyond the disc-flow interaction at r > ro,
while the intrinsic, variable emission takes place in the disc-flow interaction zone
where the disc begins to be disrupted at ro > r > rDS (see Fig. 5.2). In reality
some thermal reprocessing of hard X-rays will take place in the disc-flow interaction
zone, but if this interaction region is relatively small it will subtend only a small
solid angle with respect to the illuminating flow, and so the light-travel lags will
be dominated by reverberation from further out on the disc. Since the interacting
disc zone between ro > r > rDS is no larger than a few Rg in most of the explored
parameter space, this separation of intrinsic and reprocessed disc components is
reasonable. We also tacitly assume that all four thermal components - the stable
disc, the variable disc and thermalised emission from reprocessing from the hard and
soft Compton spectra - have the same spectral shape. This is unlikely to be strictly
true, but the data cannot separately constrain multiple thermal components. We
discuss this further in Section 5.10.
In the model we stratify the interacting disc and hot flow region such that the
spectral shape of the emission from each region is one of our three basic components,
F¯(E, rn) =

D(E) if rn > rDS ,
S (E) if rSH < rn < rDS ,
H(E) if rn < rSH,
(5.3.2)
where rDS and rSH are the transition radii between the disc and soft Compton, and
the soft and hard Compton regions respectively, indicated in Fig. 5.2. These are
analytically derived from the radial scale, the observed spectral components D(E),
S (E) and H(E), and the prescribed emissivity (parameterised in Section 5.3.2) such
that the luminosity ratios between our three spectral components match those of
the integrated emissivity in each region:∫
E
fdisc, var D(E)dE∫
E
S (E)dE
=
∫ ro
rDS
(r)2pirdr∫ rDS
rSH
(r)2pirdr
,
∫
E
S (E)dE∫
E
H(E)dE
=
∫ rDS
rSH
(r)2pirdr∫ rSH
ri
(r)2pirdr
.
(5.3.3)
5.3.2 Correlated turbulence and emissivity
There have been a number of complementary proposals for the source of the peaks
seen in the power spectra of hard state black hole binaries. Veledina (2016, 2018)
provides evidence that the power spectral peaks can be generated by interference
of a single variability component which propagates through two distinct emission
regions which are separated radially and hence related with a time delay. The mass
accretion rate fluctuation first affects Comptonisation in the outer flow due to its
effect in changing the disc seed photons, and some time later the same fluctuation
enhances Comptonisation of cyclo-synchrotron photons in the inner flow. This gives
rise to interference, which they propose to be the origin for the double peaked power
spectra. On the other hand, Ingram & Done (2012a) show that enhancement of vari-
ability at specific radii can also result in multi-peaked power spectra. Rapisarda,
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Ingram & van der Klis (2017a) also proposed that distinct variability timescales in
different regions can produce distinct power spectral peaks. These three proposals
are not mutually exclusive, and may indeed all be true in some sense. In Chap-
ters 3 & 4 we developed a formalism which could incorporate all of these effects, by
including distinct variability timescales in separate spectral regions, allowing a vari-
ability prescription which could enhance the generated variability at particular radii,
but also coupling these radii to regions of enhanced emission so that the interference
picture of Veledina could be encompassed within the parameter space.
In an attempt to replicate the complex structured, well constrained data of the
Cygnus X-1 bright hard state in Chapter 4, a radial variability profile (Fvar(r)) com-
posed of three Gaussian functions of free width, free amplitude and (in all but one
case), free position was prescribed. This required an undesirable 8 free parameters,
in addition to those required by other aspects of the model. However given that the
data we model here features both more noise and less evidence of distinct peaks in
the power spectra (Fig. 5.1), we simplify this radial variability profile into a sum of
a single Gaussian and a radius-independent constant; this profile is analogous to the
radially constant turbulence by the magneto-rotational instability (MRI; Balbus &
Hawley 1998), with enhancement at some distinct radius:
Fvar(r) = Fvar,C + Aene
− (r−ren)2
2σ2en (5.3.4)
with Fvar,C, Aen, ren and σen being model parameters. These parameters are dy-
namically constrained in the fitting procedure such that for all radii we have 0 <
Fvar(r)/
√
Ndec < 0.33, the lower bound being obvious as ‘negative’ variability power
does not make physical sense, and the upper bound such that the variability gen-
erated is not so large that we have negative mass accretion rate at any radius. We
also limit ren to lie within the radial range from ri to ro, to avoid venturing into
degenerate parameter space.
This variability profile remains coupled to the emission profile of our interacting
disc/hot flow, enhancing the emission in the same radial range as the turbulence is
enhanced. However we also include an additive term which depends on radius as a
power law with index γ, a model parameter. This is akin to gravitational dissipation
in the thin disc case for γ = 3, although in the case of the hot flow this index has
not been predicted from fundamental accretion theory. The emissivity therefore has
functional form
(r) ∝ r−γ + Zene−
(r−ren)2
2σ2en , (5.3.5)
with additional free parameters γ and Zen. We note that the radial power law term
here is additive rather than multiplicative as was the case in Chapter 4. Since we
now feature only one Gaussian term in our coupled fractional variability profile, a
multiplicative term would be overly restrictive for the emissivity.
5.3.3 Propagation speed
Previous propagating fluctuation models (Are´valo & Uttley 2006; ID11; Chapter 3)
have prescribed a continuous power-law radial dependence for the viscous frequency,
such that fvisc(r) = Br−m fkep(r) at all points in the modeled region with fkep(r) being
the Keplerian frequency. In Chapter 4 we allowed a more complex viscous profile by
assuming distinct power law dependencies in each of the two Comptonisation regions,
as it was not clear whether regions of distinct spectra would have the same radial
dependence in viscosity. In this case, since we are also modeling the interacting disc
region which almost certainly will have a distinct viscous timescale from the hot
flow, we assume that the entire Comptonising flow has the same (unknown) radial
dependence in viscous frequency, but that this is distinct from the viscous timescale
in the variable disc region,
fvisc =

Bdiscr−mdisc fkep(r) if r ≥ rDS
B f lowr−m f low fkep(r) if r < rDS .
(5.3.6)
The adherence of so many hard state black hole and neutron star sources to the
low-frequency-break-QPO relation leads us to assume that the absence of a QPO
in this observation is an observational rather than an intrinsic effect, and that the
viscosity in our inner disc will still adhere to this relation (ID11). We therefore fix
the viscosity in our variable disc to agree with this association, with Bdisc = 0.03
and mdisc = 0.5 in equation (5.3.6). In the Comptonising flow on the other hand,
we allow the viscosity to have a different radial dependence and amplitude, so that
B f low and m f low are model parameters.
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5.3.4 Damping
As our mass accretion rate fluctuations propagate, we allow for the possibility that
they are damped, due to disruption by the MRI, or due to evaporation of accreting
clumps of the thermal disc as they propagate through the optically thin flow. As
in Chapter 4, we incorporate this into the model by prescribing damping at the
spectral transition radii via
Dln =

DDS if rl ≥ rDS > rn > rSH,
DSH if rDS > rl > rSH ≥ rn,
DDSDSH if rl ≥ rDS , rSH ≥ rn,
1 otherwise,
(5.3.7)
for arbitrary annuli rl and rn.
In Chapter 4, a Green’s function term was used to describe the impulse response
of the flow to the mass accretion rate fluctuations. This term described the predicted
smoothing out of mass accretion rate fluctuations due to viscous torques (Frank,
King & Raine 2002). However the results of Chapter 4 and preliminary tests on
these data indicated that this effect is preferred to be negligible in these models.
Those results suggest that either the coherence of mass accretion rate fluctuations
is independent of their length scale, or more likely that the propagation lengths
in the observed accretion flows are too short for this viscous smoothing to become
important. In order to minimise the number of free parameters in our fits, we omit
the smoothing effect here.
5.3.5 The impulse response (transfer) function
Emission which is reflected from, or reprocessed by, the disc will experience a time
delay due the light travel time from the hot corona to the disc. In reality, however,
this light illuminates a large radial and angular range of the disc, and the amount of
reflection/reprocessing we observe from each part of the disc is dependent on the disc
truncation, our inclination to the source, and the scale height of the illuminating flow.
This ‘distributed’ delay of the driving (Comptonisation) signal not only delays the
reflected/reprocessed emission with respect to the Comptonisation but also smoothes
out fluctuations on the fastest timescales. The effect of this illumination distribution
of the disc on the timing properties of the reverberated signal is encoded in the
impulse response function, IRF(t), or its Fourier transform known as the transfer
function, TF( f ) (see Uttley et al. 2014 and references therein).
In our model we assume that reflection/reprocessing occurs from the outer edge
of the disrupted part of the disc (equivalent to the inner edge of the stable disc) at
ro, out to rdisc = 400. The choice of ro as the inner edge of the reverberation region
was for model practicality, detailed in Section 5.3.1, while the maximum solid angle
subtended by the flow beyond 400 Rg is selected for uniformity with our spectral
reflection models where the outer edge of the disc is also fixed at 400 Rg. Beyond
this radius, the solid angle subtended by our illuminating flow is also small and can
be neglected. To construct the transfer function, we adapt the method of Welsh &
Horne 1991 which describes the time delay for light reflected from a point on the
disc at radius, r, from a central source:
τ =
r
c
[1 − sin i cos φ], (5.3.8)
where i is the inclination of the axis of the disc to the line of sight and φ is the
azimuthal angle between a point on the disc and the projection of the line of sight
onto the disc. Of course the radial/vertical structure of the hot flow itself means
that the light travel delay will also be a function of the emission point within the
flow. However, given that the distance between the soft and hard regions of our
modeled flow is typically . 10 Rg ≈ 10−4 light-seconds, and the fact that the radial
range of our disc is large with respect to the hot flow size scale, our assumption of
a central illuminating source is reasonable (see e.g. Gardner & Done 2014).
Here we have assumed that the IRF is energy independent, on the basis of our
assumption that all the thermal components have the same spectral shape. How-
ever Comptonised photons incident on a given radius will be reprocessed down to
the blackbody temperature at that specific annulus, rather than the peak disc tem-
perature, giving the IRF an energy dependence (see e.g. Uttley et al. 2014; Gardner
& Done 2017). While this assumption is necessitated for model practicality here,
will assess the effect of this effect in later work with a time-domain simulation of
reverberation in our derived geometry.
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XMM NuSTAR
NH 0.509+0.015−0.013 ==
ANe 1.194+0.056−0.059 ==
AMg 2.77+0.22−0.24 ==
kTin 0.18 (F) ==
normD 5.07+0.65−0.62 × 104 ==
ΓS 2.966+0.066−0.062 3.15
+0.06†
−0.07
kTe,S 100 (F) ==
normS 0.150+0.005−0.004 ==
ΓH 1.505+0.097−0.095 1.685
+0.097†
−0.095
kTe,H 35 (F) ==
normH 0.068 ± 0.003 ==(
Ω
2pi
)
−0.297 ± 0.022 ==
log(ξ) 3.072+0.032−0.029 ==
χ2/do f 2902.3/2469 (combined)
†These are tied to the XMM parameters so that
ΓNuSTAR = ΓXMM + 0.18.
Table 5.1: Parameter results of spectral fitting to O1 using the model tb-
new * (diskbb + nthcomp + nthcomp + kdblur * xilconv * (nthcomp +
nthcomp)), fit simultaneously to XMM and NuSTAR data.
5.4 Spectral fit
To produce the spectral components which input into our timing fit procedure, we
jointly fit simultaneous XMM-Newton spectra (0.5−10 keV, ignoring the 2−2.4 keV
region where there are residuals in the response) and NuSTAR (5− 70 keV) spectra
with the model tbnew * (diskbb + nthcomp + nthcomp + kdblur * xilconv *
(nthcomp + nthcomp)) in xspec (version 12.9.1, Arnaud, Borkowski & Harring-
ton 1996; tbnew, Wilms, Allen & McCray 2000; nthcomp, Zdziarski, Johnson &
Magdziarz 1996). We tie the seed photon temperatures of both Compton compo-
Figure 5.3: Panel (a): decomposition of O1 into a disc blackbody, two Comptoni-
sation components, and the reflection of these components from the truncated disc.
Lines show the total energy spectrum from XMM-Newton (black solid), and the to-
tal energy spectrum from NuSTAR (black dashed). For brevity, we display only the
components inferred from the XMM fit, but the NuSTAR components feature ex-
actly the same parameters only with the Compton spectral indices swung by +0.18
(see Table 5.1). The components shown are: the disc thermal component (D(E),
grey solid); the hard Compton component (H(E), cyan solid); the soft Compton
component (S (E), green solid); the disc reflection of the hard component (RH(E),
magenta dashed), and the disc reflection of the soft component (RS (E), magenta
solid). Crosses show the XMM EPIC-pn (green) and NuSTAR FPMA (red) data.
The red, green and blue shaded regions denote the Low (0.3−0.7 keV), Intermediate
(0.7 − 1.5 keV) and High (3 − 5 keV) energy bands respectively. Panel (b): ratio of
XMM-Newton data to model fit. Panel (c): ratio of NuSTAR data to model fit.
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nents to the inner disk temperature for simplicity, noting however that this would
be an inaccurate assumption in the case of cyclo-synchrotron excitation in the inner
flow (Poutanen, Veledina & Zdziarski 2018). We also assume that the solid angle
subtended on the disc by both the soft and hard components is the same for model
simplicity. For the NuSTAR spectra, we set the spectral indices of our soft and hard
Compton components to be the same as that of the modeled XMM components
but swung by +0.18, as specified in Table 5.1. This swing is required due to the
inherent mismatch in calibration between XMM EPIC-pn data with respect to NuS-
TAR (and RXTE). The systematic offset is fixed to +0.18 here to simplify fitting,
although this is slightly more conservative than other XMM-NuSTAR joint studies
(e.g. Ingram et al. 2017). The inclusion of this NuSTAR spectral data is important
to constrain the high-energy Comptonisation cutoff in the hard component. This
is required since it constrains the total Comptonised luminosity of the source, and
therefore the amount of reprocessed emission we should expect from the disc (and
conversely how much must be intrinsic to the disc) via equation (5.3.1).
Due to the mismatch between the NuSTAR and XMM calibrations, it is im-
portant to note that at different points in our timing model procedure, we use
constraints inferred from either the XMM or NuSTAR spectra. In particular, when
calculating energetics - i.e. values inferred from integrals of the spectral compo-
nents over all energies - we use the components inferred from NuSTAR. In equa-
tions (5.3.1), (5.3.2) & (5.3.3), we therefore use the spectral components inferred
from NuSTAR. When computing the relative contributions from different compo-
nents within our three energy bands however (i.e. in the weighting procedure detailed
in equations (5.12.14) & (5.12.17)), we use the XMM-inferred components.
In Fig. 5.3 we show the broadband (de-absorbed) spectral fit to these data.
The soft (green) and hard (cyan) Compton components are produced from the
outer and inner regions of the flow respectively, while the reflection from the soft
component (magenta solid), and the hard component (magenta dashed) are also
shown. The thermal disc component is shown in grey. As described in Section 5.3.1,
some fraction, frep, of this thermal disc component is due to reprocessed emission
from the Compton components, which will be delayed with respect to the direct
Compton emission in the same way as the reflected emission (by convolution with
the impulse response function). frep is fixed in the timing fits via equation (5.3.1).
There is also thermal disc emission composed of fractions fdisc, var intrinsic, variable
disc emission produced by propagating fluctuations, and fdisc, const intrinsic, constant
disc emission.
5.5 Timing fit procedure
In all modeling we assume that the central black hole has a mass of 7 M and that
we are inclined by 50o to the system, bearing in mind however that these parameters
could in reality be different but correlated (i.e. higher mass and lower inclination
or vice-versa; see Fig. 7 of Heida et al. 2017). The propagating fluctuations model
uses Nr = 50 radial bins, reduced from Nr = 70 in Chapter 4 due to the smoother
structure in our data here making higher radial resolution unnecessary.
Following the procedure for extracting power spectra and time lags from our
model outlined in Appendix 5.12.1, we simultaneously fit the power spectra in each
energy band, and time lags between each distinct pair of energy bands by minimising:
χ2 =
J∑
j=1
{
[PmodL ( f j) − P obsL ( f j)]2
∆P obsL ( f j)2
+
[PmodI ( f j) − P obsI ( f j)]2
∆P obsI ( f j)2
+
[PmodH ( f j) − P obsH ( f j)]2
∆P obsH ( f j)2
+
[τmodLH ( f j) − τ obsLH ( f j)]2
∆τ obsLH ( f j)2
+
[τmodIH ( f j) − τ obsIH ( f j)]2
∆τ obsIH ( f j)2
+
[τmodLI ( f j) − τ obsLI ( f j)]2
∆τ obsLI ( f j)2
}
,
where superscripts mod and obs denote the modeled or observed statistics respec-
tively.
5.6 Timing fit results
Fig. 5.4 shows the optimal joint fit to the PSDs and lag-frequency spectra of our
three bands, obtained using the constraints of the above spectral model. The pa-
rameters of the timing fit are shown in Table 5.2, along with the combined χ2/do f .
This combined reduced chi-squared is an average of {χ2/do f }PSDs = 202.3/138 and
{χ2/do f }lags = 260.6/138; a slightly better fit to the power spectra than to the lags.
Unlike the bright hard state data of Chapter 4, the model reproduces the power
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spectral features of the data quite well in this instance. Quantitatively, this fit
shows a sum of ratio residuals in the power spectra which is a factor 1.5 smaller
than that of Chapter 4 over the same number of frequency bins, even with a signifi-
cantly simpler emission/variability profile in this case (5 fewer free parameters). To
check consistency between the spectral and timing fits, the inferred inner disc radius
of 19.5 was plugged back in to the kdblur component of the spectral model which
originally used an inner disc radius of 30 Rg; we find a change in reduced chi squared
of only ∆χ2red,spec = 0.01, so this would not affect our results noticeably. The inferred
IRF is shown in Fig. 5.5. The inferred variability and emission profiles are shown in
Fig. 5.6a & b, where the abscissa extends from the inner edge of the stable disc at
ro = 19.5 to the inner edge of the hot flow at ri = 4. Here we see a constant generated
fractional variability associated with an ∼ r−4.9 emissivity dependence in most of the
flow, with both profiles also accompanied by an enhancement of turbulence/emission
in the ro-rDS region, as we might expect for a highly unstable disc/flow layer. Sim-
ilar to the bright hard state of Cygnus X-1, significant damping of fluctuations is
required between distinct Comptonisation zones in order to reproduce the change in
relative power spectral amplitudes at different frequencies (Fig. 5.6c). The switch in
dominance in the power spectra occurs in the correct positions when the hard band
dominates over the intermediate band at higher frequencies, while the low-energy
variability power is suppressed at all frequencies. The shape of the lag-frequency
spectra is less obvious due to their similar amplitudes at many frequencies, but the
rough structure between all three bands is approximated by the model.
Figure 5.4: Timing fit using spectral model of Fig. 5.3. Panel (a): High, Interme-
diate & Low band PSDs. The shaded regions are the 1σ error regions of the Low
(pink), Intermediate (green) and High (blue) energy bands from the data. The solid
barbed lines show the Low (red), Intermediate (green) and High (blue) energy model
outputs. Panel (b): Time lags between Low and Intermediate energy bands. Panel
(c): Time lags between Intermediate and High energy bands. Panel (d): Time lags
between Low and High energy bands. In all time lag panels, the symbols denote the
data, and solid lines denote the model.
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Figure 5.5: Impulse response function of the disc required for fit of Fig. 5.4, inferred
from parameter ro and equation (5.3.8).
r0
1
2
F v
ar
10 6
10 5
10 4
10 3
4681012141618
r
0.0
0.2
0.4
0.6
0.8
1.0
D
am
pi
ng
(a)
(c)
(b)
Figure 5.6: Vertical dot-dash line and vertical dotted lines denote rDS and rSH re-
spectively. Panel (a): Fractional variability (Fvar) profile required for fit of Fig. 5.4,
inferred from equation (5.3.4) and parameters Fvar,C, Aen, σen and ren. Panel (b):
Black, solid line denotes emissivity () profile required for fit of Fig. 5.4, inferred
from equation (5.3.5) and parameters γ, Zen, σen and ren. Orange solid line de-
notes Novikov-Thorne form (r) ∝ r−3
(
1 − √ri/r) profile for comparison. Panel (c):
Fluctuation damping profile required for fit of Fig. 5.4, inferred from parameters
DDS and DSH. Propagated fluctuations from outer regions are multiplied by this
factor as they pass into interior regions (i.e. fluctuations from r > rDS are multi-
plied by 1/DDS = 0.65 as they pass rDS , fluctuations from r > rSH are multiplied by
1/DSH = 0.2 as they pass rSH; see equation (5.3.7) and Appendix 5.12.1 for details).
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Our best fit model yields an inner stable disc radius of ro ∼ 20, enhanced turbu-
lence in the outer flow/interacting disc, strong damping as we go from the soft to
hard Compton region. These results may be affected by the poorer signal-to-noise
compared to the Cygnus X-1 data of Chapters 3 & 4, which may prevent us from
resolving more structure in the power spectra and lag-frequency spectra. However,
we can use the inferred best fit parameters to make predictions for the lag-energy
spectra and compare these to the data. According to the interpretation given in
DM17, the reverberation lag should be evident in the high frequency lag-energy
spectra. Making this comparison to the data will help to determine whether we
have truly resolved a reverberation lag in this source.
5.7 Lag-energy predictions
We now compare the predictions of the model for the lag-energy spectra, using the
parameters established from the fit to the power spectra and lags. We compare these
to the data in the three key frequency ranges shown in DM17. We emphasise that
these statistics are not a result of direct fits; they are simply predicted by the model.
In order to calculate the lag-energy spectra for the data and model, we compute the
cross-spectra between the lightcurves in a reference band (from 0.5 − 10 keV), and
21 distinct energy bins. From these, lags are computed per the procedure of Uttley
(2014) in three frequency ranges: 0.02 − 0.3 Hz, 0.3 − 1 Hz and 1 − 30Hz.
From Fig. 5.7a & b we see that the log-linear trend and magnitude of the
0.02 − 0.3 Hz and 0.3 − 1 Hz lag-energy spectra observed in the data is well re-
produced by the model, correctly describing the range of lags most likely dominated
by propagation of mass accretion rate fluctuations through the inner disc and hot
flow. Most remarkably however, is the inversion of the 1−30 Hz lag-energy spectrum
at ∼ 1 keV, indicating the introduction of the soft-lagging component due to thermal
reprocessing below 1 keV. A simple repeat of the calculation of the high-frequency
lag-energy spectrum of the model with reprocessing/reflection turned off shows no
such inversion feature, and a simple log-linear trend down to −4 ms lag. The fact
that our model includes both propagation and reprocessing within a physically likely
spectral decomposition and viable geometry therefore strongly suggests that the ob-
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Figure 5.7: Lag-energy spectra of the data and model in the frequency ranges 0.02−
0.3 Hz (panel (a), red), 0.3− 1 Hz (panel (b), green) and 1− 30 Hz (panel (c), blue).
These lags are computed between adjacent small energy bands and a broad reference
band (0.5− 10 keV). The error bars denote the data, and the shaded regions denote
the model predictions based on the fit to the PSDs and lag-frequency spectra of
Fig. 5.4.
served feature here is indeed thermal reprocessing on the background of a strong
propagating-fluctuation signal found within a disrupted disc/hot Comptonising flow
structure.
However, the model misses the statistically significant dip in the lag around the
iron line band in the 1 − 30 Hz lag-energy spectrum (and to a lesser degree, in the
0.3 − 1 Hz lag-energy results also). This dip between 6 − 8 keV is notable as it sits
close to the FeKα line near 6.7 keV, suggesting that this complexity is connected
to the spectral-timing properties of the reflection spectrum. One key phenomenon
that could explain this behaviour is the changing ionisation state of the reflector on
fast timescales, and we briefly explore this in the following section.
5.8 The varying ionisation state of the reflector
An important consideration which our models have so far not included is the effect
of the rapidly changing illuminating flux on the ionisation state of the disc. Fluctu-
ations in the illuminating flux will produce a correlated variation in the disc ionisa-
tion state, and the high density of the disc means that the ionisation/recombination
timescale is very fast so that this tracks the illumination. This ionisation state
change affects the shape of the reflected spectrum. Fig. 5.8(a), shows the mean re-
flected spectrum in our model (black line) compared to the same amount of reflection
from a disc of ionisation parameter which is a factor 2 lower (red line). The change
in flux on the normalisation of the reflected emission has been accounted for, so this
figure shows the isolated effect of a change in ion populations. Fig. 5.8(b) shows the
ratio between these two reflected spectra. Plainly there is enhanced variability above
and especially below the iron line energy, by a factor ∼ 2.8 in the 1 − 5 keV band,
and a factor ∼ 2 at 8 keV. For an illuminating flux, Fill, we model the fractional
change in reflected flux as (1 + fion) δFillFill , while the flux from the iron line itself varies
by ∼ δFillFill only. Fig. 5.8 shows that at these ionisation states we can assume fion = 2.
The effect of this typical fion on the 0.3 − 1 Hz and 1 − 30 Hz predicted lag-energy
spectra is shown in Fig. 5.9 (magenta shaded regions in both panels), where the
model now exhibits the characteristic dip in lag near ∼ 8 keV observed in the data.
The effect on the other timing statistics is negligible so we do not show them.
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Figure 5.8: Panel (a): The reflection spectrum before and after shifting the ionisation
state down by a factor 2, (i.e. the effect on the reflection spectrum if the flux incident
on the disc drops by a factor of two, corrected for the resultant reflected flux change
itself.) Black line shows the mean ionisation state case (i.e. the same as in Fig. 5.3;
the red line shows the same but with ionisation state lower by factor 2. Panel
(b): The ratio of the spectra in panel (a), demonstrating the change a difference in
ionisation state can make to the variability properties. Note the dip near the FeKα
line.
Figure 5.9: Comparison with modified lag-energy model predictions which has ad-
ditional modeled variability amplitude above and below the FeKα line owing to
variations in the ionisation state (see text). Panel (a): Lag-energy prediction for the
0.3 − 1 Hz variability, with data show as green error bars, old (constant ionisation)
model prediction as green, shaded region, and new prediction including variability
due to ionisation in the magenta, shaded region. Panel (b): Lag-energy predic-
tion for the 1 − 30 Hz variability, with data show as blue error bars, old (constant
ionisation) model prediction as blue, shaded region, and new prediction including
variability due to ionisation in the magenta, shaded region.
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We stress that this behaviour is produced here because of the enhanced variability
of the reflected continuum around the Fe-Kα line, rather than being produced by
a suppression of the line response. This result indicates that if the complex, high-
frequency characteristics of the X-ray emission are to be modeled completely, the
ionising effect of the incident emission - and the response timescale of the disc
material at different energies - cannot be ignored (see also Chainakun & Young
2012).
5.9 A higher frequency prediction
Our model is now able to approximate the real lag-energy data at frequencies up to
30 Hz. The XMM-Newton data above this frequency have only limited statistics,
but the model can be extrapolated to these higher frequencies to predict the lag-
energy spectrum where it is entirely dominated by reverberation. In Fig. 5.10(a)
we therefore show the predicted lag-energy spectrum of these data for 20 − 70 Hz.
Clearly, soft-lags now dominate the lag-energy spectrum in exactly the opposite
sense to the low-frequency hard propagation lags. We expect just this behaviour for
reprocessing of hard X-rays from the fastest hot flow variability, where fluctuation
propagation has little influence since these fluctuations are generated closest to the
innermost edge of the flow.
While XMM-Newton cannot provide good statistics, we note that the Neutron
star Interior Composition ExploreR instrument (NICER; Gendreau, Arzoumanian
& Okajima 2012) has more effective area than XMM-Newton at low energies. Recent
work by Kara et al. (2019) presents NICER observations of the ∼ 10 M XRB MAXI
J1820+070 during its fast rise to outburst. Their lowest luminosity spectrum appears
to have similar properties to the GX339-4 data shown here, so we show our predicted
lag-energy for their 3-30 Hz frequency range in Fig. 5.10(b). We note that this has
similar structure to their data (see Fig. 3 of Kara et al. 2019). This suggests that
the truncated disc framework we have described here may be able to successfully
model such data up to high frequencies. Their reverberation signature clearly shifts
to higher frequencies for higher luminosity/steeper spectra. This is easily explained
in the truncated disc model by the disc extending closer to the black hole, as the
Figure 5.10: Panel (a): Lag-energy prediction (including additional variability due
to ionisation changes) in the range 20 − 70 Hz. This is a much higher frequency
range than that observable by XMM. Panel (b): Lag-energy in the range 3− 30 Hz,
to match Fig. 3 of Kara et al. (2019), with which we see qualitative agreement in
terms of the lag amplitudes and energetic separation.
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hot flow shrinks. Kara et al. (2019) also require that the hot flow shrinks, although
they extend the Comptonising region vertically rather than radially.
5.10 Discussion
In all hard state sources we see a low-frequency break in the PSD. Many of these also
show a low-frequency QPO, where the QPO frequency moves with the low-frequency
break. There is now strong evidence that Lense-Thirring precession of the hot flow is
the origin of the QPO (Ingram et al. 2016). This gives us the outer radius of the hot
flow, and hence the low-frequency break sets the viscous timescale from this radius.
While we do not observe a QPO in these data, we do observe a low-frequency break.
We therefore assumed that the material in the interacting disc region adheres to the
viscous timescale derived from the fqpo − flb relation of ID11 ( fvisc = 0.03r−0.5 fkep(r)
for r > rDS ). This relation predicts a truncation radius in this state of ∼ 20 Rg, and
this is consistent with the reverberation results predicting 19.5 Rg. This adds to the
weight of evidence for Lense-Thirring precession setting the frequency of the QPO.
The astute reader may note that the stable disc truncation radius we have found
here, ro = 19.5+3.2−2.3, is a factor ∼ 4 smaller than that inferred for this observation from
the estimate of DM17. However, the calculation in DM17 was a back-of-the-envelope
estimate. Our spectral-timing model includes both the underlying propagation lags
as well as the light travel paths of the Comptonised photons to the disc, thus pro-
viding a more robust estimate of the disc truncation. In the modeling we have
performed here, we have spread our reverberation signal across the disc according to
an (albeit energy-independent) impulse response function, which results in our lower
inferred truncation radius, which is also set in part by the low-frequency break in the
power spectrum. Plainly, changing the assumed inclination and mass of GX 339-4
(i.e. moving it within the degenerate parameter space permitted in Heida et al. 2017)
would also move this estimate. Nonetheless this shows that consideration of the im-
pulse response function for a radially extended disc can result in inferred truncation
radii which differ by a factor of a few from commonly-used simpler estimates.
We have made several assumptions in making the model for the thermal rever-
beration signal. When performing our spectral fitting, we have assumed that both
the turbulent and stable disc regions can be modeled together as a single diskbb
component, with the turbulent disc contributing some mean fraction to the total
thermal luminosity in the range measured in the timing analysis. A more physical
model would have the turbulent region produce an additional, variable blackbody
component on the inner edge of the disc. Fig. 5.11 shows a simple xspec model of
diskbb + bbodyrad, where the inner stable disc diskbb temperature and bbodyrad
temperature are set to be the same (kT = 0.18 keV as in the model fit). Since
fdisc, var = 0.21 in the fit, we set the bbodyrad component to have 21% of the total
luminosity of the diskbb component. We see that the blackbody component mildly
concentrates the propagating, slow variable emission component towards the highest
disc temperatures. However, the black dotted line in Fig. 5.11 shows the effect of
interstellar absorption on the total spectrum, using tbnew with the spectral fit pa-
rameters. Plainly this severely limits the sensitivity of these data, but we note that
lower absorption columns for other objects may make this more visible (e.g. MAXI
J1820+070 in Kara et al. (2019), where the column density is only 1.5× 1021 cm−2).
Placing our resultant truncation radius in the context of other studies, the same
NuSTAR dataset is fit by Wang-Ji et al. (2018) as ‘Obs 1 2015’, though they use
the simultaneous Swift XRT data to extend this down to lower energies rather than
the higher signal-to-noise (but possibly worse cross-calibrated) XMM-Newton data.
They fit the time averaged spectrum with a simpler continuum model, with only
a single Comptonisation component (rather than two as used here). Their derived
relativistic smearing requires a disc with extreme iron overabundance which extends
down to around 2.5 Rg, an order of magnitude smaller than the radius derived here.
If we remove one of our Compton continua, we find a similar fit from our XMM-
Newton data, which also requires an extreme iron overabundance of AFe = 8.67, and
a small innermost disc radius of 2.69 Rg (for details see Appendix 5.12.4). This fit is
considerably worse (combined ∆χ2 > 300) than the two Compton continuum model
used in our spectral fits, where the reflection spectrum is solar abundance, and arises
from a disk with an inner radius of 30 Rg. This shows that the inferred relativistic
smearing is highly sensitive to the assumed continuum shape.
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Figure 5.11: The modified thermal spectrum when considering the additional emis-
sion produced by the turbulent disc region. The red solid line denotes the xspec
diskbb spectrum using parameters of Table 5.1. The blue solid line denotes a
bbodyrad spectrum with the same temperature as the diskbb component, but with
20% of the power, inferred from the fit parameter of fdisc, var = 0.21. The black
solid line denotes the sum of these two components. The black dashed lined denotes
the absorbed total spectrum. We see that, when absorption is accounted for, the
difference in shape arising from the bbodyrad component is inconsequential for the
observable energy range.
5.11 Conclusions
In previous chapters we developed a model for the spectral-timing properties of
accreting hard state black hole binaries, whereby fluctuations in mass accretion rate
were generated in - and propagated through - a spectrally stratified Comptonising
hot flow. Here we have included key new features in this model to account for
thermal reprocessing and reflection of the Comptonised X-rays illuminating the thin
disc. We have fit this fully analytic spectral-timing model to the spectra, power
spectra and lag-frequency spectra of key GX 339-4 XMM/NuSTAR observational
data, which contain the strongest signal of thermal reverberation in X-ray binaries
yet found. We fit the brightest hard state seen on the slow decline of the outburst
in order to maximise signal-to-noise, while avoiding the source complexity seen in
intermediate and fast rise hard states (see e.g. Grinberg et al. 2014).
We model the spectrum with a thermal disc, two Comptonisation continua, and
their reflections from that disc. The spectral model gives the contribution of each
component in each energy band, used to develop the variability-emissivity model
which is jointly fit to the power spectra in three different energy bands and the
lag-frequency spectra between these bands (see also Rapisarda, Ingram & van der
Klis 2017b, Veledina 2018). The variability and emission can be described as being
self-similar throughout the hot flow (i.e. a constant generated fractional variability
everywhere in the flow), with enhanced turbulence and emission only in a narrow
(1−3 Rg) radial region where the thin disc and hot flow interact, centered at 19.2 Rg.
These results strongly support a truncated disc scenario in the hard state. They
strongly support a spectrum comprised of multiple Compton components in order
to reproduce the propagation lags, and so they unambiguously motivate more com-
plex spectral modeling than a single Comptonisation component and its reflection
from the disc. These more complex spectral models reduce the relativistic smearing
required in order to fit the iron line region, and also remove the requirement for
highly super-solar iron abundances found in single-continuum fits. Our model of a
disc truncated at ∼ 20Rg in these hard state data can reproduce the time-averaged
spectrum, the power spectra in different energy bands, the lags between these en-
ergy bands, and the lag-energy spectra including the reverberation signal from the
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disc. The un-truncated disc models cannot explain the presence of propagation lags
at energies above where the disc contributes to the emission, and predict a much
shorter reverberation lag.
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5.12.2 The effect of damping on the σrms-flux relation
An important and subtle consequence of the damping term which was not measured
in Chapter 4 was its effect on the root-mean-square-variability-flux relation (σrms-
flux; Uttley, McHardy & Vaughan 2005). In real terms, the linear σrms-flux relation
means that the absolute amplitude of rms variability increases linearly with the
mean flux level, and this process is ubiquitous to X-ray signals from both BHBs and
AGN. However, damping of propagated fluctuations can, in principle, introduce a
frequency dependence to the slope of this relation. This dependence can arise due
to the following process. A slow fluctuation first propagates from the variable disc
inward, to modulate the variability generated in the soft Compton region. Upon
passing into the hard Compton region, both the initial, long timescale fluctuation
and the intermediate variability are damped. The fast variability generated in the
hard region is therefore modulated by only a damped form of the initial fluctuation,
even though it preserves its own variance. In contrast, the flux and σrms associated
with the intermediate variability are both damped by the same factor. This should
result in a steeper σrms-flux relation for the intermediate (damped) variability than
for the fast (undamped) variability. If too significant, this could result in a flux-
dependent power spectral shape from a single spectral component. Heil, Vaughan &
Uttley (2012) show that on long timescales (∼ 100 s), the power spectral shape for
accreting BHBs is typically independent of flux within a fixed high energy band (2-
13 keV). However it is unclear whether damping of the 1-5 s timescale modulations
found here would be inconsistent with those longer-timescale measurements. For a
direct check on this effect, we now compare the frequency-dependence of the σrms-
flux relations for our model and data.
In order to measure the σrms-flux relations for the model, we perform numerical
simulations of the hot flow using the formalism of Arevalo & Uttley (2006), updated
from Chapter 3, with the parameters we have found for the flow here. We simulate
light curves only in the high energy band (3− 5 keV), as this most strongly samples
the inner region, where all of the propagated variability should be found and the
described frequency-dependence should be most pronounced. We then compute the
σrms-flux relations for both the data and simulated light curves, using the power
spectral method of Uttley, McHardy & Vaughan (2005) with 10-second segment
Figure 5.12: Panel (a): Flux-binned σrms-flux relations for the high-band (3-5 keV)
data (black circles) and model (red squares) in the 2−10 Hz frequency interval, with
best fit lines. Panel (b): Best fit lines for σrms-flux relations for the data (black)
and model (red) measured in three distinct frequency intervals indicated by different
line styles. For all rms and flux values we have normalised by the respective mean
values, in order to remove the trivial effect of the differential fractional rms in each
frequency range. Ultimately we see a similar frequency-dependence to the σrms-flux
relation gradient in both the data and the model.
lengths, integrated over three distinct frequency ranges (0.2 − 7 Hz, 0.7 − 2 Hz,
2 − 10 Hz). The result of this is shown in Fig. 5.12, where have normalised the rms
and flux by their respective mean values.
For both the data and the model, we find dependence of the σrms-flux gradient
upon the measured frequency interval. This dependence is not distinctly different be-
tween the simulated and observed light curves. The gradient of the lowest-frequency
σrms-flux relation in the data is a factor 1.34 larger than the highest-frequency case.
For the model, the lowest-frequency case is 1.32 times steeper than the highest-
frequency case. The model is therefore comparable to the data in this regard. A
similar frequency-dependence to the σrms-flux relation gradient is also seen in e.g.
the 1996 hard state observations of Cygnus X-1 (Uttley, McHardy & Vaughan 2005)
where the lower frequency variability also produces a steeper relation than the high-
frequency variability. It is possible that the σrms-flux gradient in general is sensitive
to damping of the 1−5 second modulations generated e.g. near the turbulent disc re-
gion or the outer flow, but that this effect becomes negligible compared to the longer
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timescale, larger amplitude modulations which change the flow-averaged mass ac-
cretion rate on ∼100 second timescales as seen in Heil, Vaughan & Uttley (2012).
Indeed how the damping factors themselves would evolve between observations with
very different flux values is also unclear; they are very likely coupled to the flow
surface density, such that they change with changing mean mass accretion rate. Ul-
timately however, further work is required to determine whether the short-timescale
frequency-dependence to the σrms-flux gradient we have seen here is ubiquitous.
5.12.3 Considering the redistribution matrix function
An important consideration highlighted by Ingram et al. (2019) is the effect of the
misclassification of photons found at higher energies to lower energies, resulting from
the redistribution matrix function (rm f ) of the instrument being non-diagonal. This
effect typically has a negligible effect on lower-order timing statistics, but Ingram
et al. (2019) show that for high-frequency lag spectra, this can result in a spurious
soft lag, where higher energy photons are placed into lower energy bins, resulting in
some of the hard lag being transferred to lower energies. To account for this effect
being present in the data, we can modify our annulus variability weights from their
current form (as in equation 5.12.14),
wn, i, dir ∝
Emaxi∫
E=Emini
F¯dir(E, rn)Ae f f (E)e−NH(E)σTdE, (5.12.25)
so that the modeled flux is fully folded through the expected response of the in-
strument, rm f (E, E′) (where E is the true photon energy E′ is the channel photon
energy, and rm f describes the probability of a photon with true energy E being
mis-classified as E′). This yields
wn, i, dir ∝
Emaxi∫
E=Emini
F¯dir(E, rn) · rm f (E, E′)e−NH(E)σTdE. (5.12.26)
The same change is also applied for the reverberated component weights (wn, i, rev).
We now take our model parameters from the fit of Section 5.6, and examine
the resultant lag-energy spectra, yielding the right hand panels (a.ii, b.ii, c.ii) in
Fig. 5.13. We find that the modeled lag-energy spectrum is fairly robust to this
Figure 5.13: Left panels (a.i), (b.i), (c.i) are lag energy spectra from Fig. 5.7 with
respect to the broad reference band (0.5 − 10 keV). Right panels (a.ii), (b.ii), (c.ii)
are as in the left, but including the effect of folding the model weights through the
redistribution matrix function, simulating the mis-classification of observed photons.
change, with somewhat larger error bars at low energies in the 1 − 30 Hz case, but
remaining consistent with the data. That the change in mean reverberation lag
when including the rm f effect is negligible is likely due to the (under-predicted) low
level of hard lag in the model. Since there is only a small hard lag, mis-classified
hard photons are unable to deliver much lag to lower energies; if the predicted hard
lag were closer to the data, the rm f effects may have been more pronounced. The
errors are enlarged is unsurprising however, as the non-diagonal rm f induces a wider
spread in photon energy at a given lag. Nonetheless it is encouraging that the lag
value appears consistent with disc reprocessing even with this consideration.
5.12.4 Spectral comparison to a single-Compton-component
model
As we describe in section 5.10, the same NuSTAR dataset as we have used here is also
fit by Wang-Ji et al. (2018), using a model featuring only a single Comptonisation
component rather than two. In the right-hand column of Fig. 5.14 we fit the O1
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spectrum with a disc (diskbb), a single Comptonisation component (nthcomp), and
the reflection of this Compton component from the disc, with parameters shown in
Table 5.3, in a manner similar to Wang-Ji et al. (2018). By setting the disc truncation
to be small in this fit, the shape of the reflection spectrum around the FeKα line
becomes highly peaked, such that the iron line can be reproduced. However this
should also have the effect of producing significant line features below 1 keV, which
are not seen. To compensate for this, the single-Component model then requires an
extremely super-solar iron abundance to smooth out the reflected flux below 1 keV.
Recent work by Tomsick et al. (2018; reflionx) indicates that similar fits can be
achieved with solar iron abundance by allowing the electron density to be much
higher than standard (such that ne ≈ 1020 cm−3). Very recent fits of this type have
lead to larger resultant truncation radii even in single-Compton-component models
(J. Jiang et al. 2019). However the atomic physics relevant to electron densities
this high are as yet unknown, making these calculations more tenuous, while there
remains no mechanism in this picture to explain the observed hard lags.
On the other hand in the two-Compton-component model, the larger truncation
radius gives rise to a smoother FeKα line profile. However given that this also
produces less < 1 keV reflected emission, the reflection normalisation can be higher,
with the soft Compton component instead producing most of the flux in the 0.5 −
2 keV range. In this way, the two-Compton-component model does not require an
extreme iron abundance or an extreme truncation to reproduce the spectrum equally
well (or in this case, even better; χ2ν, 2 comp = 1.17 vs χ
2
ν, 1 comp = 1.36).
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XMM NUSTAR
NH 0.41+0.02−0.01 ==
kTin 0.262+0.010−0.004 ==
normD 6.02 ± 0.04 × 103 ==
ΓS 1.80+0.02−0.03 1.73 ± 0.03
kTe, S 179+32−15 ==
normS 0.112+0.005−0.004 ==
Rin 2.69+0.11−0.07 ==
Incl 48.4 ± 0.2 ==
AFe 8.67+0.33−0.41 ==
log(ξ) 3.28+0.02−0.03 ==
χ2/do f 3367/2467 (combined)
Table 5.3: Parameter results of spectral fitting to O1 using the model tb-
new * (diskbb + nthcomp + kdblur * xillver * nthcomp), fit simultaneously
to XMM and NuSTAR data. Values not shown in the table are left to default.
Chapter 6 Introduction 3:
Active Galactic
Nuclei
In this thesis so far, I have presented a spectral-timing model designed for low-
luminosity, stellar-mass black hole binaries. However, the physical modeling of
spectral-timing data is also necessary to understand the accretion processes in their
much higher mass cousins, the Active Galactic Nuclei. A drive for well sampled,
multi-wavelength, long duration data in the optical, UV and X-ray bands has meant
that the continuum components seen in these sources can now be constrained not
only by their time-averaged spectra, but also by their causal relationships to one
another, inferred from their light-curves (McHardy et al. 2014; Edelson et al. 2015;
McHardy et al. 2016; Edelson et al. 2017). In Chapter 7 I will therefore present a new
model for a low-luminosity AGN whereby we again decompose the time-averaged
spectrum, and use this decomposition in tandem with an expected geometry to
compare this physical model’s predictions to continuum spectral-timing data. First
though, I will introduce some important concepts relevant to the physics of AGN.
By contrast to the narrow distribution in mass seen in the stellar mass black
holes, supermassive black holes (SMBHs) have masses ranging from less than a
million to several billion solar masses (∼ 106 − 1010 M). Usually found at the
centres of galaxies, the route by which most supermassive black holes are formed
and obtain such incredibly high masses remains a topic of active research. However
due to this high mass, accretion in these sources frequently produces so much energy
that the accreting SMBH will often far outshine the collected stellar light of its host
galaxy by several orders of magnitude. If mass is accreted even at low rates, the
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galaxy is therefore regarded as containing an AGN.
6.1 Beyond the accretion flow
Many of the processes seen to produce the intrinsic spectra in BHBs are also found
in AGN. However, unfortunately we cannot simply “scale up” models of the BHBs
to explain the data we see in AGN. Fundamentally this is due to the much higher
mass of SMBHs. In Chapter 2 we saw that in a Shakura-Sunyaev accretion disc,
the disc luminosity scales as L ∝ MBH, while all radii including the disc inner radius
scale as R ∝ MBH. The peak disc temperature scales with annulus area as T 4 ∝ L/A,
so that T 4 ∝ L/R2in ∝ 1/MBH. The inner disc temperature is therefore much lower in
AGN, peaking in the UV range instead of the X-rays, as in BHBs. This lower disc
temperature means that atomic processes should be much more important in SMBH
discs. Furthermore this higher mass leads to much longer characteristic timescales
in the SMBH disc, so that timing phenomena which are well characterised in BHBs
(e.g. broadband power spectra) are poorly constrained in AGN.
Secondly, while BHBs accrete from a companion star, the material feeding an
AGN comes from gas left over from galactic star formation which sinks toward the
galactic centre. The galactic disc scale height is typically much larger than the
scale height of the AGN system (King, Pringle & Hofmann 2008), and so material
can approach the AGN from a wide range of altitudes, unlike in an LMXRB where
accretion is due to Roche lobe overflow. While the mass transfer and binary orbit
processes in BHBs result in very little diffuse material at large radii, the accretion
process in AGN is by contrast much less ‘clean’, with more material beyond and
above the accretion disc. This results in a much more complex environment, leading
to obscuration and emission by the dusty torus, and absorption and emission from
the broad- and narrow-line regions.
6.2 Obscuration and inclination
In a BHB, the maximum accretion disc size is limited by the companion star’s
orbital separation. In AGN, the maximum disc size is set by the disc’s own self-
gravity (Laor & Netzer 1989). The disc self-gravity is set by the black hole mass
Accretion 
Disc/Flow
Figure 6.1: The unified schematic of AGN by Urry & Padovani (1995).
and mass accretion rate, typically being in the range 500 − 1000 Rg, but beyond
the self-gravity radius, material becomes cool enough that it can ‘clump’ together,
without forming an accretion disc. Even further out, the material falls below the
dust sublimation temperature, leading to the formation of a large scale-height dusty
torus (although this scale height is likely limited; see e.g. Kawaguchi & Mori 2010;
Wada 2012). This torus is optically thick to UV/X-rays, such that emission from
the nuclear region is absorbed and re-emitted at infra-red (IR) wavelengths. The
inclination of the AGN therefore becomes an important factor in determining the
intrinsic emission, as when our line-of-sight is intercepted by the torus, the central
regions are obscured. For studies aiming to probe the intrinsic SED of the source
such as this one then, the focus is typically on unobscured AGN, with i . 30o. These
objects are often identified by the other signature of clumpy material beyond and
above the disc - strong UV/optical emission lines.
6.2.1 Broad lines and reverberation mapping
In the classical picture, if the AGN UV disc emission is strong it illuminates and
excites circum-nuclear gas, which then re-emits this energy as optical and UV line
emission. The most commonly observed lines with significant fluxes are the Balmer
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series in Hydrogen, Hydrogen Lyman-α, MgII, CIV and OIII.
The intrinsic line profile observed is mainly a function of the ionisation state of
the illuminated material (ξ). This depends on the gas density (n), the illuminating
source luminosity (L), and the radius of the gas from the source (R) as
ξ =
L
nR2
. (6.2.1)
A given ionisation state can therefore be found for material with a low density and
large orbital radius, or material with a higher density and smaller radius. This can
result in two components1 to a given emission line profile, one from the ‘narrow line
region’ (NLR) at larger radii and one from the ‘broad line region’ (BLR) at smaller
radii (see Fig. 6.1 schematic).
This relative broadening of one component is due to the orbital velocity of the
circum-nuclear material. As material orbiting the AGN moves in the observer’s di-
rection, photons will be Doppler blue-shifted producing the blue wing, while material
moving away on the other side of the AGN is red-shifted producing the red wing.
Higher velocities cause more broadening, and therefore the broadest lines come from
material closer to the black hole (in the BLR) which is orbiting faster than material
further out (in the NLR).
The amount of broad-line emission also encodes the mass and mass accretion
rate in the AGN. From equation (6.2.1), the radius at which gas emitting a given
broad line is found is R = (L/nlineξline)1/2. Furthermore, since ξ ∝ L, we know that
the width of any emission line will depend on the mass and mass accretion rate of
the central SMBH, since the central luminosity is L ∝ m˙MBH, recalling that m˙ is
the accretion rate as a fraction of the Eddington rate. In the case of Keplerian gas
motions, the gas radius relates to the velocity as r = R/Rg ∝ 1/v2. Taken together
we can summarise that r = R/Rg ∝ (L/MBH)1/2 ∝ (m˙/MBH)1/2 ∝ 1/v2, and hence
v ∝ (MBH/m˙)1/4. Therefore, driving the mass of the SMBH up will result in larger
orbital velocities, and hence a broader line. Meanwhile a larger mass accretion rate
will act to over-ionise gas in the inner regions, driving the line-emission radius out
1The presence of two dominant line components as opposed to a smooth distribution in compo-
nents is thought to be due to the absence of dust in the BLR (below the sublimation radius) and
its presence in the NLR enhancing the narrow line emission (Laor & Draine 1993).
Figure 6.2: The radius-luminosity (RL) relation plotting the Hβ reverberation
mapped radii against the monochromatic (5100Å) luminosity of many AGN. Top
panel shows all measured time lags, lower panel shows the weighted mean of multiple
measurements for each object. From Bentz et al. (2008).
and decreasing the orbital velocity (and hence line width).
If the BLR clouds are also virialised - i.e. their dynamics are governed only by
the gravitational influence of the SMBH - then their total kinetic energy is equal to
half of their potential energy. This implies
1
2
mcloud〈v2〉 = 12
GMBHmcloud
R
. (6.2.2)
Accounting for the effects of system inclination and internal kinematics in a factor
f , we obtain MBH = f 〈v2〉R/G. The average squared velocity can be inferred directly
from the line-widths, while the radius can be inferred by measuring the time delay
between a change in the illuminating (optical/UV) continuum flux from the central
source and the corresponding change in the line intensity from the BLR. This is the
basis of reverberation mapping (see e.g. Peterson & Horne 2004).
One can then plot these reverberation-mapped radii to the Balmer (Hα and
Hβ) BLR radii, against the monochromatic luminosity for different black holes,
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recovering a best-fit radius-luminosity (RL) relation, the slope of which allows one
to estimate a given black hole mass (see e.g. Bentz et al. 2006a and Fig. 6.2). These
relations fit well at high luminosity (above λLλ(5100Å) ∼ 1043 ergs s−1), where they
are well constrained. However these measurements do require that the AGN intrinsic
optical emission is large relative to the host galaxy continuum, such that galaxy
subtraction can be applied correctly. This has resulted in an inherent selection bias
toward sources which not only show enough variability to reverberation map them,
but which also have large AGN optical luminosities relative to their host galaxy
emission. Extrapolation of the RL relation to lower luminosities therefore relies on
the idea that the intrinsic SED and line spectrum shape remains the same in a given
object, only being rescaled with luminosity. In this picture, the absence of broad
lines in other objects is only due to obscuration by the torus.
However, in recent years, a new phenomenon has been observed in certain un-
obscured AGN, wherein the broad lines will appear or disappear in a single object
over few-year timescales, while the narrow lines may persist (Denney et al. 2014;
Shappee et al. 2014; LaMassa et al. 2015). Absorption of the broad-lines by gas
clouds moving into and out of the line of sight has been proposed as the origin of
this variability in some of these ‘changing-look’ objects, while this idea is disfavoured
in many others, such as in NGC 2617, where a correlated change in the broad-band
continuum level is seen (see Fig. 6.3). Instead the most likely explanation in these
cases is that a secular, intrinsic change must take place in the BLR, probably driven
by a change in the illuminating flux from the central engine. However this poses
new questions regarding exactly what change in the continuum could trigger a rapid
change in BLR structure, whether this scales linearly with luminosity or is due to an
accretion state change as in the BHBs, and how such a change could happen within
only a few years, given the enormous masses and disc radii in AGN.
If we are to answer these questions around the changes to the BLR at low lumi-
nosities and the evolving origin of the UV/optical power, it is therefore imperative
that we correctly model the disc structure in lower accretion rate AGN. One way to
do this is by fitting the SEDs of unobscured, low m˙ sources.
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Figure 6.3: The emission line profile over time in the changing look AGN NGC 2617,
after Shappee et al. (2014).
6.3 The intrinsic SED in AGN
A major consequence of the disc flux in AGN peaking in the UV is that interstellar
absorption in the host galaxy and within our galaxy effectively screens this emission,
so the disc peak cannot be directly observed in the same way as in BHBs. Never-
theless, by combining optical, far-UV and X-ray data while conserving energy, it is
possible to reconstruct the intrinsic SED of an AGN.
In the absence of interstellar-medium absorption and reddening, Shakura-Sunyaev
disc theory predicts that the optical/near UV should be dominated by a sum of black-
bodies from the disc, giving a differential flux Fν ∝ ν1/3. However, most optical/UV
spectra of AGN are actually redder than this simple prediction, with mean Fν ∝ ν−1/2
(Richards et al. 2003). Some of this may be due to reddening by circum-AGN dust
(Davis, Woo & Blaes 2007; Baron et al. 2016), but there is also strong evidence of
a marked downturn in the intrinsic far-UV spectrum (see e.g. Zheng et al. 1997;
Telfer et al. 2002; Shull, Stevans & Danforth 2012; Laor & Davis 2014). AGN SEDs
also show an X-ray power law tail which extends out from a few to a few hundred
keV (e.g. purple line in Fig. 6.4 for the AGN REJ1034+396). Like the BHBs, this
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Figure 6.4: XMM-Newton PN data (black) from REJ1034+396, compared to a
radiative transfer disc spectrum (red), after colour-temperature correction (blue)
with a hard Compton tail (magenta) after Done et al. (2012). We see a clear excess
in power at ∼ 1 keV.
indicates that some fraction of the gravitational power is released in an optically
thin region, distinct from the optically thick disc.
In the previous chapters I also showed evidence from the literature on BHB
spectra (Section 2.3.1.1) and new timing data which pointed to the existence of
additional soft X-ray emission, above what is expected from a simple disc/hard
Compton archetype. In fact, the presence of a ‘soft excess’ below 1 keV has been
well established for many years in AGN (e.g. Porquet et al. 2004). Fig. 6.4 for
instance shows additional power which cannot be matched by a thermal disc/hot
Compton fit. The origin of this power remains poorly understood, but like the BHBs
it is well fit by an additional warm Comptonising component (Czerny et al. 2003;
Gierlin´ski & Done 2004b), which can even dominate the UV/X-rays in some sources
(e.g. Mrk 509, Mehdipour et al. 2011).
Fig. 6.5a shows a schematic of one energy-conserving model for these spectra,
optxagnf (Done et al. 2012), which includes a thermal disc that truncates at some
radius, while interior to this radius, gravitational energy is dissipated in two Comp-
ton components. The soft Comptonisation is optically thick, and so is interpreted
(a)
(b)
Figure 6.5: Panel (a): One schematic proposed to explain the soft X-ray excess,
wherein low energy photons may be Comptonised in a warm Compton zone (green),
as well as a hard Compton zone (blue). Panel (b): An example spectral decomposi-
tion associated with the above geometry, derived from the xspec model optxagnf,
after Kynoch (2019).
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in this model as coming from a warm Comptonised disc (green) underneath the hot
Comptonising layer (blue). Panel (b) shows that this warm Compton component
can produce the required soft X-ray excess, and this model has been applied suc-
cessfully to spectra in a number of cases (Jin et al. 2012; Matt et al. 2014; Collinson
et al. 2015).
There are various physical bases for non-thermal discs which would be unique
to AGN (not to be confused with the optically thin flows we have discussed for
BHBs). It is thought that AGN discs are radiation-pressure dominated rather than
gas-pressure dominated, since Prad/Pgas ∝ (m˙MBH)1/4 (Laor & Netzer 1989). This
radiation pressure should inflate the disc, resulting in a breakdown in the MRI and
particle collisions which allow thermalisation, such that turbulent Comptonisation
dominates. Since AGN discs peak in the UV, it may also be that UV line driving
plays an important role in AGN discs, resulting in outflows from certain regions and
a disruption of the disc structure (e.g. Proga & Kallman 2004).
The thermal disc + warm Compton + hard Compton picture provides a good
explanation for the time-averaged SED in AGN. However as we saw in the case of
changing-look AGN, these sources do vary, and fully consistent models must again
be able to explain the variations on all timescales.
6.4 AGN continuum variability
6.4.1 Changing look as changing state?
I have mentioned that secular changes of a factor of a few are often seen in the
optical/UV continuum flux in many AGN (e.g. Kelly, Bechtold & Siemiginowska
2009; MacLeod et al. 2010), and this is often accompanied by a large fractional
change in the continuum flux up to and including the hard X-rays (NGC 5548:
Mehdipour et al. 2015; Ark 120: Porquet et al. 2018). This continuum change is
sometimes correlated with the aforementioned ‘changing look’ phenomenon, where
the broad optical/UV line components appear or disappear. In these cases we can
typically rule out obscuration by torus clouds moving into/out of the line of sight,
on the basis of either a simultaneous drop in the IR flux (see e.g. Kynoch et al.
2019) and/or a simultaneous drop in the hardest X-rays. Such a scenario predicts
the absorption of only UV/soft X-rays at nearly constant hard X-ray flux, whereas
the data often show a simultaneous drop in the hard X-rays.
The likely alternative is that the flux change is driven by a change in the under-
lying mass accretion rate on month-year timescales. However state changes in BHBs
typically take place over the course of a few days. Since all timescales are assumed
to scale with mass, one day for a 10 M black hole translates to nearly 3000 years
for a 107 M SMBH; major changes in UV/optical power should therefore not be
seen in an AGN within a human lifetime, if the same physics dominates.
Yet we have seen how conditions in AGN discs are likely quite different to those in
BHBs due to their lower temperatures and different environment. Indeed due to the
larger mass of AGN discs, their self-gravity limits their outer radius to 500−1000 Rg,
while the outer edge of BHB discs are truncated only by tidal torques, extending
to as large as 106 Rg. If the hydrogen ionisation instability also drives the shift
in mass accretion rate in AGN as in BHBs (Chapter 2), the heating and cooling
waves do not need to travel as far as previously expected before reaching the most
luminous parts of the disc. Another important consideration is that AGN discs are
dominated by radiation pressure rather than gas pressure as in BHB discs, because
their gas density is lower even at the same temperature. In the optical emission
zone around Mrk 1018 for instance, we expect radiation pressures 75 times larger
than the gas pressure (Laor & Netzer 1989). The radiation pressure therefore sets
the disc sound speed, making it much faster than in gas-pressure dominated discs.
Since the heating/cooling wavefront speed is set by the sound speed, these fronts can
therefore also propagate much faster in AGN discs than in BHBs. These changes
can bring the predicted thousand-year timescale for major accretion rate changes
down to only a few years, in agreement with the data.
Noda & Done (2018) showed that by including these considerations, the intrinsic
SED at three distinct epochs in the changing look AGN Mrk 1018 could be well
matched by the thermal disc + warm Compton + hard Compton (optxagnf) model
(see Fig. 6.6b). They confirmed that as the source dropped from an Eddington ratio
of L/LEdd ≈ 0.08 to L/LEdd ≈ 0.02, the soft Compton excess component became neg-
ligible, and since this was the source of most of the ionising photons illuminating the
BLR, the disappearance of this component was coincident with the disappearance
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Figure 6.6: xspec model fits and broadband representation of SEDs at different
epochs for the AGN Mrk 1018 by Noda & Done (2018). Panel (a) shows the model
fits with absorption to SEDs at L/LEdd ranging from 0.08 to 0.02. Panel (b) shows the
same models (color-coordinated), extended to the broad band, showing the major
change in spectral shape with time.
of the observed broad lines. Evidence of increasing disc truncation as the luminosity
decreases is also apparent, as the disc temperature drops across the transition (red
to blue).
Considering that a state transition is seen in the disc below L/LEdd ∼ 2 % in
the lower mass black hole binaries, it should be unsurprising if the structure of
the optical/UV disc also changes in AGN at this critical mass-scaled limit. In
BHBs it appears that dropping below L/LEdd ∼ 2 % triggers a hardening of the
Compton component as its seed photons decrease, explained earlier in this thesis as
a truncation and recession of the thermal disc. Meanwhile in AGN it seems that
dropping below L/LEdd ∼ 2 % may cause the soft Compton disc region to disappear,
as the disc truncates into a hard Comptonising flow. Evidence for a state transition
analogous to BHBs has also been presented by Ruan et al. (2019), wherein the
optical-UV index (αOX) was compared to the Eddington fraction for many AGN, and
a marked change in the spectral slope trend is observed at L/LEdd ∼ 2 % (Fig. 6.7).
The picture of the intrinsic SED in these data therefore appears partly consistent
with the LMXRB state transition picture, which has an optically thick disc present
close to the ISCO at L/LEdd & 2 %, and truncated out to between a few and a few
tens of RISCO at lower luminosities. The logical spectral-timing test of this structure
then, is to compare the lightcurves between high and low energy continuum bands,
Figure 6.7: The UV/X-ray spectral index, αOX, for several AGN, plotted against the
Eddington fractions derived from the 2−10 keV luminosities and Hα full-width half-
maxima. Lettered icons denote the same AGN before and after fading. An inversion
is seen at ∼ 2 % of the Eddington rate, below which the X-ray binary models also
predict a switch from the ‘softer when brighter’ trend to ‘harder when brighter’.
Also shown in red is the best-fit to observed broad-line AGN at L/LEdd > 0.02 by
Lusso et al. (2010). Figure adapted from Ruan et al. (2019).
to look for the expected correlations.
6.4.2 Pointed continuum campaigns
A clear prediction of the above model is that flux variations in the hard X-ray
flow/corona will be seen in the UV/optical emission from the disc. Scaling equa-
tion (2.4.20) to a 107 M black hole, the viscous timescale in the AGN hot flow should
be of the order of a day, and so we expect (and indeed see) variability in the hard
X-ray tail on these timescales (Galeev, Rosner & Vaiana 1979; Frank, King & Raine
2002). Timescales for variability in the standard disc models are very much longer,
so rapid optical/UV variability should only result from reprocessing of the variable
X-ray illumination. Thus tracking the relation of the reprocessed optical/UV emis-
sion to the driving X-ray flux variability gives a diagnostic of the structure of the
outer accretion disc. For the standard Shakura-Sunyaev disc model, a clear relation
is predicted between lag, τ, and wavelength, λ, as variations reverberating from the
hotter, inner disc precede those in the outer disc, going as τ ∝ λ4/3.
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The intensive optical/UV/X-ray monitoring campaigns with the Neil Gehrels
Swift Observatory (hereafter Swift) have revolutionised the search for this continuum
reverberation from the outer disc, particularly because it can sample at high cadence
across the optical-to-X-ray regime. Initially, evidence of the UV leading the optical
was found in NGC 2617 (Shappee et al. 2014), NGC 5548 (McHardy et al. 2014)
and NGC 4395 (McHardy et al. 2016, using the XMM-Newton Optical Monitor),
although the lags in the case of NGC 5548 were found to be uniformly three times
longer than expected for a standard Shakura-Sunyaev disc (McHardy et al. 2016).
However, later campaigns on NGC 5548 (Edelson et al. 2015) and NGC 4593
(McHardy et al. 2017) began to show a remarkable disconnect between reprocessing
models and observations. Firstly, they showed that the aforementioned issue of the
UV/optical lag being too long compared to the standard disc models was fairly
endemic, with the lags being longer than predicted by a factor ∼ 2 − 3 in nearly all
cases. An even greater cause for concern however was that they showed very little
correlation between the X-ray variability and the optical/UV variability, contrary to
the predictions of the standard disc/corona model. Intensive monitoring campaigns
on other AGN have only reinforced these two problems, highlighting our lack of
understanding of the accretion disc structure rather than revealing it (Are´valo et
al. 2009 on NGC 3783; Mehdipour et al. 2011 on Mrk 509; Lawrence 2018). The
X-ray variability is generally poorly correlated with the optical and UV variability,
in conflict with the idea that the optical and UV are produced by reprocessed X-
ray illumination (Edelson et al. 2017; Buisson et al. 2018), and while the optical is
well correlated with the UV, the lag between them is larger than predicted by the
standard disc models (Edelson et al. 2017).
However there is much more information in the monitoring campaign data than
just the lags between the variability seen in different wavebands. Incorporating the
spectral information is important, as it constrains the power in the X-rays relative
to the optical/UV. Given an assumed disc geometry, this also predicts how much
X-ray luminosity intercepts the disc, at which point one can model the disc rever-
beration. Gardner & Done (2017) developed the first full spectral-timing model and
used it to predict the reprocessed variability from the observed X-ray variability in
the Edelson et al. (2015) Swift NGC 5548 dataset. Assuming the canonical X-ray
UV/optical reprocessing in NGC 5548 3599
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Figure 7. Standard BB disc plus Comptonized disc component, with rcor = 200 and
d)
FUV
Figure 6.8: The modeling approach used by Gardner & Done (2017) to explain
the lack of correlation between the X-rays and UV/optical in NGC 5548, while
relating the far-UV (FUV) to the UV/optical. Panel (a) shows the broadband
SED decomposition, where the red line shows the thermal outer disc, the green line
shows a warm Compton component, here interpreted to be the geometrically thick
Comptonised disc, and the blue line is the hard Compton flux. The solid and dashed
lines show intrinsic and reprocessed flux respectively. The grey bands show, from
the left, the V-band, UVW1 and hard X-ray bands, while the arrow shows the HST
FUV energy. Panel (b) shows the assumed geometry, while panels (c) and (d) shows
the resultant UVW1 and optical V-band light curves respectively (blue) compared
to the data (red), due to illumination by the FUV light curve emitted by the outer
side of the Compton disc. We note however that - by construction - this model is
unable to quantitatively relate the hard X-rays to the UV/optical bands, since the
outer disc has no line-of-sight to the hard X-rays.
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corona/thin disc structure, these predictions completely failed to reproduce the ob-
served optical and UV lightcurves. Even allowing the disc size scale to vary did not
help; the fundamental disconnect between the X-ray variability and UV/optical on
short timescales remained.
Gardner & Done (2017) proposed two possible solutions for the first problem,
where the observed X-ray variability did not look like the observed UV variability.
One was that the canonical model is fundamentally incorrect, and the hard X-rays
do not illuminate the optical/UV disc, possibly due to vertical on the inner part
of the disc, which both emits warm Compton emission and shields the outer disc
from direct irradiation. By then including illumination of the larger-than-expected
thermal disc by the outer edge of the X-ray shielding structure, the correct lags
between the far-UV (FUV), UVW1 and optical bands could be predicted. This was
formulated quantitatively through the SED decomposition and schematic of Fig. 6.8a
and b, where panels (c) and (d) show the resultant UVW1 and optical light curves
respectively, assuming an intrinsic lightcurve on the outer side of the Comptonised
disc going like the observed FUV curve. However, a key shortfall of this model was
that it was unable to predict any relation between the hard X-rays and UV/optical
light curves, since the outer disc had no line-of-sight to the hard X-rays.
The second possibility was that the model is essentially correct in assuming that
the optical and UV variability is driven by reprocessing of the variable hard X-ray
emission, but that the observed Swift X-ray Telescope (XRT) X-ray lightcurve did
not track the true bolometric X-ray flux variations. This was clearly possible in NGC
5548 as the bolometric flux peaks above 100 keV (Mehdipour et al. 2015, Fig. 6.9),
whereas the Swift XRT band extends only up to 10 keV, with most effective area
near 1 keV. The variability in this band may simply therefore have been due to
absorption rather than a change in the illuminating hard X-ray luminosity. In the
next chapter, I will take advantage of the extreme brightness of the Type-1 AGN
NGC 4151 to get a much clearer view of the behaviour of the unobscured hard X-
rays with monitoring data up to 50 keV. I will then compare these X-ray variations
to the UV band, in an attempt to determine conclusively whether the central hard
X-rays are directly related to the accretion disc, in this source which sits below the
critical 2% Eddington fraction (L/LEdd = 1.4%).
Figure 6.9: SED decomposition of NGC 5548 by Mehdipour et al. (2015), where the
dashed black line shows the warm Compton disc, the dotted line shows the emission
from the hard X-ray corona and the green line shows the total SED, with data
labels inset. The green and blue bands show the UVW1 and Swift XRT bandpasses
respectively. We note that the warm Compton component shown here was also used
as the warm Compton component in Gardner & Done (2017). Furthermore, the
XRT band is highly absorbed, so that the X-ray variability seen in that study may
actually have been due to variable absorption.
Chapter 7 Discarding the disc
in a Changing-State
AGN: The
UV/X-ray Relation
in NGC 4151
7.1 Introduction
At the end of Chapter 6, I outlined the quantitative spectral-timing model con-
structed by Gardner & Done (2017) to predict UV/optical disc variations from
illumination by a hard X-ray source. We saw that this model failed to reproduce
the UV light curves in NGC 5548 from direct hard X-ray illumination. This was
potentially due to an obscuring structure intercepting the hard X-ray photons, or
absorption variability affecting the hard X-rays over the fairly low energies of the
Swift XRT bandpass.
In this chapter, adapted from Mahmoud & Done (2020), we first apply this
modeling procedure to the intensive campaign data from one of the brightest hard
X-ray AGN, NGC 4151 (Edelson et al. 2017, hereafter E17). Unlike NGC 5548,
this is the only AGN where the higher energy Swift Burst Alert Telescope (BAT)
has reasonable monitoring signal-to-noise at 15 − 50 keV, simultaneously with the
optical/UV from the Swift UV/Optical Telescope (UVOT) and the 0.5−10 keV flux
from the XRT. This allows us to track most of the bolometric luminosity directly, so
we can test the fundamental assumption of reprocessing. These data span 69 days
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Figure 7.1: Mean-normalised light curves from the NGC 4151 Swift campaign in
Swift BAT (panel a) and Swift UVOT UVW1 (panel b; E17).
with sampling of 6 hrs in the UVOT and ∼ 2 days in the BAT; lightcurves for both
the BAT and the representative UVW1 band are shown in Fig. 7.1.
To build this spectral-timing model, in Section 7.2 we first decompose the mean
broadband spectrum. This is dominated by the hard X-ray luminosity rather than a
UV disc component, while the inferred bolometric luminosity is below 0.02 LEdd. We
have seen in previous chapters that stellar mass black hole binaries are observed to
undergo a dramatic transition at this luminosity, from disc-dominated to Compton-
dominated spectra. This transition is generally interpreted as the inner thin disc
evaporating into an optically thin hot flow (e.g. Done, Gierlin´ski & Kubota 2007).
While the bright AGN spectra do not match as well to disc models as the stellar
mass black hole binaries, they do appear to make a similar transition to Compton-
dominated spectra at a similar luminosity, with the soft X-ray excess collapsing,
correlated with the loss of the characteristic broad optical lines (changing state
AGN: Noda & Done 2018; Ruan et al. 2019). It seems most likely that NGC 4151
was close to a changing state event at the time of the monitoring campaign, as has
been seen in the past from this source (Penston & Perez 1984; Shapovalova et al.
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2008).
There is still optical/UV emission from the AGN, which we model with an outer
disc/warm Comptonisation region. A strong UV contribution should be produced
at radii of 100 − 400 Rg in this structure, i.e. at a light travel time of less than
one day from the hot inner flow. We predict the UV lightcurve resulting from
illumination of this structure by the observed variable hard X-ray lightcurve from
the Swift BAT, and compare this to the observed UVOT lightcurve both directly
and via cross-correlation (Section 7.3). As in NGC 5548, the match is extremely
poor. The reprocessing model predicts much higher levels of correlation and much
shorter lags than those seen in the data. However, we find that - now unlike NGC
5548 - there does exist a linear transfer function which allows the UV to be produced
by the variable X-ray flux (Section 7.4). The impulse response function required is
broadly distributed between lags of 1.5 − 20 days. If this is due to a light travel
time, the responding material is at the same radius as the inner broad line region.
We rule out there being optically thick material in a disc geometry on size scales
less than 1.5 light days, as this would produce too much UV fast variability. This
variability cannot be hidden by self shielding as proposed for NGC 5548, as even
the inner edge of the warm Comptonisation region contributes substantially to the
UV flux, so its reprocessing signal would be seen directly, but is not.
We conclude that there is very little evidence for a standard disc structure in
NGC 4151 at the time of the intensive monitoring campaign, from either its UV
spectrum or lightcurve. Instead, the X-ray spectra are consistent with the inner
disc being replaced by a hot flow (Zoghbi, Miller & Cackett 2019), and the UV
spectra and variability are consistent with being produced by reprocessing in dense
gas in the broad line region as first suggested by Korista & Goad (2001). This is
now strongly supported by more recent work, both theoretical (Lawther et al. 2018)
and observational (Chelouche, Nun˜ez & Kaspi 2018). It remains to be seen whether
similar campaigns on objects at higher L/LEdd will give results which connect better
to expectations of standard disc models or whether continuum reverberation from
inner BLR scales always dominates the UV variability.
7.2 Energetics of disc reprocessing & soft excess
Comptonisation
The spectra of AGN are complex, typically showing three components which can
be modelled by an outer disc emitting the optical and UV continuum, a hot corona
producing the hard X-ray power law, with additional emission over and above this
below 1 keV (the soft X-ray excess). There is now a growing consensus that much
of this soft excess is produced by Comptonisation in warm (kTe ∼ 0.2 keV), op-
tically thick (τ ∼ 10 − 20) material which is separate from the hot, optically thin
X-ray corona (e.g. Magdziarz et al. 1998; Petrucci et al. 2013; Matt et al. 2014;
Mehdipour et al. 2015; Boissay, Ricci & Paltani 2016; Porquet et al. 2018). The
best current model proposes that this is produced by the accretion energy being
released in the upper layers of the disc rather than preferentially in the mid-plane.
This produces a sandwich geometry with a heated layer on top of a thin disc of
cool, ‘passive’, material (Petrucci et al. 2018). Gravitational energy is radiated in
the upper layers of the disc. Half of these photons are intercepted and thermalised
by the underlying passive disc, to then be re-radiated into the warm Compton layer
as seed photons. This ties the seed photon luminosity to the warm Comptonisation
power, so the shape of the spectrum is fixed by energy balance (Haardt & Maraschi
1993; Petrucci et al. 2018).
Kubota & Done (2018; hereafter KD18) took this model for the warm Comp-
tonisation and extended it into a fuller picture of the accretion flow: agnsed. This
assumes that the energy released at each radius is set by the Novikov-Thorne disc
emissivity (Novikov & Thorne 1973), but that this is only thermalised to a black-
body in the outer disc, where r > rwarm. Further in, at rwarm > r > rhot, the energy
is instead emitted from the warm Compton medium above the passive disc. This
warm Comptonisation shape is characterised by its electron temperature, kTwarm, the
spectral index, Γwarm, and the seed photon temperatures across this zone, which are
set by the local gravitational dissipation and hard X-ray illumination. This is unlike
the original model of Petrucci et al. (2018), where the seed photon temperature was
a free parameter. Energy balance in a slab geometry hard-wires Γwarm = 2.7, so the
only free parameter in the warm Compton shape is kTwarm. Then there is a final
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transition to the hot coronal zone for rhot > r > rin, which has a vertical scale height
hcor, and which likely has no underlying optically thick disc. This component’s shape
is characterised by its electron temperature kThot and spectral index Γhot. The overall
normalisation is set by the black hole mass, the mass accretion rate as a fraction of
the Eddington rate, m˙ = L/LEdd, and the black hole spin.
agnsed also includes irradiation of the outer blackbody disc and disc-like warm
Compton region by the X-ray hot inner region, so that the total flux at each radius
r > rhot is Frep(r) + Fgrav(r) where
Frep(r) =
cos(n)Lcor
4pi(lRg)2
, (7.2.1)
where l2 = h2cor + r
2 and cos(n) = hcor/l (Zyc˙ki, Done & Smith 1999). The hard
coronal flux typically peaks at 100 keV, so Compton recoil is significant, meaning
that reflection cannot be efficient. The maximum albedo is of order ∼ 0.5 so at least
half of the illuminating flux will heat the upper few Thomson optical depths of the
outer disc and warm Compton region. In the outer disc, this gives rise to blackbody
emission with temperature
Te f f (r) = fcolTgrav(r)
(
Frep(r) + Fgrav(r)
Fgrav(r)
)1/4
, (7.2.2)
where the colour temperature correction factor fcol is fixed to unity since the temper-
atures here are low enough that no colour-correction is required (Done et al. 2012).
In the warm Compton region, the additional flux input from irradiation adds to the
illumination of the underlying passive disc, so modifies the seed photon luminosity
and temperature such that Tseed(r) = Te f f (r) and the spectral index remains fixed at
Γwarm = 2.7.
7.2.1 Spectral model fitting
We use agnsed in xspec ver. 12.10.0 (Arnaud, Borkowski & Harrington 1996) to
model the accretion flow, with this accretion structure sketched in Fig. 7.2. The
standard disc (red) extends only from rout to rwarm. From rwarm to rhot the energy is
instead released in the upper layers (green), leaving the mid-plane disc as a passive
reprocessor (grey). This truncates at rhot, leaving the energy to be dissipated in the
hot flow (blue).
Figure 7.2: Schematic of the geometry assumed here using agnsed. The blue region
within rhot denotes the hard X-ray corona. The region between rwarm and rhot consists
of warm, optically thick Comptonising material (green) sandwiching the thin, passive
disc (grey). Hard X-rays irradiate the underlying thin disc, in turn changing the
seed photon temperature and normalisation of the soft Compton emission from the
warm material. Between rwarm and rout, only cool thermal disc emission is produced
(red), found to be negligible for the UVW1 band in Fig. 7.3.
The black hole mass is fixed to MBH = 4 × 107M (as in E17). We also fix the
distance of NGC 4151 to D = 19 Mpc (Ho¨nig et al. 2014) and assume an inclination
angle of i = 53o (i.e. cos(i) = 0.6). The electron temperature of the hot Compton
component, kThot, is fixed at 100 keV while its spectral index, Γhot, is free. The
warm Comptonisation spectral index, Γwarm, is fixed to 2.7 by the reprocessing in
the assumed slab geometry (Petrucci et al. 2018), while we also fix the temperature,
kTwarm, to 0.2 keV, as observed (Gierlin´ski & Done 2004b).
For the component size scales, we fix the outer disc size at rout = 105, as there
is likely to be optically thick material which extends out to torus scales. This
assumption matches fairly well with the observed slope of the optical spectrum
in the longest wavelength archival data from the Hubble Space Telescope (HST;
see Section 7.2.2), but is much larger than the self gravity radius at rsg = 390.
Nonetheless, we expect that material still connects from torus scales to the disc
even if it is clumpy rather than smooth. The relative normalisation of the thermal
disc and two Compton components are then allowed to vary by allowing rhot and rwarm
to be free parameters, while the overall normalisation of agnsed is then specified by
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Figure 7.3: Fit to data with the model hostpol + phabs * zredden * [pcfabs
* pcfabs * (rdblur * pexmon + agnsed1) + agnsed2 + mekal + mekal]. The
soft and hard Compton components are denoted by the solid green and cyan lines
respectively, while the outer disc component is shown by the solid red line. The pink
solid line denotes the distant reflection component. Constant components (stars at
optical/UV from an Sb template, and hot gas in soft X-rays which both emits lines
and scatters continuum into our line of sight) are shown in gray. The absorbed data
are shown as crosses with colours denoting the bandpasses of Edelson et al. (2017;
v, b, u, UVW1, UVM2, UVW2, X1− 4, BAT ). The green and blue strips denote the
UVW1 and Swift BAT monitoring bandpasses used in E17 respectively.
the (free) mass accretion rate.
However, the SED of NGC 4151 also shows complex absorption and reflection
from material surrounding the AGN. Beuchert et al. (2017) perform a careful analysis
of the broadband X-ray spectrum and characterize the absorption by two neutral
components, both of which are variable: one with NH ∼ 13 − 25 × 1022 cm−2 which
partially covers ∼ 50% of the source, while the other fully covers with NH ∼ 6 −
10 × 1022 cm−2. A small fraction of the nuclear flux is scattered around these low
ionisation absorbers by gas on large scales, which also emits a mix of photo-ionised
and collisionally ionised lines. There is also a clear reflection signature from distant
material (a narrow iron Kα line core; Shu, Yaqoob & Wang 2010), although the
existence of inner disc reflection is debated (e.g. Keck et al. 2015).
Our much more limited Swift XRT data do not allow us to constrain all of these
components. We instead take our agnsed continuum and add a single cold reflection
component (pexmon; Nandra et al. 2007) with spectral index tied to that of Γhot, and
blurred by low velocities (rdblur; Fabian et al. 1989). We also apply two absorption
components (pcfabs + pcfabs) with column densities NH = 9×1022 cm−2 and NH =
25×1022 cm−2, and covering fractions fcov = 1 and fcov = 0.86 respectively, in order to
match the complex curvature. We include a small fraction of the hot coronal emission
from agnsed to model the scattered emission at low energies, together with hot
plasma emission to fit the stellar/hot gas lines (mekal+mekal; Mewe, Gronenschild
& van den Oord 1985; Arnaud & Raymond 1992). All of these components are
absorbed by the Galactic column (phabs) fixed at NH ∼ 0.02 × 1022 cm−2.
Our data also extend down into the UV and optical so we also include dust
extinction (zredden), with E(B − V) fixed at 0.03 from our Galaxy. We also allow
for a contribution from host galaxy starlight in the UVOT apertures with an Sb
template (hostpol; Ezhikode et al. 2018). It is clear that there is substantial host
galaxy contamination in the optical photometric bands, but there is much less in
the UVW1 (green band in Fig. 7.3).
The final model is hostpol + phabs * zredden * [pcfabs * pcfabs * (rd-
blur * pexmon + agnsed1) + agnsed2 + mekal + mekal]. The agnsed2 term is
the scattered continuum, and so contains only the hard Compton component. We
fix the normalisation of this scattered emission to 3% of that of the main continuum,
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for consistency with Beuchert et al. (2017; see their Table 3).
The resulting fit is shown in Fig. 7.3, with the outer disc (red solid line) from
r = 105 − 390, warm Comptonisation (green solid line) from r = 390 − 90 and hot
Comptonisation (cyan solid line) from r = 90 − 6 shown separately. This gives a
mass accretion rate of log(m˙) = −1.86, i.e. 1.4% of the Eddington rate. We hereafter
refer to this model and parameter set as our ‘canonical’ model.
The hard Compton corona within rhot is fixed in this modeling to be at a standard
scale height of hcor = 10, as expected from averaging over an optically thin diffuse
source with volume emissivity given by gravitational energy release (GD17). We
show the effect of this assumption in Fig. 7.4, where we compare the canonical fit
(red, solid line) with one where all parameters are the same except using hcor = rhot =
90 (black, solid line). Clearly, increasing the scale height of the corona increases the
fraction of reprocessing in the optical/UV due to the larger solid angle now subtended
by the disc/warm Compton region. More reprocessing will result in a stronger
reverberation signal, yet there is a fairly low correlation by eye between the UVW1
and BAT curves in Fig. 7.1. We therefore keep hcor = 10 for our canonical model, to
minimise the variable component in UVW1 from the hard X-ray illumination.
For the same reason, we also fix the black hole spin to zero in this fit, thus
pushing the ISCO and all characteristic radii as far out as possible. The effect of
this is to maximise the disc reprocessing time lag and minimise the disc reprocessing
amplitude. The only effect of increasing the spin would be to pull the ISCO and all
transition radii inward, resulting in shorter time delays and stronger reprocessing on
small scales, which is clearly disfavoured by the shapes of the UV/BAT light curves.
7.2.2 Comparison to archival data
Archival HST spectra give a much better view of the optical/UV continuum. In
Fig. 7.5 we show Space Telescope Imaging Spectrograph (STIS) spectra as a function
of wavelength collected in both February 1998 (blue dots; ObsIDs: O42302070,
O42302080, O423020A0) and May 2000 (red dots; ObsIDs: O59701010, O59701020,
O59701040). All of these are taken with 0.1” slit width, so galaxy contamination is
negligible, as confirmed by the variability across the entire wavelength range.
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Figure 7.4: Comparison of different agnsed parameter sets with reprocessing on
(solid lines) or off (dashed lines). The red colour denotes the canonical model we
use in this paper, based on the 2016 Swift campaign on NGC 4151, with log(m˙) =
−1.86, rout = 105, rhot = 90 and hcor = 10. The black colour denotes the canonical
model as in the red, only now with the scale height of the corona, hcor, set to the
coronal outer radius, rhot = 90, instead of the fiducial hcor = 10.
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Figure 7.5: Comparison of HST STIS data taken in February 1998 and May 2000,
with the 2016 Swift UVOT data which has here been corrected for host galaxy emis-
sion. We show HST STIS data taken on 1998-02-10 (blue dots; ObsIDs: O42302070,
O42302080, O423020A0) and HST STIS data taken on 2000-05-24 (red dots; Ob-
sIDs: O59701010, O59701020, O59701040). The grey and green data points and
errors denote the Swift UVOT data with host galaxy emission subtracted accord-
ing to the predictions of Shapovalova et al. (2008; grey data), and Bentz et al.
(2006; green data). The black solid line denotes the canonical model fit to the 2016
UVOT data, with the host galaxy component omitted. The magenta solid line de-
notes the canonical model fit, but with the outer blackbody disc (as well as the host
galaxy) omitted, which is more consisted with the Bentz-corrected data. Inset: Left
axis (black line) shows continuum-subtracted Liverpool Telesope FRoDOSpec count
rates (ObsID: b e 20160422 3 2 1 2,dated 22 April 2016), coincident with the Swift
UVOT campaign. Right axis shows the Hβ-OIII line profiles from the HST STIS
spectra (1998 again in blue, 2000 in red), also with constant continuum subtractions
for comparison of the line profiles. We see a dramatic drop in the broad Hβ line
profile between 1998 and both 2000 and 2016, at mildly increased OIII luminosity,
indicating a major change in the structure of the BLR between these epochs.
Shapovalova et al. (2008) estimate the host galaxy contribution using ground
based data at different apertures. They estimate a galactic contribution at 5100 Å
of 1.1 × 10−14 ergs cm−2 s−1 Å−1 for their 4.2” × 19.8” aperture, closest in area to
the 5” radius circle used by E17. We scale our Sb galaxy template to this value at
5100 Å and subtract the resulting count rates from each UVOT data point resulting
in the grey points and error-bars in Fig. 7.5.
Bentz et al. (2013) instead used the HST images to estimate the host galaxy
contribution in their 5” × 12” aperture as 1.7 × 10−14 ergs cm−2 s−1 Å−1 at 5100 Å.
Again scaling our Sb galaxy template to this value at 5100 Å and subtracting the
resulting count rates from each UVOT data point yields the green UVOT spectrum
in Fig. 7.5.
We overlay our canonical fit (black line), which is a fairly good match to the
observed slope of the STIS data in both high and low states at wavelengths longer
than 5000 Å. This also matches the (grey) UVOT data for the 2016 campaign
when the host galaxy continuum derived from Shapovalova et al. (2008) has been
subtracted. In contrast, the magenta line shows the effect of changing the outer disc
radius to the self gravity radius. This is the same as rwarm, so there is no standard
outer disc at all in that model, and we see that it passes through the (green) UVOT
data where host subtraction has instead been applied according to the method of
Bentz et al. (2013). Taking the extrema of possible host galaxy corrections for our
data to be given by the Shapovalova- and Bentz-subtracted UVOT data sets (grey
and green respectively), we find that models either with or without an outer disc are
permitted by our data, although we note that the slope of the longer wavelength STIS
data are better matched by models which include an outer disc. Crucially however,
both models (and host-subtracted UVOT data sets) converge in the UVW1 band,
and so the timing model tested in Section 7.3 will be completely unaffected by the
level of host galaxy contamination and thus the presence or absence of an outer disc.
Shapovalova et al. (2008) also show the long term 5117 Å lightcurve of NGC
4151. They identify low states in 2000-2002 and 2004-2006 (where their data ends)
where the AGN flux drops below 3 × 10−14 ergs cm−2 s−1 Å−1. Our dataset is in this
category, with a flux of 1−2×10−14 ergs cm−2 s−1 Å−1 depending on which host galaxy
subtraction is used. Figure 1 in that paper shows a comparison of spectra from 1996
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and 2005 which are rather similar to our two HST spectra in terms of their continua.
These show that the broad base of the Hβ line has reduced by much more than the
continuum flux change in these low states. While simultaneous HST spectra are
not available for the 2016 Swift campaign period, fortunately there are Liverpool
Telescope FRoDOSpec data taken coincident with the 2016 Swift monitoring. While
these cannot easily be flux calibrated, a continuum-subtracted spectrum around Hβ
is shown in the inset on Fig. 7.5 in black. The broad component is low, similarly to
those seen in the low states of Shapovalova et al. 2008. Comparison with the 1998
HST Fλ spectrum (also shown in the inset and continuum subtracted) confirms that
the 2016 Hβ line profile was much lower than in 1998, while the OIII flux was mildly
higher. The size of this change in Hβ could not be accounted for by a simple flux
calibration, indicating that there was likely a major change in the structure of the
broad-line region between the 1998 and 2016 epochs; this suggests that NGC 4151
may have been at the edge of - or even undergoing - a ‘changing state’ episode at
the time of the 2016 campaign. The same can also likely be said for the 2000 epoch,
which shows a very similar line profile to that in 2016. This is all most likely real
variability rather than simply changes in line of sight obscuration, as Lubin´ski et al.
(2002) show that the optical continuum correlates with the hard X-rays over these
long timescales, while Kishimoto et al. (2013) also confirm that the infrared follows
the optical continuum change.
7.3 Light curves from warm Comptonisation re-
processing
We now take the soft Compton and hard X-ray components from the canonical
model of the previous section, and follow a similar procedure to GD17 in order to
extract predicted lightcurves in the UV. We choose here to use only the UVW1 band
as there is very little host galaxy contamination in this band. Since there is also
little contribution from the outer standard disc in this bandpass (see Fig. 7.5), we
model reverberation only from the warm Comptonisation zone, for clarity. Tests
performed a posteriori indeed confirm that inclusion of the outer disc reverberation
has no impact on the predicted light curves, because the temperature at which the
emission thermalises at large radii is too low to contribute to UVW1. In Fig. 7.6, the
soft Compton spectra for 10 annuli spanning the full range of warm zone radii are
shown as dashed lines; it is the sum of these spectra over all the passive disc/warm
Compton annuli which produces the overall warm Comptonisation spectrum. We
now quantify how these warm Compton annuli respond to variability in the hard
X-ray flux.
The Impulse Response Function (IRF) accounts for the light travel times to
different radii and azimuthal angles within a given annulus, and so for a given
radius, this function describes what fraction of the reprocessed flux from that radius
has time delay τ with respect to the illuminating continuum. We calculate this as in
GD17 (based on Welsh & Horne 1991), giving the reprocessed flux from an annulus
at radius r and time t as
Frep(r, t) =
cos(n)
4pi(lRg)2
∫ τmax
τmin
IRF(r, τ) L cor(t − τ) dτ. (7.3.3)
This causes the effective temperature of the seed photons supplying the warm Comp-
tonisation in that annulus to vary as
Tseed(r, t) = fcolTgrav(r)
(
Frep(r, t) + Fgrav(r)
Fgrav(r)
)1/4
. (7.3.4)
We stress again that these equations assume a ‘passive’ underlying disc, i.e. that
there is no intrinsic variability in the underlying disc. The only source of variability
in the warm Comptonisation here is from external heating by the illuminating hard
X-rays. We assume that this change in heating is followed quickly by the change in
cooling via reprocessing in the passive mid-plane material, so that the spectral index
and temperature of the spectrum from a given annulus does not change, while its
seed photon temperature does change. By computing the seed photon temperature
at each time-step for each annulus, our code not only accounts for the changing
normalisation of the overall warm Comptonisation due to the driving continuum,
but also for the changing shape of this component as different annuli are illuminated,
changing their seed photon temperatures. We therefore stress that no single radius
dictates the optical/UV luminosity.
The spectral model assumes that the seed photons for the hard X-rays are from
the warm Comptonisation zone, so the hot corona emission extends down into (and
hence directly contributes to) the UVW1 band (see Fig. 7.6). We include this direct
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Figure 7.6: Model spectrum: Cyan line denotes the total hard Compton emission
from the corona, which illuminates the disc. The solid green line shows the total
soft-Compton emission from the warm material on the disc, which reprocesses all
thermal emission from the underlying thin disc. The dashed lines show the soft-
Compton emission from the 10 constituent annuli in the soft-Compton region. The
seed photon temperature (the blackbody temperature of the underlying disc) and
normalisation of these annuli are modulated by the illuminating hard X-ray emission.
The green and blue bands denote the UVW1 and Swift BAT monitoring bandpasses
used in E17 respectively.
variable emission, so the UVW1 lightcurve is the sum of the contributions in this
band from the primary hard X-ray source, the constant, intrinsic dissipation in the
warm Comptonisation region, and the variable reprocessed flux.
Rather than simulating the driving hard X-ray fluctuations, we use the observed
Swift BAT light curve of NGC 4151 (shown in E17 and in Fig. 7.1a) as the driving
lightcurve. We interpolate this on a grid of 0.05 days, and then re-sample it to
produce give an even sampling of dt = 0.5 days, shown in Fig. 7.7a. This light curve
is fed into our disc reprocessing-warm Comptonisation model, allowing us to predict
the UVW1 light curve from our physical model of the accretion geometry.
Fig. 7.7b shows our resulting UVW1 light curve (red), compared to that observed
(blue). Our simulated UVW1 light curve is very clearly not like the real UVW1 data,
with much more fast variability than is observed. In particular, the peaks at MJDs
57460 and 57485 in the modeled UVW1 curve are completely absent in the observed
UVW1 curve, replaced instead by a single broad peak centered at MJD 57470.
The discrepancy is even clearer in Fig. 7.8, showing the cross-correlation functions
between the hard X-ray curve and the modeled (solid red line) or observed (solid
blue line) UVW1 curves. These CCFs are computed according to the procedure
of GD17, which accounts for the error bar variance. It is clear that the predicted
lag of ∼ 1 day for the simple reprocessing/warm Comptonisation model where the
Comptonisation takes place between 90 and 390 Rg is far shorter than that observed,
and so the model predicts far more correlation between the BAT and UVW1 light
curves than observed. Instead, the data shows much less correlation, with positive
lags between 2 and 15 days. E17 calculate that the Swift BAT band and UVW2
bands are correlated with a significance of only 72% when the red-noise character of
AGN variability is taken into account. We must therefore conclude that the processes
generating the emission in each of these bands are, at best, weakly related, unlike
the extremely strong correlation between all the UVOT bands (E17).
We test the robustness of these timing model results to the input spectral model
in Appendix 7.6.1. There we show an extreme model, where including additional
reddening allows the intrinsic SED of these data to be fit with no warm Compton
zone. In this case, rwarm = rhot = 60−70 Rg, so the UV emitting material is even closer,
resulting in an even stronger and faster reverberation signal which is even more
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Figure 7.7: Top panel: Re-binned and interpolated Swift BAT light curve. Bottom
panel: Re-binned and interpolated UVW1 light curve in blue. The predicted UVW1
light curve resulting from the model assuming disc illumination driving warm Comp-
tonisation is denoted in red. The lack of agreement between the data and model are
clear.
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Figure 7.8: Normalised cross-correlation functions between the Swift BAT light
curve and UVW1 observed light curve (blue), and the Swift BAT light curve and
modeled UVW1 light curve (red).
inconsistent with the observed variability. We conclude that if the UV is powered
by optically thick emitting material then it must be present at radii significantly
below 1 light-day (440 Rg), irrespective of whether it emits as blackbody or warm
thermal Comptonisation. Yet such material in a disc-like geometry is strongly ruled
out by the variability. The results presented in this section are therefore robust to
the SED decomposition, as all reprocessing taking place in this class of models must
be on sub-day time-scales.
7.3.1 The disconnect between the hard X-rays and UV
Our spectral model gives a good description of the broad band continuum in NGC
4151 during this campaign, where the UV continuum comes from a region of warm
Comptonising material. It also predicts the UVW1 variability from the assumed
disc geometry and emissivity, which place this material at r = 90 − 390. However
this picture is wholly ruled out by the observed UVW1 light curve, which exhibits
much less of the fast variability predicted by the model in Fig. 7.7, and is instead
dominated by variability on longer timescales, up to 15 days (Fig. 8).
Instead, we conclude that our model of the accretion flow is wrong; it overesti-
mates the amount of fast variability, and underestimates the slow variability. This
all points to there being an additional spectral component in UVW1, which is slowly
variable, and which replaces part of the fast-responding outer disc/warm Compton-
isation in the current spectral decomposition. Fig. 7.8 shows that there is a broad
lag signature from 2 − 15 days, a timescale which neatly encompasses the size scale
of the BLR in this source, with HeII measured at 2−3 light days, Hβ at 6 light days
and Hα at 11 light days (Peterson & Horne 2004), all of which are substantially
smaller than the IR torus size scale of 40 light days (Oknyansky et al. 2014).
A potential contribution from diffuse emission from the BLR was first identified
by Korista & Goad (2001), and given strong impetus by the intensive monitoring
campaign results which pointed to longer response time scales than expected from
the disc (E17, see their Fig. 5). In NGC 4593, McHardy et al. (2017) also identified
a slowly reverberating UVW2 component with a delay consistent with the BLR,
once variations shorter than 5 day timescales were filtered out. Similar results are
also seen in the sparser data of Chelouche, Nun˜ez & Kaspi (2018), where they
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derive a spectrum of the slowly reverberating component in the optical and identify
this with the BLR. Lawther et al. (2018) show predictions for the diffuse BLR
flux for clouds of different densities. It is mainly composed of a series of radiative
recombination continua - most obviously at the Balmer and Paschen limit - as well as
free-free continua (as was suggested by Barvainis 1987!). This non-blackbody shape
is important, as a key problem with blackbody thermalisation is that this gives
temperatures which are too low to contribute to UVW1 for the large size scales
required by the lags (GD17). Conversely, material at high enough temperature
to contribute blackbody radiation to UVW1 would have too small an area for the
required luminosity (GD17).
7.4 Recovering the impulse response function
The conclusion that there is an additional optical/UV component from the BLR
means that the accretion continuum contribution in our spectral fit is overestimated.
Here we attempt to separate out the contribution of this new component. We assume
that the UVW1 flux can be split into: a constant component, carrying a fraction
fc of the average UVW1 flux; a slowly variable fraction due to reprocessing from
large scales, fs; and the remaining fraction, (1 − fc − fs), which is fast-varying from
either a direct contribution of the hard X-rays in the UVW1 band its reprocessing
on the optically thick disc/warm Compton (lagged and smoothed by the light travel
time of less than 1.5 days). For simplicity we combine both of these fast variability
components together. This means that the UVW1 emission is described by
FUVW1(t)
< FUVW1(t) >
= fc+ fsIRF(t) ~
FBAT (t)
< FBAT (t) >
+ (1 − fc − fs) FBAT (t)
< FBAT (t) >
.
(7.4.5)
We first assume that the slow response function is a Gaussian, so IRF(τ) = e
(τ−µ)2
2σ2
where µ is the centroid and σ2 is the variance. The observed slow response has a
contribution up to ∼ 20 days (see Fig. 7.8) so we calculate the IRF out to 30 days.
This means that we have to discard the initial 30 days of the UVW1 lightcurve, as
it depends on the X-ray lightcurve prior to the monitoring campaign. We calcu-
late the resulting truncated UVW1 lightcurve, minimising χ2 between our predicted
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Figure 7.9: Modeled UVW1 light curve using phenomenological impulse responses
to the BAT curve. Panel (a): Red, solid line denotes the impulse response function
used to fit the UVW1 light curve, composed of a sum of two Gaussians. The dashed
lines denote the two constituent Gaussians which compose this function. Panel (b):
More sophisticated impulse response function used to fit the UVW1 light curve, with
functional form in equation (7.4.6). Panel (c.i): Re-binned and interpolated Swift
BAT light curve. Panel (c.ii): Re-binned and interpolated observed UVW1 light
curve in blue. Modeled UVW1 light curves denoted in red and green, where the UV
emitting component is directly modulated by the Swift BAT lightcurve convolved
with either the IRF of panel (a) (red) or panel (b) (green).
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lightcurve and the data to determine the best fit fc, fs and IRF parameters. How-
ever for a single Gaussian IRF this gives an unacceptable fit (χ2/d.o. f . = 316/75),
so we instead use the observed double peaked CCF (Fig. 7.8) to guide our choice of
a double-Gaussian for the IRF. This requires three additional parameters (a relative
normalisation, K2, as well as the additional Gaussian centroid and variance). This
now gives a good description of the lightcurve, with the model shown as the red line
in Fig. 7.9c.ii, with associated IRF in Fig. 7.9a, and χ2/d.o. f . = 52/72.
We also test a more sophisticated IRF with more free parameters. Motivated by
the shape of the observed CCF in (Fig. 7.8) we replace the Gaussian functions with
exponentially modified Gaussians, characterised by rates λ1 and λ2, so that
IRF(τ) = I
e λ12 (2µ1+λ1σ21−2τ) erfc µ1 + λ1σ21 − τ√
2σ1

+K2e
λ2
2 (2µ2+λ2σ22−2τ) erfc
µ2 + λ1σ22 − τ√
2σ2
 . (7.4.6)
Here er f c is the complementary error function, and I normalises the IRF such that
its integral is unity as required. This gives a better fit to the UVW1 lightcurve (IRF
in Fig. 7.9b green line in Fig. 7.9c.ii), but only by ∆χ2 = 10 for the two additional
free parameters. Over-fitting the data is clearly an issue, but we show this in order
to show the size of systematic uncertainty on the IRF, fc and fs.
To test the validity of the derived fractions and IRF, we now include 40 days of
UVW1 data prior to the beginning of the 2016 campaign by extending the Swift BAT
lightcurve back in time using the standard all sky monitoring data. Since the Swift
BAT instrument is a large sky monitor (covering a quarter of the sky at any given
time), we can do this without sacrificing signal-to-noise at earlier times. We then
interpolate within this lightcurve to produce an X-ray lightcurve on an equivalent
time grid to the 2016 campaign data, facilitating the IRF fit. This extension of the
BAT data to earlier times allows us to compare our predictions to the most important
feature in the UVW1 lightcurve, namely the large rise around MJD 57460. We re-
run both IRF models to fit the entire UVW1 lightcurve. The exponentially modified
double Gaussian IRF yields ∆χ2 = 30 better than the double Gaussian case, so we
show this alone in Fig. 7.10. The fit now gives a good description of the main
features of the entire UVW1 lightcurve (χ2/d.o. f . = 145/126).
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Figure 7.10: Modeled UVW1 light curve using exponentially-skewed Gaussian re-
sponse to the BAT curve input, for the entirety of the pointed campaign. Panel (a):
IRF used to fit the UVW1 light curve, with functional form in equation (7.4.6).
Panel (b.i): Re-binned and interpolated Swift BAT light curve from the 2016 pointed
campaign denoted in blue. BAT light curve prior to the pointed campaign is shown
in cyan. The inclusion of this data, covering 40 days prior to the beginning of the
2016 campaign allows us to make a prediction for the entire UVW1 curve from the
beginning of the pointed campaign at MJD 57435 onward. Panel (b.ii): Re-binned
and interpolated observed UVW1 light curve in blue. Modeled UVW1 light curve
denoted in green, where the UV emitting component is directly modulated by the
extended Swift BAT lightcurve of panel (b.i), convolved with the IRF of panel (a).
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7.4.1 Physical origin of the derived IRF
The IRFs we have derived in Section 7.4 show that the slow variability can be
matched by reverberation, with 90% of the UVW1 flux predominantly coming from
BLR size scales of 1.5 − 20 light days. Only ∼ 5 − 10% of the UVW1 band emission
can be correlated with the hard X-rays on short timescales. This is a factor 3
smaller than that predicted by the model explored in Section 7.3, but is consistent
with the 9% of UVW1 flux predicted to be contributed directly by the low energy
extension of the hard X-ray component. The hard Compton component shape - well
constrained by the peak in Swift BAT - requires that its seed photons come from
UV energies or below, and so this hard component contribution to UVW1 must
be present. This leaves very little room for any UVW1 contribution from warm
Comptonisation or thermal disc emission from within 1.5 light days (. 650 Rg). The
accretion structure within 1.5 light days is therefore far more consistent with being a
pure radiatively-inefficient accretion flow (RIAF; Yuan, Quataert & Narayan 2003),
where seed photons are generated internally by cyclo-synchrotron emission (Veledina
2016; Inoue & Doi 2018).
We reiterate that in this picture, the lack of short (< 1 light-day) response is
due to there being little-to-no optically thick material on these scales. We illustrate
this geometry in Fig. 7.11, where the inner disc has evaporated into a hot, optically
thin flow which extends out to ∼ 600Rg. This result is indeed corroborated by
the very recent work of Zoghbi, Miller & Cackett (2019), who find no evidence for a
relativistically broadened iron line component after accounting for absorption effects,
and thus no evidence for an inner disc.
Lawther et al. (2018) performed detailed calculations of diffuse emission from
the BLR. They show that while ‘standard’ BLR cloud densities of nH ∼ 1010 cm−3
efficiently produce the observed lines, higher density clouds emit continuum (via
free-free and bound-free interactions) more efficiently than lines. They show that a
population of denser clouds within the BLR produce a substantial diffuse continuum.
Additional evidence for these clouds comes from BLR reverberation studies of NGC
5548. The emission line ‘holiday’, where the high ionisation BLR lines change their
response to the continuum variability, can be explained by changes in dense clouds
on the inner edge of the BLR filtering the continuum seen by the BLR (Dehghanian
Figure 7.11: The geometry we propose to explain both the observed SED and de-
rived impulse response functions. The blue zones denote the radiatively inefficient
accretion flow which emits strongly in the hard X-rays. The red/white circles denote
the broad-line region clumps which reprocess the hard X-ray emission and on which
line emission is excited. The grey zones denote outer disc material from which the
reprocessor clouds may be launched via e.g. a dust driven wind. The existence of
this disc material down to ∼ 500 Rg has been suggested by Miller et al. 2017 from
the velocity width of the Fe Kα line. Wiggly lines denote photons in the optical
(red), UV (green) and hard X-rays (blue) bands, and line emission (purple) which
is preferentially produced on the illuminated (white) side of the BLR clumps.
et al. 2019a; Dehghanian et al. 2019b). In both NGC 4151 and in NGC 5548,
this material is probably the same as that which produces the time variable X-
ray absorption. This is seen as a blue-shifted absorption line against the broad
Hβ emission, indicating that it is part of a dense outflow; as the Hβ line is not
a resonance transition, absorption requires substantial collisional excitation to the
n = 2 level. Dehghanian et al. (2019b) show again that the ratio of continuum to
lines increases as the density increases, with densities higher than nH ∼ 1012 cm−3
producing substantial optical/UV continuum (both free-free and Balmer/Paschen
recombination continua; see their Fig. 3). If the density becomes too high however,
the emission thermalises to a temperature of T < Lcor/(4piR2σS B) ∼ 3500 K - too low
to contribute to the UV band.
In this picture, the double response IRF shape we see in Fig. 7.9b does not
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describe two separate mechanisms, but the distributed response of partially ionised
clouds, from the near and far side of the AGN. This is very similar to the geometry
invoked for the clumpy molecular torus material, but on smaller scales, and we
note the similarity of our IRF to those of the infrared reverberation simulations of
Almeyda et al. (2017; see e.g. their Fig. 7).
To check whether BLR reprocessing of hot flow emission is energetically feasible,
we can consider the energy absorbed by the obscurers in the canonical SED fit. By
computing the hard coronal luminosity before and after obscuration, we find that
35% of the hot coronal power should be absorbed by the obscurers in the canonical
SED decomposition. According to HST extended narrow-line region studies (see
e.g. Kaiser et al. 2000), the narrow-line region cone in NGC 4151 has an opening
angle of approximately 60o. The BLR should fill in the remainder of the sky, so
that it subtends a solid angle of around 11 sr on the hard corona, or 86% of the sky
from the perspective of the central engine. This would imply that 0.86 ∗ 35 = 30%
of the hard coronal power is absorbed by the BLR, or the wind at its inner edge.
Of course since the density of the obscurer is likely to be higher closer to the disc
plane, this intercepted (and reprocessed) power is actually likely to be higher, but it
is already sufficient to reproduce the power in the warm Compton SED component,
which is Lwarm/Lhard = 27.5% of the hard Compton luminosity. There can also be
additional power from reflection of the higher energy flux, so reprocessing can work
energetically.
The fraction of flux which is constant is fc < 0.05, according to the error ranges
shown in Fig. 7.10. We calculate the contribution from the host galaxy in the SED
model (Section 7.2.1). This is ∼ 3% of the UVW1 band in the canonical SED
fit, which is fully consistent with the contribution preferred by the exponentially
modified Gaussian IRF fit to the final lightcurve ( fc = 0+0.05−0.00). A larger constant
UV flux is only allowed in the models which do not include the first 40 days of
data (Fig. 7.9), but we note that any constant UV disc contribution invoked to
explain these higher levels of fc must be accompanied by a comparable level of
fast reprocessing (as established by Sections 7.2-7.3 and Appendix 7.6.1), which is
emphatically disfavored by all IRF fits.
However, one issue with the UV continuum arising mainly from diffuse BLR
emission is that standard BLR reverberation mapping works! That is, the BLR
lines lag the UV continuum, in apparent contradiction to the idea that the opti-
cal/UV continuum is produced within the BLR. For instance, Bentz et al. (2006b)
and De Rosa et al. (2018) find a lag of ∼ 6 days between the Hβ-line and the under-
lying continuum in NGC 4151, implying a physical separation between the optical
continuum and Hβ emission zones. That said, the lines and the diffuse continuum
may have very different radiation patterns and the observed lags can be produced
if the line emission is produced more efficiently from the illuminated front face of
the BLR clouds (the magenta photons in Fig. 7.11), while the diffuse continuum is
predominantly produced on the shaded side. This weights the line response towards
material on the far side of the black hole, while the continuum is weighted to the
near side, with a smaller light travel time delay (red and green photons in Fig. 7.11;
see e.g. Almeyda et al. 2017, comparing Figs. 6 and 7). Indeed the example of a
Hβ lag of 6 days is well within the < 10 day lag margin attributable to anisotropic
clump illumination according to the simulations of Lawther et al. (2018; see their
Fig. 7). On the other hand, if some lines produce a similar radiation pattern to the
diffuse continuum from our perspective, we would predict a negligible lag for these
lines relative to the optical; this is also supported by some observations. Taking
the cases analysed by Peterson & Cota (1988) for instance, the combined HeII lag
measured by Antonucci & Cohen (1983; −1 ± 5 days), and the MgII and CIV lags
measured by Ulrich et al. (1984; 12 ± 20 days, 5 ± 8 days) are all consistent with
zero, as one may expect if these lines are produced co-spatially and aligned with the
diffuse continuum.
7.4.2 Revisiting NGC 5548
GD17 instead proposed that the warm Comptonisation region is vertically extended
(see their Fig. 7b) so that it shields the outer disc from the hard X-ray illumination.
This geometry appeared feasible as the models were based on optxagnf which uses
only a single warm Compton component rather than considering its radial structure
as we do here. In this case our Fig. 7.6 shows that - while the warm Compton
annuli are more luminous at smaller radii - UVW1 has equal contributions from
the all radii. The inner radii could shield the outer radii from the hard X-rays,
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but we would still see the fast reprocessed variability from the inner warm Compton
radii. Self shielding by the warm Comptonisation zone in NGC 4151 cannot hide the
reprocessed signal in our model. Similar considerations show that (with hindsight)
this could not work in NGC 5548 either.
Nonetheless, in NGC 5548 the requirement for X-ray shielding was not so com-
pelling as the X-ray bandpass only extended up to 10 keV, and was clearly affected
by time variable absorption (Mehdipour et al. 2015). Thus it was always possible
in this object that the observed X-ray variability did not track the variability of
the bolometric flux, which peaks at 100 keV, and is unaffected by obscuration. The
lack of a linear IRF between these signals supports this idea (see Appendix 7.6.2).
Thus in NGC 5548 the variable UVW1 and optical emission could both be from
reprocessing on a disc/warm Compton region of the (unseen) 100 keV X-ray flux.
However, the lag between the optical/UV behind the HST far-UV was also too long
by a factor of 2.
GD17 explicitly tested models for the BLR contribution to the lags, and showed
that this did not work to explain the UV-optical lag. However, they used a much
longer lag time of 15 light days - as expected for the Hβ BLR size scale given
the observed luminosity - but not consistent with the actual BLR lag of a few
days measured during the NGC 5548 campaign (Pei et al. 2017, their Fig. 13; De
Rosa et al. 2018). They also assumed the spectrum of the BLR was dominated by
the observed spectral features, rather than being a diffuse continuum from higher
density clouds, and thus they underestimated the contribution of the reprocessed
BLR flux. Their reverse engineered transfer functions showed that the lag of the UV
and optical required material at a few light days, consistent with the observed BLR
size scale in these data. However, for blackbody (rather than diffuse) emission, the
thermalisation temperature is too low, which caused them to discount this possibility.
In retrospect it seems more likely that the NGC 5548 monitoring campaign was
sampling an AGN with a similar geometry to that which we have concluded for
NGC 4151. It was at a similarly low Eddington luminosity of ∼ 0.03LEdd, its broad
Hβ line is almost as weak as that in NGC 4151 (De Rosa et al. 2018), while the lack
of fast variability in the UV was clear (see light curves in Fig. 7.13b). But unlike
NGC 4151, the periods of significant de-correlation in NGC 5548 also suggest that
absorption variability played a major role in disconnecting the hard X-rays from the
UV in that source.
7.5 Conclusions
We have built a full spectral-timing model to predict the UV lightcurve from the
observed hard X-ray lightcurve in NGC 4151. The model is based on a (truncated)
disc and warm Comptonisation region illuminated by the hard X-ray source. En-
ergetically, the X-ray luminosity requires all of the gravitational energy released
within the inner 90 Rg, whereas the UV can be produced by the same accretion rate
through the truncated disc/warm Compton region at larger radii, between 90 and
390 Rg. We use this geometric/energetic model to predict the light curve in the
UVW1 band arising from illumination of the warm Compton/thin disc structure by
the coronal hard X-rays. The changing hard X-ray luminosity drives variations in
heating of the warm Comptonising material above the disc, as well as variations in
its seed photons due to reprocessing. We show that such a geometry entirely fails to
reproduce observed UVW1 variability from the observed hard X-ray (15 − 50 keV)
variability. In particular, a disc geometry strongly over-predicts the coherence be-
tween these signals and under-predicts the lag. Optically thick material within a few
hundred Rg should respond on timescales of less than 1 − 2 days and be smoothed
on this timescale by the light travel time across the region. This predicts that the
UV and X-ray lightcurves should be strongly correlated on timescales shorter than
1.5 days, yet the data show only a weak correlation. The Swift BAT band traces the
bolometric luminosity of the source (unlike the ‘hard’ X-ray band of the Swift XRT
which can be affected by the time variable absorption), and therefore the discrep-
ancy between the model and data seen here provides the strongest confirmation yet
shown that the geometry of the hard X-ray and UV sources cannot be as simple as
that of a compact hot diffuse corona/lamppost illuminating optically thick material
within a few hundred Rg.
Instead, we find that the UV can be produced by reprocessed X-ray flux in
material on size scales of the BLR. This material cannot be emitting blackbody
radiation as the resulting temperatures would be too low at this size scale. However,
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dense clumps (n > 1012−15 cm−3) which are optically thin rather than thick could
produce a diffuse recombination continuum rather than lines or blackbody emission,
as suggested by Korista & Goad (2001) and Lawther et al. (2018). Such material
is seen in the line of sight as the complex, mainly neutral, X-ray absorber and
is also imprinted on the optical emission lines as the Hβ absorption. Following
Dehghanian et al. (2019a/b) we identify this with a wind on the inner edge of the
BLR. We suggest that this is also the inner edge of the optically thick accretion
disc, so that inwards of this there is only the hot, optically thin gas from which the
hard X-rays originate. This interpretation is supported by Chandra grating data
which suggest that the ‘narrow’ Fe Kα line is produced by thermal disc material
extending no further in than 500 Rg at this luminosity (Miller et al. 2017), as well
as by the recent work of Zoghbi, Miller & Cackett (2019), who find no evidence of
relativistic Fe Kα line broadening associated with an inner disc. Higher spectral
resolution observations with the X-ray Imaging and Spectroscopy Mission (XRISM;
JAXA/NASA, probable launch 2022) and the Advanced Telescope for High-Energy
Astrophysics (ATHENA; ESA, probable launch 2030) will undoubtedly reveal this
structure in more detail.
7.6 Appendix
7.6.1 Physical modeling with no soft excess region
In this Appendix we highlight that the modeled UVW1 curve we recovered in Sec-
tion 7.3 is insensitive to the form of accretion disc assumed at small radii, such that
even if the disc within 1 light day does not have a warm Compton atmosphere, the
fact that it must dominate the UV band means that the resultant UVW1 curve is
still strongly dissimilar to the data.
If our data have undergone more complex reddening than we anticipated in
Section 7.2, it becomes possible that there is no warm Compton component at all,
and the intrinsic SED is actually dominated by only a thermal Shakura-Sunyaev disc
and a hard Compton component. By including a second, multiplicative zredden
component in addition to the other components listed in Section 7.2.1, and tying
rwarm to rhot, we find that we can in fact fit the spectrum with the same quality as
Figure 7.12: Panel (a.i) shows the intrinsic SED for NGC 4151 in the case that
there is no warm Compton zone, and the spectrum is only composed of a thermal
disc illuminated by a central hard Compton source at a height of hcor = 10 above
the black hole. Constituent thermal disc annuli are shown as dashed lines. Like
the canonical model, this geometry also produces a very poor match to the true
(blue) UVW1 curve in panel (a.iii), where we see that the modeled (red) curve has
a lot more of the hard Compton variability on short timescales than we find in the
data. Panels (b.i-iii) show the same model setup only now with the central source at
hcor = 100, showing an even greater disparity with the UVW1 data in panel (b.iii).
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the canonical model, now omitting the warm Compton zone. We show the intrinsic
SED (not including the complex absorption, host galaxy dilution and reddening) in
Fig. 7.12a.i, where we have fixed the coronal height to hcor = 10, and the fit inner
disc radius is 60 Rg. We see in panel (a.iii) that the predicted light curve from this
geometry is nothing like that which is observed. The disparity becomes far more
pronounced when the coronal height is increased to hcor = 100 in panels (b.i-iii),
where the variability amplitude as well as shape is now entirely wrong.
Combined with the results of Sections 7.2 and 7.3, we conclude with a high degree
of certainty that, as long as optically thick material at sub-light-day size scales
dominates the UV band - whether that material is thermal or weakly Comptonised
- these geometries will fail to correctly predict the UV light curve, and so should be
ruled out.
7.6.2 Impulse response recovery in NGC 5548
Here we apply the impulse response recovery method of Section 7.4 to the 2014
UVW1 and Swift XRT light curves of NGC 5548 (Edelson et al. 2015), originally
investigated with physical modeling efforts in GD17. In that work it was found that
the sharply peaked variations in the 0.8−10 keV band and lack thereof in the UVW1
band resulted in the simple disc reverberation model failing to replicate the UVW1
curve from the hard X-ray input. We therefore test whether the phenomenological
model used here can recover the UVW1 curve (and associated impulse response)
when the driving signal is associated with the 0.8 − 10 keV band in NGC 5548.
We assume integrated hard Compton-to-disc contributions in the UVW1 band
using the SED of Fig. 3(a) of GD17, and that the 0.8 − 10 keV band is contributed
to exclusively by the hard Compton component. Equation (7.4.5) therefore applies.
We also prescribe the exponentially modified double-Gaussian functional form for
the impulse response for maximum fit freedom, so that equation (7.4.6) applies.
We find that this technique is unable to reproduce the UVW1 light curve from
the hard X-ray input, as shown by the highly contrasting UVW1 light curves in
Fig. 7.13b.ii. No matter the shape of the impulse response function, the highly
peaked hard X-ray light curve cannot be smoothed sufficiently to reproduce the
UVW1 light curve without inducing a strong lag, which the observed light curves do
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Figure 7.13: Modeled UVW1 light curve using phenomenological impulse responses
to the Swift XRT X3 curve for the NGC 5548 data of Gardner & Done (2017; from
Edelson et al. 2015). Panel (a): Impulse response function used to fit the UVW1
light curve, with functional form in equation (7.4.6). Panel (b.i): Interpolated Swift
XRT X3 light curve. Panel (b.ii): Interpolated observed UVW1 light curve denoted
in blue. Modeled UVW1 light curves denoted in green, where the UV emitting
component(s) is directly modulated by the Swift XRT X3 lightcurve convolved with
the IRF of panel (a). Panel (c): Cross correlation functions between Swift XRT X3
and UVW1 light curves. The observed CCF is denoted in blue. The modeled CCF
resulting from the IRF in Panel (a) is denoted in green.
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not appear to exhibit. We therefore end up with a model UVW1 curve which exhibits
only a short lag as required, but with insufficient smoothing. Furthermore, other
features in the observed UVW1 curve (e.g. the peak at 115 days) have absolutely no
counterpart in the hard X-ray light curve, adding to the weight of evidence which
suggests the sources of emission in these bands do not continuously communicate in
NGC 5548, seemingly unlike in NGC 4151.
Chapter 8 Concluding remarks
In this thesis, I have attempted to combine data in the spectral and timing domains
to jointly constrain the accretion geometry around black holes, first in Galactic
sources, and then in AGN.
8.0.1 On the BHBs
In Chapters 3-5, I developed a model which aims for full consistency between the
components inferred from time-averaged spectral fitting and those used in a trun-
cated disc/hot flow accretion structure which predicts the timing properties. In
Chapter 3 I established that the canonical picture of a Compton-hot flow - where m˙
variability is produced at equal levels per radial decade and the emission scales with
gravity - cannot reproduce the energy-dependent timing statistics for the bright hard
state in Cygnus X-1. This was despite it having been successful in reproducing the
energy-independent variability in XTE J1550-564, in Ingram & Done (2011, 2012a).
In Chapter 4 I therefore augmented this model to include radially dependent vari-
ability, emissivity and damping profiles, and a time-averaged spectrum constrained
by the Fourier-resolved spectra, before fitting it directly to the PSDs and lags. This
was only feasible after I re-wrote the model to be completely analytical and therefore
fast, as opposed to the old method which relied on producing many random-number
realisations of the periodogram. This fit the data reasonably well, although degen-
eracies remain between the speed of viscous transport and the hot flow size scale.
Therefore in Chapter 5, I extended the model again to include disc reverberation,
which provided additional constraints on the flow size scale, as well as incorporating
moderate turbulence in the thermal disc component, as predicted by the covariance
spectra in GX 339-4 and sources. The technique of fitting to the PSDs and inter-
band lags resulted in good fits to these statistics in tandem with the time-averaged
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spectra, and the resulting fit parameters also predicted the lag-energy spectra cor-
rectly, albeit with a lag-energy slope in the fastest variations which was shallower
than observed. Following this, I provided some higher frequency predictions of ob-
servations of GX 339-4 in a frequency band which is obtainable by the NICER
instrument.
The final model is the first to attempt to map the radial structure of the flow,
by aiming to fit the spectral and timing statistics at once. It has some success
toward this end. However, certain model features remain absent, in particular, the
likely changing shape of the Compton components as a function of time (spectral
pivoting). We should expect such pivoting if thermal disc variations first illuminate
the hot flow, producing an increase in the Compton seed photon flux/temperature,
before the associated mass accretion rate fluctuation propagates into the flow some
time later to increase the Comptonising electron temperature. In the relativistic
reflection models of Mastroserio et al. (2018, 2019), phenomenologically modelled
spectral pivoting produces the continuum variations which are then reverberated
from the thin disc. In that work, they show that the inclusion of spectral pivoting
can steepen the fast lag-energy profile; given that the fast lag-energy profile we
predict in Chapter 5 is too shallow, it seems that the inclusion of pivoting may be the
way to correct this hard lag. In fits to Cygnus X-1 also, we saw another discrepancy
which may be remedied by seed photon illumination and pivoting. In Chapter 4,
we found that it was necessary to suppress the low-frequency normalisation in the
higher energy band PSDs via fluctuation damping, but this had the negative side-
effect of inducing quite different low-frequency PSD slopes between bands, while
the data appeared to maintain the PSD shape at low frequencies between bands.
Direct seed photon illumination of the hard Compton components by the disc/soft
Compton zone prior to the m˙ fluctuation may also be the solution to this issue, as
this would provide a way to transmit correlated variability on the light travel time
between hard and soft bands.
Additionally, the model I have presented here does not fully account for the
time-dependent variation in the disc ionisation state. In Chapter 5 I crudely showed
that variations of the disc ionisation profile may help to match the lag-energy profile
of the Fe Kα line. However this mainly serves to motivate an exact inclusion of the
mechanism, demonstrating that fairly minor changes in the disc ionisation level can
result in quite major changes in the reflection shape, thus the lag-energy spectra
near the iron line. Furthermore, it is also currently difficult to explain the persistent
broad component in the time-averaged iron profile across the transition (Kara et al.
2019) in a model where a disc of constant ionisation becomes more truncated. That
said, if the reverberation (and thus the ionisation profile) varies with a larger rms as
the disc truncates more, we may speculate that this could broaden the time averaged
iron-line profile, even as the gravitational broadening becomes less important.
Ultimately, the hot flow/truncated disc model expounded upon in this thesis has
challenges to overcome with regard to the time-averaged and lag behaviour near the
iron line, as well as the curious shapes of the power spectra in bright hard state cases,
as here in Cygnus X-1. On the other hand, models whereby the hard Comptonisation
takes place in a vertically offset corona have other issues to address; in particular,
the origin of the broadband variability, and the maintenance of a hard Compton
power law in full view of the thermal disc. However I do not view these models
as diametrically opposed, but more likely that reality incorporates some element of
both models, which must be constrained with yet more complete modeling.
As a speculative wish-list, a fully general spectral-timing model of the hard state
should ideally include: the impulse response to seed photon illumination of the
Comptonising electrons (e.g. Chainakun et al. 2019); radial and vertical extension
to the Comptonising source (e.g. Rapisarda, Ingram & van der Klis 2017b); the
separate seed photon sources from the disc and cyclo-synchrotrons (e.g. Veledina
2018); a time-dependent treatment of the disc ionisation; m˙ fluctuation propagation
with damping and variability enhancement through the disc and Compton zone,
and finally disc reverberation, likely in full GR (e.g. Mastroserio, Ingram & van der
Klis 2019). To reliably build such a model - one which runs much faster than its
GRMHD counterpart - would be a heroic feat indeed, but with each attempt over
the past 10 years, this goal has moved slowly closer to reality.
Of course as models have inched toward this goal, we have seen (as here) a growth
in the parameter space, and so to harness all of the cross-spectral information and
maximise the constraining power, future models should be fit directly to the real and
imaginary parts of the complex covariance at a range of energies and frequencies.
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Following the completion of work on the BHB section of this thesis, Ingram et al.
(2019) showed that using the complex covariance is superior to fitting to the vari-
ability amplitude and lags, in that it preserves the linearity inherent in the Fourier
transform, and so one can account for effects such as the instrument response more
easily. However, it is also vital that the results of these highly involved modeling
efforts remain transparent to the wider accretion community, by presenting statistics
more familiar to observers, such as the power spectra, time lags, and time-averaged
spectra. If a model is unable to make predictions for these widely understood statis-
tics, it may go underappreciated even if the underlying physics is accurate to the
source.
8.0.2 On the AGN
I extend the spectral-timing approach to the supermassive black holes in Chapter 7.
There, I present a time-domain model for the time-averaged spectra, UV light curve
and cross-correlation function seen in the Type-1 AGN NGC 4151, which was accret-
ing at an Eddington fraction of ∼ 0.014. This model was based on our best current
understanding of how the soft X-ray excess emerges in these sources, whereby an
optically thick, Comptonising atmosphere lies over the inner parts of the thermal
disc. The SED fit for these observations indicated that this soft X-ray disc extends
down to a truncation radius of 90 Rg in this source, expanding into an optically thin
flow interior to this. Following this I considered the expected reverberation from the
soft X-ray/thermal disc in this geometry, showing that the resulting UV light curve
is entirely inconsistent with that observed. The subsequent analysis showed that -
assuming that the hard X-ray source is centered near the black hole and produces
the hard X-rays we observed, there can be almost no optically thick (optical/UV-
emitting) material within ∼ 500 Rg. If there were, this would increase the amplitude
of the rapidly varying component in the UV/optical lightcurves far beyond the level
allowed by the data. Instead, we conclude with a picture where optically thin ma-
terial constitutes the accretion structure between the ISCO and ∼ 500 Rg in this
source, extending close to the inner edge of the BLR. We are ultimately able to
make the above statements with more confidence than those made in NGC 5548,
due to the very high band pass of Swift BAT providing us with a unique view on the
hard X-ray flux, free of absorption or dilution. In the new scenario, the BLR itself
produces much of the UV continuum in the form of diffuse emission first posited
by Korista & Goad (2001). The presence of this diffuse component has been con-
firmed observationally in the influential work of Chelouche, Nun˜ez & Kaspi (2018),
although not to the same level that we require to match the UV in NGC 4151.
The picture we arrive at in this AGN is therefore both similar and different to
the picture which seems to match the BHB statistics. It seems in NGC 4151 that
we do indeed have a truncated disc, replaced by optically thin material possibly
akin to a hot flow. However the disc truncation/outer flow radius we predict for
NGC 4151 is 500 Rg - clearly much larger than those radii predicted for the BHBs
(rtrunc ∼ 15 − 20). This may be a consequence of the lower disc density in AGN
permitting a decoupling of the electron and proton temperatures up to much larger
radii, and thus a vertical expansion to the disc in this region, resulting in an optically
thin flow. The physical reasoning remains speculative however. Further intensive
campaigns on other AGN are necessary to build a better picture of the accretion
structure, particularly at low luminosities. Such studies are ongoing, such as the
unprecedented > 2 year campaign on the unobscured AGN Fairall 9 by Edelson et
al. (in prep).
The wealth of new data inbound for BHBs (from NICER and the X-ray Imag-
ing and Spectroscopy Mission, XRISM) and for AGN (from continuous monitoring
HST/Swift/ground-based campaigns) means that the imperative is now on the mod-
eling community to keep up: to find new statistics which probe new correlations, to
build models which include the many physical processes likely at work, and which
harness all of the data self-consistently. As modelers of the inner accretion zone,
the next decade will also see it become more and more important to tie our models
of the inner accretion structure into those designed for other bandpasses (e.g. the
infrared from the outer disc and jet: Jamil et al. 2010; Malzac 2013; Vincentelli et
al. 2019). Doubtless though, even as our models of accretion and ejection become
more integrated and expansive, Nature will surprise us with fresh observations which
bring us back to the whiteboard once again.
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