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1 Introduction
Hyperbolic manifolds have been studied in complex analysis as the general-
izations of hyperbolic Riemann surfaces to higher dimensions. Moreover, the
theory of hyperbolic manifolds is closely related to other areas (cf. eg. [11]).
However, only very few quasi-projective (non closed) hyperbolic manifolds
are known. But one still believes that e.g. the complements of ‘most’ hy-
persurfaces in Pn are hyperbolic, if only their degree is at least 2n+1, more
precisely:
Conjecture 1.1 Let C(d1, . . . , dk) be the space of k tupels of hypersurfaces
Γ = (Γ1, . . . ,Γk) in Pn, where deg(Γi) = di. Then for all (d1, . . . , dk) with
1
∑k
i=1 di =: d ≥ 2n+1 the set H(d1, . . . , dk) = {Γ ∈ C(d1, . . . , dk) : Pn \
⋃k
i=1 Γi
is complete hyperbolic and hyperbolically embedded} contains the complement
of a proper algebraic subset of C(d1, . . . , dk).
For complements of hypersurfaces in Pn this was posed by Kobayashi as
‘Problem 3’ in his book [10], and later by Zaidenberg in his paper [16].
In this paper, we shall deal with the complements of plane curves i.e. the
case n=2.
Other than in the case of 5 lines (C(1, 1, 1, 1, 1)), the conjecture was previ-
ously proved by M. Green in [8] in the case of a curve Γ consisting of one quadric
and three lines (C(2, 1, 1, 1)). Furthermore, it was shown for C(d1, . . . , dk),
whenever k ≥ 5, by Babets in [3]. A closely related result by Green in [7] is
that for any four non-redundant hypersurfaces Γj, j = 1, . . . 4 in P2 any entire
curve f : C → P2 \
⋃4
j=1 Γj is algebraically degenerate. (The degeneracy locus
of the Kobayashi pseudometric was studied by Adachi and Suzuki in [1], [2]).
In fact, for generic configurations, any such algebraically degenerate map is
constant, hence the conjecture is true for any family C(d1, . . . ,
dk) with k ≥ 4 (cf. cf. Theorem 5.1). This includes the case of a curve Γ
consisting of 2 quadrics and 2 lines. We also give another proof of Green’s re-
sult, which yields a slightly stronger result related to the statement of a second
main theorem of value distribution theory in this situation.
It seems that the conjecture is the more difficult the smaller k is. Already
the case k=3 seems to be very hard: In 1989 H. Grauert worked on the case
of a curve Γ consisting of 3 quadrics, i.e. C(2, 2, 2), in [5], using sophisti-
cated differential geometric methods including Jet-metrics. We believe that
the methods developed there might be suited for proving major parts of the
conjecture. For the time being, however, certain technical problems still exist
with these methods including the case C(2, 2, 2).
The main result of this paper (Theorem 7.1) is a proof of the conjecture
for 3 quadrics. Our methods are completely different from those used in [5]
— instead of differential geometry we use value distribution theory: For any
pair of quadrics which intersect transversally, there are 6 lines through the
intersection points, out of which 4 are in general position. We first show that
we can assign a set of 12 lines in general position to any generic system C of 3
quadrics. Let f : C → P2\C be an entire holomorphic curve. Our method now
essentially consists of showing that the defect of f with respect to the above
12 lines had to be at least equal to 4 unless f is algebraically degenerate. (For
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technical reasons our exposition is based on the Second Main Theorem rather
than the defect relation). The last step is to show that this fact is actually
sufficient for generic complements of 3 quadrics to be complete hyperbolic and
hyperbolically embedded.
For C(2, 2, 1), i.e. two quadrics and a line, our result states the existence
of an open set, which contains a quasi-projective set of codimension one, of
configurations, where the conjecture is true (Theorem 8.11). The somewhat
lengthy proof is based on a generalized Borel lemma. With the same meth-
ods we prove that also the complement of three generic Fermat quadrics is
hyperbolic.
The paper is organized as follows: In section 2 we collect, for the con-
venience of the reader, some basics from value distribution theory, and, in
section 3, some consequences from Brody’s techniques for later reference. In
section 4 we prove some ‘algebraic’ hyperbolicity of generic complements of
certain curves. Next, in section 5 we prove Theorem 5.1. In section 6 we study
linear systems of lines associated to systems of 3 quadrics. Section 7 contains
the proof of Theorem 7.1. In section 8 we treat complements of two quadrics
and a line and complements of three Fermat quadrics.
The first named author would like to thank S. Frankel (Nantes), H. Grauert
(Go¨ttingen), S. Kosarew (Grenoble) and M. Zaidenberg (Grenoble) for valu-
able discussions, the Department of Mathematics at Notre Dame for its hospi-
tality, and the DFG, especially the ‘Schwerpunkt Komplexe Mannigfaltigkei-
ten’ in Bochum for support. The second named author would like to thank
H. Grauert, W.Stoll (Notre Dame) and M.Zaidenberg for valuable discussions,
and the Department of Mathematics at Notre Dame and the SFB 170 in
Go¨ttingen for its hospitality and the Schwerpunkt ‘Komplexe Mannigfaltig-
keiten’ for support. The third named author would like to thank the SFB 170
and the NSF for partial support.
2 Some tools from Value Distribution The-
ory
In this section we fix some notations and quote some facts from Value Distri-
bution Theory. We give references but do not trace these facts back to the
original papers.
We define the characteristic function and the counting function, and give
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some formulas for these.
Let ||z||2 =
∑n
j=0 |zj|
2, where (z0, . . . , zn) ∈ C
n+1, let ∆t = {ξ ∈ C : |ξ| <
t}, and let dc = (i/4π)(∂ − ∂). Let r0 be a fixed positive number and let
r ≥ r0. Let f : C → Pn be entire, i.e. f can be written as f = [f0 : . . . : fn]
with holomorphic functions fj : C → C , j = 0, . . . , n without common zeroes.
Then the characteristic function T (f, r) is defined as
T (f, r) =
∫ r
r0
dt
t
∫
∆t
ddc log ||f ||2
Let furthermore D = {P = 0} be a divisor in Pn, given by a homogeneous
polynomial P . Assume f(C) 6⊂ support(D). Let nf (D, t) denote the number
of zeroes of P ◦ f inside ∆t (counted with multiplicities). Then we define the
counting function as
Nf (D, r) =
∫ r
r0
nf(D, t)
dt
t
Stokes Theorem and transformation to polar coordinates imply (cf. [15]):
T (f, r) =
1
4π
∫ 2π
0
log ||f ||2(reiϑ)dϑ+O(1). (1)
The characteristic function as defined by Nevanlinna for a holomorphic
function f : C → C is
T0(f, r) =
1
2π
∫ 2π
0
log+ |f(reiϑ)|dϑ.
For the associated map [f : 1] : C → P1 one has
T0(f, r) = T ([1 : f ], r) +O(1) (2)
(cf. [9]).
By abuse of notation we will, from now on, for a function f : C → C, write
T (f, r) instead of T0(f, r). Furthermore we sometimes use N(f, r) instead of
Nf([z0 = 0], r).
The concept of finite order is essential for later applications.
Definition 2.1 Let s(r) be a positive, monotonically increasing function de-
fined for r ≥ r0. If
lim
r→∞
log s(r)
log r
= λ
then s(r) is said to be of order λ. For entire f : C → Pn or f : C → C we say
that f is of order λ, if T (f, r) is.
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Remark 2.2 Let f = [f0 : . . . : fn] : C → Pn be a holomorphic map of finite
order λ. Then log T (f, r) = O(log r).
We need the following:
Lemma 2.3 Assume that f : C → Pn is an entire map and misses the divisors
{zj = 0} for j = 0, . . . , n (i.e. the coordinate hyperplanes of Pn). Assume that
f has order at most λ. Then f can be written as f = [1 : f1 : . . . : fn] with
fj(ξ) = e
Pj(ξ), where the Pj(ξ) are polynomials in ξ of degree dj ≤ λ.
Proof: We write f = [1 : f1 : . . . : fn] with holomorphic fj : C → C \ {0}.
Now we get with equations (1) and (2) for j = 1, . . . , n:
T (fj , r) = T ([1 : fj ], r) +O(1) ≤ T (f, r) +O(1),
hence the fj are nonvanishing holomorphic functions of order at most λ. This
means that
lim supr→∞
T (fj, r)
rλ+ǫ
= 0
for any ǫ > 0. From this equation our assertion follows with the Weierstraß
theorem as it is stated in [9]. ⊓⊔
The previous Lemma is helpful because we can use it to ‘calculate’ T (f, r)
by the Ahlfors-Lemma (cf. [14])
Lemma 2.4 Let P0, . . . , Pn be polynomials of degree at most λ ∈ N . Let αj ∈
C be the coefficients of xλ in Pj (possibly equal to zero). Let L(α0, . . . , αn) be
the length of the polygon defined by the convex hull of the α0, . . . , αn. If
f = [eP0 : . . . : ePn] : C → Pn
then
lim
r→∞
T (f, r)
rλ
=
L(α0, . . . , αn)
2π
We state the First and the Second Main Theorem of Value Distribution
Theory which relate the characteristic function and the counting function (cf.
[13]):
Let f : C → Pn be entire, and let D be a divisor in Pn of degree d, such
that f(C) 6⊂ support(D). Then:
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First Main Theorem
Nf(D, r) ≤ d · T (f, r) +O(1)
Another way of stating this theorem is the following: The quantity
δf (D) = lim inf
r→∞
(
1−
Nf (D, r)
d · T (f, r)
)
is called defect of D with respect to f . Then
δf (D) ≥ 0.
Assume now that f(C) is not contained in any hyperplane in Pn, and let
H1, . . . , Hq be distinct hyperplanes in general position. Then
Second Main Theorem
(q − n− 1)T (f, r) ≤
q∑
j=0
Nf (Hj, r) + S(r)
where S(r) ≤ O(log(rT (f, r))) for all r ≥ r0 except for a set of finite Lebesque
measure. If f is of finite order, then S(r) ≤ O(log r) for all r ≥ r0.
We examine how the characteristic function behaves under morphisms of
the projective space:
Lemma 2.5 Let
R = [R0 : . . . : RN ] : Pn → PN
be a morphism with components of degree p, and let f : C → Pn be entire.
Then
T (R ◦ f, r) = p · T (f, r) +O(1)
Proof: Define
µ([z0 : . . . : zn]) =
|R0|
2 + . . .+ |RN |
2
(|z0|2 + . . .+ |zn|2)p
Since R is a morphism the Rj, j = 0, . . . , N have no common zeroes, hence
there exist constants A,B > 0 with 0 < A ≤ µ ≤ B on Pn. From that and
equation (1) we get:
T (R◦f, r)−p·T (f, r) =
1
4π
∫ 2π
0
(log ||R◦f ||2(reiϑ)−p·log ||f ||2(reiϑ))dϑ+O(1)
=
1
4π
∫ 2π
0
log(µ ◦ f)(reiϑ)dϑ+O(1)
In the last term the integral is bounded by 1
2
logA and 1
2
logB independently
of r. ⊓⊔
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3 Some consequences of Brody’s techniques
In this section we list briefly some consequences of Brody’s techniques for later
application. The first is a corollary of a well known theorem of M. Green. It
shows how to use entire curves f : C → P2 of finite order to prove hyper-
bolicity of quasiprojective varieties. The second follows from of a theorem of
M.Zaidenberg.
a) The main theorem of [8] implies:
Corollary 3.1 Let D be a union of curves D1, . . . , Dm in P2 such that for all
i = 1, . . . , m the number of intersection points of Di with
⋃
j=1,...,m;j 6=iDj is
at least three. Then P2 \D is complete hyperbolic and hyperbolically embedded,
if there does not exist a non-constant entire curve f : C → P2 of order at most
two which misses D.
b) The following proposition shows that the property of a union of curves
having hyperbolic complement is essentially a (classically) open condition.
Proposition 3.2 Let H1, . . . , Hm be hypersurfaces in P2 × (∆t)
n for some
t > 0, n ∈ N. Let π : P2 × (∆t)
n → (∆t)
n be the projection. Assume that
1) for all z ∈ (∆t)
n and all i = 1, . . . , m the fibers π−1(z)∩Hi are curves
in P2
2) for all i = 1, . . . , m the number of intersection points of π−1(0) ∩ Hi
and⋃
j=1,...,m;j 6=i(π
−1(0) ∩Hj)) is at least three.
3) P2 \
⋃
j=1,...,m(π
−1(0) ∩Hj) is hyperbolically embedded in P2.
Then P2 \
⋃
j=1,...,m(π
−1(z) ∩Hj) is complete hyperbolic and hyperbolically
embedded for all z ∈ (∆s)
n for some s ≤ t .
Proof: In the terminology of [16], the π−1(0) ∩ Hi form an absorbing H-
stratification (cf. [16], p. 354 f.), for which we can apply Theorem 2.1 of [16].
Complete hyperbolicity follows from [12], p.36. ⊓⊔
4 Nonexistence of algebraic entire curves in
generic complements
In this section we prove that the complement of 3 generic quadrics, or of any 4
generic curves other than 4 lines, does not contain non-constant entire curves
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contained in an algebraic curve. Because of Corollary 3.1 this can be regarded
as a statement of ‘algebraic’ hyperbolicity.
Let us first make precise what we mean by generic. The space of curves Γi
of degree di in P2, which we define as the projectivized space of homogeneous
polynomials of degree di, is a projective space of dimension ni =
1
2
(di +
2)(di + 1)− 1. Hence C(d1, . . . , dk) =
∏k
i=1 Pni is projective algebraic. In order
to simplify notations we denote this space by S in all what follows, and its
elements by s ∈ S, and by Γi(s) the curve given by the i-th component of
s ∈ S.
Proposition 4.1 Let S = C(2, 2, 2) or S = C(d1, . . . , dk) with k ≥ 4 and
d =
∑k
i=1 di ≥ 5. Then there exists a proper algebraic variety V ⊂ S st. for
s ∈ S \ V the following holds:
For any irreducible plane algebraic curve A ⊂ P2 the punctured Riemann sur-
face A \
⋃k
i=1 Γi(s) is hyperbolic, in particular any holomorphic map f : C →
P2 \
⋃k
i=1 Γi(s) with f(C) ⊂ A (which may also be reducible) is constant.
Proof: In order to define V ⊂ S we list 5 conditions:
(1) All Γi(s) are smooth (and of multiplicity one).
(2) The Γi(s), i = 1, . . . , k intersect transversally, in particular no 3 of these
intersect in one point.
(3) In the case of C(2, 2, 2): For any common tangent line of two of the
quadrics Γj(s) which is tangential to these in points P and Q resp. the third
quadric does not intersects the tangent in both points P and Q.
(4) In the case of C(d1, d2, 1, 1), d1, d2 ≥ 2: There does not exist a common
tangent L to Γ1(s) and Γ2(s) such that L∩ Γ1(s) = {P} and L∩ Γ2(s) = {Q}
such that the lines Γ3(s) and Γ4(s) contain P and Q resp..
(5) In the case of C(d1, 1, 1, 1): There does not exist a tangent line L at
Γ1(s) with L ∩ Γ1(s) = {P} such that P is contained in one of the lines
Γi(s), i = 2, 3, 4 and L contains the intersection points of the other two lines.
Define V ⊂ S to be the set of those points s ∈ S such that the Γi(s) violates
one of the above conditions. This set is clearly algebraic and not dense in S.
For intersections of at least five curves (2) implies that any irreducible
algebraic curve A intersects
⋃k
i=1 Γi(s) in at least three different points, which
proves the claim.
Assume that there exists an irreducible algebraic curve A ⊂ P2 and s ∈ S
such that A \
⋃k
i=1 Γi(s) is not hyperbolic. By condition (2) we know that
A∩
⋃k
i=1 Γi(s) consists of at least 2 points P and Q. Moreover, A cannot have
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a singularity at P or Q with different tangents, because A had to be reducible
in such a point, and A\
⋃k
i=1 Γi(s) could be identified with an irreducible curve
with at least three punctures. (This follows from blowing up such a point or
considering the normalization).
So A∩
⋃k
i=1 Γi(s) consists of exactly 2 points P and Q with simple tangents.
We denote the multiplicities of A in P and Q by mP andmQ. Let d0 = deg(A).
Then the inequality (cf. [4], p.117)
mP (mP − 1) +mQ(mQ − 1) ≤ (d0 − 1)(d0 − 2)
implies
mP , mQ < d0 or d0 = mP = mQ = 1. (3)
Let us now first treat the case k = 4: Each Γi(s) contains exactly one of the
points P and Q. Let Γj(s) and Γk(s) resp. intersect A in P and Q resp.
not tangential, i.e. with tangents different from those of A in these points.
Let dj and dk be the degrees of these components. We compute intersection
multiplicities according to [4], p.75
mP = I(P,A ∩ Γj(s)) = djd0 and mQ = I(Q,A ∩ Γk(s)) = dkd0.
Hence
d0 = dj = mP = 1 and d0 = dk = mQ = 1.
In particular A,Γj and Γk are lines. These situations are excluded by (4) and
(5).
Now let us treat the case of 3 quadrics. After a suitable enumeration of
its components we may assume that P ∈ Γ1(s) ∩ Γ2(s) and Q ∈ Γ3(s). If
Q 6∈ Γ2(s) ∪ Γ1(s) we are done, since then we may assume that A is not
tangential to Γ2(s), and again
mP = I(P,A ∩ Γ2(s)) = 2d0.
contradicts equation (3). So we may assume that Q ∈ Γ2(s) ∩ Γ3(s). Now A
has to be tangential to Γ1(s) in P and to Γ3(s) in Q, otherwise we again get
mP = 2d0 or mQ = 2d0 what contradicts equation (3). But then Γ2(s) is not
tangential to A in P or Q, so we have
mP +mQ = I(P,A ∩ Γ2(s)) + I(Q,A ∩ Γ2(s)) = 2d0
Again by equation (3) this is only possible if mP = mQ = d0 = 1, but then we
are in a situation which we excluded in condition (3), which is a contradiction.
⊓⊔
9
5 Hyperbolicity of generic complements of at
least four curves
In this section we prove a result in the direction towards a generalized second
main theorem. As a corollary we get a new proof of the fact that for any generic
collection of four hypersurfaces Γj, j = 1, . . . 4 in P2 any entire curve f : C →
P2 \
⋃4
j=1 Γj has to be algebraically degenerate. This fact, combined with our
result in the previous section implies the hyperbolicity of the complement of
such a configuration.
Theorem 5.1 Let S = C(d1, . . . , dk) with k ≥ 4, d =
∑k
i=1 di ≥ 5. Then
there exists an algebraic variety V ⊂ S such that for s ∈ S \ V the following
holds: Assume that f : C → P2 \
⋃3
j=1 Γj(s) is a non-constant holomorphic
map. Then δf (Γl(s)) = 0 for l = 4, . . . , k. In particular, f cannot miss any
Γl(s), l = 4, . . . , k.
Proof: Let V ⊂ S be defined like in the proof of Proposition 4.1, i.e. s ∈ S \V ,
iff the conditions (1) to (5) given there are satisfied. Let Γi(s) = {Pi(s) = 0}
for i = 1, . . . , k. For suitable powers aj we have because of condition (2) a
morphism
Φ : P2 → P2; [z0 : z1 : z2]→ [P
a1
1 (s) : P
a2
2 (s) : P
a3
3 (s)] (4)
Since there exists no non-constant morphism on projective spaces, whose image
is of lower dimension, for all s ∈ S \ V the image Φ(P2) is not contained in
an algebraic curve. From now on, we keep some s ∈ S \ V fixed and drop
the parameter s for the rest of the proof. Furthermore let Φ(Γ4) = {Q = 0},
where
Q(w0, w1, w2) =
∑
i0+i1+i2=e
ai0i1i2w
i0
0 w
i1
1 w
i2
2 ,
so degQ = e. Finally, let Φ−1(Φ(Γ4)) = Γ4 · R be the decomposition of the
inverse image curve of the curve Φ(Γ4) in Γ4 and the other components (which
possibly may contain Γ4 as well). Now the proof consists of 3 steps:
a) We have ae00 6= 0, a0e0 6= 0, a00e 6= 0, i.e. the polynomial Q contains the
e-th powers of the coordinates:
We prove that indirectly, so without loss of generality we may assume that
10
ae00 = 0. Then we have Q([1 : 0 : 0]) = 0, i.e. [1 : 0 : 0] ∈ Φ(Γ4). So there
exists a point z ∈ Γ4 with P1(z) 6= 0, P2(z) = 0, P3(z) = 0. But that means
that the 3 curves Γ2, Γ3 and Γ4 have a common point which contradicts our
condition (2).
b) We show by using the Second Main Theorem that δΦ◦f (Φ(Γ4)) = 0:
Let J = {(i = (i0, i1, i2) : ai0i1i2 6= 0} and κ : J → {0, 1, . . . , p} be an enu-
meration of J . Let Qj = w
i0
0 w
i1
1 w
i2
2 if κ((i0, i1, i2)) = j. Then by part a) the
map
Ψ : P2 → Pp; [w0 : w1 : w2]→ [Q0 : . . . : Qp]
is a morphism with components of degree e = deg(Q). The p + 2 lines Li =
{ξi = 0}, i = 0, . . . , p and L = {
∑
i∈J aiξ
κ(i) = 0} are in general position.
Furthermore the map Ψ ◦ Φ ◦ f : C → Pp is linearly non degenerate: By
Proposition 4.1, f(C) is not contained in an algebraic curve, so especially not
in an algebraic curve of the form
∑
i∈J bi(P
a1
1 )
i0(P a22 )
i1(P a33 )
i2 , resulting from
such a line in Pp, unless the latter is identically zero. But this is impossible,
since the map Φ is surjective. So we have by the Second Main Theorem:
T (Ψ ◦ Φ ◦ f, r) ≤ NΨ◦Φ◦f (L, r) +
p∑
i=0
NΨ◦Φ◦f (Li, r) + S(r)
and by the First Main Theorem
NΨ◦Φ◦f (L, r) ≤ T (Ψ ◦ Φ ◦ f, r) +O(1)
Observe that all NΨ◦Φ◦f (Li, r) vanish. Together with Lemma 2.5 this yields,
since degQ = e
δΦ◦f (Φ(Γ4)) = lim inf
r→∞
(1−
NΦ◦f(Φ(Γ4), r)
deg(Q)T (Φ ◦ f, r)
) = lim inf
r→∞
(1−
NΨ◦φ◦f (L, r)
T (Ψ ◦ Φ ◦ f, r)
) = 0
(5)
c) We finally show that δf (Γ4) = 0:
By equation (5) and Lemma 2.5 we have:
1 = lim sup
r→∞
NΦ◦f(Φ(Γ4), r)
deg(Q)T (Φ ◦ f, r)
= lim sup
r→∞
Nf(Φ
−1Φ(Γ4), r)
deg(Q ◦ Φ)T (f, r)
= lim sup
r→∞
Nf(Γ4, r) +Nf(R, r)
deg(Q ◦ Φ)T (f, r)
= lim sup
r→∞
Nf (Γ4, r) +Nf(R, r)
(deg(Γ4) + deg(R))T (f, r)
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or short:
lim sup
r→∞
Nf (Γ4, r)
T (f, r)
+ lim sup
r→∞
Nf (R, r)
T (f, r)
= deg(Γ4) + deg(R) (6)
By the First Main Theorem we have:
lim sup
r→∞
Nf (R, r)
deg(R)T (f, r)
≤ 1, lim sup
r→∞
Nf (Γ4, r)
deg(Γ4)T (f, r)
≤ 1
and hence with equation (6):
lim sup
r→∞
Nf (Γ4, r)
T (f, r)
= deg(Γ4), i.e. δf (Γ4) = 0.
⊓⊔
6 Line systems through intersection points of
three quadrics
In this section, we study certain configurations of 18 lines associated to three
smooth quadrics. These lines are needed in order to apply Value Distribution
Theory to prove our main theorem in the next section.
Let V ′ ⊂ S = C(2, 2, 2) be the algebraic variety defined by the conditions
(1), (2), and (3) given in the Proof of Proposition 4.1, namely s ∈ S \ V ′, iff
(1) All Γi(s) are smooth quadrics.
(2) The Γi(s), i = 1, 2, 3 intersect transversally (in particular not all 3 intersect
in one point)
(3) For any common tangent line of two of the quadrics Γj(s) which is tangen-
tial to these in points P and Q resp. the third quadric does not intersects
the tangent in P and Q.
In order to prove our main theorem we will need one further condition
of ‘genericity’ related to those 18 lines already mentioned above. For this
condition it is quite not so obvious any more that it yields a quasiprojective
set. We shall give an argument for this in Proposition 6.1.
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Let us first state the extra condition: Because of (2) any two of the three
quadrics Γ1, Γ2, Γ3 intersect in 4 distinct points A1, A2, A3, A4 which give rise
to six lines
A1A2, A3A4 and A1A3, A2A4 and A1A4, A2A3. (7)
So all three pairs of quadrics give rise to three sets L12(s), L13(s) and L23(s)
of six lines each, i.e. a collection L(s) of 18 lines. We will show in the proof of
Proposition 6.1 that as a consequence of (1) and (2) they are pairwise distinct.
Now our condition (4) reads:
(4) The 18 lines L(s) intersect as follows: At any point of Γi(s)∩Γj(s), i 6= j
there intersect exactly 3 of the 18 lines, and in every other point of P2
there intersect at most 2 of the 18 lines.
Now we have:
Proposition 6.1 Define V ⊂ S to be the set of all s ∈ S such that one of the
conditions (1) to (4) is not satisfied. Then V ⊂ S is a proper algebraic subset.
Proof: In order to prove the Proposition we use an argument which involves
an elementary case of a Chow scheme.
We denote by P∨2 the space of all lines in P2. Look at the following rational
map
ψ : (P2)
4 → (P∨2 )
6
(A1, A2, A3, A4) 7→ (Aj ∧ Ak)j<k
where the wedge product of two points is considered as an element of the dual
projective space. This map descends to a rational map of symmetric spaces:
Ψ : S4(P2)→ S
6(P∨2 ).
Over the complement of a proper algebraic subset it assigns to a set of four
distinct points the configuration of six lines through these points.
Now we assign to any s ∈ S \ V ′ the tripel of sets (Γ1(s) ∩ Γ2(s),Γ1(s) ∩
Γ3(s),Γ2(s) ∩ Γ3(s)), which amounts to a morphism
ρ : S \ V ′ → (S4(P2))
3.
Observe that Ξ := (Ψ)3 ◦ ρ : S \ V ′ → (S6(P∨2 ))
3 is a morphism. Now we can
rephrase condition (4):
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Let U ≃ C3 and W ≃ (U)6. Then we consider W 3 = {(ajk)|ajk ∈ U ; j =
1, . . . , 6; k = 1, 2, 3} and look at the linear subspace B ⊂ W 3 defined by the
condition that at least three components aj1k1, aj2k2 and aj3k3 are linearly
dependent where not all kj are the same. (We needn’t care about the system
of the six lines given by the four intersection points of two fixed quadrics, since
they automatically have the desired intersection properties, because no three
of the four intersection points of the two quadrics can be collinear.) Obviously
B descends to an algebraic set B˜ ∈ (S6(P∨2 ))
3. Now (4) means for s ∈ S \ V ′
that Ξ(s) 6∈ B˜. The construction immediately implies that V \ V ′ ⊂ S \ V ′
is algebraic, and since V ′ ⊂ S is algebraic, we have that V = V \ V ′ ∪ V ′ is
algebraic in S, where the closure here means the Zariski closure.
We have to show that V 6= S. The existence of an s ∈ S \V is proved by a
deformation argument: We start with any s ∈ S\V ′ (then the Γi(s) are smooth
and we have 12 different intersection points of two of the 3 quadrics each). It
is easy to see that then we really have 18 different lines, otherwise 4 of the 12
intersection points of the 3 quadrics had to be contained in a line (because no
three quadrics pass through a line). It follows from the construction, that this
line would intersect one of the quadrics in 4 points, which is impossible.
Let k = k(s) be the largest number of lines among the 18 lines (determined
by the parameter s) which run through some point. Let νk = νk(s) be the
number of points in P2 which are contained in k(s) of the lines. We will
proceed now as follows: We observe that k lines running through a point is a
closed condition with respect to the classical topology of S. That means that
in a neighborhood U of a point s0 ∈ S we have k(s) ≤ k(s0), and at least
νk(s) ≤ νk(s0), if k(s) = k(s0). We will show that for some s ∈ U actually
k(s) < k(s0) or at least νk(s) < νk(s0), if k(s) = k(s0), as long as k(s0) > 3 or
k(s0) = 3 but νk(s0) > 12.
Iterating this procedure we are done if we can show: Consider the 18 lines
in L(s0). If k ≥ 4 take any of these intersection points where k lines intersect
(call it T ), if k = 3 take such an intersection point T which is not intersection
point of two of the quadrics. Then we can find s ∈ S arbitrarily near to s0
st. over s the point T ‘breaks up’ into intersection points of strictly less then
k(s0) lines. But then k(s) < k(s0), or at least k(s) = k(s0) and νk(s) < νk(s0).
Let us now prove that: Take 3 of the lines running through T over s0 and
denote them by L1, L2, L3. Each of them is defined by construction by two
of the intersection points of two of the 3 quadrics. Let L1 be defined by such
points T1, T2, let L2 be defined by T3, T4 and let L3 be defined by T5, T6. We
14
may assume that no 3 of the 6 points T1, . . . , T6 are equal to T (this could
only occur if T is an intersection point of 2 of our 3 quadrics, but then k ≥ 4
and we just have taken the 3 lines defined by T and one other intersection
point each, so we can choose a different line). So without loss of generality we
may assume that T1 6= T 6= T2, and we have the following 3 possibilities for
L1, L2, L3, T, T1, . . . , T6:
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
✁
✁
✁
✁
✁
✁
✁
✁
✁✁
✁
✁
✁
✁
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
r
r
r
r
r
rr
L1 L2
L3
T1
T2
T3
T4
T5T6 T
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
✁
✁
✁
✁
✁
✁
✁
✁
✁✁
✁
✁
✁
✁
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
r
r
r
r
r
r
L1 L2
L3
T1
T2
T3
T4
T6 T = T5
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
✁
✁
✁
✁
✁
✁
✁
✁
✁✁
✁
✁
✁
✁
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
r
r
rr
r
L1 L2
L3
T1
T2
T4
T6 T = T3 = T5
The point T1 lies on 2 of the Γi, assume on Γ1∩Γ2. Then at most 3 of the 4 or
5 different points in {T2, . . . , T6} can also be in Γ1 ∩ Γ2. So there exists one of
them, call it T0, which does lie on Γ1∩Γ3 or Γ2∩Γ3, assume on Γ2 ∩Γ3. So at
most 4 of the points T2, . . . , T6 are contained in Γ1. So we can ‘move’ Γ1 while
keeping these 4 points fixed and keeping Γ2 and Γ3 fixed. But that means that
there is a non-constant variation of s where we keep all of the points T2, . . . , T6
fixed. Hence the lines L2 and L3 and their intersection point T are kept fixed.
We claim that for some small such variation the line L1 does not pass any
longer through T . If it would, it had to be fixed, since T2 is kept fixed. By
definition we have T1 ∈ L1 ∩ Γ1 ∩ Γ2 and L1 ∩ Γ2 is a discrete set. Hence T1
remains fixed. But that would mean that any quadric Γ1 through the at most
4 of the fixed points T2, . . . , T6 contained in Γ1 must contain a fifth fixed point
T1. This is certainly a contradiction, since the space of plane quadrics is of
dimension five. ⊓⊔
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From any of the configurations of 18 lines in Proposition 6.1 we can pick
12 in general position:
Corollary 6.2 There exists an algebraic variety V ⊂ S st. for all s ∈ S \ V
we have subsets of 12 of the 18 lines of Proposition 6.1 which are in general
position.
Proof: For each pair Γi(s),Γj(s), i 6= j we have constructed 3 pairs of lines
(defined by equation (7)). Choose, for fixed s ∈ S, for each pair of quadrics
two of these pairs of lines. ⊓⊔
At last we prove the simple fact that the pairs of lines as defined in equation
(7) are contained in the linear system spanned by the two quadrics.
Proposition 6.3 Let Γ1,Γ2 be two smooth quadrics intersecting in 4 different
points A1, A2, A3, A4, and let the lines L1 resp. L2 be given by A1, A2 and
A3, A4 resp. Then L1L2 is a degenerate quadric contained in the linear system
spanned by Γ1 and Γ2, i.e. L1L2 = aΓ1 + bΓ2.
Proof: Look at the set L of all quadrics (possibly singular) which run through
the 4 points A1, A2, A3, A4. Then L is a one dimensional linear system contain-
ing L1L2. Since it is one dimensional, it is spanned by any 2 of its elements,
e.g. by Γ1 and Γ2. ⊓⊔
7 Hyperbolicity of generic complements of
three quadrics
We will prove:
Theorem 7.1 Let V ⊂ S be the variety defined in Proposition 6.1. Let s ∈
S \ V . Then the quasiprojective variety P2 \
⋃3
i=1 Γi(s) is complete hyperbolic
and hyperbolically embedded.
Remark 7.2 The variety S \V is certainly not contained in an open subset of
the space of all divisors of degree 6 whose complement in P2 is hyperbolic (cf.
also [16]): Take any quadratic polynomials P1, P2, P3 corresponding to some
s ∈ S\V . Then with respect to suitable coordinates we have P1 = z
2
0−z1z2. Set
Q = (z61+P1·F ), where F is an arbitrary polynomial of degree 4, P = P1·P2·P3,
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and Rt = P + t ·Q, t ∈ C. Then the zero set of R0 is just
⋃3
i=1 Γi(s). However,
for t 6= 0 the intersection of V (Rt) with the rational curve V (P1) consists only
of the point [0 : 0 : 1] ∈ P2.
⊓⊔
Proof of the Theorem: By Corollary 3.1 it is sufficient to show that there
doesn’t exist a non-constant entire curve f : C → P2 \
⋃3
i=1 Γi(s) of order at
most 2.
Assume there exists such a non-constant entire curve f . From Proposition
4.1 we know that f is not algebraically degenerate.
For simplicity of notation we drop the s in the rest of the proof. Further-
more we enumerate the 12 lines which we constructed in Proposition 6.1 and
Corollary 6.2 as follows:
L1L2 and L3L4 are in the linear system of Γ1 and Γ2
L5L6 and L7L8 are in the linear system of Γ1 and Γ3
L9L10 and L11L12 are in the linear system of Γ2 and Γ3.
Let Γi = {Pi = 0} with a homogeneous polynomial Pi of degree 2.
The map Φ = [P1 : P2 : P3] : P2 → P2 is a morphism (because Γ1∩Γ2∩Γ3 =
∅). Furthermore the map Φ ◦ f : C → P2 again is an entire curve and the map
Φ ◦ f is again of finite order at most 2, because by Lemma 2.5 we have
T (Φ ◦ f, r) = 2 · T (f, r) +O(1) (8)
Since f misses the divisor Γ1Γ2Γ3 the map Φ ◦ f misses the divisors {zi =
0}, i = 1, 2, 3 and hence by Lemma 2.3 we can write
Φ ◦ f = [g0 : g1 : g2] (9)
with
gi = e
αiξ
2+βiξ+γi; αi, βi, γi ∈ C
where gi = (Pi ◦ f) · h; h : C → C
∗ are entire functions.
We may assume that not all three αj are equal: Assume α1 = α2 = α3, then
we can divide out the function eα1ξ
2
and then compose the resulting functions
with ξ 7→ ξ2, i.e. we may consider the function Φ ◦ f(ξ2). This map is again of
order at most 2 and we have gi = e
βiξ
2+γi. If now β1 = β2 = β3, the map Φ◦ f
would be constant, which is impossible, since f is algebraically non degenerate.
So we exclude the case α1 = α2 = α3 without loss of generality.
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The Ahlfors Lemma 2.4 allows the computation of some limits of charac-
teristic functions: For 1 ≤ i < j ≤ 3:
lim
r→∞
T ([Pi ◦ f : Pj ◦ f ], r)
r2
= lim
r→∞
T ([gi : gj], r)
r2
=
2|αi − αj |
2π
(10)
and
lim
r→∞
T ([P1 ◦ f : P2 ◦ f : P3 ◦ f ], r)
r2
= lim
r→∞
T ([g1 : g2 : g3])
r2
(11)
=
|α1 − α2|+ |α1 − α3|+ |α2 − α3|
2π
hold. Now we want to relate the counting functions of the 12 lines to the
characteristic functions used in equations (10) and (11): We know that L1L2
is in the linear system of Γ1 and Γ2, i.e. L1L2 = aΓ1+ bΓ2 with a, b 6= 0 since
Γ1 and Γ2 are smooth quadrics. We consider the map
[P1 ◦ f : P2 ◦ f ] : C → P1.
Its image is not contained in a hyperplane in P1, i.e. a point, since f is
algebraically non degenerate. Furthermore the 3 divisors
[z0 = 0], [z1 = 0], [az0 + bz1 = 0]
are in general position in P1, i.e. distinct. The Second Main Theorem yields
T ([P1 ◦ f : P2 ◦ f ], r) ≤ N[P1◦f :P2◦f ]([z0 = 0], r)
+N[P1◦f :P2◦f ]([z1 = 0], r) +N[P1◦f :P2◦f ](az0 + bz1 = 0], r) +O(log r) =
Nf ([P1 = 0], r) +Nf([P2 = 0], r) +Nf ([aP1 + bP2 = 0], r) +O(log r) =
0+0+Nf([L1L2 = 0], r)+O(log r) = Nf([L1 = 0], r)+Nf([L2 = 0], r)+O(log r)
where Nf([Pi = 0], r) = 0 because f misses Γi = [Pi = 0], and where we
identify the line Li with its defining equation, so that [Li = 0] makes sense.
On the other hand we have by the First Main Theorem
N[P1◦f :P2◦f ]([az0 + bz1 = 0], r) ≤ T ([P1 ◦ f : P2 ◦ f ], r) +O(1)
and hence
T ([P1 ◦ f : P2 ◦ f ], r) = Nf([L1 = 0], r) +Nf([L2 = 0], r) +O(log r)
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The corresponding equations hold for all other lines as well, i.e. we have:
T ([P1 ◦ f : P2 ◦ f ], r) = Nf([L1 = 0], r) +Nf([L2 = 0], r) +O(log r)
= Nf ([L3 = 0], r) +Nf ([L4 = 0], r) +O(log r)
T ([P1 ◦ f : P3 ◦ f ], r) = Nf ([L5 = 0], r) +Nf ([L6 = 0], r) +O(log r) (12)
= Nf ([L7 = 0], r) +Nf ([L8 = 0], r) +O(log r)
T ([P2 ◦ f : P3 ◦ f ], r) = Nf ([L9 = 0], r) +Nf ([L10 = 0], r) +O(log r)
= Nf ([L11 = 0], r) +Nf ([L12 = 0], r) +O(log r).
Since f : C → P2 is not linearly degenerate and the 12 lines L1, . . . , L12 are in
general position, we can again apply the Second Main Theorem and get
9 · T (f, r) ≤
12∑
i=1
Nf([Li = 0], r) +O(log r). (13)
The equations (8), (12) and (13) imply
9
2
· T (Φ ◦ f, r) = 9 · T (f, r) +O(1) ≤
12∑
i=1
Nf([Li = 0], r) +O(log r)
= 2·(T ([P1◦f : P2◦f ], r)+T ([P1◦f : P3◦f ], r)+T ([P2◦f : P3◦f ], r)+O(log r)
Hence together we have
9 · T (Φ ◦ f, r) ≤ 4 · (
∑
1≤i<j≤3
T ([Pi ◦ f : Pj ◦ f ], r)) +O(log r). (14)
We now divide equation (14) by r2 and take limr→∞. Using the equations (10)
and (11) we obtain:
9 ·
|α1 − α2|+ |α1 − α3|+ |α2 − α3|
2π
≤ 4 · 2 ·
|α1 − α2|+ |α1 − α3|+ |α2 − α3|
2π
.
This can only hold if α1 = α2 = α3, which is a contradiction. ⊓⊔
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8 Complements of two quadrics and a line
In this section we need the following theorem of M. Green [6] (in degree d = 2)
which generalizes in a sense the classical Borel lemma.
Theorem 8.1 a) Let g0, g1, g2 be entire holomorphic functions of finite order,
g1 and g2 both nowhere vanishing. Assume that
g20 + g
2
1 + g
2
2 = 1. (A)
Then the set
{1, g0, g1, g2}
of holomorphic functions has to be linearly dependent.
b) Let g0 and g1 be entire holomorphic functions of finite order, g1 nowhere
vanishing. Assume that
g20 + g
2
1 = 1.
Then g0 and g1 must be constant.
We consider the complement of three quadrics. We allow one of these to
be also a double line. (The case, where one of the three quadrics degenerates
to two distinct lines, i.e. two quadrics and two lines, has already been treated
above).
Since in this section we work also with double lines we will distinguish
between Γ and P , where Γ = V (P ) (for simplicity reasons we didn’t always do
this in the previous sections).
Before we state the main result of this section, we observe that also some
singular configurations of two quadrics in the projective plane can be treated
by means of the generalized Borel lemma.
Proposition 8.2 Let Γj = {Qj = 0} ⊂ IP2, j = 1, 2 be two smooth distinct
quadrics, whose intersection consists of exactly one point. Then any holomor-
phic map f : C→ IP2 \ (Γ1 ∪Γ2) of finite order has values in a quadric (which
may degenerate to a double line) from the linear system spanned by Q1, Q2.
Proof. Let the common tangent line to Γ1 and Γ2 through the intersection
point be defined by the linear equation L = 0. One verifies immediately that
L2 = aQ1 + bQ2, (15)
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a, b 6= 0. Let qj be entire non-vanishing holomorphic functions, j = 1, 2 such
that q2j = Qj ◦ f , and q0 = L ◦ f . Then Theorem 8.1 b) implies that Q1 ◦ f =
c ·Q2 ◦ f . ⊓⊔
Another case is the following.
Proposition 8.3 Let Γj = {Qj = 0} ⊂ IP2, j = 1, 2 be two smooth distinct
quadrics, which intersect exactly at two points tangentially. Then any holo-
morphic map f : C → IP2 \ (Γ1 ∪ Γ2) of finite order has values in a quadric
contained in the linear system spanned by Q1, Q2.
Proof. The linear system spanned by Q1 and Q2 contains L
2, where L is the
line through the two points of intersection. Using this the statement follows
as above. ⊓⊔
Theorem 8.4 Let 0 6= Qj ∈ C[z0, z1, z2], j = 1, 2, 3 be quadratic polynomials,
where either all Qj are irreducible or all but one which may be a square of a
linear function. Let Γj ⊂ IP2 be the zero-sets. Assume
(1) no more than two of these intersect at one point,
(2) no tangent to a smooth quadric Γj at a point of intersection with some
other Γk contains a further intersection point of the curves Γl,
(3) there exists a linear combination of the Qj which is a square:
3∑
j=1
ajQj = P
2, P ∈ C[z0, z1, z2], (16)
where at least two coefficients aj are different from zero.
Then any holomorphic map
f : C→ IP2 \
3⋃
j=1
Γj
has values in a quadric (which may be degenerate to a double line).
We call a holomorphic map C → IP2 linearly or quadratically degenerate,
if its values are contained in a line or a (possibly degenerate) quadric resp..
21
Corollary 8.5 Let Γj = V (Qj) ⊂ IP2, j = 2, 3 be smooth quadrics and Γ1 =
L1 = V (Q1) ⊂ IP2 a line, where Q1 is the square of a linear polynomial, and
let the assumptions of 8.4 be satisfied.
(1) The quasiprojective variety IP2 \
⋃3
j=1 Γj is Brody-hyperbolic, unless there
exists a smooth quadric or a line Γ such that after choosing the notation
accordingly (p, q distinct points):
(a) Γ ∩ Γ2 = {p, q}, Γ ∩ Γ3 = {p}, Γ ∩ L1 = {q}
(b) Γ ∩ Γ2 = {p}, Γ ∩ Γ3 = {p}, Γ ∩ L1 = {q}
(c) Γ ∩ Γ2 = {p}, Γ ∩ Γ3 = {q}, Γ ∩ L1 = {p}
(d) Γ ∩ Γ2 = {p}, Γ ∩ Γ3 = {q}, Γ ∩ L1 = {p, q}
(2) The quasiprojective variety IP2 \
⋃3
j=1 Γj is complete hyperbolic and hyper-
bolically embedded, unless
(e) at least two of the Γj are tangent to each other at some point,
(f) there exists a smooth quadric, which has only one point of intersec-
tion with each of Γ2 and Γ3 with both of these points contained in
Γ1,
(g) There exists a tangent to one of Γ2 and Γ3 at a point of intersection
with Γ1 which is tangent to the other smooth quadric.
⊓⊔
We introduce the following polynomials which will take care of a necessary
elimination process in the proof of 8.4.
Definition 8.6 Let the homogeneous polynomial Rj(y0, . . . , yj) ∈ C[y0, . . . , yj]
of degree 2j−1 be defined by the equation
Rj(x
2
0, . . . , x
2
j) =
∏
(ǫ1,...,ǫj)∈{1,−1}j
(x0 + ǫ1x1 + . . .+ ǫjxj).
For later applications we need some properties of the Rj :
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Lemma 8.7 a) R2(x, y, z) = x
2 + y2 + z2 − 2xy − 2xz − 2yz
b) Let a, b, c ∈ C. Then
S(x, y, z) := R3(ax+ by + cz, x, y, z)
has the following properties:
1) The coefficient of x4 equals (a− 1)4.
2) The coefficient of x2y2 equals 2(3a2(b−1)2−2a(b−1)(3b+1)+3b2+2b+3). In
particular, if the coefficient of y4 vanishes, the coefficient of x2y2 equals
16.
3) Assume that all coefficients of forth powers in S vanish. Then
S(x, y, z) = 16(x2y2 + x2z2 + y2z2)− 32(x2yz + xy2z + xyz2).
We omit the computational proof. ⊓⊔
Proof of Theorem 8.4. Since the map f has no values in the given quadrics
Γj, there exist entire holomorphic functions qj , j = 1, 2, 3 such that q
2
j = Qj◦f .
If we put then q0 = P ◦ f and gj = qj/q3 for j = 0, 1, 2. We apply the
generalized Borel lemma (Theorem 8.1): If one of the aj vanishes, we get
immediately quadratic degeneracy from part b) of this theorem.
So from now on we assume that all aj are non-zero. Thereom 8.1 a) implies
that the set of functions {1, g0, g1, g2} is linearly dependent, i.e. {q0, . . . , q3}
has this property.
Let
3∑
j=0
αjqj = 0, not all αj = 0, (17)
and let R = R3 be the polynomial of 8.6. It has been chosen in a way such that
R(α20q
2
0, . . . , α
2
3q
2
3) = 0. The assumption (16) means that q
2
0 = a1q
2
1+a2q
2
2+a3q
2
3.
Now the curve defined by the equation
R˜(z0, z1, z2) = R(α
2
0(a1Q1 + a2Q2 + a3Q3), α
2
1Q1, α
2
2Q2, α
2
3Q3) = 0 (18)
contains the image of f and is of degree at most eight. We have to show
that R˜ is not identically zero. Otherwise, since (Q1, Q2, Q3) defines a mor-
phism, i.e. an epimorphism Q : IP2 → IP2, the polynomial R(α
2
0(a1y
2
1 + a2y
2
2 +
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a3y
2
3), α
2
1y
2
1, α
2
2y
2
2, α
2
3y
2
3) ∈ C[y1, y2, y3] would be the zero polynomial. The defi-
nition of R would imply that α20(a1y
2
1+ a2y
2
2+ a3y
2
3) = (
∑3
1 δjαjyj)
2 for certain
δj = ±1. Thus at least two of α1, α2, α3 must vanish. However, by assumption,
the aj are different from zero. From this fact it follows immediately that all
αj = 0, which is a contradiction. We have shown that f(C) is contained in
an algebraic curve of degree at most eight which is defined by a polynomial of
degree four in Q1, Q2, Q3. ⊓⊔
Before we proceed with the proof of Theorem 8.4, we give an application
of the classical Borel Lemma. Let IP2 = {z0, z1, z2}, and Hj = {zj = 0} be the
coordinate hyperplanes.
Remark 8.8 Let f : C→ IP2\(H0∪H1∪H2) be a holomorphic map. Assume
that f is algebraically degenerate, i.e. its values are contained in an algebraic
curve C. Then f(C) ⊂ C ′, where C ′ is the zero-set of a polynomial of the form
zk0 − βz
l
1z
m
2 , β 6= 0, k, l +m ≤ deg(C) (after a suitable reordering of indices).
Proof. Let C be the zero-set of some polynomial P (z0, z1, z2). Denote by fj
the components of f . The classical lemma of Borel, applied to the monomials
in the expansion of P , implies that there exist at least two such monomials,
which are proportional after composing with f . Thus f r0f
s
1f
t
2 = βf
u
0 f
v
1 f
w
2 for
some β 6= 0. ⊓⊔
(The statement of the Lemma has an obvious generalization to IPn.)
An immediate consequence of Theorem 8.4, as far as we have proved is yet,
and of Remark 8.8 is, since all Qj ◦ f have no zeroes,
Lemma 8.9 Given the assumptions of 8.4, the image f(C) is contained in a
curve of the form
Qku − αQ
l
vQ
m
w = 0, α 6= 0,
where {u, v, w} = {1, 2, 3}, and k, l +m ≤ 4.
⊓⊔
We note the following fact:
Lemma 8.10 Let f : C→ IP2 be as above.
(1) Let f(C) be contained in the zero-set
V (Qk11 Q
k2
2 Q
k3
3 − αQ
l1
1 Q
l2
2 Q
l3
3 ), (19)
with
∑
kj =
∑
lj = 4, and kj = lj for at least one j,
or
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(2) let f(C) be contained in both zero-sets
V (Qk11 Q
k2
2 Q
k3
3 − αQ
l1
1 Q
l2
2 Q
l3
3 ) (20)
and
V (Qm11 Q
m2
2 Q
m3
3 − βQ
n1
1 Q
n2
2 Q
n3
3 ) (21)
with
∑
kν =
∑
lν =
∑
mν =
∑
nν = 4 such that the vector
(k1 − l1, k2 − l2, k3 − l3)
is not a rational multiple of the vector
(m1 − n1, m2 − n2, m3 − n3).
Then f(C) is contained in a quadric curve, which is a member of the linear
system generated by two of the quadrics Qj.
We call the monomials Qk11 Q
k2
2 Q
k3
3 and Q
l1
1 Q
l2
2 Q
l3
3 satisfying (19) equivalent
with respect to f . Proof. We can eliminate one of the Qj , say Q1, and obtain
that f(C) is contained in V (Qr2− γQ
r
3) for some integer r, and γ ∈ C, because
the Qj ◦ f have no zeroes. Taking roots we find that f(C) ⊂ V (σQ2 − τQ3),
σ, τ ∈ C not both equal to zero. ⊓⊔
We return to the proof of Theorem 8.4, and consider under which conditions
the above lemma can be applied. Let the situation of Theorem 8.4 be given.
Denote by
T (Q1, Q2, Q3) = R(α
2
0(a1Q1 + a2Q2 + a3Q3), α
2
1Q1, α
2
2Q2, α
2
3Q3)
the polynomial of (18).
We know that T is not the zero-polynomial. We already reduced the proof
of Theorem 8.4 to the case, where all aj in (16) are different from zero.
First part: Let all αj 6= 0. Thus we can (after normalizing these constants
to 1) apply Lemma 8.10.
First case: We claim that the conditions of Lemma 8.10 (2) are satisfied, if
at least two of the coefficients of Q4j in T , say those of Q
4
1 and Q
4
2, are different
from zero.
If Q41 and Q
4
2 are equivalent, Q1 ◦ f is a constant multiple of Q2 ◦ f , and f
is quadratically degenerate.
25
Otherwise there exist exponents (r1, r2, r3), (s1, s2, s3) of Qj that match
(4, 0, 0) and (0, 4, 0) resp. in the sense of (20) and (21) resp. because of the
classical Borel Lemma. Assume that the assumptions of Lemma 8.10 (2) are
not fulfilled, so there exists a rational number c such that
(4, 0, 0)− (r1, r2, r3) = c((0, 4, 0)− (s1, s2, s3)).
Since (r1, r2, r3) 6= (4, 0, 0) we have r1 < 4, thus s1 > 0 and c < 0. Now
0 ≥ −r3 = c(−s3) ≥ 0 implies r3 = s3 = 0, so we can apply Lemma 8.10 (1).
Second case: The next case to consider is, where exactly one forth power
occurs, say Q41. According to Lemma 8.7 2), the coefficient of Q
2
1Q
2
2 in T must
be different from zero.
Assume first that Q41 is equivalent to Q
2
1Q
2
2 with respect to f . Then
Lemma 8.10 (1) is applicable. If these monomials are not equivalent, we have
some (non trivial) relations Q41 ∼ Q
r1
1 Q
r2
2 Q
r3
3 and Q
2
1Q
2
2 ∼ Q
s1
1 Q
s2
2 Q
s3
3 . If the
assumptions of Lemma 8.10 (2) would not hold, we had
(4, 0, 0)− (r1, r2, r3) = c((2, 2, 0)− (s1, s2, s3))
for some 0 6= c ∈ Q and 0 ≤ rj, sj ≤ 4,
∑
rj =
∑
sj = 4. For r3 = 0
Lemma 8.10 (1) could be applied. Only 0 < r3 ≤ 4 is left; in particular
−r3 = c(−s3) implies c > 0, s3 > 0. Now r1 6= 4. Thus 4 − r1 = c(2 − s1)
gives s1 = 0 or s1 = 1. Furthermore −r2 = c(2 − s2) holds. Again r2 = 0
makes 8.10 (1) applicable so that we are left with s2 = 3 or s2 = 4. Thus
(s1, s2, s3) = (0, 3, 1). Hence f has values in the quartic curve Q
2
1−γQ2Q3 = 0
for some γ ∈ C.
Let C be the curve V (Q21 − γQ2Q3). We note first that
C ∩ (Γ1 ∪ Γ2 ∪ Γ3) = Γ1 ∩ (Γ2 ∪ Γ3)
The case, where two smooth quadrics Γj intersect in exactly one point, yields
immediately quadratic degeneracy by Proposition 8.2, and we are done. If one
of the Γj is a line, it cannot be tangent to both of the further given smooth
quadrics — this is also excluded by assumption (2). Thus C ∩ (Γ1 ∪ Γ2 ∪ Γ3)
consists of at least three points. As f(C) is contained in C \ (Γ1∪Γ2∪Γ3), the
curve C cannot be irreducible unless f is constant. We are left with the case
where C decomposes into a line l and a cubic. We have C∩Γ1 = Γ1∩(Γ2∪Γ3) =
C ∩ (Γ1 ∩ (Γ2 ∪ Γ3)), which implies l ∩ Γ1 = (l ∩ Γ2) ∪ (l ∩ Γ3). This equality
means that l 6= Γ1 and that l ∩ Γ1 consists of two distinct points p
′ and p′′,
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(since no more than two of the Γj pass through a point). Let l ∩ Γ2 = {p
′}
and l ∩ Γ3 = {p
′′}. This means that l is at least tangent to one of the smooth
quadrics and passes through one further intersection point of the Γj . This was
excluded by assumption (2).
Third case: Assume finally that all coefficients ofQ4j in T vanish. According
to Lemma 8.7 3) the non-zero monomials in T are Q2jQ
2
k, j 6= k and Q
2
jQkQl,
where (j, k, l) run through all cyclic permutations of (1, 2, 3). We pick Q21Q
2
2
and check to which of the monomials it can be equivalent with respect to f .
Lemma 8.10 (1) is directly applicable to all possible cases but Q21Q
2
2 ∼ Q1Q2Q
2
3
which implies Q1Q2 ∼ Q
2
3. This case was already treated.
The claim is now shown under the assumption that all αj are different from
zero.
If two or more of the αj vanish, the claim is already clear from (17): We
then get the equation αjqj = −αkqk , which, after squaring both sides, yields
us quadratic degeneracy immediately, or if q0 is involved, by using that at
least two of the ai are not zero. The remaining case is, where exactly one
αj = 0. Here we use R2 from 8.6 and arrive at a polynomial U(y1, y2, y3)
of degree two, such that f(C) is contained in the zero-set of U(Q1, Q2, Q3).
Again Borel’s lemma is applied to its monomials. A non-empty subset of
{Q21, Q
2
2, Q
2
3, Q1Q2, Q1Q3, Q2Q3} has to be divided into sets of f -equivalent
polynomials. In the view of 8.10 (1) the only case to remain is Q2j ∼ QkQl
where (j, k, l) is a cyclic permutation of (1, 2, 3). This case was treated above.
⊓⊔
In the sequel we treat the case of the complement of two plane quadrics
and a line and the case of three Fermat quadrics. We show that
Theorem 8.11 There exist
(a) a quasiprojective set V ⊂ C(2, 2, 1) of codimension one and
(b) an open, non-empty subset U ⊂ C(2, 2, 1) containing V
such that for all s ∈ U the space IP2 \ Γ(s) is complete hyperbolic and hyper-
bolically embedded.
Proof. The set V will be constructed in a such a way that the configurations
Γ(s) for s ∈ V satisfy the conditions of Proposition 3.2 so that (b) will follow
from the first statement.
Let IP2 = {[z0 : z1 : z2]} and
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l = c0z0 + c1z1 + c2z2 (22)
Q0 = l
2 (23)
Qj =
2∑
k=0
ajkz
2
k + bj0z0z1 + bj1z0z2 + bj2z1z2 (24)
for j = 1, 2.
We include Q0 in this notation and compute a0k, b0k in terms of cl. We
shall discuss, when (16) holds for these.
Let A = (ajk) and B = (bjk). Let Aˆ be the adjoint matrix of A, i.e. Aˆ ·A =
det(A)E. For κ2, λ2, µ2 ∈ C we consider the following linear combination
(κ2, λ2, µ2) ·

det(A)

 z
2
0
z21
z22

+ AˆB ·

 z0z1z0z2
z1z2



 = (κ2, λ2, µ2) · Aˆ ·

 Q0Q1
Q2


(25)
Looking at the left hand side one verifies that this expression is a square
of a linear polynomial, if and only if the following equation holds:
(κ2, λ2, µ2) · AˆB = 2det(A)(κλ, κµ, λµ) (26)
We set a = (ajk)j>0 ∈ C
6, b = (bjk)j>0 ∈ C
6, and c = (cl) ∈ C
3. So A, B and
Aˆ are now given in terms of a, b, c. We define M ⊂ P2 × C
3 × C6 × C6 to be
the set of all points ([κ : λ : µ], c, a, b) for which (26) holds.
For all m ∈ M the inequality dimmM ≥ 14 holds, since (26) consists of
three equations in κ, λ, µ, A, Aˆ, B and hence in κ, λ, µ, a, b, c. Consider the
canonical projection pr : IP2 × C
3 × C6 × C6 → C3 × C6 × C6. Let c0 =
(1, 0, 0), a0 =
(
0 1 0
0 0 1
)
, and b ∈ C6 arbitrary. Then we calculate that
(IP2 × {(c0, b, a0)}) ∩M is zero-dimensional.
In Example 8.12 we shall give an explicit example of a point m0 = ([κ0 :
λ0 : µ0], c0, b0, a0) which is contained in such a zero dimensional set, where
κ0, λ0, µ0 6= 0. Denote by M0 ⊂M an irreducible component of M containing
m0. Now pr(M0) ⊂ C
3 × C6 × C6 is algebraic and at least of dimension 14,
because the fiber is zero dimensional. (One can check easily that pr(M0) 6=
C3 × C6 × C6).
28
Let
(κ2, λ2, µ2) · Aˆ = (φ, ψ, χ),
andN = V (φ·ψ·χ·det(A)) ⊂ M . ObserveM0\N 6= ∅, sincem0 6∈ N (what can
be checked easily). Let V ′ ⊂ C3×C6×C6 be the quasi projective hypersurface
V ′ = pr(M0) \pr(N) ⊂ pr(M0 \N), which is not empty: The fiber of pr|M0 at
m0 is of dimension zero, hence dim(pr(N)) ≤ dimN < dimM0 = dim(pr(M0)).
By means of the assignment C3 × C6 × C6 ∋ (c, b, a) 7→ (l, Q1, Q2) ∈
C3 × C6 × C6 we associate to any point of pr(M0) a triple consisting of one
linear and two quadratical polynomials. Now pr(M0) as well as pr(N) are
invariant under the canonical action of (C∗)3, given by multiplication of l, Q1,
Q2 by elements of C
∗. This follows from the original definition of M and N
(the existence of a linear combination of the Q0, Q1, Q2 to a square and the
number of coefficients which are zero is independent of the C∗ action on l,
Q1, Q2) and the fact that under this action (C
∗)3 ×M0 has values in some
irreducible component of M , which has to be M0.
Now pr(M) \ pr(N) defines a quasi projective subvariety V ′ ⊂ C(1, 2, 2)
of codimension one. Our aim is to construct a quasi projective variety V ⊂
C(1, 2, 2) of codimension one, which is contained in V ′ satisfying the further
conditions of Corollary 8.5(2), and hence proving the Theorem. We already
chose M and N in a way that V ′ satisfies condition (3) of 8.4. All of the
configurations which had to be excluded because of the further conditions in
8.4 and 8.5 define a proper algebraic subset W ⊂ C(1, 2, 2). All we need is to
see that V := V ′ \W is not empty. But we have pr(m0) ∈ V
′ \W for our point
m0 coming from the example below.
Example 8.12 The following set of quadratic polynomials defines an element
of V . In particular the complement of its zero-sets in IP2 is complete hyperbolic
and hyperbolically embedded.
Q0 = z
2
0 (27)
Q1 = z
2
1 + z0z1 + z0z2 + (1/25)z1z2 (28)
Q2 = z
2
2 + 50z0z1 − 10z0z2 + 9z1z2 (29)
One checks immediately that 225Q0 + 100Q1 + 4Q2 is a square. Set Γj =
V (Qj). Furthermore:
1) No more than two Γj intersect in one point.
2) None of the Γj are tangent to any other Γk.
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3) No tangent to one of Γ2 and Γ3 at a point of intersection with any Γj
contains a further point of intersection of the Γj .
4) No tangent to one of Γ2 and Γ3 at a point of intersection with Γ1 is
tangent to the other smooth quadric.
5) There exists no smooth quadric Γ with Γ2 ∩ Γ = {p
′}, Γ3 ∩ Γ = {p
′′}
and {p′, p′′} ⊂ Γ1.
How to check 1) to 4) is obvious. If T ′ resp. T ′′ are the linear polynomials
which give the tangents at Γ2 in p
′ resp. at Γ3 in p
′′ we have Q = aQ1+b(T
′)2 ,
Q = cQ3 + d(T
′′)2 , where Γ = V (Q), Γi = V (Qi). Now solve for a, b, c, d, and
show that only the trivial solution exists. ⊓⊔
For intersections of three smooth quadrics Theorem 8.4 is not quite super-
seeded by the more general statement of Theorem 7.1. as the application to
intersections to Fermat quadrics shows. We first note a further corollary to
Theorem 8.4.
Corollary 8.13 Let Γj = V (Qj) ⊂ IP2, j = 1, 2, 3 be smooth quadrics, and
let the assumptions of 8.4 be satisfied.
(1) The quasiprojective variety IP2 \
⋃3
j=1 Γj is Brody-hyperbolic, unless there
exists a smooth quadric or a line Γ such that after choosing the notation
accordingly (p, q distinct points):
(a) Γ ∩ Γ1 = {p, q}, Γ ∩ Γ2 = {p}, Γ ∩ Γ3 = {q}
(b) Γ ∩ Γ1 = {p}, Γ ∩ Γ2 = {p}, Γ ∩ Γ3 = {q}
(2) The above conditions (a) and (b) can be replaced by the following (some-
what stronger) condition:
(c) all of the Γj intersect transversally.
In this case IP2 \
⋃3
j=1 Γj is complete hyperbolic and hyperbolically embed-
ded.
⊓⊔
We apply the Corollary to the following
Proposition 8.14 Let
Qj = ajx
2 + bjy
2 + cjz
2; j = 1, 2, 3
be linearly independent polynomials, whose zero-sets Γj are smooth. Assume
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(1) no more than two of the Γj intersect at one point,
(2) no tangent to a quadric Γj at a point of intersection with some other Γk
contains a further intersection point of the curves Γl,
(3) none of the Γj are tangent to each other at any point.
Then IP2 \
⋃3
j=1 Γj is complete hyperbolic and hyperbolically embedded.
⊓⊔
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