We show that a best rank one approximation to a real symmetric tensor, which in principle can be nonsymmetric, can be chosen symmetric. Furthermore, a symmetric best rank one approximation to a symmetric tensor is unique if the tensor does not lie on a certain real algebraic variety.
Introduction
Denote by R n 1 ×... the Hilbert-Schmidt norm T := T , T . For x ∈ R n let x := √ x ⊤ x be the ℓ 2 norm. Denote by S n−1 := {x ∈ R n , x = 1} the n − 1 dimensional unit sphere. Then a best rank one approximation of T is a decomposable tensor solving the minimal problem min s∈R,x j ∈S n j −1 ,j∈ [d] T − s ⊗ For matrices, i.e. d = 2, a best rank one approximation of A ∈ R m×n is given by σ 1 (A)xy ⊤ , xx ⊤ = yy ⊤ = 1, where σ 1 (A) is the maximal singular value of A, and Ay = σ 1 (A)x, A ⊤ x = σ 1 (A)y. A best rank one approximation is unique if and only if σ 1 (A) > σ 2 (A). Assume that A ∈ R n×n is symmetric. Let λ 1 (A) ≥ . . . ≥ λ n (A) be the n-eigenvalues of A, counted with their multiplicities. Then σ 1 (A) = max(|λ 1 (A), |λ 2 (A)|). Furthermore, there always exists a symmetric best rank approximation. Moreover, there exists a nonsymmetric best rank one approximation if and only if λ n (A) = −λ 1 (A) < 0.
Assume now that T is a d-mode tensor with d ≥ 3. Let α be a subset of [d] of cardinality 2 at least. We say that T = [t i 1 ,...,i d ] ∈ R n 1 ×...n d is symmetric with respect to α if n p = n q for each pair {p, q} ⊂ α and the value of t i 1 ,...,i d does not change if we interchange any two indices i p , i q for p, q ∈ α and for any choice i j ∈ [n j ], j ∈ [d]. We agree that any tensor T is symmetric with respect to each {i}, for i ∈ [d]. T is called symmetric if α = [d] . Denote by Sym(n, d) all d-mode symmetric tensors in R n×...×n . Let T ∈ R n 1 ×...×n d be given. Clearly, there exists a unique decomposition of [d] to a disjoint union of nonempty sets ∪ m j=1 α j such that the following conditions hold.
• For each j ∈ [m] the tensor T is symmetric with respect to α j .
• For 1 ≤ j < k ≤ m and two indices p ∈ α j , q ∈ α k the tensor T is not symmetric with respect to {p, q}.
We call [d] = ∪ m j=1 α j the symmetric decomposition for T . The main result of this paper is.
Theorem 1 Let T ∈ R n 1 ×...n d \ {0} be given. Assume that [d] = ∪ m j=1 α j is the symmetric decomposition for T . Then there exist a best rank one approximation A to T such that A is symmetric with to each α j .
It is not difficult to show that to prove the above theorem it is enough to show the above theorem for symmetric tensors. Furthermore, it is enough to show the above theorem for T ∈ Sym(2, d). Finally we show that there exists an real algebraic variety Σ 1 (n, d) ⊂ Sym(n, d) such that for T ∈ Sym(n, d) \ Σ 1 (n, d) a best rank one symmetric approximation is unique.
We now describe briefly the contents of our paper. In §2 we summarize the well known results of best rank one approximation for real matrices that are used in this paper. In §3 we discuss certain basic results on best rank one approximation of real tensors. In §4 we give a complete characterization of tensors T ∈ Sym(2, 3) which have nonsymmetric best rank one approximation. In §5 we prove Theorem 1 by first showing the case where T is a symmetric tensor, (Theorem 9). In §6 we show that a "generic" symmetric tensor has a unique best rank one approximation. The last section uses some facts from algebraic geometry, and probably the most difficult section of this paper.
Best rank one approximation of matrices
We recall briefly the needed results on best rank one approximation of matrices A = [a i,j ] ∈ R m×n [6] . Assume that r = rank A. Then A has exactly r positive singular values
The left and the right singular pair of singular vectors u ∈ S m−1 , v ∈ S n−1 corresponding to σ 1 (A) are given by equalities
Hence σ 1 (A) = u ⊤ Av. Furthermore any best rank one approximation of A in the Frobenius norm A = tr(A ⊤ A) is of the form σ 1 (A)u ⊤ v for some pair of singular vectors u, v corresponding to σ 1 (A):
Recall that Sym(n, 2) ⊂ R n×n is the space of symmetric matrices. The following result is well known and we bring its proof for completeness.
Proposition 2 Let A ∈ Sym(n, 2). Then σ 1 (A) = max(|λ 1 (A)|, |λ n (A)|) and A has a symmetric best rank one approximation. Suppose furthermore that A = 0. Then 1. Any best rank one approximation to A is symmetric if and only if λ 1 (A) = −λ n (A).
Assume that
where (2.2) holds, is a nonsymmetric best rank one approximation of A if neither u nor v are eigenvectors of A and u, v are eigenvectors of A 2 corresponding to λ 1 (A) 2 .
Proof. Since
. Hence σ 1 (A) = max(|λ 1 (A)|, |λ n (A)|). We now show that there exists a symmetric best rank one approximation of A. Clearly, it is enough to consider A = 0. Assume that σ 1 (A) = |λ j (A)|, j ∈ {1, n}. Let v ∈ S n−1 be an eigenvector of A corresponding to
which is a symmetric best rank one approximation of A.
Assume now that A = 0. Note that the assumption that |λ 1 (A)| = |λ n (A)| is equivalent to λ 1 (A) = −λ n (A). Assume first that λ 1 (A) = −λ n (A). Then there exists a unique j ∈ {1, n} such that σ 1 (A) = |λ j (A)|. As a right singular vector v ∈ S n−1 of A is an eigenvector of A 2 corresponding to λ j (A) 2 it follows that v is an eigenvector A. Hence the above argument show that σ 1 (A)u ⊤ v is symmetric and 1 holds.
Assume now that λ 1 (A) = −λ n (A). If v is an eigenvector of A corresponding to λ j (A), j ∈ {1, n} then u is also eigenvector of A corresponding to λ j (A), and vice versa. In this case σ 1 (A)u ⊤ v is a symmetric best rank one approximation. Assume that v is not an eigenvector of A. Since v is a right singular vector corresponding to σ 1 (A) it follows that v is an eigenvector of A 2 corresponding to the eigenvalue λ j (A) 2 . Similar claim holds for u. Hence (Av) ⊤ v is a nonsymmetric best rank approximation and 2 holds. ✷
Lemma 3
1. A ∈ R m×n has a unique rank one approximation for m, n ≥ 2, unless A lies on a subvariety of codimension two.
2.
A ∈ Sym(n, 2) has a unique rank one approximation for n ≥ 2, which is symmetric, unless A lies on a subvariety of codimension one in Sym(n, 2).
Proof. To prove the first part of the Lemma we use the singular value decomposition. Assume without loss of generality that 2 ≤ m ≤ n. Then each matrix A ∈ R m×n is of the form U DV ⊤ where 
The equality d 1 = d 2 means that we loose one parameter. The columns 3, . . . , m of V are determined uniquely to ±1. The first two columns of V are not determined uniquely. What is determined uniquely is the two dimensional subspace V ⊂ R n which is orthogonal the the columns 3, . . . , m of V and the null space of A. We can choose as a first column v 1 of V any unit vector in V. The the second column v 2 of V is a unit vector in V which is orthogonal to v 1 . So v 2 is determined uniquely up to a sign. Recall that
. Hence the set A = U DV ⊤ of the above form, where the entries of D satisfy (2.4), is a manifold Φ(m, n) ⊂ R m×n of codimension two in R m×n . It is left to show that there is a nonzero polynomial Q in the entries of A which satisfies the following conditions. First, Q vanishes on Φ(m, n). Second, for each A ∈ Φ(m, n) the exists a neighborhood O ⊂ R m×n of A such that the zero set of Q on O is equal to O ∩ Φ(m, n). Consider the symmetric matrix B = AA ⊤ . Let Dis(B) be the discriminant of the characteristic polynomial of B. Then Dis(B) vanishes if and only if B has a multiple eigenvalue. In particular
This establishes the first part of the Lemma.
Recall that the set of all A ∈ Sym(n, 2) having at least one multiple eigenvalue is a variety ∆ n of codimension two, e.g. [5] . (This follows from the arguments of the first part of the Lemma. ∆ n is the zero set of the discriminant of the characteristic polynomial of A.) Assume that A ∈ Sym(n, 2) \ ∆ n . (So A = 0.) Proposition 2 yields that A has a unique symmetric rank one approximation if and only if λ 1 (A) = −λ n (A). It is left to show that all matrices A ∈ Sym(n, 2) \ ∆ n satisfying λ 1 (A) + λ n (A) = 0 lie on a variety of codimension one. This follows from the spectral decomposition A = U DU ⊤ , where U ia an orthogonal matrix and
Note that the columns of U ⊤ are determined uniquely up to a sign. Hence the set of all A ∈ Sym(n, 2) \ ∆ n satisfying λ 1 (A) + λ n (A) = 0 is a manifold of codimension one. It is left to show that that this manifold is a zero set of some polynomial in A. Recall that for A ∈ Sym(n, 2) the matrix A ⊗ I n + I n ⊗ A ∈ Sym(n 2 , 2), where I n ∈ Sym(n, 2) is the identity matrix and A ⊗ B is the Kronecker tensor product, have eigenvalues
. Hence the zero set of det(A ⊗ I n + I n ⊗ A) includes the above manifold.
This concludes the proof of the second part of the Lemma.
✷
3 Preliminary results on best rank one approximation of tensors
, with respect to the ℓ 2 norm on each factor R n i , is given by
= max
Since −S n−1 = S n−1 it follows that T ∞,2 := max
See for example [1] for a modern exposition on tensor norms and [3] for simple geometrical properties of cross norms. Note that for matrices, i.e. d = 2, A ∞,2 is the operator norm A 2 = σ 1 (A), where A ∈ R m×n viewed as a linear operator
be a nonempty set and assume that
Let β be a nonempty strict subset of [d] . By considering the maximum in (3.2) as a maximum on x j first on j ∈ [d] \ β and then on j ∈ β we deduce T ∞,2 = max
The following result is well known and we bring its proof for completeness.
, is a best rank one approximation of T if and only if the following conditions hold. First a = ± T ∞,2 . Second the function T , ⊗ j∈ [d] x j attains its maximum or minimum on
where λ = ± T 2,∞ and
Suppose furthermore that T is symmetric with respect to 1 ≤ p < q ≤ d. Then there exist a best rank one approximation which is symmetric with respect with respect to {p, q}.
The Pythagoras theorem yields that
Hence a minimal solution of the left-hand side of (1.1) gives rise to a maximum or minimum of T ,
Consider the maximum problem (1.2). Use Lagrange multipliers for the function
. Therefore a best rank one approximation a⊗ j∈ [d] u j satisfies a = T ∞,2 and (3.5), where λ = a and u j ∈ S n j −1
Assume now that T is symmetric with respect to two indices p < q.
,q} u i is a symmetric matrix. As best rank one approximation of a A can be chosen symmetric we deduce that we can choose u p , u q ∈ S np−1 such that u q ∈ {u p , −u p }. Hence there exist a best rank approximation of T which is symmetric with respect to {p, q}. ✷ Corollary 5 Let T = 0 be a given tensor in R n 1 ×...×n d . Then rank one tensor A ∈ R n 1 ×...×n d is best rank one approximation of T if and only if
The following lemma is straightforward.
Lemma 3 suggests the following conjecture. 2. T ∈ Sym(n, d) has a unique rank one approximation, which is symmetric, unless T lies on a subvariety.
We remark that T. Kolda in her lecture [7] stated a stronger version of the second part of Conjecture 7. Namely:"rank-r symmetric /factorization/ of a symmetric tensor is unique even without the symmetry condition, under very mild conditions", although she did not specify the nature of the mild conditions. Proposition 8 Assume that the second part of Conjecture 2 holds for some integers n ≥ 2, d ≥ 3. Then each T ∈ Sym(n, d) has a best rank one symmetric approximation.
Proof. Assume that Ψ n ⊂ Sym(n, d) is the variety of all symmetric tensors which do not have a unique best rank one approximation. So each T ∈ Sym(n, d) \ Ψ n has a unique best rank one approximation A(T ) which is symmetric. Assume now that T ∈ Ψ n . As Ψ n is a variety, there exists a sequence T k , k ∈ N which converges to T , and T k ∈ Ψ n for all k ∈ N. Use Corollary 5 to deduce
So A(T k ) is a bounded sequence in Sym(n, d). Hence there exists a subsequence A(T k l ) which converges to a rank one symmetric tensor A which satisfies T 2 ∞,2 = T , A = A 2 . Hence by Corollary 5 A is a symmetric best rank one approximation of T . ✷
A weaker version of the second part of Conjecture 7 is:
Theorem 9 Every symmetric tensor T ∈ Sym(n, d) has a symmetric best rank one approximation for integers n ≥ 2, d ≥ 3.
Note that the above theorem is a special case of Theorem 1. We will first prove Theorem 9, and using it we will prove Theorem 1.
Lemma 10 Let k ≥ 2. Assume that Theorem 9 holds for n = 2 and for all positive integers d in the interval [2, k] . Then Theorem 9 holds for all integers n ≥ 3 and d ∈ [2, k].
Proof. We prove our Lemma by induction on k. In view of Proposition 2 Theorem 9 trivially holds for k = 2. Assume that N ≥ 3 and suppose that we proved the Lemma for k = N − 1. Assume that Theorem 9 holds for Sym(2, N ). Let
Our induction assumption implies that there exists u ∈ S n−1 such that
u j a best rank one symmetric approximation of T , and we are done. Suppose that u N = ±u. So span(u, u N ) is two dimensional. By changing an orthonormal basis in R n we may assume without loss of generality that span(u, u N ) = span(e 1 , e 2 ), where e j is the j-th column of the identity matrix I n . Let N ) . So T ∞,2 = T ′ ∞,2 . Our assumption implies that there exists
w j is a symmetric best rank one approximation of T . ✷
Best rank one approximations of T ∈ Sym(2, 3)
Theorem 11 Let T = [t i,j,k ] ∈ Sym(2, 3). Then each best rank one approximation of T is symmetric, unless T is a nonzero tensor proportional to the following one. t 1,1,1 = cos θ, t 1,1,2 = sin θ, t 1,2,2 = − cos θ, t 2,2,2 = − sin θ, θ ∈ [0, 2π).
(4.1)
For the above tensor there is a best rank approximation of the form u ⊗ v ⊗ w(u, v) where u, v ∈ S 1 are arbitrary and w(u, v) ∈ S 1 is uniquely determined by u, v. Furthermore, the above tensor has three symmetric best rank one approximations.
Proof. Since T = 0 has a unique best rank one approximation -T , we assume that T = 0. Suppose that T has a best rank approximation cx ⊗ y ⊗ z, x, y, z ∈ S 1 which is not symmetric. (Note that c = 0.) By permuting x, y, z we can assume that y = ±z. Let A(x) := T × x ∈ Sym(2, 2). (Because T is symmetric, it is not important which index we contract.) Hence cyz ⊤ is best rank one approximation of the symmetric matrix A(x). (Note that A(x) = 0.) Proposition 2 yields that λ 1 (A(x)) + λ 2 (A(x)) = 0, which is equivalent to tr(A(x)) = 0. Observe next that A(x) 2 is a scalar matrix, i.e. A(x) 2 = λ 1 (A(x)) 2 I 2 . Let u ∈ S 1 be arbitrary and v := 1 A(x)u A(x)u(∈ S 1 ). Proposition 2 yields that A(x)u uv ⊤ is a best rank approximation of A(x). Choose u so that u, v ∈ {x, −x}. Then c ′ xv ⊤ is a nonsymmetric best rank one approximation of A(u). The previous arguments show that tr(A(u)) = 0. Since x and u are linearly independent, it follows that the two frontal section A k := [t i,j,k ] 2 i=j=1 ∈ Sym(2, 2) have trace zero. Taking in account the T ∈ Sym(2, 2) we deduce that T is proportional to the tensor given by (4.1).
Assume that T is of the form (4.1). Let
be the two frontal sections of T . Then
So λ 1 (A(u)) = −λ 2 (A(u)) = 1 for every u ∈ S 1 . Hence any best rank one approximation of A(u) is of the form vw(u, v) ⊤ , where v ∈ S 1 and w(u, v) := A(u)v. This shows that any best rank approximation of T is u ⊗ v ⊗ w(u, v) as claimed.
It is left to show that T has exactly 3 different best rank one symmetric approximations. In view of (4.2), by changing an orthonormal basis in R 2 we may assume that θ = 0. The condition that T has a symmetric best rank approximation means that we need to choose x ∈ S 1 such that A(x) = ±x. Note that if A(x)x = x then A(−x)(−x) = −(−x). Hence we need to find all x ∈ S 1 such that A(x)x = x = (cos φ, sin φ). This condition gives rise to the following three solutions [2] is ε. Lemma 12 yields that T + εS has best rank one approximation A(ε) ∈ Sym(2, d). Recall that
Consider the bounded sequence A m := A(
There exists a subsequence A m i , i ∈ N, such that lim i→∞ A m i = A ∈ Sym(2, d), where A is a decomposable tensor. (5.1) yields that A is a best rank one approximation of T . This completes the proof of the theorem for T ∈ Sym(2, d).
Assume that n > 2. Use Lemma 10 to conclude that each T ∈ Sym(n, d) \ {0} has a symmetric best rank one approximation. ✷ Proof of Theorem 1.
α j is the symmetric decomposition for T . We prove the theorem by induction on k.
Assume that k = 1, i.e. T ∈ Sym(n, d). Then the theorem follows from Theorem 9. Suppose that the theorem holds for k ∈ [m], where m ≥ 1 and assume that k = m+1. Permute the factors in ⊗ d j=1 R n i to assume that
is symmetric with respect to α 2 , . . . , α k . Hence the induction hypothesis yields that there exists a best rank one approximation b ⊗ d j=l+1 y j of T (x 1 , . . . , x l ), where y j ∈ S n j −1 for j > l, with the following properties. y p = y q for each p, q ∈ α i , i > 1. Let T (y l+1 , . . . , y k ) := T × ⊗ d j=l+1 y j . Then T (y l+1 , . . . , y k ) ∈ Sym(n 1 , l). Theorem 9 yields that T (y l+1 , . . . , y k ) best rank one approximation of the form c ⊗ l j=1 y j where y 1 = . . . = y l . Hence the rank one approximation c ⊗ d j=1 y j is symmetric with respect α 1 , . . . , α k . ✷ 6 Uniqueness of symmetric rank one approximation for generic symmetric tensors
) .
Theorem 13 Let d ≥ 3, n ≥ 2 be integers. Then there exists an algebraic
have at most (d − 1) n − 1 distinct solutions, which are invariant under the multiplication by d − 2 roots of unity.
is odd, the number of real distinct solutions of the above system is at most
. Furthermore any solution of
is the negative of the real solution of (6.1).
If d is even then the systems (6.1)-(6.2) all together have at most
real solutions which are invariant by multiplication by −1.
Proof. Let T ∈ Sym(n, d, C). Consider the system
Let u 1 , . . . , u n ∈ C n be linearly independent.
The above inequality holds for T ∈ Sym(n, d, C) in some neighborhood of T 0 . Hence there exists a strict algebraic variety Σ(n, d) ⊂ Sym(n, d, C) such that for each T ∈ Sym(n, d, C) \ Σ(n, d) the system (6.3) has a unique solution x = 0. Assume that T ∈ Sym(n, d, C) \ Σ(n, d). Consider the polynomial system
Its principal part is the homogeneous system (6.3), where each homogeneous polynomial is of degree d − 1. Hence (6.4) has at most (d − 1) n distinct solutions. (This is the precise version of Bezout's theorem. See for example [2] .) Note that x = 0 is a solution. Hence (6.1) has at most (d − 1) n − 1 distinct solutions. Clearly, if x = 0 is a solution of (6.1) then ζx is also a solution of (6.1) if ζ d−2 = 1. As x = 0, note that ζx = ηx if ζ, η are two distinct d − 2 roots of 1. That establishes the first part of the of the theorem.
We know that (6.1) has at most (d − 1) n − 1 complex distinct solutions. Assume that x = 0 is a real solution. Then ζx is also a solution for ζ d−2 = 1. Suppose that d ≥ 3 is odd. Then ζx is real when ζ d−2 = 1 if and only if ζ = 1. Hence each real solution of (6.1) gives rise to another d − 3 distinct nonreal solutions of (6.1). Hence the number of real solutions of (6.1) is at most
. Note that for any real solution x of (6.1) −x is a real solution of (6.2) and vice versa. This proves our theorem for d ≥ 3 odd.
Assume now that d ≥ 3 is even. Then for any real solution x of (6.1) or (6.2) we get another real solution −x, and d − 4 complex solutions of (6.1) or (6.2), respectively, of the form ζx, where ζ d−2 = 1, ζ = ±1. Assume now that x is a real solution (6.2). Then ηx, η d−2 = −1 gives rise to d − 2 distinct nonreal solutions of (6.1). Hence the total number of real solutions of the systems (6.1)-(6.2) is
. ✷ Theorem 14 There exists a subvariety
, with the following properties. Let T ∈ Sym(n, d) \ Σ 1 (d, n) and consider nonzero critical values T , ⊗ d x on S n−1 and the corresponding critical points. Then
nonzero distinct critical values, where each critical value λ has a unique corresponding critical point x ∈ S n−1 . Furthermore, −λ is also a critical value with the corresponding unique critical point −x.
For an even
nonzero distinct critical values, where each critical value λ has exactly two critical points ±x ∈ S n−1 . Furthermore, the absolute values of two distinct critical points are distinct.
Proof. Let T ∈ Sym(n, d, C) \ Σ(n, d). We claim that there exists a subvariety Σ 0 (d, n) ⊂ Sym(n, d, C) such that for each T ∈ Σ 0 (n, d) the following conditions hold.
1. Assume that d ≥ 3 is odd. Then the system (6.1) has (d − 1) n − 1 solutions, and for two different solutions x, y the inequality x ⊤ x = y ⊤ y holds.
2. Assume that d ≥ 3 is even. Then the systems (6.1) and (6.2) each has (d − 1) n − 1 solutions, and for two different solutions x, y of either (6.1) or (6.2), where y = −x, the inequality x ⊤ x = y ⊤ y holds.
We consider a special tensor T =
, where e i = (δ 1i , . . . , δ ni ) ⊤ , t i ∈ C \ {0} for i ∈ [n]. For this tensor we can explicitly calculate all solutions of (6.1). Namely, it is of the form (x 1 , . . . , x n ) ⊤ where each We first consider the simple case: d ≥ 3 is odd. We claim that if x = (x 1 , . . . , x n ) ⊤ and y = (y 1 , . . . , y n ) ⊤ are different nonzero solution of (6.1) then x ⊤ x = y ⊤ y. Indeed x = (ζ 1 t 1 , . . . , ζ n t n ) ⊤ , y = (η 1 t 1 , . . . , η n t n ) ⊤ . The assumption that x and y satisfy (6.1) imply that each ζ i and η i satisfy the equation s(s d−2 − 1) = 0. Observe next that
Suppose that x ⊤ x − y ⊤ y = 0. As t 2 1 , . . . , t 2 n are linearly independent over F it follows that
The implicit function theorem yields that x(ε) can be expanded in power series of ε. So
Denote by T (x) := T × ⊗ d−2 x ∈ Sym(n, 2, C). The system (6.1) is equivalent to T (x)x = x and x ⊤ T (x) = x ⊤ . Then the ε term in (6.6) is
Multiply the above equality by x ⊤ to deduce that
Observe finally that
(6.10)
Note that ⊗ d x − ⊗ d y is zero tensor if and only if x = γy where γ d = 1. Hence we can choose S ∈ Sym(n, d, C) lying outside a finite number of subspaces of codimension one, such that the coefficient of ε is different from zero for each pair of solutions x, y of (6.1) such that x = ±y and x ⊤ x = y ⊤ y. Hence, there exists a subvariety Σ 0 (n, d) ⊂ Sym(n, d, C) such that for T ∈ Sym(n, d, C) \ (Σ(n, d) ∪ Σ 0 (n, d)) the condition 2 hold.
Let Σ 1 (n, d) = Σ(n, d) ∪ Σ 0 (n, d) and T ∈ Sym(n, d) \ Σ 1 (n, d). Assume that λ = 0 is a critical value of T , ⊗ d z on S n−1 with a corresponding critical point y ∈ S n−1 . Hence T × ⊗ d−1 y = λy.
Assume first that d ≥ 3 is odd. Clearly, −y is a critical point corresponding to the critical value −λ. Without loss of generality we may assume that λ > 0. Then x := λ , and to each critical positive value corresponds a unique critical point. These arguments prove the theorem for d odd.
Assume now that d is even. The −y is a critical point of the critical value λ. Let x + := λ . It is left to show that the absolute values of nonzero critical values are distinct. Let x, y be two solutions of either (6.1) or (6.2), and assume that x = ±y. Then u := 
