Abstract. The theoretical computer science community has traditionally used embeddings of finite metrics as a tool in designing approximation algorithms. Recently, however, there has been considerable interest in using metric embeddings in the context of networks to allow network nodes to have more knowledge of the pairwise distances between other nodes in the network. There has also been evidence that natural network metrics like latency and bandwidth have some nice structure, and in particular come close to satisfying an -three point condition or anfour point condition. This empirical observation has motivated the study of these special metrics, including strong results about embeddings into trees and ultrametrics. Unfortunately all of the current embeddings require complete knowledge about the network up front, and so are less useful in real networks which change frequently. We give the first metric embeddings which have both low distortion and require only small changes in the structure of the embedding when the network changes. In particular, we give an embedding of semimetrics satisfying an -three point condition into ultrametrics with distortion (1 + ) log n+4 and the property that any new node requires only O(n 1/3 ) amortized edge swaps, where we use the number of edge swaps as a measure of "structural change". This notion of structural change naturally leads to small update messages in a distributed implementation in which every node has a copy of the embedding. The natural offline embedding has only (1+ ) log n distortion but can require Ω(n) amortized edge swaps per node addition. This online embedding also leads to a natural dynamic algorithm that can handle node removals as well as insertions.
Introduction
Many network applications, including content distribution networks and peerto-peer overlays, can achieve better performance if they have some knowledge of network latencies, bandwidths, hop distances, or some other notion of distance between nodes in the network. Obviously the application could estimate these distances by an on-demand measurement, but they get even more benefit from an instantaneous estimate that does not require recurring measurements. Many solutions have been proposed for this problem, most of which involve measuring either a random or a carefully chosen subset of pairwise distances and then embedding into a low-dimension coordinate space, e.g. a Euclidean space [6, 7, 12, 9, 10] . Because of this methodology, the problem of giving good approximations of network latencies is sometimes referred to as the network coordinate problem.
We take our inspiration from the work of Abraham et al. [1] who tried to use embeddings into tree metrics instead of into Euclidean space. Through experimental measurements they discovered that many networks have latencies that "locally" look like trees, and in particular satisfy an -four point condition that they invented. They gave an embedding into a single tree which has small distortion for small and allows instantaneous distance measurements like in the coordinate case, but also due to its tree structure has a natural notion of hierarchy and clustering that corresponds to an intuitive model of the Internet. However, their embedding was mainly of theoretical interest, since in practice it required having global knowledge of the complete network and complete recomputation whenever the network changed. Since real networks change regularly and do not normally allow a global viewpoint, the applicability of their tree embedding was unclear.
In this paper we take a first step towards a practical tree embedding for network distances. We define an -three point condition (as opposed to the four point condition of [1] ) and show that there are good embeddings into ultrametrics when is small. Since ultrametrics are a special case of tree metrics this is also a tree embedding, but they have the extra property that they can be represented by spanning trees, so no Steiner nodes are required. They also satisfy a"bottleneck" condition which allows ultrametrics to represent bandwidths (actually 1 over the bandwidth) particularly well. We do not want to assume a static network like in previous work, so we give an online embedding which works no matter what order nodes in the network arrive (but assumes that nodes never leave) and a dynamic embedding which extends the online embedding to handle the case of nodes leaving.
In this paper we allow our online embedding to change the already-embedded points when a new one arrives, unlike the traditional model of online algorithms which does not allow change. However, an important part of this work is minimizing that change, and in fact trading it off with the distortion. We try to minimize the "structural change" of the embedding, where we measure the structural change by the number of edges in the disjoint union of the tree before a node insertion and the tree after a node insertion. We show that there is a tradeoff between distortion and structural change: the offline algorithm that minimizes distortion has large structural change, while by slightly relaxing the distortion requirement we can decrease the structural change by a polynomial amount. This immediately results in a bound on the communication complexity of a distributed algorithm that sends update messages across an underlying routing fabric.
Aside from the original practical motivation, we believe that our embedding is also of theoretical interest. Designing online embeddings is a very natural problem, but has proven surprisingly difficult to solve. In fact, there is basically no previous work on embeddings in any model of computation other than the standard offline full information model, even while online, dynamic, and streaming algorithms are becoming more important and prevalent. While in many cases it is easy to see that it is basically impossible to give an online embedding that doesn't change the embedding of previous points at all, we hope that this paper will begin the study of online embeddings that minimize structural change, or at least tradeoff structural change for extra distortion.
Definitions and Results
A semimetric is a pair (V, d) where d : V × V → R ≥0 is a distance function with three properties that hold for all x, y ∈ V . First, d(x, y) ≥ 0. Second, d(x, y) = 0 if and only if x = y. Lastly, d(x, y) = d(y, x). Note that we are not assuming a metric space, so we do not assume the triangle inequality. Instead, throughout this paper we assume that the underlying semimetric is approximately an ultrametric, in the following sense.
We let 3PC( ) denote the class of semimetrics satisfying the -three point condition.
Ultrametrics are exactly the metrics that satisfy the 0-three point condition, i.e. ULT = 3PC(0) where ULT is the set of all ultrametrics. So for any given semimetric, the smallest for which it satisfies the -three point condition is a measure of how "close" it is to being an ultrametric. Clearly every metric satisfies the 1-three point condition, since by the triangle inequality d(x, y) ≤ d(x, z) + d(y, z) ≤ 2 max{d(x, z), d(y, z)}. Thus when the semimetric actually satisfies the triangle inequality, we know that it is in 3PC(1).
This definition is in contrast to the -four point condition defined in [1] , which is a condition on the lengths of matchings on four points rather than the lengths of edges on three points. In particular, a metric (V, d) satisfies the -four point
This definition also has the property that all metrics satisfy the 1-four point condition, but instead of being related to ultrametrics it is related to trees, in that tree metrics are exactly the metrics satisfying the 0-four point condition.
While ultrametrics are just semimetrics in 3PC(0), we will represent them as trees over the point set. Given a tree T = (V, E) with weights w : E → R ≥0 , for x, y ∈ V let P (x, y) denote the set of edges on the unique path in T between x and y. Define d T : V × V → R ≥0 by d T (x, y) = max e∈P (x,y) w(e). It is easy to see that (V, d T ) is an ultrametric, and that every ultrametric can be represented in this way. We say that (V, d T ) is the ultrametric induced by T .
Since these are the only embeddings we will use, we define the contraction, expansion, and distortion of an embedding in the obvious ways. Given a semimetric (V, d) and a tree T on V , the expansion of the embedding is max u,v∈(
, the contraction of the embedding is max u,v∈( u,v) , and the distortion is the product of the expansion and the contraction.
In this paper we want to solve embedding problems online, when vertices arrive one at a time and we want a good embedding at every step. An online ultrametric embedding is simply an algorithm that maintains a tree (and thus an induced ultrametric) on the vertices that have arrived, and outputs a new spanning tree when a new node arrives. There are two measures of the quality of an online embedding: its distortion and its update cost. An online embedding has distortion at most c if every tree that it outputs has distortion at most c relative to the distances between the nodes that have already arrived.
The update cost of the algorithm is the average number of edges in the tree that have to be changed when a node arrives. Let A( ) be an online ultrametric embedding, and suppose that it is run on a semimetric (V, d) ∈ 3PC( ) where the order in which the nodes arrive is given by π. Let T i = (V i , E i ) be the tree given by the A after the ith node arrives.
We define the overall update cost of A( ) to be its worst case cost over semimetrics satisfying the -three point condition and ordering of the nodes of the semimetric, i.e.
Now we can state our main result in the online framework. All logs are base 2 unless otherwise noted. Theorem 1. For any ≥ 0 there is an online ultrametric embedding algorithm for 3PC( ) which has distortion at most (1 + ) log n +4 and update cost at most n 1/3 , where n is the number of points in the semimetric.
The dynamic setting is similar to the online setting, except that nodes can also leave after they arrive. The cost is defined similarly, as the average number of edges changed by an operation, where now an operation can be either an arrival or a departure. We modify our online algorithm to handle departures, giving a similar theorem.
Theorem 2. For any ≥ 0 there is a dynamic ultrametric embedding for 3PC( ) which has distortion at most (1 + ) log n +5 (where n is the number of nodes currently in the system) and update cost at most O(n 1/3 max ) (where n max is the maximum number of nodes that are ever in the system at one time).
Note that this notion of update cost is essentially the communication complexity of the natural distributed implementation. In particular, suppose that every node in a network has a copy of the tree (and thus the embedding). When a new node arrives, it obtains a copy of the tree from some neighbor, and then runs an algorithm to determine what the new embedding should be. The update cost is just the expected size of the update message which must be sent across the network to inform all nodes of the new embedding, so the communication complexity of the algorithm is at most O(tn max ) times the update cost where t is the number of operations (since for each operation we have to send an update to every node in the system). We describe this application in more detail in the full version, but the main result is the following upper bound.
Theorem 3. There is a distributed dynamic ultrametric embedding algorithm for 3PC( ) that allows every node to estimate the distance between any two nodes up to a distortion of (1 + ) log n +5 while only using space O(n) at each node and communication complexity O(tn 4/3 max ) in the dynamic arrival model.
Related Work
Our work is heavily influenced by the work of Abraham et al. [1] , who gave an embedding of metrics satisfying the related -four point condition into tree metrics. While our techniques are not the same (since we focus on ultrametrics), the motivation (network latency prediction) is, and part of the original motivation for this work was an attempt to make a distributed version of the algorithm of [1] . This work also fits into the "local vs. global" framework developed by [3] and continued in [5] . These papers consider embeddings from one space into a class of spaces where it is assumed that all subsets of the original metric of size at most some k embed well into the target class. It is easy to see that a semimetric satisfies the -three point condition if and only if every subset of size 3 embeds into an ultrametric with distortion at most (1 + ). They essentially solve the offline problem for ultrametrics by showing that if every subset of size k embeds into an ultrametric with distortion at most 1 + then the entire space embeds into an ultrametric with distortion at most (1 + ) O(log k n) . The case of k = 3 is special, though, since it is the smallest value for which it is true that if every subset of size k embeds isometrically into an ultrametric then the entire space can be embedded isometrically into an ultrametric. Thus it is the most important case, and we tailor our algorithms to it.
We also note that the definitions of the -three point condition given by Abraham et al. [1] and our definition of the -four point condition are closely related to the notion of δ-hyperbolicity defined by Gromov in his seminal paper on hyperbolic groups [8] . In particular, his notion of hyperbolicity is an additive version of our notions. While we do not use any of the results or techniques of [8] directly, the methods and results are somewhat similar.
Finally, while there has been extensive work in the theoretical computer science community on metric embeddings, none of it has been concerned with models of computation other than the standard offline case. This seems to be a glaring omission, and this work is the first to provide positive results. We hope that it will be the first in a line of work examining metric embeddings in other models, especially online, dynamic, and streaming computation.
We begin with the following lemma, which is an easy corollary of [3, Theorem 4.2]. We will use it throughout to bound the contraction of our embeddings.
This immediately implies that the minimum spanning tree is a good embedding:
. Let e be the maximum length edge on the path between u and v in T , and let be its length. If > d(u, v), then the spanning tree obtained by adding the edge {u, v} and removing e is smaller than T , which is a contradiction since T is a minimum spanning tree. Thus ≤ d(u, v), and so by definition
It is actually easy to see that this is basically the same embedding used by [3] , and furthermore that by replacing the metric distance with the Gromov product (as defined in [8] ) and min/max with max/min we recover the embedding of hyperbolic spaces given in [8] .
While the MST is a good embedding from the standpoint of distortion, computing and maintaining it requires possibly changing many edges on every update. For example, consider the metric on {x 1 , . . . , x n } that has d(x i , x j ) = 1−iδ for i > j, where δ is extremely small. If the nodes show up in the network in the order x 1 , x 2 , . . . , x n , then after x i enters the system the MST is just the star rooted at x i . So to maintain the MST we have to get rid of every edge from the old star and add every edge in the new one, thus requiring Ω(n) average edge changes per update.
One thing to note about this example is that it is not necessary to maintain the MST. Instead of relocating the center of the star to the new node every time, if that new node just adds one edge to the first node then the induced ultrametric only expands distances by a small amount. This suggests that maybe it is enough to just add the smallest edge incident on v when v arrives. Unfortunately this is not sufficient, as it is easy to construct semimetrics in 3PC( ) for which this algorithm has distortion (1+ ) Ω(n) . So maintaining the MST has good distortion but large update cost, while just adding the smallest edge has small update cost but large distortion. Can these be balanced out, giving small distortion and small update cost? In this section we show that, to a certain extent, they can.
We define the k-threshold algorithm as follows. We maintain a spanning tree T of the vertices currently in the system. When a node u enters the system, examine the edges from u to every other node in increasing order of distance. When examining {u, v} we test whether
, and if so we add {u, v} to T and remove the largest edge on the cycle that it induces. If not, then do not add {u, v} to T . A formal definition of this algorithm is given in Algorithm 1.
, and set w({u, v1}) = d(u, v1); for i = 2 to n do Let e be the edge of maximum weight on the path between u and vi in
This algorithm has the useful property that the embedded distance between two nodes never increases. More formally, consider a single step of the algorithm, in which it considers the edge {u, v} and either adds it or does not. Let T be the tree before and T the tree after this decision (note that both T and T share the same node set V ).
If it adds {u, v} then it removes the largest edge on the path in T between u and v, say {w, z} (without loss of generality we assume that the path from u to v in T goes through w before z).
or else the algorithm would not have added {u, v}. If the path in T between x and y does not go through {w, z} then it is the same as the path between x and y in T , so
. If the path does go through {w, z} then the path from u to w is unchanged, every edge on the path in T from w to z has length at most d(w, z), and the path from z to v is unchanged. Thus
Given this lemma, the following theorem is immediate.
Theorem 5. After adding n nodes, the k-threshold algorithm results in an embedding into an ultrametric with distortion at most (1 + ) k+ log n Proof. We know from Lemma 1 that the contraction is at most (1 + ) log n , so we just need to show that the expansion is at most (1 + ) k . Let u and v be any two vertices, and without loss of generality let u enter the system after v.
Then when u enters the system it chooses to either add the edge to v or not, but in either case immediately after that decision the expansion of {u, v} is at most (1 + ) k . Lemma 2 implies that this distance never increases, and thus the expansion is always at most (1 + ) k .
The hope is that by paying the extra (1 + ) k in distortion we get to decrease the number of edges added. Our main theorems are that this works for small k, specifically for k equal to 2 and 4. We believe that this pattern continues for larger k, so that the k-threshold algorithm would have update cost n 2/(k+2) . Unfortunately our techniques do not seem strong enough to show this, since they depend on carefully considering the local structure of the embedding around any newly inserted node, where the definition of "local" increases with k. This type of analysis becomes infeasible for larger k, so a more general proof technique is required. However, the cases of small k are actually the most interesting, in that they provide the most "bangfor-the-buck": if our conjecture is true, then when k gets larger the same increase in distortion provides a much smaller decrease in update cost.
The following lemma about the operation of the k threshold algorithm will be very useful, as it gives us a necessary condition for an edge to be added that depends not just on the current tree but on all of the edges that have been inserted by the algorithm.
Lemma 3. Suppose that u arrives at time t, and let v be any other node that is already in the system. Suppose there exists a sequence u = u 0 , u 1 , . . . , u k = v of nodes with the following three properties:
1. The edge {u, u 1 } is considered by the k-threshold algorithm before {u, v}
Then the k-threshold algorithm will not add the edge {u, v}
Proof. For any two nodes x and y, let x ∼ y denote the path between them in the algorithm's tree just before it considers {u, v}. We know from the first property that d(u, u 1 ) ≤ d(u, v), and so when {u, v} is considered the maximum edge on u ∼ u 1 is at most (1 + )
. Fix i, and suppose that {u i , u i+1 } was already inserted by the algorithm. Then when it was inserted the maximum edge on the path between u i and u i+1 was just that edge, which had length d(u i , u i+1 ). So by Lemma 2, the maximum edge of u i ∼ u i+1 is at most d(u i , u i+1 ), which by the second property is at most (1 + ) k d(u, v). On the other hand, suppose that {u i , u i+1 } was not inserted by the algorithm. Then when it was considered the path between u i and u i+1 had maximum edge at most
, and so by Lemma 2 and the third property we know that the maximum edge of u i ∼ u i+1 is at most ( 
. So for all i ∈ {0, . . . , k − 1}, the path u i ∼ u i+1 has maximum edge at most u, v) , so the k-threshold algorithm will not add the edge {u, v}.
2-threshold
We now prove Theorem 6. Let G t be the "all-graph" consisting of every edge ever inserted into the tree by the 2-threshold algorithm before the tth node arrives. In order to prove Theorem 6 we will use the following lemma, which states that nodes which are close to each other in G t have smaller expansion than one would expect.
Lemma 4. Let
Proof. Let u − w − v be a path of length two in G t . We want to show that max{d(u, w), d(w, v)} ≤ (1 + )d(u, v), since this along with Lemma 2 will imply that the the largest edge on the path between u and v in G t has length at most We will now derive a contradiction from these assumptions, which proves the lemma since it implies that either
Suppose that u is the last node of the three to enter the system. Then the sequence u, v, w satisfies the properties of Lemma 3, so the algorithm would not add {u, w}, giving a contradiction since we assumed that {u, w} was in G t . If v is the last of the three to arrive, then v, u, w satisfies the properties of Lemma 3, so {v, w} would not have been added, giving a contradiction. If w is the last node of the three to be added, then we can assume by symmetry that {u, w} was considered by the algorithm before {w, v}, in which case w, u, v satisfies the properties of Lemma 3, so {w, v} would not have been added. Thus no matter which of the three arrives last we get a contradiction, proving the lemma.
We will also need to relate the girth of a graph to its sparsity, for which we will use the following simple result that can be easily derived from [4, Theorem 3.7] and was stated in [2] and [11] . Recall that the girth of a graph is the length of the smallest cycle.
Lemma 5. If a graph G has girth at least 2k + 1, then the number of edges in G is at most n Now we can use a simple girth argument to prove Theorem 6. Proof of Theorem 6. Suppose that G n+1 (which is the final graph of all edges ever inserted by the algorithm) has a cycle of length h ≤ 4 consisting of the nodes x 1 , x 2 , . . . , x 4 , where x 1 is the last of the h nodes on the cycle to have entered the system. Without loss of generality, assume that {x 1 , x 2 } is considered by the algorithm before {x 1 , x h }. Let e be the largest edge on the cycle other than {x 1 , x h } and {x 1 , x 2 }. In the case of h = 4, Lemma 4 implies that e ≤ (1 + ) h−3 d(x 2 , x h ), and if h = 3 then this is true by definition since then e = {x 2 , x h }. But now we know from the -three point condition that this is at most x h ). Thus every edge on the cycle is at most (1 + ) 2 d(x 1 , x h ), so applying Lemma 3 to x 1 , x 2 , . . . , x h implies that {x 1 , x h } would not be added by the algorithm, and therefore would not be in G n+1 . Thus G n+1 has girth at least 5, so by Lemma 5 we have that the number of edges added by the algorithm is at most n 3/2 , and thus the 2-threshold algorithm has update cost at most n 1/2 .
4-threshold
In order to prove Theorem 7 we will prove a generalization of Lemma 4 for the 4-threshold algorithm. The proof follows the same outline as the proof of Lemma 4: first we show a series of sufficient conditions, and the assuming them all to be false we derive a contradiction with the operation of the algorithm. In one case this technique is insufficient, and instead we have to assume that not only are the sufficient conditions false, but so is the lemma, and then this is sufficient to derive a contradiction.
Lemma 6. Let u and v be any two nodes, and let h ≤ 4. Then if there is some t 0 such that there is a path of length h between u and v in G t0 , then for all t ≥ t 0 the expansion of {u, v} in the induced ultrametric is at most (1 + )
Proof. The case of h = 1 is obvious, since a path of length 1 is just an edge and Lemma 2 implies that the embedded distance from then on does not increase. The case of h = 2 is basically the same as Lemma 4, just with k = 4 instead of k = 2. Since the proof is basically the same, we defer it to the full version. For the case of h = 3, consider a path u − x − y − v in G t . As before, we want to show that max{d(u,
, since along with Lemma 2 this will prove the lemma. Due to symmetry, we can assume without loss of generality that d(u, x) ≥ d(v, y). So there are two cases, corresponding to whether the maximum edge on the path is {u, x} or whether it is {x, y}. In either case the theorem is trivially true if the maximum edge is at most d(u, v), so without loss of generality we will assume that it is greater that d(u, v).
Suppose that {u, x} is the maximum edge on the path. Then we know from the h = 2 case that d(u,
y) then this proves the lemma, so without loss of generality we can assume that d(u, v) < d(v, y), which implies that d(u, x) ≤ (1 + ) 2 d(v, y). Now by using Lemma 3 we can derive a contradiction by finding an edge in G t that the algorithm would not have added. If u is the last node of u, x, y, v to enter the system, then the sequence u, v, y, x satisfies the properties of Lemma 3, so the edge {u, x} would not have been added. If x is the last of the four to enter then we can apply Lemma 3 to the sequence x, y, v, u, so again the edge {u, x} would not have been added. If v is the last of the four to enter then we can apply Lemma 3 to the sequence v, u, x, y, so the edge {v, y} would not have been added. Finally, if y is the last of the four to arrive then if {x, y} is considered before {y, v} then applying Lemma 3 to the sequence y, x, u, v contradicts the addition of the edge {y, v}, and if {y, v} is considered before {x, y} then applying Lemma 3 to the sequence y, v, u, x contradicts the addition of the edge {x, y}. Thus no matter which of the four nodes enters last we can find an edge in G t that the algorithm would not have added.
The second case is that {x, y} is the largest of the three edges. In this case we want to prove that d(x, y) 
. So all three of the edges are larger than d(u, v), and they are all within a (1 + ) 2 factor of each other. Thus no matter which of the four nodes enters last there is a sequence to which we can apply Lemma 3 in order to find an edge in G t which the algorithm wouldn't add. If the last node is u then the sequence is u, v, y, x and the edge is {u, x}, if the last node is x then the sequence is x, u, v, y and the edge is {x, y}, if the last node is y then the sequence is y, v, u, x and the edge is {x, y}, and if the last node is v then the sequence is v, u, x, y and the edge is {v, y}. Thus we have a contradiction in every case, which proves the lemma for h = 3. d(x, z) is the maximum. Let e be the length of this maximum edge. The lemma is clearly true if e ≤ d(u, v), so in both cases we can assume that the maximum edge is at least d(u, v). We also know from the h = 3 case that e ≤ (1 + ) We start with the case when the maximum edge is {x, z}, i.e. e = d(x, z). Then from the h = 3 case we know that
we are finished, so without loss of generality we can assume that
. Now no matter which of the five vertices enters last, we can derive a contradiction using Lemma 3. This is because all of d(u, x), d(x, z), d(v, y) are greater than d(u, v) (which is the only edge in the cycle not in G t ) and are all within a (1 + ) 3 factor of each other. d(z, y) is not necessarily larger than d(u, v) or close to the other edges, but it's enough that it is smaller than d(x, z) since that means that it is not too large and if it is very small then we will not have to use it to derive a contradiction. So if u enters last then the {u, x} edge would not be added, if x or z enters last then the {x, z} edge wouldn't be added, if v enters last then the {y, v} edge would not be added, and if y enters last whichever of {z, y} and {y, v} is considered second would not be added. These are all contradictions, which finishes the case of e = d(x, z).
The final case, when the maximum edge is {u, x}, is slightly more complicated because now it is not obvious that z has to be incident to a large edge, which we need in order to derive the type of contradictions that we have been using .  If d(x, y) ≤ d(v, y) , though, then this isn't a problem and we can easily derive the same kind of contradictions using Lemma 3: if u or x enters the system last among u, x, y, v (note the exclusion of z) then the {u, x} edge will not be added, and if v or y enters the system last of the four then then {v, y} edge will not be added. This is because both d(x, y) and d(u, v) are at most d(v, y), which is at most d(u, x), and e = d(u, x) ≤ (1 + ) 3 d(v, y). So without loss of generality we assume that d(x, y) > d(v, y). We still get an immediate contradiction if the last of the five nodes to enter is not z since we still have that
. This implies that if it is u or x which arrives last then we can apply Lemma 3 to the sequence u, v, y, z, x (or its reverse) to get that {u, x} will not be added. If it is v then the sequence v, u, x, z, y implies that {v, y} will not be added, and if it y then the same around-the-cycle sequence construction implies that whichever of {y, z} and {y, v} is larger will not be added.
Thus the only difficult case is when z is the last of the five to arrive. . But now we have our contradiction, since this means that whichever of the two edges incident on z is considered second is at most (1 + ) 2 times smaller than d(u, x) and thus is also larger than d(u, v), and so will not be added.
So finally we are left with the case that
. So we again have the contradiction that whichever of the two edges incident on z is considered second will not be added by the algorithm.
With this lemma in hand we can now prove Theorem 7: Proof of Theorem 7. Suppose that G n+1 has a cycle of length h ≤ 6 consisting of the nodes x 1 , x 2 , . . . , x h , where x 1 is the last of the h nodes on the cycle to have entered the system. Without loss of generality, assume that {x 1 , x 2 } is considered by the algorithm before {x 1 , x h }. Let e be the largest edge on the cycle other than {x 1 , x h } and {x 1 , x 2 }. Lemma 6 implies that e ≤ (1 + ) x h ). Thus every edge on the cycle is at most (1 + ) 4 d(x 1 , x h ), so applying Lemma 3 to x 1 , x 2 , . . . , x h implies that {x 1 , x h } would not be added by the algorithm, and therefore would not be in G n+1 . Thus G n+1 has girth at least 7, so by Lemma 5 we have that the number of edges added by the algorithm is at most n 4/3 , and thus the 4-threshold algorithm has cost at most n 1/3 . A natural question is whether our analysis of the girth is tight. We show in the full version that it is: for any k (and thus in particular for k = 2 and k = 4) and any ≥ 0, there is a semimetric in 3PC( ) and an ordering of the points such that the graph of all edges inserted by the k-threshold algorithm results in a cycle of length k + 3. Obviously we would like to also show that not only is the girth analysis tight, but so is the update cost analysis that we use it for. Unfortunately we are not able to do this, but for good reason. We conjecture that the graph of edges inserted by the k-threshold algorithm has girth at least k + 3 for all even integer k, and if this is true then proving the matching lower bound would solve the celebrated Erdös girth conjecture.
Dynamic Embedding
The algorithms in the previous section work in the online setting, when nodes enter the system one at a time and then never leave. While slightly more realistic than the standard offline setting, this still does not model real networks particularly well since it does not handle the removal of nodes, which happens all the time in reality. What we would really like is a dynamic embedding that can handle both insertions and removals with the same kind of guarantees that we obtained in Theorems 6 and 7. Fortunately it turns out that insertions are the difficult case, and removals are easy to handle by just allowing Steiner nodes in the embedding.
Our removal algorithm is as follows. We say that a node in the embedding is active if it is currently in the system and inactive if it is not. Nodes can change from being active to being inactive, but not from being inactive to active. Suppose that u leaves the system. Let a be the number of active nodes after u leaves, and let b be the number of inactive nodes. If a ≤ α(a + b) (for some parameter 0 < α < 1 to be specified later) then remove all inactive nodes and let T be a minimum spanning tree on the active nodes. We call this a cleanup step. Otherwise do nothing, in which case u stays in the current tree as an inactive (i.e. Steiner) node. When a new node u enters the system we use the kthreshold algorithm to insert it, i.e. we consider the distances from u to the other active nodes in non-decreasing order and perform an edge swap if the current expansion is greater than (1 + ) k . We call this the k-dynamic algorithm. It is easy to see that Lemma 4 basically hold in this setting; it just needs to be changed to only hold for paths for which both of the endpoints are active. The proof of the lemma still goes through since for a path u − x − v in which u and v are active, when the path was created x had to be active as well (since when an edge is formed its endpoints are active, so no matter which of the three nodes arrives last x must be active). Thus Theorem 6 still holds since when a cycle is formed in the G t by the addition of a node u, clearly the two nodes adjacent to u in the cycle must be active so the modified version of Lemma 4 applies.
It is slightly more complicated to see that Lemma 6 still holds with the same change, that its guarantee only applies to paths where the endpoints are both active. The arguments have to be made much more carefully because we can only use smaller cases (e.g. depending on the h = 3 case when proving the h = 4 case) when we are guaranteed that both endpoints of the subpath that we are applying it to are active. We also cannot assume that any distance involving an inactive node is expanded by only (1 + ) k , so property 3 of Lemma 3 has to be changed so that if {u i , u i+1 } has never been inserted by the algorithm then d(u i , u i+1 ) ≤ d(u, v) and u i and u i+1 are both active. Due to the similarity with the proof of Lemma 6, we defer the proof to the full version.
We now show that this algorithm has small distortion in terms of the number of nodes actually in the system. Setting α = 1 2 gives a reasonable tradeoff, so that is what we will do. Due to space constraints we defer the proofs of theorems in this section to the full version, but we note that combining Theorems 8 and 9 for k = 4 gives us Theorem 2.
Theorem 8. Suppose that at time t there are n nodes in the system and T is the tree that the k-dynamic algorithm is currently maintaining. Then for all x, y in the system,
Define the cost of an operation to be the number of edge insertions that it requires, so the cost of an insertion is the same as in the online case and the cost of a removal is 0 if it does not result in a cleanup and the a − 1 if it does (recall that a is the number of active nodes).
Theorem 9. The amortized cost of an operation in the k-dynamic algorithm (for k = 2 or 4) is at most O(n 2/(k+2) max ), where n max is the largest number of nodes that are ever in the system at one time.
Conclusion and Open Questions
We have shown that when a semimetric satisfies an -three point condition (or equivalently has the property that every subset of size three embeds into an ultrametric with distortion at most 1 + ) it is possible to embed it online into a single ultrametric in a way that has both small distortion and small "structural change". We measure structural change by the number of edges that have to be added to the tree representing the ultrametric, which in a distributed setting is a natural goal since it results in small update messages when the network changes. Furthermore, a trivial example shows that the best offline embedding might require very large structural change, while we get a polynomial reduction in the structural change by losing only a constant factor in the distortion.
The obvious open question is whether the k-threshold algorithm is good for all values of k. In particular, if the analog of Lemma 6 holds for all k then the Θ(log n) threshold algorithm would have update cost at most O(1) and distortion
only (1+ )
O(log n) . We believe that this is true, but our techniques do not extend past k = 4. In particular, the proof of Lemma 6 proceeds via case analysis, and when k gets large there are just too many cases. Nevertheless, we conjecture that for even k the graph of all edges ever inserted by the k-threshold algorithm has girth at least k + 3, and thus has update cost at most n 2 k+2 .
A Distributed Embedding
We consider the setting in which there is an underlying routing fabric, e.g. the Internet, over which all messages are sent. Each node would like to know not only its distance from the other nodes in the network, but also their distances from each other, i.e. each node wants a global view of the network. One trivial solution would be for every node to store all n 2 distances in the network. This has two drawbacks: each node needs to use Θ(n 2 ) words to store all of the distances (we assume that a single distance can be stored in a word), and when a new node joins the network it has to send a message to every other node with all of its distances, so Ω(n 2 ) words need to be sent across the network (n − 1 distances need to be sent to all n − 1 other nodes). A natural way to improve this is for each node to store a copy of an embedding, which hopefully will take less space to store and will cost little to update if the addition of a node does not change it much.
We would like an embedding that has low distortion, but can also be efficiently updated when nodes join and leave. Our notion of "efficiency" is communication complexity, namely the number of bits or words that have to be sent across the network to update the embedding. But this is exactly the measure that our online and dynamic results bound! More formally, suppose that we are in the online setting, and there are n insertions total. We assume that it takes one word to contain either a node ID or a distance in the network. We also assume that all messages use the routing fabric, so each message has to be sent individually (i.e. we do not allow network coding, multicast, or any other technique which uses some knowledge of the underlying fabric). Then the communication complexity of a distributed algorithm is the total number of words sent across the network. So the communication complexity of the naive algorithm is Ω(n 3 ), since for each of the n operations we need to send a message of Ω(n) words to Ω(n) different nodes.
On the other hand, consider the following algorithm. When a node joins the network it first sends a request to another node for the current embedding, which when represented as a tree requires O(n) words of communication. It then probes all other nodes in the network to find out its distance to all of them, resulting in another O(n) words. Once it knows all of its distances it runs the 4-threshold algorithm locally, keeping track of every edge swap made. When it has finished running the algorithm it sends out a list of these edge swaps to every node in the network. The amortized number of swaps is only O(n 1/3 ) by Theorem 7, and thus sending this message to every node requires O(n 4/3 ) words of communication. Doing this for every node that arrives gives us the following theorem.
Theorem 10. The above distributed embedding allows every node to estimate the distance between any two nodes up to a distortion of (1 + ) log n +4 while only using space O(n) at each node and communication complexity O(n 7/3 ) in the online arrival model.
It is easy to see that Ω(n 2 ) is a lower bound on the communication complexity of any distributed online embedding, since when a new node arrives it has to at the very least notify every other node in the network that it has arrived. Even assuming that this notification only takes one word, this means that the total communication complexity is at least
. Similarly, we can use Theorems 8 and 9 to give a similar result for the dynamic case, with distortion (1 + ) log n +5 and communication complexity O(tn 4/3 max ), where t is the total number of operations.
B Proofs for Dynamic Case
In this appendix we give proofs for the two theorem from Section 3. Proof of Theorem 8. Let N be the number of nodes in the embedding (so N ≥ n). Our algorithm explicitly maintains the invariant that n ≥ αN , since if after a removal the invariant is false then the cleanup step makes it true again. Since T is on N nodes, Lemma 1 implies that d(x, y) ≤ (1 + )
log N d T (x, y) ≤ (1 + ) log(n/α) d T (x, y), which proves the first inequality since we set α = 1 2 . Let t ≤ t be the last time that a cleanup step was performed. Then immediately after the cleanup the tree is a MST, so if x and y were both active at time t then by Theorem 4 the expansion between at time t is at most 1, and thus by Lemma 2 their expansion is at most 1 at time t as well. Now let x and y be active at time t, but suppose that x was not in the system at time t . Then whichever of x and y entered last considered adding the edge between them, so by the definition of the k-threshold algorithm the expansion between them is at most (1 + ) k and by Lemma 2 does not increase after that. Proof of Theorem 9. Let t i be the time of the ith cleanup operation. We break up the operation of the algorithm into intervals corresponding to times between cleanup operations, so the first interval is from t 0 = 1 until t 1 , the ith interval is from t i−1 to t i , and the final interval is from the last cleanup operation until the final operation of the algorithm. Let i be an interval other than the final one, so there is a cleanup step at t i . Let a i be the number of active nodes in the embedding just before the cleanup at t i , let b i be the number of inactive nodes, and let n i = a i + b i be the number of nodes in the embedding before the cleanup. Since we are performing a cleanup we know that a i ≤ αn i and thus b i ≥ (1 − α)n i . Each inactive node results from a remove operation during this interval, so t i − t i−1 ≥ (1 − α)n i .
We will charge the total cost of this interval (including the cleanup at t i ) to the operations in the interval. We know from Theorems 6 and 7 that the total cost of the node insertions in this interval is at most n 1+2/(k+2) i and the cost of the cleanup is at most a i ≤ αn i , so the total cost of the interval is at most n 1+2/(k+2) i + αn i . Charging this cost to each operation individually, we get that the charge to a each operation is at most (n . Since we did not perform a cleanup at time t i − 1 we know that a i + 1 ≥ αn i , which means that the charge is at most 2/(k+2) . Let f be the final interval. Since we do not perform a cleanup at the end of f we know that a f ≥ αn f . Theorems 6 and 7 imply that the total cost of this interval is at most n 1+2/(k+2) f ≤ (
1+2/(k+2) . Since obviously a f and every a i is at most n max and t f ≥ n max , we get that the amortized cost per operation is at most t f 
C Tightness of Girth Analysis
In this section we show that the k-threshold algorithm can result in a graph with girth k + 3 when k is even, implying that the analysis of the girth in the previous sections is essentially tight.
The example we use has k + 3 vertices: v 0 will be the last one to enter the system, and for i ∈ [(k + 2)/2] we have two vertices, v i,0 and v i,1 , which we say are at level i. For consistency we will say that v 0 is at level 0. The distances between the nodes are given by the following rules:
