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Efficient and Effective Duplicate Detection in
Hierarchical Data
Luı́s Leitão, Pável Calado, Melanie Herschel
Abstract—Although there is a long line of work on identifying duplicates in relational data, only a few solutions focus on duplicate
detection in more complex hierarchical structures, like XML data. In this paper, we present a novel method for XML duplicate detection,
called XMLDup. XMLDup uses a Bayesian network to determine the probability of two XML elements being duplicates, considering
not only the information within the elements, but also the way that information is structured. In addition, to improve the efficiency of the
network evaluation, a novel pruning strategy, capable of significant gains over the unoptimized version of the algorithm, is presented.
Through experiments, we show that our algorithm is able to achieve high precision and recall scores in several datasets. XMLDup is
also able to outperform another state of the art duplicate detection solution, both in terms of efficiency and of effectiveness.
Index Terms—duplicate detection, record linkage, entity resolution, XML, Bayesian networks, data cleaning, optimization
F
1 INTRODUCTION
E LECTRONIC data plays a central role in numerousbusiness processes, applications, and decisions. As
a consequence, assuring its quality is essential. Data
quality, however, can be compromised by many different
types of errors, which can have various origins [1]. In
this paper, we focus on a specific type of error, namely
fuzzy duplicates, or duplicates for short. Duplicates are
multiple representations of the same real-world object
(e.g., a person) that differ from each other because, for
example, one representation stores an outdated address.
What makes duplicate detection a non-trivial task is
the fact that duplicates are not exactly equal, often due
to errors in the data. Consequently, we cannot use com-
mon comparison algorithms that detect exact duplicates.
Instead, we have to compare all object representations,
using a possibly complex matching strategy, to decide if
they refer to the same real-world object or not.
Due to its highly practical relevance in data cleaning
and data integration scenarios, duplicate detection has
been studied extensively for relational data stored in
a single table [2]. In this case, the detection strategy
typically consists in comparing pairs of tuples (each
tuple representing an object) by computing a similarity
score based on their attribute values. Then, two tuples
are classified as duplicates if their similarity is above
a predefined threshold. However, this narrow view of-
ten neglects other available related information as, for
instance, the fact that data stored in a relational table
relates to data in other tables through foreign keys. The
opportunity of considering such relations during pair-
wise comparisons has recently been realized and new
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algorithms have been proposed [3], [4]. Among these,
several focus on the special case of detecting duplicates
in hierarchical and semi-structured data, most notably,
on XML data [5], [6], [7], [8].
Methods devised for duplicate detection in a single
relation do not directly apply to XML data, due to
the differences between the two data models [5]. For
example, instances of a same object type may have
a different structure at the instance level, whereas tu-
ples within relations always have the same structure.
But, more importantly, the hierarchical relationships in
XML provide useful additional information that helps
improve both the runtime and the quality of duplicate
detection. We illustrate this fact based on the following
example that we will use throughout the paper.
Consider the two XML elements depicted as trees in
Figure 1. Both represent person objects and are labeled
Fig. 1. Two XML elements that represent the same
person. Nodes are labeled by their XML tag name and
an index for future reference.
prs. These elements have two attributes, namely the date
of birth (dob) and name. They nest further XML elements
representing place of birth (pob) and contacts (cnt). A
contact consists of several addresses (add) and an email
(eml), represented as children XML elements of cnt. Leaf
elements have a text node which stores the actual data.
For instance, dob has a text node containing the string
“13-03-1972” as its value.
In this example, the goal of duplicate detection is
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to detect that both persons are duplicates, despite the
differences in the data. To do this, we can compare the
corresponding leaf node values of both objects. In this
work, we propose that the hierarchical organization of
XML data helps in detecting duplicate prs elements,
since descendant elements (e.g., eml or add) can be
detected to be similar, which increases the similarity of
the ancestors, and so on in a top-down fashion.
Contributions. In this paper, we first present a prob-
abilistic duplicate detection algorithm for hierarchical
data called XMLDup. This algorithm considers both
the similarity of attribute contents and the relative im-
portance of descendant elements, with respect to the
overall similarity score. The algorithm presented here
extends our previous work [6], [9] by (i) significantly
improving efficiency and (ii) showing a more extensive
set of experiments.
Our contributions, especially compared to our previ-
ous work, can be summarized as follows: (i) we address
the issue of efficiency of our initial solution [6] by
introducing a novel pruning algorithm and studying
how the order in which nodes are processed affects run-
time. A major result is that XMLDup now outperforms
DogmatiX [5], a previously more efficient state of the
art algorithm for XML duplicate detection [9]; (ii) we
describe how to increase efficiency when a slight drop
in recall, i.e., in the number of identified duplicates,
is acceptable. This process can be manually tuned or
performed automatically, using known duplicate objects
from other databases; and (iii) we provide a more exten-
sive evaluation of our algorithms than in our previous
work. More specifically, we demonstrate the effective-
ness of our algorithm on a larger number of data sets,
from different domains than those used in [6], [9]. Also,
we extensively evaluate efficiency.
Unlike previous works, such as [10], where the goal
is to reduce the number of pairwise comparisons per-
formed, here we are concerned with how to efficiently
perform each pairwise comparison. In fact, our approach
could be combined with such solutions to achieve an
even more effective result.
Structure. This paper is organized as follows. Section 2
presents related work. Section 3 summarizes our baseline
algorithm, first presented in [6]. Our strategies to accel-
erate this algorithm are then presented in Section 4. We
perform an experimental evaluation of these techniques
over artificial and real world data, and discuss the results
in Section 5. Finally, in Section 6 we conclude and present
suggestions for future work.
2 RELATED WORK
In this section, we survey the state of the art for duplicate
detection in hierarchical data, which is the focus of
this paper. For a more complete discussion of related
work, we refer readers to the book by Naumman and
Herschel [2], which includes duplicate detection in a
single relation, tree data, and graph data.
Among studies that deal with hierarchical data, we
mainly find works focusing on the XML data model.
The only exception is [3], which focuses on hierarchical
tables in a data warehouse. Early work in XML dupli-
cate detection was mostly concerned with the efficient
implementation of XML join operations. A pioneering
approach was presented by Guha et al. [11], who sug-
gested an algorithm to perform approximate joins in
XML databases. However, their main concern was on
how to efficiently join two sets of similar elements, and
not on how accurate the joining process was. Thus, they
focused on an efficient implementation of a tree edit
distance, which could later be applied in an XML join
algorithm.
The concern with accuracy was later approached by
Carvalho and Silva, in [12]. Although not specifically
focused on XML, their work proposes a solution to
the problem of integrating tree-structured data extracted
from the Web. Two object representations, e.g., two hierar-
chical representations of person elements, are compared
by transforming each into a vector of terms and using
a variation of the cosine measure to evaluate their simi-
larity [13]. The hierarchical structure of object represen-
tations is mostly ignored, and a linear combination of
weighted similarities is used to account for the relative
importance of the different fields within the vectors.
The authors show that this simple strategy manages to
achieve high precision values in a collection of scientific
publications. Nevertheless, and because of its more gen-
eral nature, their approach does not take advantage of
the useful features existing in XML databases, such as
the element structure or tag semantics.
Only more recently has research been performed with
the specific goal of discovering duplicate object represen-
tations in XML databases [5], [6], [8], [10]. These works
differ from previous approaches since they were specif-
ically designed to exploit the distinctive characteristics
of XML object representations: their structure, textual
content, and the semantics implicit in the XML labels.
We briefly describe the main features of these methods
here, and refer readers to [9] for a detailed theoretical
and experimental comparison of these approaches.
The DogmatiX framework aims at both efficiency and
effectiveness in duplicate detection [5] . The framework
consists of three main steps: candidate definition, duplicate
definition, and duplicate detection. Whereas the first two
provide the definitions necessary for duplicate detection
(i.e., the set of object representations to compare and the
duplicate classifier to use), the third component includes
the actual algorithm, an extension to XML data of the
work of Ananthakrishna et al. [3].
The XMLDup system first proposed in [6] uses a
Bayesian Network model for XML duplicate detection.
Its approach is the basis for the algorithms proposed in
this paper, and is further described in Section 3.
Milano et al. propose a distance measure between two
XML object representations that is defined based on the
concept of overlays [8]. An overlay between two XML
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trees U and V is a mapping between their nodes, such
that a node u ∈ U , is mapped to a single node v ∈ V
if, and only if, they have the same path from the root.
This measure is then used to perform a pairwise com-
parison between all candidates. If the distance measure
determines that two XML candidates are closer than a
given threshold, the pair is classified as a duplicate.
Finally, SXNM (Sorted XML Neighborhood
Method) [10] is a duplicate detection method that
adapts the relational sorted neighborhood approach
(SNM) [14] to XML data. Like the original SNM, the idea
is to avoid performing useless comparisons between
objects by grouping together those that are more likely
to be similar.
3 A BAYESIAN NETWORK FOR DUPLICATE
DETECTION
We now present the XMLDup approach to XML du-
plicate detection. We first present how to construct a
Bayesian Network model (BN) for duplicate detection,
and then show how this model is used to compute the
similarity between XML object representations. Given
this similarity, we classify two XML objects as duplicates
if it is above a given threshold. This section essentially
summarizes the work discussed in more detail in [6].
Throughout our work, we assume a schema mapping
step has preceded duplicate detection, so that all XML
elements we compare comply to the same schema. We
note that the process of schema mapping is by itself
complex and, for our algorithms to be effective, its result
must first be validated to ensure a high quality mapping.
This issue, however, is outside the scope of this paper.
3.1 Bayesian Network Construction
Bayesian Networks provide a concise specification of
a joint probability distribution. They can be seen as a
directed acyclic graph, where the nodes represent ran-
dom variables and the edges represent dependencies be-
tween those variables. We first outline how the Bayesian
Network for XML duplicate detection is constructed.
Afterwards, we explain how probabilities are computed
in order to decide if two objects are in fact duplicates.
For a more detailed description of Bayesian Networks
and their applications, the reader is referred to [15].
3.1.1 BN Structure for Duplicate Detection
Our approach for XML duplicate detection is centered
around one basic assumption: The fact that two XML nodes
are duplicates depends only on the fact that their values are
duplicates and that their children nodes are duplicates. Thus,
we say that two XML trees are duplicates if their root
nodes are duplicates.
To illustrate this idea, consider the goal of detecting
that both persons represented in Figure 1 are duplicates.
This means that the two person objects, represented by
nodes tagged prs, are duplicates depending on whether
or not their children nodes (tagged pob and cnt) and their
values for attributes name and dob are duplicates. Fur-
thermore, the nodes tagged pob are duplicates depending
on whether or not their values are duplicates, and the
nodes tagged cnt are duplicates depending on whether
or not their children nodes (tagged eml and add) are
duplicates. This process goes on recursively until the
leaf nodes are reached. If we consider trees U and U 0 of
Figure 1, this process can be represented by the Bayesian
Network of Figure 2, as explained in the following.
Fig. 2. BN to compute the similarity of the trees in
Figure 1.
Let us first consider the XML nodes tagged prs. As
illustrated in Figure 2, the BN will have a node labeled
prs11 representing the possibility of node prs1 in the
XML tree U being a duplicate of node prs1 in the XML
tree U 0. Node prs11 is assigned a binary random variable.
This variable takes the value 1 (active) to represent the
fact that the XML prs nodes in trees U and U 0 are
duplicates. It takes the value 0 (inactive) to represent the
fact that the nodes are not duplicates.
In accord with our assumption, the probability of the
two XML nodes being duplicates depends on (i) whether
or not their values are duplicates, and (ii) whether or not
their children are duplicates. Thus, node prs11 in the BN
has two parent nodes, as shown in Figure 2. Node Vprs11
represents the possibility of the values in the prs nodes
being duplicates. Node Cprs11 represents the possibility
of the children of the prs nodes being duplicates. As
before, a binary random variable, that can be active or
inactive, is assigned to these nodes, representing the fact
that the values and children nodes are duplicates or non-
duplicates, respectively.
We assume that the probability of the XML node
values being duplicates depends on each attribute inde-
pendently. This is represented in the network by adding
new nodes for the attributes as parents of node Vprs11 ,
represented as rectangles in Figure 2. In this case, these
new nodes represent the possibility of the name values
in the prs nodes being duplicates and of the dob values
in the prs nodes being duplicates.
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Similarly, the probability of the children of the prs
nodes being duplicates depends on the probability of
each pair of children nodes being duplicates. Thus, two
more nodes are added as parents of node Cprs11 : node
pob11 represents the possibility of node pob1 in tree U
being a duplicate of the node pob1 in tree U
0; node cnt11
represents the possibility of node cnt1 in tree U being a
duplicate of node cnt1 in tree U
0.
We can now repeat the whole process for these two
nodes. However, a slightly different procedure is taken
when representing multiple nodes of the same type, as is
the case for the XML nodes labeled add. In this case, we
wish to compare the full set of nodes, instead of each
node independently. Thus, we say that the set of add
nodes being duplicate depends on each add node in tree
U being a duplicate of any add node in tree U 0. This is
represented by nodes add⇤⇤, add1⇤, and add2⇤ in the BN
of Figure 2.
Finally, each addij node represents the possibility that
node addi in tree U is a duplicate of node addj in tree U
0.
Since the add nodes have no children, their probability
of being duplicates only depends on their values. Thus,
each node addij in the network has only one parent node
Vaddij which has one parent representing the possibility
of both XML nodes, addi and addj , having duplicate val-
ues. A more detailed explanation of the BN construction
algorithm, including its pseudocode, can be found in [6].
Note that our approach is not symmetrical, i.e. the
network obtained for U and U 0 is not always the same
as that obtained for U 0 and U . However, it would
be difficult to satisfy this feature without a significant
decrease in efficiency, while we would not expect a high
increase in effectiveness.
3.1.2 Computing the Probabilities
As we have seen, we assign a binary random variable
to each node, which takes the value 1 to represent the
fact that the corresponding data in trees U and U 0 are
duplicates, and the value 0 to represent the opposite.
Thus, to decide if two XML trees are duplicates, the
algorithm has to compute the probability of the root
nodes being duplicates. In our example, this corresponds
to computing P (prs11 = 1), which can be interpreted
as a similarity value between the two XML elements.
To obtain this probability, the algorithm propagates the
prior probabilities associated to the BN leaf nodes, which
will set the intermediate node probabilities, until the root
probability is found.
In the following, we explain how these probabilities
can be defined. For simplicity, we will use the notation
P (x) to mean P(X = 1).
Prior probabilities. In the network of Figure 2, we
need to define the prior probabilities of values be-
ing duplicates in the context of their parent XML
node, i.e., P (prs11[name]), P (prs11[dob]), P (pob11[value]),
P (eml11[value]), and P (addij [value]). These probabilities
can be defined based on a similarity function sim(·)
between the values, normalized to fit between 0 and 1.
However, it is sometimes not possible, or not efficient, to
measure the similarity between two attribute values. In
this case, we define the probability as a small constant ka,
named the default probability, representing the possibility
of any two values being duplicates before we observe
them.
Thus, we define P (tij [a]) = sim(Vi[a], Vj [a]) if the
similarity was measured, and P (tij [a]) = ka if otherwise,
where Vi[a] is the value of attribute a of the i-th node
with tag t in the XML tree. For instance, for the name
attribute in the prs nodes, we can define sim(n1, n2) =
1 − ned(n1, n2), where ned(·) is the normalized edit
distance between the strings. The default probability ka
can be derived from the distribution of attribute values
in the database, or simply be set to a small number.
Conditional probabilities. We further need to define the
following four types of conditional probabilities:
Conditional probability 1 (CP1): The probability of the
values of the nodes being duplicates, given that each
individual pair of values contains duplicates. Intuitively,
(i) if all attribute values are duplicates, we consider
the XML node values as duplicates; (ii) if none of the
attribute values are duplicates, we consider the XML
node values as non-duplicates; (iii) if some of the at-
tribute values are duplicates, we determine that the
probability of the XML nodes being duplicates equals
a given value, wa. This value represents the importance
of the corresponding attribute a in determining if the
nodes are duplicates.
Conditional probability 2 (CP2): The probability of the
children nodes being duplicates, given that each individ-
ual pair of children are duplicates. Intuitively, it makes
sense to say that two nodes are duplicates only if all of
their child nodes are also duplicates. However, it may
be the case that the XML tree is incomplete, or contains
erroneous information. Thus, we relax this assumption
and state that the more child nodes in both trees are
duplicates, the higher the probability that the parent
nodes are duplicates.
Conditional probability 3 (CP3): The probability of two
nodes being duplicates given that their values and their
children are duplicates. Essentially, we consider the
nodes as duplicates if both their values and their children
are duplicates.
Conditional probability 4 (CP4): The probability of a set
of nodes of the same type being duplicates given that
each pair of individual nodes in the set are duplicates.
We start by defining the probability P (t⇤⇤|t1⇤, t2⇤, . . . ) of
the set of nodes being duplicates given that each of its
nodes is a duplicate. As before, we assume that the more
nodes are duplicates, the higher the probability that the
whole set of nodes is a duplicate. We can then define the
probability P (ti⇤|ti1, ti2, . . . ), which reflects the fact that
a node in an XML tree is a duplicate if it is a duplicate
of at least one node of the same type in the other XML
tree.
The formulas for these probabilities and their corre-
spondence to our running example are summarized in
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CP Formula Example







P (Vprs11 |prs11[name], prs11[dob])
P (Vpob11 |pob11[value])
P (Veml11 |eml11[value])
P (Vaddij |addij [value])














P (Cprs11 |pob11, cnt11)
P (Ccnt11 |eml11, add∗∗)
3 P (tij |Vtij , Ctij ) =
n
1 iff Vtij = Ctij = 1
0 otherwise




P (addij |Vaddij )





tk∗ P (ti∗|ti1, ti2, . . . , tin) =
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Formulas for conditional probabilities and their applicability to our example of Figure 2.
Table 1.
Final probability. Once all prior and conditional proba-
bilities are defined, the BN can be used to compute the
probability of two XML trees being duplicates, i.e. P (t11),
where t is the tag for the root node of both trees. This can
be achieved by any probability propagation algorithm,





























We should note that our solution only compares pairs
of objects and, thus, we do not apply the transitive
closure. In the case where more than two XML elements
represent the same real-world object, the transitive clo-
sure over identified duplicate pairs could be applied in
a post-processing step.
4 ACCELERATING THE BN EVALUATION
To compute the final probability described in Sec-
tion 3.1.2, one needs to analyze the whole network and
calculate the probabilities for every node. This process,
which has a complexity of O(n×n0), where n and n0 are
the number of nodes in each XML tree being compared,
can be time consuming, especially if we are dealing
with a large network. However, when performing dupli-
cate detection, we are usually interested only in objects
whose duplicate probability is above a given thresh-
old. This allows us to optimize the network evaluation
process. In this section we propose a novel strategy to
reduce the time spent on the BN evaluation.
4.1 Network Pruning
In order to improve the BN evaluation time, we propose
a lossless pruning strategy. This strategy is lossless in
the sense that no duplicate objects are lost. Only object
pairs incapable of reaching a given duplicate probability
threshold are discarded.
As stated before, network evaluation is performed
by doing a propagation of the prior probabilities, in a
bottom up fashion, until reaching the topmost node. The
prior probabilities are obtained by applying a similarity
measure to the pair of values represented by the content
of the leaf nodes. Computing such similarities is the most
expensive operation in the network evaluation, and in
the duplicate detection process in general. Therefore, the
idea behind our pruning proposal lies in avoiding the
calculation of prior probabilities, unless they are strictly
necessary.
The strategy follows the premise that, before compar-
ing two objects, all the similarities are assumed to be
1 (i.e., the maximum possible score). The idea is to, at
every step of the process, maintain an upper-bound on
the final probability value. At each step, whenever a new
similarity is computed, the final probability is estimated
taking into consideration the already known similarities
and the unknown similarities that we assume to be 1.
When we verify that the network root node probability
can no longer achieve a score higher than the defined
duplicate threshold, the object pair is discarded and,
thus, the remaining calculations are avoided. The process
is presented in detail in Algorithm 1.
The algorithm takes as input a node N from the BN
and a user defined threshold T . It starts by gathering
a list of all the parent nodes of N and assuming that
their duplicate probability score is 1 (lines 1 and 2). It
then proceeds to compute the actual probability value
of each of the parents of N (lines 4–16).
If a given parent node n is a value node (line 6), its
probability score is simply the similarity of the values
it represents. If, on the other hand, n also has parent
nodes, its probability score depends on the scope of its
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Algorithm 1 NetworkPruning(N,T )
Require: The node N , for which we intend to compute the
probability score; threshold value T , below which the XML
nodes are considered non-duplicates
Ensure: Duplicate probability of the XML nodes represented
by N
1: L ← getParentNodes(N) {Get the ordered list of parents}
2: parentScore[n] ← 1, ∀n ∈ L {Maximum probability of
each parent node}
3: currentScore ← 0
4: for each node n in L do {Compute the duplicate probabil-
ity}
5: if n is a value node then
6: score ← getSimilarityScore(n) {For value nodes,
compute the similarities}
7: else
8: newThreshold ← getNewThreshold(T, parentScore)
9: score ← NetworkPruning(n, newThreshold)
10: end if
11: parentScore[n] ← score
12: currentScore ← computeProbability(parentScore)
13: if currentScore < T then




own parents, which we compute recursively (line 9).
However, the algorithm should now be called with a
different threshold value, that depends on the equation
used to combine the probabilities for node N (line 8).
Using the example from Figure 2, assume our initial
threshold was T = 0.8 and that we wish to compute
P (prs11). Assume also that the probability score of Vprs11
was already computed as 0.9. To compute the probabil-




P (prs11|Vprs11 , Cprs11)P (Vprs11)P (Cprs11) > 0.8
If we were using the formula for CP3 (see Table 1), this
would be equivalent to P (Vprs11)P (Cprs11) > 0.8, which,
in Algorithm 1 corresponds to parentScore[Vprs11 ] ×
parentScore[Cprs11 ] > 0.8. Thus, our new threshold
would be 0.8/0.9 = 0.89.
Once the score for node n is computed, the algorithm
checks if the total score for N is still above T , and decides
whether to continue computing or to stop the network
evaluation (lines 13–15). Function computeProbability
consists in applying one of the probability equations
presented in Section 3.1.2.
We now prove the correctness of the pruning method
and discuss its complexity. We start by showing that
the evaluation of each individual (non-leaf) node is not
affected by the fact that some of its parent nodes may
not be evaluated. We then show that the evaluation
of the parent nodes of a given node will also return
the expected value. For succinctness, in the following,
we will denote P (X = 1) as P (x) and recall that
P (X = 1) = 1− P (X = 0).
Theorem 1 Given a (non-leaf) node N of the duplicate
detection Bayesian Network, and a threshold value T , the
networkPruning algorithm computes exactly the same prob-
ability score as the non-pruned version of the procedure, if
s ≥ T , where s is the score computed.
Proof: Let N be a node in the BN and let N1, . . . , Nk
be the parent nodes of N . The final score to be computed by
Algorithm 1 is:
s = P (n) =
X
N1,...,Nk
P (n|N1, . . . , Nk)×P (N1)×· · ·×P (Nk)
(2)
where P (n|N1, . . . , Nk) is one of the conditional probabilities
defined in Table 1. Let Fi be the value computed by Algo-
rithm 1 when only the first i parent nodes have been evaluated
(i.e., when we assume that P (nj) = 1, ∀j > i). We want to
show that if, for any i, Fi < T , then s < T and the algorithm
can safely stop. This can be shown for each of the conditional
probabilities in Table 1. Due to space constraints, we will limit
our proof to conditional probability CP2.
By replacing the conditional probability in Equation (2)
with CP2, and through some algebraic manipulation, we get
that
s =
P (n1) + · · ·+ P (nk)
k
(3)
In this case, we have that
Fi =
Pi
j=1 P (nj) + (k − i)
k
(4)
Note that s = Fk. Since, for all i, P (ni) ≤ 1, it is clear
that F1 ≥ F2 ≥ F3 ≥ · · · ≥ Fk−1 ≥ Fk. Thus, if any
Fi < T , then s < T and the algorithm can stop. Otherwise,
the processing will continue until Fk is computed.
Theorem 2 Given a (non-leaf) node N of the duplicate
detection Bayesian Network, and a threshold value T , the
recursive call to evaluate a parent node Ni of N will return the
same value as if the network rooted at Ni was fully evaluated,
or stop only if P (n) < T .
Proof: Assume that the recursive call will be applied to
node Ni. We need to find a new threshold T
0 for P (ni) such
that, if P (ni) < T
0, then P (n) < T . As before, we will limit
our demonstration to conditional probabilities CP2, although
the same can be shown for the remaining probabilities.
From Theorem 1, we know that the network evaluation
should stop if Fi < T . This yields:




P (nj)− (k − i) (5)
Thus, evaluation should stop when the inequality in Equa-
tion (5) holds. This means that, to evaluate the subnetwork
rooted at node Ni, we can safely use the value T
0 = kT −
Pi−1
j=1 P (nj) − (k − i) as the new threshold in the recursive
call of line 9.
Regarding the complexity of the algorithm, since we
cannot guarantee that all objects in the dataset will
contain very different information (which would cause
many nodes to be pruned out of the BN evaluation) the
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number of comparison remains quadratic, in the worst
case. In addition, the algorithm also incurs a small over-
head, due to the computation of the cutoff thresholds.
However, in a real world scenario, where we expect to
have only a marginal amount of very similar attributes,
the number of comparisons can be substantially reduced.
The experiments presented in Section 5.3.2, over artificial
and real world data, confirm this perspective, showing
that the duplicate detection with the pruning optimiza-
tion was able to perform up to 4.5 times faster than the
unoptimized version of the algorithm.
4.2 The Effect of Node Order on Pruning
Our proposed strategy works by estimating the highest
achievable score after computing the probability of each
single node. Thus, by choosing the appropriate order
by which to evaluate the nodes, we can assure that the
algorithm makes the minimal number of calculations,
before deciding if a pair of objects is to be discarded.
The rationale supporting this idea derives from the
fact that every object contains elements that hold more
distinctive information than others. Consider, for exam-
ple, the objects in Figure 1. Surely, it is more unlikely
to have two persons with the same name than having
two persons born on the same date. Thus, we can expect
lower similarity scores on names than on dates of birth.
For this reason, if we first evaluate the name value, we
will discover sooner if the object can be discarded since,
as a consequence of the lower similarity scores, the cut-
off threshold will be reached sooner.
Since we do not have a way of knowing the probability
scores in advance, we need to devise a heuristic for sort-
ing nodes that, hopefully, approximates the ideal node
order. In this work, we propose three such heuristics:
sorting by depth, by average string size, and by distinctive-
ness. Each of these heuristics corresponds to a different
way of ordering the nodes in the set L, obtained in line 1
of Algorithm 1, as explained in the following.
Using the depth of a node follows the intuition that, in
a hierarchic structure like an XML document, the most
important information is usually stored in nodes that
are placed closer to the root, while nodes with less dis-
tinctive power are stored in deeper levels. Therefore, by
ordering the nodes according to the depth of the branch
to which they belong, we cause the more distinctive
nodes to be evaluated first. This may, of course, not
always be true, but it was shown to be accurate on our
tested datasets.
Using the size of the node consists in first evaluat-
ing nodes whose values have a smaller average string
length. The idea is simply to perform the cheaper com-
parisons first, expecting that non-duplicate nodes to be
discarded before the longer strings have to be compared.
We should note that, since shorter strings are more likely
to be similar than larger strings, this node ordering could
delay the reaching of the cut-off threshold. However, we
expect the cheaper string comparisons to compensate for
the increment in the number of compared strings.
The final heuristic consists in sorting the nodes accord-
ing to their distinctiveness. We define the distinctiveness
of a node n as log(A/dn), where A is the total number
of objects containing node n and dn is the number of
distinct values of node n. This measure follows the idea
that nodes with a high number of distinct values are
less likely to be similar and thus should be evaluated
first. We note that the overhead introduced by the pre-
computation of these heuristics is negligible.
Each one of these heuristics provides a way of priori-
tizing the evaluation of some nodes in order to conclude
as soon as possible if further network evaluation is
needed. They can be used individually or in combina-
tion. In Section 5.3.2, we show, through experiments, that
this is in fact true and that network evaluation can be
considerably accelerated, spending about 60% less time
than the unoptimized version.
4.3 Varying the Pruning Factor
As stated in Section 4.1, before evaluation, every node is
assumed to have a duplicate probability of 1. We call this
assumed probability the pruning factor. We now propose
that, by lowering the pruning factor, we can evaluate the
network even faster, although at the cost of not detecting
a small number of duplicate objects. The idea behind this
new strategy is explained as follows.
As shown in Theorem 1, having a pruning factor
equal to 1 guarantees that the duplicate probability
estimated for a given node is always above the true
node probability. Therefore, no duplicate pair of objects
is ever lost. By lowering the pruning factor, we lose this
guarantee. Thus, a pair of objects may be prematurely
discarded, even if they are true duplicates. However,
with a lower pruning factor, we also know that all
probability estimates will be lower. This will cause the
defined duplicate threshold to be reached sooner and,
consequently, the network evaluation to stop sooner.
Thus, fewer similarity calculations will be performed.
Based on this knowledge, our strategy relies on the
assumption that, by slightly lowering the pruning factor,
we can achieve high gains in performance, while loos-
ing only a very small amount of true duplicates. This
assumption is empirically shown to be correct, as we
demonstrate in Section 5.3.2.
4.4 Automatic Pruning Factor Selection
There are still two ways in which we can further exploit
the advantages of using a pruning factor lower than 1.
First, since different attributes in an XML object have
different characteristics, they could also have different
pruning factors. Second, fine-tuning one, or several,
pruning factors manually can be a complex task, espe-
cially if the user has little knowledge of the database,
thus we should be able to compute all pruning factors
automatically. In this section we describe a method that
automatically determines which pruning factor to use
for each attribute, in order to optimize efficiency, while
minimizing the loss in effectiveness.
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4.4.1 Mapping Attributes to Pruning Factors
Consider, for example an attribute representing the gen-
der of a person. Naturally, we expect it to have many
similar values, since it can only be “male” or “female”. It
would, therefore, be advisable to assign it a high pruning
factor (close to 1). On the other hand, if we are dealing
with an attribute whose contents are more diverse, and
thus less likely to be similar, such as person names, a
lower pruning factor can be applied. In sum, for a given
attribute, the higher the likelihood of its values being
similar, the lower the pruning factor should be.
The question is: how do we determine the likelihood
of the value being similar without actually computing
all the similarities? To achieve this, we have adopted a
strategy similar to the one proposed in [16], which we
describe in the following.
Let A be the set of all attributes in the schema of
the XML objects in the dataset. Each attribute a ∈ A is
represented as a vector of statistical features. We expect
these features to provide information useful in determin-
ing the pruning factor. Our goal is to find a mapping
function M : A → [0, 1], which takes an attribute a as
input and returns the corresponding pruning factor.
To represent the attributes we use 12 different features.
These are grouped according to the characteristics they
try to capture.
Group1: Uniqueness features. Features that capture the
diversity of attribute values within a dataset. The group
contains the features distinctiveness, entropy of distinc-
tiveness, harmonic mean of distinctiveness, standard
deviation of distinctiveness, and the diversity index of
the attributes content [17].
Group2: Format features. Features that provide informa-
tion about the type of contents in attributes values. These
are the ratio of attributes that contain numeric values,
alphabetical values, and both.
Group3: Content length features. Since we use a string
edit distance to compare attribute values, and given that
the outcome of this measure is strongly related to the size
of the strings, this group contains the features average
string size and entropy of the string sizes.
Group4: Absence features. This group contains only
one feature that measures how many objects are missing
the given attribute. Attributes that are missing in many
objects should probably be taken less into account.
Group5: Occurrence features. This group contains only
one feature that measures the number of occurrences
of an attribute per object. Attributes that appear many
different times (e.g., actor names in a movie) should be
treated differently from singular attributes (e.g., the title
of a movie).
Once the features are defined, finding function M can
be seen as a regression problem. In this work, we have
solved it using Support Vector Regression (SVR) [18].
4.4.2 Learning the Mapping Function
To learn the function M through regression, we need
to provide a set of examples. In our case, the examples
would be sets of attributes, together with their ideal
pruning factors. Since, in a real case scenario, we do not
expect to have such data available, we need to find an
approximate solution. We now describe our approach to
this problem.
Assume that we have available a set D of one or more
XML databases, where some duplicate objects were pre-
viously identified. These databases can be different from
the one where we are performing duplicate detection
and do not even need to be on the same domain. Given
D, a straightforward way of finding the appropriate
pruning factors would be to (i) try every possible set
of pruning factor values, (ii) for each set, measure the
accuracy of our duplicate detection method, and (iii)
choose the set that yielded the best results. This process
would result in a set of attributes and pruning factors
that could be used to learn the function M.
Doing such an exhaustive search is, however, un-
feasible. We therefore do an approximate search using
the method of simulated annealing (SA) [19]. SA is an
algorithm intended to determine the maximum (or min-
imum) value of a function with several independent
variables, under a fraction of the time needed to find
an absolute maximum (or minimum) in a large search
space. This function is called the objective function and its
results depend on the possible variable configurations,
or states. SA consists in shifting among candidate states
in order to approximate the objective function to a global
optimum, using an acceptance function to decide if the
new state should be accepted.
In our approach, the objective function to minimize
is the number of comparisons performed and the states
are the sets of pruning factor values. To determine if
the algorithm should change state, we use the following
variation of the commonly used acceptance function:




0 if recall < R





where ps is the objective function value for the current
state, pn is the objective function value for the new state,
t is the fraction of iterations the algorithm still needs to
execute, and R is a minimum threshold for the recall
achieved. Equation (6) assures that a new set of pruning
factor values is accepted only if the loss in recall is not
too high. In our experiments, we defined R as 90% of
the recall achieved by the lossless pruning strategy.
We used the common acceptance function of SA, with
a slight difference: new states are accepted only if the
loss in recall is less then 10%, when compared to the
algorithm with a pruning factor of 1.
In sum, we perform a search to find the near-optimal
pruning factors for the set of attributes in the databases
of D, we use these pruning factors to learn the function
M through regression, and then use M to compute the
pruning factors for the database where we are perform-
ing duplicate detection.
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4.4.3 Pruning Factors for Inner Nodes
The process so far enables us to find different prun-
ing factors for each attribute. However, to evaluate the
Bayesian network, we need to apply a pruning factor in
every node, and not just the attribute nodes. We solve
this problem using a simple strategy.
While performing a similarity calculation, we deter-
mine the pruning factors for each attribute (leaf) node.
Since pruning factors can be seen as upper bounds on the
probability of each node being active, we can propagate
these values bottom-up along the network, as if they
were the actual probability values. The value computed
at each inner node will then be used as its pruning factor.
This process requires us to evaluate the network
twice for each similarity calculation. However, this is a
much cheaper evaluation, since we are not computing
similarities, but only propagating values. In practice,
experiments presented in Section 5.3.2 show that, by
automatically selecting the pruning factors, we were able
to improve efficiency over the lossless strategy with
small losses in recall, without the need of any manual
tuning.
5 EXPERIMENTS ON DUPLICATE DETECTION
In this section we present an evaluation of the XMLDup
algorithm described in the previous sections. We eval-
uate the algorithm both in terms of effectiveness and
efficiency. First, we evaluate effectiveness by comparing
it to a state of the art duplicate detection system, called
DogmatiX [5], that proved to be the most competitive
so far [9]. We then evaluate the efficiency of XMLDup
when using our proposed pruning optimization, node
ordering heuristics, varying the pruning factor, and au-
tomatically selecting the most adequate pruning factors.
The experiments are concluded with a discussion of the
results.
Testing the impact of data quality on duplicate de-
tection is important to confirm the effectiveness of a
given algorithm. In previous work we have shown that
XMLDup manages to cope with errors like typos or
duplicate erroneous elements without any significant
degradation of the results and even performs effec-
tively when dealing with reasonable amounts of missing
data [6], [9]. Due to space constraints, those experiments
will not be repeated here.
5.1 Datasets
Our tests were performed using seven different datasets,
representing five different data domains. The first three
datasets, Country, CD and IMDB, consist of XML objects
taken from a real database and artificially polluted by
inserting duplicate data and different types of errors,
such as typographical errors, missing data, and dupli-
cate erroneous data [6]. The remaining four datasets,
Cora, IMDB+FilmDienst, another dataset containing CD
records (which we are going to refer to as CD 2), and
Restaurant, are composed exclusively of real world data,
containing naturally occurring duplicates.
The datasets vary in size from 9763 objects (CD 2)
through 864 objects (Restaurant). All datasets contained
objects nested in a hierarchy of up to 3 levels, except for
the Restaurant dataset, which contained 4 levels. For each
dataset, attributes that did not contain information use-
ful for duplicate detection (such as movie rating or year,
which can be common to many different objects) were
discarded. Before each test, we enumerate the actual
attributes used. In all experiments, we used a duplicate
threshold of 0.5 for all datasets, except for CD 2 and Cora,
where we used 0.4 and 0.3, respectively. Additionally,
DogmatiX uses a threshold to identify similar object
descriptors [5], which was set to 0.15.
The Cora, Country, IMDB, IMDB+FilmDienst and both
CD datasets are available at the Hasso Plattner Institute
website1. The Restaurant dataset was obtained from the
University of Texas Machine Learning Research Group
website2.
5.2 Experimental setup
Experiments were performed to compare the effective-
ness and efficiency of the tested algorithms. To assess
effectiveness, we applied the commonly used precision,
recall, and r-precision measures [13]. Precision measures
the percentage of correctly identified duplicates, over
the total set of objects determined as duplicates by the
system. Recall measures the percentage of duplicates
correctly identified by the system, over the total set of
duplicate objects. R-precision measures the precision at
cut-off R, when R is the number of duplicates in the
dataset. To assess efficiency, we measured the runtime
and number of comparisons of the duplicate detection
process. To perform SVR, we used the SVMLight imple-
mentation [20], with a linear function kernel.
To compare the object data, we considered all the
attribute values as textual strings, using the formula
sim(V1, V2) = 1 −
ed(V1,V2)
max(|V1|,|V2|)
as the similarity measure,
where ed(V1, V2) is the string edit distance between
values V1 and V2, and |Vi| is the length (number of char-
acters) of string Vi. To construct the Bayesian network
we used the probabilities defined in Section 3.
The experimental evaluation was performed on an
Intel two core CPU at 2.53GHz and 4GB of RAM, having
a 64-bit Ubuntu as its operating system. Both tested
algorithms were fully implemented in Java, using the
DOM API to process the XML objects.
5.3 Results
We now present the experimental results for the
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Fig. 3. Comparison results for XMLDup and DogmatiX representing precision and recall values for the Restaurant
dataset (a), Cora dataset (b), CD 2 dataset (c), and IMDB+FilmDienst dataset (d).
5.3.1 Effectiveness Evaluation
To evaluate effectiveness, we present a comparison of
XMLDup to the DogmatiX duplicate detection system.
We chose DogmatiX because, although it does not use
the object structure to compute similarities, it was shown
to be the most competitive in previous tests [9].
In this experiment, only the real world datasets were
used. The attributes used for the Restaurant dataset were
name, address, phone and other four attributes represent-
ing geographic coordinates. For the Cora dataset we used
the attributes author, title and venue name. For the CD
2 dataset, the attributes artist, disc title and track title
were used. For the IMDB+FilmDienst dataset we used the
attributes title, aka-title and cast name. Figure 3 shows the
precision/recall results obtained for each experiment.
The performed tests reveal a pattern in the behavior of
both systems. For the Restaurant, Cora and CD 2 datasets,
both XMLDup and DogmatiX present similar curves of
near 100% of precision up to 45%, 40% and 28% of recall,
respectively. After that point, the DogmatiX curve drops,
while we can observe higher levels of precision for
XMLDup. This shows a higher resilience in the XMLDup
scoring method, which avoids false positives with high
scores.
When using the IMDB+FilmDienst dataset, DogmatiX
presents a different behavior, placing some false posi-
tives on an early stage. This shows some issues in the
scoring method, which has some difficulties in separat-
ing duplicate and non-duplicate pairs on the scoring
scale, leading to the alternate presence of true positives
and false positives. This phenomenon is observed sooner
than before because of the presence of remakes and
sequels of the same movie.
After the initial fall DogmatiX is still capable of a slight
recovery, yet maintaining its curve below XMLDup.
Consistent to what was shown before, the XMLDup
scoring method maintains its ability of grouping together
true positives in bigger blocks, reaching precision scores
above 90% until about 70% of recall, in the worst case.
In the next section we test our algorithm for efficiency,
also comparing its performance results to those obtained
by DogmatiX.
5.3.2 Efficiency Evaluation
To evaluate efficiency, we performed experiments using
XMLDup with our proposed pruning algorithm. First,
using the artificially polluted datasets, we determined
the best node sorting strategy, as explained in Section 4.2.
Second, using this sorting strategy, we applied XMLDup
on real world datasets and studied its runtime efficiency.
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Datasets Country CD IMDB
Sorting Strategy Time Comparisons Time Comparisons Time Comparisons
Unsorted 00:00:22 8079097 00:00:43 7228014 00:47:08 603480020
Depth 00:00:09 (-59.1%) 1589229 (-80.3%) 00:00:43 (0.0%) 7228014 (0.0%) 00:50:50 (+7.9%) 215104693 (-64.4%)
Dstnct 00:00:23 (+4.5%) 8465624 (+4.8%) 00:03:17 (+358.1%) 51914696 (+618.2%) 01:34:12 (+99.9%) 600065280 (-0.6%)
AvgSS 00:00:20 (-9.1%) 7090107 (-12.2%) 00:02:12 (+207.0%) 32709561 (+352.5%) 00:44:10 (-6.3%) 536555956 (-11.1%)
Depth+Dstnct 00:00:10 (-54.5%) 1715275 (-78.8%) 00:00:43 (0.0%) 7225379 (0.0%) 01:16:24 (+62.1%) 212822177 (-64.7%)
Depth+AvgSS 00:00:09 (-59.1%) 1629926 (-79.8%) 00:00:43 (0.0%) 7228014 (0.0%) 00:50:38 (+7.4%) 213975085 (-64.5%)
TABLE 2
Performance in time and number of comparisons using the pruning method on artificial data, with nodes ordered by
depth (Depth), distinctiveness (Dstnct), average string size (AvgSS) and by combined strategies (Depth+Dstnct and
Depth+AvgSS). Time is shown in the format hh:mm:ss.
Next, we tested several variations of the pruning factor
and evaluated their actual impact on recall. Furthermore,
we fine tuned the pruning factor to confirm that mi-
nor reductions can significantly accelerate the duplicate
detection process, with a minor impact in the system
effectiveness, as explained in Section. 4.3. The achieved
results are also compared with the results obtained by
DogmatiX.
Note that DogmatiX also employs a strategy to acceler-
ate its duplicate detection process. It consists of applying
a filtering function to eliminate candidates that share few
information with all other candidates. Discarding these
candidates avoids comparisons involving their content.
Since the filtering function is an upper-bound of the
similarity measure, the algorithm guarantees that no
pair above the defined duplicate similarity threshold is
discarded. Finally, we test how our procedure to auto-
matically discover the pruning factor for each attribute,
described in Section 4.4, works when compared to the
lossless pruning factor strategy.
Impact of Node Sorting Strategies
We start by studying the impact that the heuristics
proposed in Section 4.2 for sorting nodes have on the
efficiency of XMLDup, when employing the pruning
strategy. Table 2 shows the time spent by the algorithm
when performing duplicate detection and the number
of string comparisons, for each of the sorting strate-
gies. Additionally we tested two hybrid strategies that
combine the heuristics we defined, namely Depth+Dstnct
(elements are first sorted by depth and then by distinc-
tiveness) and Depth+AvgSS (elements are first sorted by
depth and then by the average string size). Between
parentheses, we show the improvement obtained over
the baseline, i.e., Unsorted.
Tests were performed using all attributes. Although
the use of attributes with less relevant information can
reduce the system’s effectiveness we believe that it can
provide a more accurate insight on how node sorting
influences efficiency.
As we can see, the order by which elements appear in
the object structure has a major impact on efficiency. In
fact, with the exception of the CD dataset, the unsorted
structure is always outperformed by almost all of the
strategies applied. In the best case (sorting by depth on
the Country dataset), the performance enhancement re-
duces runtime by about 59% and the number of compar-
isons by about 80%. In fact, the more consistent results
were obtained when sorting by depth, thus confirming
our thesis that it is useful to look at elements closer to
the root as those with higher distinctive power. We note
that, for the CD dataset, the original structure is already
near optimal. Thus, it presents better results than most
sorting strategies.
For the Country and the IMDB datasets, sorting by
average string size is also able to outperform the un-
sorted structure. It is interesting to see that, in the IMDB
dataset, despite the higher number of string compar-
isons, the algorithm is able to perform faster than some
of the remaining strategies. This can be explained by
the trade-off between the number of strings compared
and the string size. In fact, we notice that, in IMDB,
the attributes with high distinctive power contain longer
strings. Additionally, some of these attributes present
multiple occurrences of the same type. Nevertheless,
though comparing less distinctive attributes with smaller
strings first requires more comparisons to be made, it is
often worth avoiding the comparison of longer strings
and the additional complexity of considering multiple
children of the same type.
From the three individual sorting approaches, sorting
by distinctiveness presented the worst results. Due to ty-
pographical errors, there are many strings in the dataset
that differ only by a few characters. This artificially
increases the distinctiveness values, making this measure
inappropriate to choose the best attributes. Using a more
accurate distinctiveness measure, e.g., one that considers
strings within a certain edit distance, could be useful and
should be tested in the future.
Both combined approaches presented run times equal
or below the unsorted structure in almost all cases.
This shows that different sorting strategies combined
are capable of exploiting the different characteristics of
the attributes. The exception is the IMDB dataset. In
IMDB, many long string attributes are located close to
the root. This explains why, even though the number
12
pf=0.7 pf=0.6 pf=0.5 pf=0.4
Dataset Recall R-P Recall R-P Recall R-P Recall R-P
Restaurant 99 83 99 83 98 83 94 92
Cora 99 82 99 82 99 82 98 82
CD 2 80 75 80 75 80 76 80 74
IMDB+FD 97 95 96 95 91 93 88 88
TABLE 3
Recall and r-precision (R-P) achieved for each tested
pruning factor.
of comparisons is lower, the total time spent evaluating
similarities is higher.
Overall, just by sorting the object structure, we were
able to perform duplicate detection up to 2.4 times faster,
with up to 80% less string comparisons. The high ampli-
tude results obtained by the different kinds of sorting,
specially when testing the CD dataset, strongly suggest
that an optimal element order can produce a highly
significant performance improvement. In contrast, poor
element sorting can severely compromise the algorithm’s
efficiency. In the following experiments, we use the
Depth+AvgSS sorting strategy, because of its best overall
results.
Varying the pruning factor
Another set of experiments was performed to evaluate
the improvements achieved by our pruning strategy.
We applied the duplicate detection process to all real
world datasets, with and without our network pruning
strategy. When using the pruning strategy, we tested
pruning factor values of 1 (lossless pruning), 0.7, 0.6,
0.5, and 0.4. For values below 0.4 no significant gains in
time were achieved and, in some cases, there was a high
loss in precision and recall. For values between 1 and 0.7
recall and precision did not change, in all datasets.
Table 3 shows the maximum recall achieved for
each tested pruning factor, along with the r-precision
score. Additionally, Table 4 presents the corresponding
time performance values. For completeness, we include
a comparison with the DogmatiX system. The gains
achieved are shown between parentheses.
In the Restaurant dataset we observe that, although
the improvement in efficiency between pruning factors
is not very large, mainly because of the small dataset
size, we are still able to reduce the runtime by 6 seconds
when using the lowest pruning factor, with a decrease
of 5% in recall. Moreover, XMLDup was able to perform
the duplicate detection process in 72.2% less time than
DogmatiX. Notice that the r-precision increases by 9%
when compared with the lossless version (pf=1). This is
explained by the fact that some false positives that would
appear before are now being discarded.
In the Cora dataset, like before, when we decrease
the pruning factor to 0.4, recall drops only by 1 point.
Nevertheless, runtime drops to about 2 minutes, a 84.6%
drop in relation to DogmatiX. For a pruning factor of
0.5, the algorithm runs in about 20 seconds less than the
lossless strategy and presents no impact both in recall
and r-precision.
In the CD 2 dataset, with a pruning factor of 0.4,
we were able to perform the process about 2.6 times
faster, with no loss in recall, and with only 1% loss in r-
precision. Also, we observe that XMLDup became about
5.3 times more efficient than DogmatiX.
Results in the IMDB+FilmDienst dataset are consistent
to what was previously observed. In this case, a max-
imum of 9% in recall is lost when we decrease from
1 to 0.4. For a pruning factor of 1, which represents
no false dismissals, our approach performs about 66%
less efficiently than DogmatiX, although being 1.4 times
faster than XMLDup without pruning. However, when
we use a pruning factor of 0.7 the algorithm shows
an improvement in efficiency of 54.5% over DogmatiX,
baring no loss in r-precision and recall. The algorithm
was further capable of accelerating the process 9.3 times,
when compared to the lossless strategy, losing only 1%
of recall.
One can notice that, differently from what happens
for the remaining experiments, when the non-pruned
strategy is used, XMLDup is slower than DogmatiX on
both the CD 2 and the IMDB+FilmDienst datasets. This
can be explained by the presence of multiple occur-
rences of attributes of the same type (e.g. as tracks and
movie cast members), which increases the number of
comparisons performed. When the pruning strategy is
employed, comparisons that result from this situation
are avoided and, thus, the observed runtimes decrease
drastically.
We also note that the recall values presented for the
pruning factor of 0.6 in Table 3 never drop below the
recall values achieved by the DogmatiX system. Fur-
thermore, for a pruning factor of 0.4, XMLDup loses
at most 4% of recall when compared to DogmatiX, but
achieves an r-precision from 4% (Cora) through 24%
(IMDB+FilmDienst) higher for all datasets, except CD 2,
where it looses by 9%.
Automatically Selecting The Pruning Factor
The last set of experiments was devised to verify how
our automatic pruning factor selection would behave
when compared to the lossless strategy. To assess the
improvements in performance achieved by this method
we started by learning the near-optimal pruning factors
for each attribute as described in Section 4.4.2. To that
end, we allowed the pruning factors to assume values
between 0 and 1, with a 0.1 step. The model was
optimized by using all databases except the one being
tested to generate the examples.
To learn the regression model (Section 4.4.1) we tested
several combinations of feature groups, in order to infer
which ones were able to build the most reliable classifier.
Table 5 shows the results obtained in terms of total recall
and number of comparisons. As a baseline, we show the
lossless strategy with pruning optimization (pf = 1) and
a lossy strategy with the best pruning factor manually
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Dataset DogmatiX XMLDup(np) XMLDup(pf=1) XMLDup(pf=0.7) XMLDup(pf=0.6) XMLDup(pf=0.5) XMLDup(pf=0.4)
Restaurant 00:00:18 00:00:11 (-39.9%) 00:00:07 (-61.1%) 00:00:06 (-66.7%) 00:00:05 (-72.2%) 00:00:05 (-72.2%) 00:00:05 (-72.2%)
Cora 00:13:23 00:02:42 (-79.8%) 00:02:41 (-80.0%) 00:02:31 (-81.2%) 00:02:27 (-81.7%) 00:02:22 (-82.3%) 00:02:04 (-84.6%)
CD 2 04:17:48 09:35:17 (+123.2%) 02:07:17 (-50.6%) 00:58:35 (-77.3%) 00:54:08 (-79.0%) 00:49:51 (-80.7%) 00:48:32 (-81.2%)
IMDB+FD 00:14:06 00:33:10 (+135.2%) 00:23:26 (+66.2%) 00:06:25 (-54.5%) 00:02:32 (-82.0%) 00:02:19 (-83.6%) 00:02:18 (-83.7%)
TABLE 4
Performance achieved using the pruning method on real data. Time is shown in the format hh:mm:ss. XMLDup(np)
refers to the non-pruned version.
selected (best pf ). To choose the best pruning factor, we
started with a value of 1 and performed decrements of
0.1, until the number of comparisons was the closets
possible, but not lower, to the number of comparisons
performed by the best feature combination (G3,G1). Due
to space limitations, we show only all combinations of
two feature groups that include Group 3. Group 3 was
chosen because it yielded the best performance when
used alone.
As Table 5 shows, the majority of feature combinations
was able to significantly improve efficiency in the real
world datasets, by reducing the number of comparisons
without suffering a high decrease in recall. In fact, all
combinations of features were able to maintain the recall
values within 90% of the recall achieved by the lossless
strategies.
In the artificial datasets, however, results were inferior.
This is particularly evident in the CD dataset, which
presented an absolute loss of about 30% in recall. This
can be attributed to lack of training data. Besides being
smaller than the real datasets, only three were available,
against the larger four real world datasets. Our regres-
sion model was, thus, unable to capture the relation
between attribute features and pruning factor values.
Finally, with the exception of Group 2, all the groups
combined with Group 3 presented fairly good results,
which shows the importance of the complementary
information provided by the different features. Inter-
estingly when using all features results were equally
good. However, more comparisons where performed in
general. Thus, there is a need to fine-tune the process of
feature selection before applying our method.
5.4 Discussion
When compared against the DogmatiX state-of-the-art
algorithm [5], XMLDup showed a consistent capacity to
maintain higher precision scores until later recall values.
These results were achieved in four different real world
datasets, which shows that our algorithm can be effective
in several contexts of real world scenarios.
Efficiency tests revealed that our network pruning
strategy can benefit from considering nodes in a par-
ticular order, given by a predefined sorting heuristic.
Indeed, in our experiments, we observed performance
gains up to about 60% over the default, unsorted case.
From the applied strategies, sorting by depth produced
the best overall results for the tested datasets and can be
employed with success in every type of object represen-
tation, providing that it has a somewhat nested structure.
Sorting by distinctiveness and by average string size can
be useful, for instance, in more flat datasets. Further-
more, combining the sorting by depth and the sorting
by average string size heuristics revealed to be the most
effective approach on the datasets we considered.
We can also conclude that our proposed lossless
pruning strategy can achieve a very significant gain
in efficiency, being able to accelerate the runtime by
about 4 times. Even with lossy pruning factors we were
able to maintain high precision scores, only suffering
from a recall reduction of 9%, in the worst case. This
indicates that this strategy can be very practical in some
application contexts, such as object ranking [21], [22],
where often the detection of only a certain amount of
duplicates is acceptable.
When compared with DogmatiX, we observed that,
using the lossless pruning factor XMLDup presented
an improvement in performance up to 80%. When we
used a pruning factor of 0.4, the worst case presented
an improvement of about 72% and a loss of less than
10% of the duplicates.
The automatic pruning factor optimization provided
consistent improvements in performance. Although we
observed a higher loss of recall for the artificial datasets,
the same was not observed in the real datasets. In
addition, in all cases, the number of comparisons was
always lower. Thus, when there is little knowledge of the
database being processed, or when manually tuning the
pruning factor is not viable, our method is appropriate.
Finally, we point out that some of the values in this
section are different from previous results presented
in [9] for the same datasets. This occurs because different
configurations were used. Namely, a new parameter
was used to force similarity measures to assume value
0 if they are below a given threshold, which varied
between 0.6 and 0.7 in our experiments. This feature
is particularly useful when applied to occurrences of
multiple nodes of the same type (see CP4 in Table 1),
since it avoids the similarity values to grow too fast,
when comparing a large number of attributes.
6 CONCLUSIONS
In this paper we presented a novel method for XML
duplicate detection called XMLDup. Our algorithm uses
a Bayesian Network to determine the probability of two
XML objects being duplicates. The Bayesian Network
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Restaurants Cora CD 2 IMDB+FD Country CD IMDB
Baseline Recall Cmp Recall Cmp Recall Cmp Recall Cmp Recall Cmp Recall Cmp Recall Cmp
pf=1 99 1158551 99 71881813 80 1289763000 97 391739723 99 2050762 99 7097755 100 39368351
best pf 98 396576 98 60414848 74 109242306 97 211046654 99 1451553 99 3893111 100 27418945
Features - - - - - - - - - - - - - -
All features 96 373793 95 54984780 77 200780264 94 140495570 87 1533476 62 2769574 81 14766592
G3 95 373530 93 54274778 80 1102304184 93 104299301 56 814902 68 3776193 88 26619244
G3, G1 96 373693 93 37132454 73 108137466 94 144201738 85 1449369 68 3120126 82 17749878
G3, G2 96 373925 93 53235078 80 1075517847 92 78335656 48 659794 59 3116117 88 26764834
G3, G4 95 373546 93 36482838 76 168803322 94 133667869 87 1515536 63 2939026 83 18695713
G3, G5 95 373524 94 54923936 77 176531664 95 163946325 83 1421253 70 3251755 80 13627625
TABLE 5
Recall scores and comparisons (Cmp) achieved by combining feature groups.
model is composed from the structure of the objects
being compared, thus all probabilities are computed
considering not only the information the objects con-
tain, but also the way such information is structured.
XMLDup requires little user intervention, since the user
only needs to provide the attributes to be considered,
their respective default probability parameter, and a
similarity threshold. However, the model is also very
flexible, allowing the use of different similarity measures
and different ways of combining probabilities.
To improve the runtime efficiency of XMLDup, a
network pruning strategy is also presented. This strategy
can be applied in two ways. A lossless approach, with
no impact on the accuracy of the final result, and a lossy
approach, which slightly reduces recall. Furthermore,
the second approach can be performed automatically,
without needing user intervention. Both strategies pro-
duce significant gains in efficiency over the unoptimized
version of the algorithm.
Experiments performed on both artificial and real
world data showed that our algorithm is able to achieve
high precision and recall scores in several contexts. When
compared to another state-of-the-art XML duplicate de-
tection algorithm, XMLDup consistently showed better
results regarding both efficiency and effectiveness.
The success demonstrated in experimental results
leaves motivation for future work. Among other tasks
we intend to extend the BN model construction algo-
rithm to compare XML objects with different structures
and apply machine learning methods to derive the con-
ditional probabilities and network structure, based on
the existing data.
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