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1.1. A webes környezet és a JavaScript
Közel 30 évvel ezelőtt a mai formájában ismert web publikussá vált és ezzel
együtt megjelentek az első böngészők is. Kezdetben még csak szöveg alapú böngé-
szők léteztek. Ezek lehetővé tették, hogy az akkori HTML dokumentumokat egy ter-
minálban futó alkalmazás segítségével olvassuk. Természetesen akkoriban ez kevesek
számára volt elérhető, és elsősorban tudományos célokra használták. Azóta rengeteg
idő telt el, és hatalmas változáson ment keresztül a web. Megjelentek a grafikus fe-
lületű böngészők, a weboldalak szkriptnyelvek segítségével programozhatóvá váltak,
és mára már inkább lehetne egy globális, nyílt alkalmazásplatformnak nevezni, mint
egy egyszerű dokumentummegosztó szolgáltatásnak. (Wikipedia hozzájárulói 2019)
(Wikipedia hozzájárulói 2019)
A böngészők programozására a JavaScript nyelv segítségével van lehetőségünk.
Az ezt felhasználó HTML oldalak létrehozását gyakran más nyelvek segítségével
végezzük el, de manapság már a szerver oldali JavaScript használat elterjedtsége
sem elhanyagolandó. 1995-ben Brendan Eich tíz nap alatt megalkotta a JavaScript
nyelvet és prototípust szállított a Netscape Navigator 2.0-ba.(Wikipedia hozzájá-
rulói 2019) Az, hogy a nyelv ilyen rövid idő alatt készült el, magával vonzotta azt
is, hogy nem volt hosszú idő megtervezni a nyelv felépítését, arról nem is beszélve,
hogy Eich elképzelései a nyelvről egészen másak voltak, mint a feletteseié. Habár
azóta rengeteget fejlődött a nyelv, de a mai napig magán hordoz a gyors fejlesztés-
ből fakadó tervezési hibákat. Ezek a mai napig gyakori hibaforrások lehetnek. Az
elmúlt években rengeteg eszközt hoztak létre az ilyen hibák elkerülésére úgynevezett
linterek formájában. Ezek az eszközök, szabályok betartatásával a programozót a
hibák elkerülésére kényszerítik.
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1.2. Aszinkronitás webes környezetben
A JavaScript nyelv alapvetően a böngésző szkriptelésére lett létrehozva. Például
egyszerű animációk, számolások elvégzésére, a megjelenített HTML dokumentum
DOMjának manipulálására. Feltehetően nem volt komoly szándék arra, hogy a bön-
gészők komplex alkalmazásokat futtassanak kizárólag JavaScript felhasználásával. A
nyelv egy szálú futtatásra lett tervezve.
Ahhoz, hogy tárgyalni tudjuk az aszinkronitás kezelését szükségünk van egy de-
finícióra, arra, hogy mit értünk aszinkronitás alatt, és hogy ennek hogyan felel meg
a nyelv modellje. A legegyszerűbb definíció az, hogy egy aszinkron feladat elindítá-
sa és eredményének megérkezése időben egymástól távol van, tehát lehet a feladat
futása közben más műveleteket végezni. Ez alapján egy több szálon futó, párhuza-
mos program esetén mondhatjuk azt, hogy a szálak aszinkron módon futnak. Ha
elindítunk egy szálat, akkor, amíg a másik szál fut az aktuális szál továbbra is tud
egyéb feladatokat végezni, így egy feladat elindítása, és eredményének megérkezése
egymástól időben távol vannak. A JavaScript nyelv esetén nem beszélhetünk pár-
huzamosságról, de konkurrenciáról igen. Ez utóbbi azt jelenti, hogy több számítás,
habár nem ugyanabban az időpillanatban, de ugyanabban az időintervallumban fut-
hat. Hogyan lehetséges ez egy egy szálon futó program esetén? Ha egy feladat tudja
magáról, hogy túl hosszan fut, akkor időnként feladhatja a vezérlést más feladatok
javára, vagy a futtatókörnyezet át tud venni feladatokat a JavaScriptet futtató szál-
tól, amíg az tovább tudja végezni az általa végzendő feladatokat, így a kidelegált
feladat, és a JavaScript által megoldandó feladat egyszerre fut, habár az utóbbi már
újra párhuzamos végrehajtást feltételez, de a nyelven kívül. Mivel a nyelv lehetősé-
get ad arra, hogy az egyszer csak megérkező eredményeket kezeljük, ezért képesek
leszünk aszinkron végrehajtásra.
A böngészővel együttműködő JavaScript egyik legfőbb eleme az eseménykezelők
használata különböző felhasználó interakciók esetén. Erre példa a gombok megnyo-
mása, gépelés, az oldal görgetése. Habár nem annyira egyértelműen, de már itt is
aszinkronitás van az események kezelésében. A legegyszerűbb példa egy gomb meg-
nyomására egy hosszan futó számítás elindítása, majd annak megjelenítése a képer-
nyőn. Mivel a JavaScript egy szálon működik, ezért sajnos, amíg a böngészőben egy
ilyen hosszan futó feladatot végzünk, addig a weboldalunk teljesen használhatatlan-
ná válik. Ez felhasználói élmény szempontjából elfogadhatatlan, így szükségünk lesz
arra, hogy vagy ne a böngészőben futtassuk a számításunkat, vagy időnként feladjuk
a vezérlést a weboldal megjelenítésének, használatának javára. Itt az aszinkronitás
ott jelenik meg, hogy a hosszan futó számításunk idején, amikor a vezérlést fel-
adjuk, akkor más eseménykezelők is beütemeződhetnek, amik talán még előbb is
fognak lefutni, mint az eleinte elindított számításunk. Gyakran persze próbálunk
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nem a böngészőben elvégezni ilyen drága feladatokat. Modernebb eszközök már le-
hetővé teszik úgynevezett Workerek indítását, amelyek külön folyamatként végzik
el a nekik adott feladatot, így nem akadályoztatva a böngésző működését.
Eleinte a böngészők csak a legegyszerűbb feladatokra futtattak JavaScriptet. Pél-
dául inputok kezelése, egyszerűbb validációk, esetleg animációk. Az oldal ennél kicsit
bonyolultabb állapotát módosító feladatok esetén szerverhez fordultak, majd az egy
teljesen új HTML dokumentumot adott válaszul, amit a böngésző megjelenített és
így folytatta a felhasználó a munkamenetét. Ennél már egy kicsit fejlettebb módszer
volt, amikor az egyes oldalak elhagyása nélkül fordult az alkalmazás a szerverhez,
de jellemzően ezek blokkoló műveletek voltak. Amíg a szerver nem válaszolt, addig
az oldal használhatatlan volt. Felhasználói élmény szempontjából ez nem volt elfo-
gadható. Ahhoz, hogy egy ilyen modellel jól működjön egy alkalmazás szervereknek
rendkívül gyorsan kellett kiszolgálni a kéréseket, és a klienseknek nagyon vigyáznia
kellett, hogy mikor indítanak ilyeneket. Emiatt a korlát miatt a böngészős alkal-
mazások sokkal rosszabb alternatívának tűntek az asztali alkalmazásokhoz képest,
illetve elterjedtek a böngészőbe épülő kiegészítések pl.: Java Appletek. Léteztek
megoldások ennek a problémának az áthidalására, de a jelentőségét csak 2005-ben
ismerték fel (Jesse James Garrett 2005.02.18.). Ezt követően megjelent a böngészők-
ben, az úgynevezett AJAX kérés. Ez lehetővé tette, hogy kérést indítsunk a szerver
felé, majd ameddig a szerver válaszára várunk, addig is egyéb kódok futhassanak így
megőrizve az alkalmazás interaktivitását. Itt már teljesen nyilvánvalóan megjelenik
az aszinkronitás. A kérésre a válasz bármikor megérkezhet tehát a kérés indítása és
a válasz megérkezése egymástól időben gyakorlatilag tetszőlegesen távol lehet (1.1).
Ezeken kívül a böngészőben megjelenő legújabb API-k is általában aszinkron
interfészen keresztül kommunikálnak (Service workerek, Web workerek, indexedDB,
fetch). De a legelterjedtebb szerver oldali JavaScript környezet, a NodeJS összes API-
ja elsősorban aszinkron változattal rendelkezik, néha kiegészítve szinkron verziókkal.
A JavaScript nyelv egy alapvetően nagyon egyszerűen használható nyelv, de hi-
bákat is nagyon könnyű benne csinálni. Speciálisan a nyelv eseményvezéreltsége és
aszinkronitása mélyebb megértést igényel, így habár egyszerűnek tűnik a nyelv, az
ilyen hibák okát nehéz felderíteni, javítani. Habár a nyelv egy szálú, az események
aszinkronitása könnyen vezethet több szálú programok gyakori hibáihoz hasonló hi-
bákhoz pl.: versenyhelyzethez. A nyelv eleinte ezt callback függvények segítségével
kezelte, ma már sokkal magasabb szintű, jobban átlátható megoldások is léteznek a
nyelvben előforduló aszinkronitás kezelésére. Diplomamunkám elsősorban ezeknek a
nyelvi konstrukcióknak a tulajdonságaira, a közöttük való transzformációk elvégzé-
sére, automatizálásra fókuszál.
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1.1. ábra. Webes alkalmazás modellek (Jesse James Garrett 2005.02.18.)
1.3. Absztrakt
A dolgozatban elsőként megvizsgáljuk a JavaScript nyelv konkurrencia modelljét,
hogy megértsük, hogy hogyan jelenik meg a nyelvben a párhuzamosság, és miért kü-
lönösen érdekes ez más nyelvek modelljéhez képest. Ezt követően megismerkedünk a
nyelv által adott lehetőségekkel az aszinkronitás kezelésével kapcsolatban. A gyakori
problémákat felvetve megnézzük, hogy mely nyelvi eszköz hogyan oldja meg ezeket,
melyik adja a legkarbantarthatóbb megoldást. Rávilágítunk a konstrukciók jellemző
hibáira, azok elkerülésének módjára. Miután megismertünk a nyelv adta lehetősé-
geket, algoritmusokat keresünk arra, hogy átalakításokat tudjunk végezni az egyes
konstrukciók között, mert ezekre szükség lehet a kód karbantartásának, vagy régeb-
bi platformok támogatásának céljából. A hibák felismerésének nehézsége miatt erre
csak röviden térünk ki. Végül megtekintünk egy aszinkronitás kezelésére gyakran
használt programkönyvtárat, az RxJS-t. Ez egy új megközelítést nyújt az aszinkro-
nitás kezelésével kapcsolatban, és a nyelv funkcionális képességeit kihasználva egy




A JavaScript nyelv szabványát az ECMA-262 szabvány írja le. Fontos megjegyez-
ni, hogy a JavaScript egy szkriptnyelv, így habár általános célú a nyelv, de csak va-
lamilyen környezetbe ágyazva értelmes a használata, tehát például egy böngészőben,
vagy egy az operációs rendszer primitívjeihez hozzáférést adó futtatókörnyezetben.
Elképzelhető egy olyan futtatókörnyezet is, amely nem ad lehetőséget az aszink-
ronitás megjelenésére, de ez kevés esetben volna praktikus, ugyanis nagyon lassan
teljesítene nem csak a nyelv interpretáltságával való teherből, hanem a párhuzamos-
ság teljes hiányából kifolyólag is. A szabvány explicit kimondja, hogy bármely idő-
pillanatban pontosan egy olyan „végrehajtási kontextus verem”, angolul execution
context stack létezik, amely futhat. Egy ilyen verem a végrehajtási kontextusok-
ból épül fel, amelyek klasszikus értelemben stackframeknek felelnek meg. Részük
a végrehajtandó kód, a végrehajtás állapota, a globálisan elérhető erőforrások és,
ha nem top-level kód, akkor a kód lexikális környezete, tehát egy closure (Ecma
international 2015.06.). A vermek egy ún. run-to-completion, azaz befejezésig futás
tulajdonsággal rendelkeznek. Ez azt fejezi ki, hogy nem megszakíthatók, és addig
futnak, ameddig ki nem ürülnek, kivételt képeznek ez alól a később tárgyalandó
generátorfüggvények. A generátorfüggvények esetén is kizárólag kooperatívan, tehát
a futó függvény által indított megszakítással lehet megszakítani egy függvényt, és
nem preemptív módon. Mivel nem preemptív, ezért a nyelv nem ad lehetőséget
arra, hogy egy stack futása véletlenszerűen megszakadjon, majd egy másik stack
kezdjen futni, és később visszatérjünk az eredeti stackhez. Így azon túl, hogy egy-
szerre csak egy szálon futunk, arra sincs lehetőség, hogy egy ütemező segítségével
több stacket futtassunk látszólag párhuzamosan. Habár hatékonyság szempontjá-
ból ez erősen korlátozza a nyelvet, de ki is zár sok párhuzamosságból fakadó hibát.
Ha a nyelv csak ezzel a futási szemantikával rendelkezne, akkor egy szinkron mó-
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2.1. ábra. A JavaScript nyelv egyszerűsített végrehajtási modellje (MDN hozzájáru-
lói 2019.03.18.)
don működő, egy szálú nyelvet kapnánk. Egy ilyen nyelv teljesen alkalmatlan lenne
események kezelésére, így a böngésző programozására nagyon rosszul használható
nyelvet kapnánk.
A szabvány definiál jobokat, amelyek egy-egy feladatot reprezentálnak, és egy
job queuet, amely az elvégzésre váró feladatok sorát jelentik. Tipikusan ilyen fel-
adat egy esemény kezelése. Ebbe a sorba a futtatókörnyezet adott esetben felada-
tokat helyezhet el, majd ha elér a feladatig, akkor a feladathoz tartozó adatok se-
gítségével felépít hozzá egy végrehajtási vermet, és ez a verem lesz az aktuális futó
egyetlen végrehajtási verem. Természetesen a futó kód is kérheti ilyen feladatok
létrehozását, illetve bizonyos esetekben implicit is létrejönnek ilyen feladatok (2.1).
Most már tudjuk, hogy vannak soraink, ahol a végrehajtandó feladatokat tá-
roljuk, és tudjuk, hogy ezek hogy hajtódnak végre. A következő lépés az az, hogy
modellt kapjunk arról, hogy hogyan kerülnek ezek a feladatok a sorból az aktuáli-









Ez a ciklus egy erősen leegyszerűsített változata a valódi megvalósításoknak, de
abból a szempontból hasonló, hogy gyakran így, egy ciklus segítségével implemen-
tálják, és emiatt is event loopnak nevezik. A működése elég nyilvánvaló; amikor
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rendelkezésre áll egy feladat, akkor azt levesszük a sor elejéről, és szinkron módon
lefuttatjuk a feladatot. Ha ezzel végeztünk, akkor további feladatokra várunk, vagy
ha rendelkezésre áll egy feladat, akkor azt végrehajtjuk, és ez így megy, ameddig a
futtatókörnyezet fut. A valóságban feltehetően nem busy waitinggel van megva-
lósítva az event loop, illetve az event loop valójában két részre oszlik. Az egyik része
az itt láthatóval analóg, a másik része pedig az úgynevezett microtaskok feldolgo-
zására van. A microtaskok azért fontosak, mert a Promise-ok (amit később fogunk
tárgyalni), nem feltétlenül olyan feladatokat reprezentálnak, amelyeket a futtatókör-
nyezetnek kell végrehajtani, ütemezni, de szemantikájuk mégis aszinkron végrehaj-
tást követel meg, ezért az ilyen jellegű feladatok végrehajtása még egy újabb event
loop ciklus kezdete előtt, de az aktuális végrehajtási vermen kívül fog megtörténni.
Amikor kódból indítunk valamilyen aszinkron elvégzendő feladatot, akkor va-
lójában még nem a feladat sorba fog kerülni a feladat, hanem csak kidelegáljuk a
futtatókörnyezetnek a feladatot, és a feladat elvégzése esetén elvárjuk, hogy az ered-
mény kezeléséhez tartozó feladat a sorba kerüljön. Egy ilyen eredmény kezeléséhez
tartozó feladat alatt általában függvényeket értünk, de modern nyelvi elemeknél ezek
már nem feltétlenül jelennek meg.
Ennek a modellnek az egyik legnagyobb előnye, hogy blokkolás elkerülése miatt
akár egy szálon is tudunk nagyon jól teljesítő programot írni, és sok nemdetermi-
nizmusból való hibát el tudunk kerülni. A feladatok befejezésének időzítéséből járó
problémákkal ugyanúgy meg kell küzdenünk, de nem kell félnünk attól, hogy az ál-
talunk használt memóriaterületeket valaki más is módosítja közben. Tehát az egyes
feladataink a memóriakezelés szempontjából atominak tekinthetőek.
2.2. Blokkoló, nem blokkoló műveletek
Korábban már említésre került, hogy egy futtatókörnyezet futtathat JavaScript
kódot teljesen szinkron módon is, habár ez nem jellemző. Mind a böngészők, mind
a szerver oldalon létező futtatókörnyezetek tipikusan az IO műveletek kezelését nem
blokkoló módon végzik el. Az, hogy melyik művelet blokkoló gyakran történelmi
okokra vezethető vissza. Ahhoz, hogy lássuk ezeknek a sokféleségét, kezelésüknek a
szükségességét nézzünk néhány példát, hogy mely műveletek blokkolók, nem blok-
kolók.
A böngészőben is van lehetőségünk szinkron AJAX kéréseket indítani, habár
ez már nagyon régóta nem használt technika, ugyanis rossz felhasználói élményt
nyújt. Mégis van néhány olyan művelet a böngészőben, ami IO művelet, és mégis
szinkron módon hajtódik végre. Ezek közé tartozik a fejlesztésen kívül nagyon rit-
kán használt alert, a régebbi Storage API-k, illetve a DOM műveletek is. A web
felépítését tekintve ez utóbbi különösnek tűnik, és a böngészők optimalizációs cél-
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ból gyakran el is tekintenek tőle. Általában a DOM képernyőre kirajzolását nem
végzik el, ameddig van feladatuk, vagy ameddig nem szükséges; például egy elem
pozíciójának lekérdezése. A Storage API-k szinkronitása is érdekes, ugyanis egy tet-
szőlegesen nagy adat kiírása akár sok ideig is tarthat. Szerencsére a régebbi Storage
API-k mérete korlátozott, így habár nem ajánlott, de 5 MB kiírásának ideje még
elfogadható lehet a felhasználó számára. A modernebb adattárolási megoldások kö-
zé tartozik az IndexedDB, ami már teljesen aszinkron API-val rendelkezik, habár
talán ebből is fakadó komplexitása sok fejlesztő kritikáját kell, hogy elviselje. Egy
másik relatíve új API kriptográfiával kapcsolatos műveleteket valósít meg, és habár
a háttérben csak matematikai számítások vannak mégis bizonyos algoritmusoknál a
műveletek futási ideje sérülékenységet jelenthet, ezért ezek is aszinkron műveletek
mögé vannak rejtve. A legtöbb gyakran használt nyelvben van sleep művelet, ami
blokkoló, de a JavaScript nem rendelkezik ilyennel. Helyette gyakran platformtól
függően vannak különböző időzítésekhez használt műveletek, amik nem blokkolók.
A sleephez leghasonlóbb a setTimeout nevű függvény. De lehetőségünk van adott
időközönként végrehajtandó feladat ütemezésére a setInterval segítségével. Kér-
hetjük a böngészőt, hogy egy feladatot futtasson le a következő képernyő kirajzolás
előtt a requestAnimationFrame művelet segítségével. Talán a legjellemzőbb példa
az aszinkronitásra egy szerverrel való kommunikáció. Ez sokáig csak szinkron módon,
esetleg drága trükkök segítségével aszinkron módon is működött. Szerencsére már
jó ideje van szabványos lehetőség az aszinkron kérések indítására a böngészőkben.
Néhány NodeJS API ad blokkoló alternatívát, de ez a ritkább eset. Aszinkron
API például olvasás a standard bemenetről, vagy egy socket nyitása, a socketen
érkező üzenetekről való értesülés. Itt is aszinkron a kriptográfiai műveletek elérése.
Az előbb említett setTimeout függvény mind böngészőben, mind NodeJSben
elérhető globálisan. Speciálisan kitérnék ennek a használatára, ugyanis ez nem csak
arra használható, mint amire egy sleepet használnánk. Előfordulhat az, hogy valami-
lyen okból egy nagyon hosszan futó számítást szeretnénk elvégezni. A böngészőben
ez a felhasználói élmény rovására megy, míg szerver oldalon esetleg további, sokkal
olcsóbban kiszolgálható kérések elől vesszük el az időt. Más nyelvek esetén ilyenkor
indítanánk egy új szálat, ott elvégeznénk a számítást, és addig az eredeti szál tud-
ná a fő feladatát folytatni. Sajnos itt erre nincsen lehetőségünk, így azzal tudunk
kompenzálni, hogy a feladatot több részre bontva végezzük el úgy, hogy amikor egy
résszel végeztünk, akkor a setTimeout függvény segítségével a job queue-ba tesszük
a feladat hátralevő részét. Ha a feladat első részének végzése közben beérkeztek
más feladatok, akkor előbb azokat fogja elvégezni a programunk, és csak utána fog
visszatérni a drága számításhoz. Ennek természetesen sok hátránya van, például a
feladat elvégzése nagyon sokáig eltolódhat, vagy szorosan összefonódik a számítás
kódja az „ütemezés” kódjával, de ha ugyanazon a folyamaton, workeren belül kell
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elvégeznünk a számítást, akkor ez a legjobb lehetőségünk. Ha így a sor végére aka-
runk tenni valami számítást, hogy addig hagyjunk időt a futtatókörnyezetnek más
feladatok elvégzésére, akkor használhatjuk a setTimeout függvényt. Ha az idő para-
méternek nullát adunk meg, akkor más feladatoknak adunk helyet. Ha böngészőben
vagyunk, akkor a böngésző ezt kihasználhatja a képernyő újrarajzolására, de ha több
időt hagyunk, akkor szinte biztos, hogy az újrarajzolás meg fog történni. ha kicsit
nagyobb időt hagyunk, akkor böngésző esetén valószínűleg egy képernyő kirajzolásra
is lesz ideje a böngészőnek. Ha már modernebb környezetben vagyunk, akkor a fut-
tatókörnyezetek adnak lehetőséget az IO-t nem használó műveletek külön „szálon”
futó elvégzésére, de érdemes megjegyezni, hogy ezek jellemzően olyan drágák, mintha
szerveren egy új OS folyamatot, böngészőben egy új tabot nyitnánk. Ezekkel eleinte
csak üzenetküldéssel lehetett kommunikálni, de mára már vannak megosztott me-
móriás megoldások is, habár ezekhez a szinkronizációs primitívek (pl.: szemaforok)
hiányoznak.
2.3. Aszinkronitásból fakadó gyakori hibák
Ahhoz, hogy megértsük, hogy az egyes aszinkronitás kezelésére szolgáló nyelvi
elemek milyen esetekben használandók, és mikor melyik használata a legpraktiku-
sabb, érdemes megismerkedni néhány gyakran elkövetett hibával. A problémákat a
callbackeket használó aszinkron konstrukció használatával fogom bemutatni, mert ez
a legalacsonyabb szintű primitív, amivel aszinkronitást tudunk kezelni a nyelvben.
Az alábbi kódokban egy ajax nevű függvényt fogok használni, amit nem de-
finiálok, de működését tekintve egy aszinkron kérést fog indítani a paraméterben
kapott URL felé, és a kérés eredményét a callback függvényben érhetjük el, vagy a
promise-os verzióban azzal fog beteljesülni a promise.
2.3.1. Aszinkron feladat szinkron használata
Ezt a hibát általában kezdők követik el, és a hiba forrásának betudható a statikus
típusrendszer hiánya is, de ennek ellenére érdemes megismerkedni vele, ugyanis van
olyan nyelvi elem, amely nagyrészt eltűnteti ennek a hibának a lehetőségét.
A legegyszerűbb verzióban a kód szerzője nem is tud a callback függvény létezé-
séről:
const adat = ajax(’/adat’);
console.log(adat); // undefined
A hiba elég nyilvánvaló. Az aszinkron feladatokat indító műveleteknek általában
nincsen eredménye, vagy ha van, akkor sem a feladat eredményét tartalmazzák. A
2. FEJEZET. ASZINKRON JAVASCRIPT 12
következő verzióban a felhasználó már ismeri a callback függvényt, de nem tudja,
hogy az aszinkron módon kerül kiértékelésre, vagy nem ismeri az aszinkron modellt.
let adat;
console.log(’A’);






A magyarázat kedvéért a kódrészletet kiegészítettem az egyes műveletek elvég-
zésekor 1-1 logolással. Ha feltételezzük, hogy az ajax nevű műveletünk aszinkron
fog végrehajtódni, akkor A -> C -> B logot fogunk kapni, és undefined fog a logra
kerülni az adat változó értékének logolásakor. Ha az ajax függvényünk intelligen-
sen lenne megírva valamilyen cachelést is megvalósítva, akkor mondhatná azt, hogy
a /adat végpont eredményével rendelkezek, és még nem járt le a cache, úgyhogy
adjuk vissza szinkron módon az eredményt. Ilyenkor A -> B -> C eredményt kap-
nánk és még az adat változó is a várt értékkel logolódna ki. Ez kiszámíthatatlan
működéshez vezetne a szinkronitás, aszinkronitás szempontjából, ezért érdemes az
ilyen megvalósításokat elkerülni. Ha el is érhető szinkron módon az adat, akkor is
setTimeout(cb, 0) segítségével tegyük aszinkronná a művelet elvégzését. Ez némi
elhanyagolható teljesítményért cserébe rengeteget ad a kód kiszámíthatóságában.
Fejlesztői tapasztalat szempontjából habár kényelmetlen, mert az adat kezelésé-
hez tartozó kódot a kezelő függvénybe kell írni, de a jó megoldás a következő lenne:
ajax(’/adat’, res => {
console.log(res);
});
Ha el akarjuk kerülni azt, hogy az adat feldolgozása és megszerzése ennyire szo-






ajax(’/adat’, res => handle(res));
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Ebben a példában az utóbbi minta a praktikusabb, de valamennyivel hosszabb
is. A praktikusság itt a névtelen függvények és a scopeok kapcsolatából ered, de erre
itt külön nem térünk ki.
2.3.2. Több aszinkron feladat szinkronizálása
Több aszinkron feladat végrehajtását több sorrendben is el tudjuk végezni, attól
függően, hogy van-e köztük függőség, vagy, hogy az eredményüket mikor akarjuk
megkapni. Ezek alapján megkülönböztethetjük az egymás utáni, az egyszerre és a
versenyszerű végrehajtást. Elsőként tekintsük az egymás utáni, szekvenciális végre-
hajtást.
Feladatok elvégzése szekvenciálisan
Erre a fajta megoldásra akkor lehet szükségünk, ha egy akciónak kötelezően meg
kell előznie egy másikat (pl.: írás - olvasás), vagy ha az egyik feladat paraméterei
függnek a másik feladat eredményétől. Teljesítmény szempontjából hiba lehet, ha
egymástól független feladatokat csak egymás után kezdünk el. A következő példák-
ban a korábbi feladat eredményétől való függőséget fogjuk vizsgálni, ugyanis ez jóval
egyszerűbben szemléltethető, mintha a kódot tekintve nem lenne függőség közöttük.





ir(eredmeny1, res => { // eredmeny1 === undefined
console.log(res);
});
Ebben a példában az előző fejezetben látott hibával szembesülhetünk újra. Az
eredmény bevárása nélkül haladunk tovább. Remélhetőleg az írás művelet ezt nem
engedi meg, de ha mégis, akkor ez a hiba itt könnyen észrevétlen maradhat és okozhat
gondot a későbbiekben. A legkézenfekvőbb megoldás erre a következő lenne:
olvas(res => {
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Habár ez a megoldás jól működik, de nagyon rosszul skálázódik bonyolultabb
feladatok szekvenciális végrehajtásánál. Ilyenkor a kódban rengeteg, nagyon mélyen
egymásba ágyazott callback függvény jelenik meg, ami nehezen olvasható, nehezen
karbantartható kódot eredményez. Nagyon nehéz az egyes feladatok közötti füg-
gőséget átlátni, és a kód újrahasznosíthatósága is nagyon alacsony. Ennek a fajta
jelenségnek a közösség a callback hell nevet adta, és az elsődleges oka az, hogy az
egymás után futtatandó aszinkron műveleteket használó kódunkat továbbra is felül-
ről lefelé stílusban akarjuk írni, mint ahogy azt más nyelvekben már megszoktuk.
Intuitívan ez megkönnyítené az olvasást, de a gyakorlat az ellenkezőjét mutatja. A
jelenség elkerülésének egy gyakori módja a következő:
function handleOlvas(res) {





Habár ez a fajta írásmód megszünteti a callback hellt, és javítja az újrahasz-
nosíthatóságot, a kód olvashatóságát csak nagyon kis mértékben javítja. Innentől
kezdve a teljes aszinkron folyamatot nem látjuk egyben, így a megértéshez függ-
vénydefiníciók között kell ugrálnunk. Ha objektumokkal dolgozunk, akkor ez a stílus
még könnyen okozhat problémákat a this kulcsszó használatából fakadóan, de ez-
zel most nem foglalkozunk. További problémát okozna, ha az elvégzendő feladatok
mennyisége csak futási időben derülne ki. Általában kijelenthető, hogy a callback
függvényeket használó megoldások nem nyújtanak jó absztrakciót az egymás után
elvégzendő feladatok leírásához.
Feladatok elkezdése egy időben, és az eredmények felhasználása egyszerre
Gyakori feladat, hogy több feladatot egy időben elkezdjünk, és akkor folytas-
suk a feldolgozást, ha mindegyik feladat befejeződött. Például több adat lekérdezése
különböző végpontokról, és az adatok egyesítése, egyesített felhasználása a megjele-
nítéshez. Ha nem lenne feltétel, hogy „akkor folytassuk a feldolgozást, ha mindegyik
feladat befejeződött”, akkor a probléma az egyetlen aszinkron feladattal lenne analóg,
tehát ez most számunkra nem érdekes. Ennél az esetnél a felmerülő hibalehetőség
az, hogy nem várjuk meg az összes feladat eredményének megérkezését, és ebből
kifolyólag a további felhasználás vagy túl sokszor fut le, vagy hibásan fut le, mert
az egyik feladat eredménye még nem elérhető. Nézzünk egy problémás kódrészletet:
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let res1, res2;
function process() {











Ezt a fajta hibát „gátak” bevezetésével tudjuk elkerülni, például az alábbi módon:
let res1, res2;
function process() {





Ennél a fajta feladatnál felvetődik az a kérdés, hogy hogyan kezeljük, ha futási
időben válik csak ismertté, hogy hány darab feladatot kell elvégeznünk, mielőtt









// ...a hatralevoFeladatok változó beállítása a feladatok számára
// és a feladatok elindítása
Ez a problématípus jól megoldható callback függvények segítségével, de könnyű
benne hibázni, és magasabb absztrakció hiányában kényelmetlen a használata.
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Feladatok versenyeztetése
Egy másik lehetséges aszinkronitással kapcsolatos feladat, hogy több feladat el-
végzése esetén az elsőként végző eredménye kell. Normál üzleti logikát megoldó fel-
adatoknál ez a fajta probléma ritkán fordul elő, de előfordulhat például, hogy egy
feladatot egy adott időkorláton belül el akarunk végezni, egyéb esetben pedig túl
hosszú ideig futó folyamatot jelezni. Ebben az esetben az adott ideig tartó várako-
zás is egy feladatnak minősül. A felmerülő hibalehetőség itt is nagyon hasonló az
előzőhöz, miszerint túl sokszor futtatjuk le a reakciót az első feladat befejeződésére.
A megoldás itt is gátak bevezetése lesz. Nézzük csak meg a helyes példát.
let res1, res2;
function process() {
if (res1 && !res2) {
console.log(res1);
}




A megoldás habár helyes, de ebben az esetben sem túl kényelmes.
2.4. A JavaScript aszinkronitást kezelő nyelvi elemei
Most, hogy megismerkedtünk néhány gyakori aszinkronitás kezelésével kapcso-
latos hibával, ismerkedjünk meg az aszinkronitás kezelésével kapcsolatos konstruk-
ciókkal is. A felépítésük, és a szemantikájuk mellett vizsgáljuk meg azt is, hogy
hogyan oldják meg a korábban felvetett problémákat. Melyik konstrukciót mikor
ajánlott használni, és mit veszítünk a kifejezőerőből az alacsonyabb szintű nyelvi
konstrukciókat tekintve.
Az előző fejezetben nagyrészt már megismerkedtünk a callback függvényekkel,
tulajdonságaikkal, esetleges hibáival, de még néhány dolgot érdemes lenne megem-
líteni használatukkal, sebezhetőségükkel kapcsolatban, ezért elsőként nézzük őket.
2.4.1. Callback függvények
A callback függvények, ahogy a nevük is mutatja egyszerű függvények. Haszná-
latuk általában kétféleképpen fordul elő. Az egyik verzió, hogy egy feladatot indító
függvénynek adjuk át, a másik, böngésző API-kban gyakran előforduló, pedig az,
hogy valamilyen objektumnak a .on... mezőjének értékül adunk egy függvényt.
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Mindez a nyelv funkcionális gyökereinek köszönhetően lehetséges. A függvények
„első osztályú lakosai” a nyelvnek, így függvényeket adhatunk át paraméterként,
illetve függvényekkel térhetünk vissza más függvényekből. Ennek köszönhetően a
nyelvben megjelennek állapottal rendelkező függvények is. Ezeket az állapotokat ne-
vezzük closureöknek. Az ilyen függvényekkel operáló stílus a funkcionális nyelvek
point-free stílusához hasonló kódot eredményezhet. Erre készült programkönyv-
tárak is elérhetőek (Ramda, lodash-fp). Mára nagyon divatossá vált a nyelv funk-
cionális elemeinek kiterjedt használata. Ez is azt mutatja, hogy habár a callback
függvények nagyon egyszerűek, de erős kifejezőerővel rendelkeznek. Az aszinkroni-
tást kezelő nyelvi elemek közül ezek a legalacsonyabb szintűek, de a legtöbb dolog
kifejezésre alkalmasak. Gyakran callback függvénynek nevezzük a magasabb rendű
függvényeknek átadott függvényeket is, de technikailag ez annyira nem helyes, mert
nem egy „visszahívást”, eredeti vezérlési rend visszaállítást jelöl ez a függvény, ha-
nem egy egyszerű paramétert. A továbbiakban a callback függvények alatt csak az
aszinkron feladatoknak átadott kezelő függvényeket értjük.
Időnként előfordul, hogy egy aszinkron feladat nem csak indításból és befejező-
désből áll, hanem adhat információt a köztes állapotáról, vagy alapvetően az lehet
a célja, hogy fenntartson valamilyen kommunikációs csatornát, például egy socket-
ből érkező üzenetekről adjon információt. Habár ezek nem felelnek meg teljesen
annak, amit eddig feladat alatt értettünk, de ezeknél az eseménykezelőknél is igaz,
hogy az eseménykezelő felhelyezése és az azon megjelenő események érkezési sor-
rendje egymástól időben távol van, tehát ezek is aszinkron konstrukciók. Később
látni fogjuk, hogy a magasabb szintű aszinkronitást kezelő konstrukciók nem, vagy
csak nagyon nehézkesen lesznek alkalmasak arra, hogy eseményeket kezeljünk velük.





Szoftvertechnológiai szempontból a callback függvények egyik tulajdonsága, hogy
az Inversion of Control (Martin Fowler 2005.06.26.) programozási elv mentén
épülnek fel. Átadjuk a vezérlést egy a kódunk szempontjából külső félnek, és átad-
juk neki azt, hogy ha elkészült a feladatával, akkor hogyan tudja visszaadni nekünk
a program vezérlését. Tehát megfordítja a vezérlési folyamatot, és innentől kezdve
nem mi hívunk külső programkönyvtárakat, hanem a külső programkönyvtárak hív-
nak meg minket. Ez a minta nagyobb keretrendszerek, esemény alapú rendszerek
esetén gyakran használt elv, és alapjaiban véve jól is működik, így működik például
maga az Event Loop is. Mivel a JavaScript nyelv használata során sok, és változó mi-
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nőségű programkönyvtárral dolgozunk, ezért ez az elv problémákat vet fel. Ha nem
megbízható a kód, aminek átadjuk a vezérlést, akkor rengeteg probléma merülhet
fel. A legegyszerűbb példa az, hogy mi történik, ha hiba lép fel a hívott program-
könyvtárban. Erre bevett szokás az, hogy vagy átadhatunk egy második callback
függvényt is, ami akkor kerül meghívásra, amikor hibát észlelünk, vagy, jellemzően
NodeJS esetén ez a szokás, a callback függvény első paramétere egy hiba paramé-
ter, és hiba esetén ugyanaz a függvény hívódik meg, de csak az első paramétere, a
hiba lesz töltve. Ezzel akár lezártnak is tekinthetnénk a problémát, de sajnos az is
előfordulhat, hogy valamilyen okból a hívott feladat sosem hív vissza minket, vagy
akár többször hív vissza minket. Ez bizonyos kritikus műveletek esetén rendkívül
kellemetlen lehet. Ennek tudatában könnyen lehet, hogy nagyon defenzíven kell a
kódunkat megírnunk, ami értelemszerűen egy negatív aspektusa a callback függvé-
nyekkel kezelt aszinkronitásnak. Később majd látni fogjuk, hogy habár nem minden
ellen védenek, de a Promise-ok a vezérlést visszafordítják a mi kódunkhoz, és így
sokkal kevésbé kell ilyen hibáktól védekezve programoznunk. A sosem visszatérő fel-
adatokra ez sem fog megoldást nyújtani, de a hibák kezelésében sokkal ügyesebb
lesz.
A paraméterként átadott függvények mentén a nyelv nem képes arra, hogy meg-
különböztessen egymástól callback függvényeket, illetve egyszerűen átadott függvé-
nyeket. Sőt, ahogy egy korábbi fejezetben láttuk, arra sincsen semmilyen garancia,
hogy egy aszinkron feladatot indító hívásnak adott callback függvény aszinkron lesz
lefuttatva. Ennek következményeként nagyon könnyű félreérteni egy kód működését,
és rengeteg hibához vezethet. A későbbi konstrukciók nem elég, hogy felépítésükből
kifolyólag jobban kifejezik az aszinkronitást, de a nyelv konkurrencia modellje miatt
szükségszerűen aszinkron módon is fognak lefutni.
2.4.2. Promise-ok
A promise-ok az ES2015 szabványban kerültek bele a nyelvbe, de már ezt megelő-
zően is léteztek promise megvalósítások különböző programkönyvtárak által. Céljuk
elsősorban az volt, hogy alternatívát nyújtsanak a callback hellekkel szemben, illet-
ve a korábban felsorolt több aszinkron feladat kezelésével kapcsolatos problémákat
kényelmesebben megoldhatóvá tegyék.
A promise-ok nevükhöz híven egy ígéretet valósítanak meg. Egy ígéret – ahogy
a való életben is – megvalósulhat vagy elutasításra kerülhet. Ha feliratkoztunk az
adott típusú, sikeres vagy sikertelen beteljesülésre, akkor ettől függően a megfele-
lő kezelő függvényünk meghívódik. Nagyon fontos különbség lesz, főleg a nemrég
említett bizalmi probléma megoldására, hogy a promise önmaga sosem fog tudni
a mi kódunkról, tehát lesz egy indirekció a promise beteljesülése és a promise be-
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teljesülésére feliratkozó függvények között, így nem adjuk fel sosem a vezérlést. A
kódunk nem akkor fog meghívódni, amikor a külső kód meghívja, hanem amikor úgy
döntünk, hogy az akció eredményét kezelni szeretnénk.
Ahhoz, hogy konkrétabban megismerjük a promise-okat, érdemes megnézni, hogy
milyen szabványra épülnek. (Promises/A+ organization 2014.05.05) A szabvány azt
írja, hogy egy promise egy aszinkron feladat egyszer csak előálló eredményét repre-
zentálja, és az ezzel az eredménnyel való interakciót a then metódus teszi lehetővé.
Ezen a metóduson keresztül lehet callbackeket regisztrálni, hogy azok az eredmény,
vagy a hiba okával valamilyen műveletet elvégezhessenek. Egy promise három álla-
potban lehet:
• pending: ha még nem állt elő az eredmény, innen változhat az állapot;
• fulfilled: már van értéke, ami referencia szerint nem változhat, és már az állapot
sem változhat;
• rejected: már van „oka”, ami referencia szerint nem változhat, és már az állapot
sem változhat;
Tehát egy Promise beteljesülését vagy hibára futását követően a promise már
abban az állapotban marad, ami azt jelenti, hogy a regisztrált callbackek legfeljebb
egyszer futhatnak le, ezzel a korábban említett bizalmi probléma egy részét kijavítva.
A promise-ok láncolhatók, ezzel növelve használhatóságukat. A promise beteljesülése
után is helyezhetők fel handlerek, amik aszinkron módon meghívásra kerülnek.
Az event loop megismerésénél ismertettük, hogy több queue is adott, az egyik
a futtatókörnyezet által feladatok eredményével töltött event queue, a másik pedig
egy úgynevezett job queue, amelynek célja, hogy az adott event loopban aszink-
ron ütemezett, de szinkron elvégezhető műveletek még lefussanak. Kicsit konkré-
tabban ennek az a célja, hogy egy szinkron módon beteljesülő promise-ra (például
a Promise.resolve promise konstruktor segítségével létrehozott promise-ok) fel-
tett callback függvények lefussanak. Ez azért fontos, mert gyakori minta a promise
láncokat a Promise.resolve konstruktorral kezdeni, illetve előfordulhat, hogy pro-
mise láncolás során a regisztrált függvények szinkron futnak, így teljesen felesleges
egy teljes event loopot várni a lefuttatásukkal. Ennek a sornak az egyetlen veszé-
lye, hogy egy job további jobokat tehet ebbe a queue-ba, így esetlegesen „végtelen”
hosszúra növesztve ezt a sort. Tehát a handlerek mindig aszinkron futnak le, mégis
adott esetben minden további esemény kezelése elé ütemeződnek. Ezzel minimális
teljesítmény-béli csökkenésért cserébe egy teljesen kiszámítható rendszert kaptunk.
Promise-ok létrehozása
Promise-okat vagy a globális Promise objektumon található resolve, ami a pa-
raméterként átadott értékkel beteljesült promise-t ad eredményül, illetve a reject,
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ami a paraméterként átadott okkal elutasított promise-t ad, metódusok segítségével,
vagy a Promise konstruktor segítségével tudunk létrehozni. A resolve képes még
thenable objektumok becsomagolására is. Ez azt jelenti, hogy ha az átadott pa-
raméter egy promise, akkor azt adja vissza, ha pedig egy olyan objektum, amelyen
létezik then metódus, akkor azt a metódust a Promise konstruktornak megfelelő
módon kezeli. A Promise konstruktornak egy executor függvényt kell átadnunk.
Ez a függvény két paramétert vár. Az első a promise beteljesülését előidéző, míg
a második a promise elutasítását okozó függvény. Mindkettőt a céljának megfelelő
paraméterrel kell meghívni. Nézzünk egy gyakran használt példát:






Ebben a példában létrehozunk egy promise-t, ami 1 másodperc elteltével resol-
ved lesz. Itt a beteljesült promise értéke undefined lesz. A promise-ok létrehozásá-
hoz használt executor mohón, szinkron módon hajtódik végre. Ezt a tulajdonságát
gyakran kritizálják a promise-oknak, mivel nagyon ritka az, hogy csak egy promise-t
akarunk létrehozni. Sokkal gyakoribb eset, hogy csak egy mintát akarunk leírni a pro-
mise létrehozására. Például ha több 1 másodpercig váró promise-t is létre akarunk
hozni, akkor szükséges promise factoryt használnunk.
function delay(time) {




Habár ez a minta „paraméteres” promise-ok esetén hasznos tud lenni, ha paramé-
ter nélkül szeretnénk több lustán végrehajtható promise-t létrehozni, akkor nagyon
kényelmetlen vele dolgozni.
Promise-ok láncolása
Azt már láttuk, hogy hogyan lehet egyetlen promise-t létrehozni, és arra egy
handlert regisztrálni. Az A+ szabvány megköveteli, hogy ha p promise, akkor p.then(...)
is promise. Tehát képesek vagyunk ilyen láncokat létrehozni: p.then(...).then(...)....
Szemantikáját tekintve a then úgy működik, hogy az átadott függvény visszaadhat
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egy promise-t, vagy egy primitív értéket. Ha primitív értéket ad vissza, akkor olyan
promise fog létrejönni, amely a visszaadott értékkel fog teljesülni, míg ha promise-t
ad vissza, akkor a promise akkor fog beteljesülni, ha a visszatérési értékként adott
promise teljesül, és annak a promise-nak az értékét fogja tartalmazni. Ez egy nagyon
kényelmes láncolási lehetőséget ad, néhány apró problémával. Megfigyelhetjük, hogy
ez a működés egyesíti a funkcionális nyelvekben használt map és flatMap működését,
ezzel egy bizonyos szintű irányítást kivéve a kezünkből, és kiragadva a konstrukciót
a már jól felépített kategóriaelméleti modellekből. Ezek miatt gyakran kritikát is
kapnak (André Staltz 2018.02.14). Ha mégis azt szeretnénk, hogy egy promise-szal
teljesüljön be egy promise-unk, akkor azt sajnos valahogy be kell csomagolnunk,
hogy a then ne lássa, hogy promise-szal tértünk vissza.








A promise-okat többek között azért vezettük be, hogy a callback függvényekkel
nehezen, csúnyán leírható több aszinkron feladatot végrehajtó vezérlésekre adjunk
egy könnyebben kezelhető alternatívát. Ha így használnánk a promise-okat, akkor
ugyanazokba a problémákba ütköznénk, mint korábban. Ezt javíthatjuk a láncolás-
sal:
Promise.resolve(42)
.then(mol => { // mol === 42
return mol + 5;
})
.then(result => { // result === 47
return request(’/data’);
})




Itt láthatjuk, a map és a flatMap jellegű működést is, és hogy a promise-ok lán-
colása a vezérlésnek egy nagyon kényelmes felülről lefelé leírását teszi lehetővé. A
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láncolásnál felmerülő egyik legnagyobb probléma, hogy hogyan érünk el a láncban
egy korábbi handlerben megkapott értéket. Ha ebből a szempontból nézzük, ak-
kor az első „naiv” megoldás válasz lehet erre a problémára. Egy gyakori megoldás
lehet még closureben eltárolni a később felhasználandó értéket. Előbbi egy jól kom-
pozícionálható, újrafelhasználható megoldást ad, míg utóbbi egy „simább”, jobban
követhető kódot.
function readThenWriteTwice() {
// A promise láncot leíró függvényben egy változóban





.then(result => res = result)
.then(() => write(res))




Ebből is láthatjuk, hogy a promise-ok már egy magasabb szintű eszközt nyújta-
nak a callback függvényekhez képest. Az ilyen egymás után végrehajtandó aszinkron
műveleteket olvashatóan tudjuk leírni velük. Ha futási időben dől el, hogy hány, és
milyen promise-okat kell láncolnunk akkor viszont sajnos egy segédfüggvényre, vagy
más eszközre lesz szükségünk. Ennek több fajtája lehet. Az egyszerűbb, ha már előre
ismert, hogy milyen feladatokat kell majd láncban végrehajtani. A bonyolultabb, ha
a lánc elindítása előtt még nem tudjuk, hogy hány és milyen műveletünk lesz. Ez
utóbbi csak bonyolultan lesz megoldható, erre később látunk majd példát. Az előbbi
esetben még kicsit általánosítható a feladat, és mondhatjuk azt, hogy az előző fel-
adat eredményétől függhet, hogy bizonyos szintig a következő feladat, de a feladatok
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const delays = [1000, 500, 2000, 800];
reducePromises(
delays.map(ms => () => delay(ms))
).then(() => console.log(’end’));
Hibakezelés
Az A+ szabvány csak a then metódus létezését követeli meg, és azt mondja ki,
hogy ennek van egy második paramétere, amelyben a promise elutasítását tudjuk
kezelni. Ha az executor függvény futtatása során kivétel lép fel, akkor a promise-
unk az adott kivétellel eluasításra kerül, így nem csak az explicit, hanem az implicit
hibákat is tudjuk kezelni ennek segítségével. Sajnos ez a megoldás a promise-ok lán-
colásánál könnyen kezeletlen elutasított promise-okat eredményezhet, ugyanis ha az
eredeti promise teljesül, de a sikeres ág kezelése közben kivétel lép fel, akkor ennek
a hibának a kezelése már nem kerül át a sikertelen ágba, tehát ilyenkor a hiba ke-
zelésének céljából egy újabb láncszemet kéne a sorhoz adnunk, ahol a sikerességet
kezelő függvény nem csinál semmit. Hogy ne legyen ilyen kényelmetlen a használata,
ezért bevezettek egy extra catch függvényt, ami pontosan azt valósítja meg, mint
egy sikeres promise esetén semmit sem csináló then. Természetesen a catch is egy
promise-t ad vissza, így ha helyreállítjuk a lánc működését, akkor könnyen folytat-













A promise láncokban a hibák hasonlóan terjednek, mint a végrehajtási vermen.
A lánc további tagjai addig kerülnek elutasításra, ameddig valahol a láncban meg
nem jelenik egy a hibát kezelő láncszem. A promise-oknak nincs finally jellegű
metódusa, de ennek szabványosítása jelenleg is folyamatban van, és várhatóan rövid
időn belül bekerül a nyelvbe. Az elutasított, de nem kezelt promise-ok hibát okoznak
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a modern JavaScript futtatókörnyezetekben, ezért minden promise láncot érdemes
egy a hibát megfelelően kezelő catch ággal zárni.
Több aszinkron feladat szinkronizálása promise-okkal
Ha a korábban felsorolt problémákat nézzük, akkor itt a promise-okon elérhető
műveleteket nézve nagyon nehéz lenne egyáltalán próbálkozni egy aszinkron fel-
adat eredményének szinkron felhasználásával. Azt már láttuk, hogy az egymás után
végrehajtandó aszinkron műveletek kezelésére a promise-ok egy nagyon kényelmes
absztrakciót nyújtanak, és a korábbi eredményeket felhasználó esetekben, illetve a
dinamikusan generált promise láncoknál volt kényelmetlenség. Még nem vizsgáltuk
több aszinkron feladat szinkronizálásával kapcsolat lehetőségeket. A Promise globális
objektum nyújt két metódust, ami pont ezeknek a feladatoknak a nagyon kényelmes
elvégzéséhez nyújt lehetőséget. Az egyszerre elindított, és az összes feladat eredmé-








console.log(’1 másodperc telt el’);
});
Mint láthatjuk ezek a megoldások nagyon kényelmesen megoldják a felvetett
feladatokat. Mivel egy tömböt kell átadnunk, ezért ezek akkor sem okoznak nehéz-
séget, ha futási időben dől el, hogy milyen feladatokkal akarjuk végrehajtani ezeket
a műveleteket.
Vezérlési szerkezetek és Promise-ok használata
Imperatív nyelvekben a szekvencia, a ciklus és az elágazás vezérlési szerkezetek
használhatók. A promise-ok felépítésüket tekintve sokkal inkább funkcionális jellegű-
ek. Habár ezek nem mondanak egymásnak élesen ellent, de mégis rendkívül gyakran
problémát okoz, hogy egy imperatív környezetben szeretnénk funkcionális elemeket
használni.
Ha promise-ok tömbjével szeretnénk műveleteket végrehajtani, akkor láthatóan
a Promise.all, illetve bizonyos ritka esetekben a Promise.race metódusokat hasz-
nálhatjuk. Vajon lehetséges-e promise-ok végrehajtását ciklusban kezelni? Általában
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az a válasz, hogy nem, legalábbis nem érdemes. Ha a használandó promise-ok ered-
ménye nem érdekes, akkor hozhatunk létre promise-okat ciklusban, ugyanis azonnal
elindul majd az executoruk végrehajtása. Ha csak egyenként szeretnénk az eredmé-
nyüket lekezelni, akkor is jó ez a megoldási mód, habár már kicsit nehezebben követ-
hető kódot eredményez. Ha az eredmények összességével szeretnénk tovább dolgozni,
akkor viszont nem tudunk ciklust használó megoldást készíteni, vagy visszakerülünk
a callback függvényes gátakat bevezető megoldásához, ami karbantarthatóság szem-
pontjából nem optimális. De azt mondhatjuk, hogy a promise-ok egy tömbjével való
feladat jól megoldható az ismert primitívek segítségével.
A szekvenciális végrehajtásról már beszéltünk, és arra jutottunk, hogy ha előre is-
mert a lépések sorozata, akkor ez jól megoldható, ha dinamikusan dől el, hogy milyen
lépéseket kell végrehajtanunk, akkor egy magasabb absztrakcióra van szükségünk, de
ezek használata általában rendkívül kényelmetlen, mert egyszerű promise-ok helyett
promise factoryk segítségével kell leírnunk a szekvenciát.
Az elágazások kérdése viszont több megoldási módot is felvet. Az egyik legegy-
szerűbb lehetőség, ha a thenben elágazást írunk le, de ez felvet néhány problémát
is. Nézzük a következő példát, ahol egy erőforrást le akarunk kérdezni, de ha nem
létezik, akkor először létre kell hoznunk. Most tegyük fel, hogy nem létező erőforrás
lekérdezése nem okoz hibát, és a létrehozás után mindenképpen le kell kérdeznünk
az erőforrást újra.












A fenti példán azt láthatjuk, hogy ahhoz, hogy ezt a műveletet elvégezhessük
egymásba kellett ágyaznunk promise láncokat. Habár nem olyan súlyosan, mint a
callback függvényes esetben, de egy komolyabb feladat esetén itt is egy nagyon ne-
hezen követhető kódot kaphatunk. A legegyszerűbb megoldás erre természetesen a
beágyazott rész kiemelése egy külön függvénybe, de ilyenkor, mint ahogy a callback
függvényes esetben a kód navigáció miatti teher ugyanúgy csökkenti a karbantart-
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hatóságot. Elég gyakori, hogy teljes aszinkron vezérléseket egyben szeretnénk látni.
Itt a problémát az okozza, hogy a lánc végén attól függetlenül, hogy hogyan ju-
tottunk hozzá az erőforráshoz, ugyanúgy szeretnénk folytatni a használatát, ha ezt
nem így szeretnénk csinálni, akkor a promise lánc kettéválasztásával jó eredménye-
ket érhetnénk el. Habár a gyakorlatban nem annyira használt, de a következő példa
a Promise.race okos használatával el tudja kerülni a láncolások egymásba ágya-
zását, és „lapos”, követhető leírását mutatja meg ennek a fajta elágazás kezelésnek.
A példában gyakorlatilag a kezdeti promise elágaztatását is láthatjuk, mintha nem
akarnánk egyesíteni. Egy jó segédfüggvénnyel pedig a Promise.race jó működéséhez
szükséges implementációt akár el is rejthetjük. Első ránézésre a megoldás lényege-
sen bonyolultabbnak tűnik, de hosszabb ágaink vannak, akkor sokkal olvashatóbb
megoldást nyújt.
const NEVER = new Promise(() => {});
function splitPromise(promise, condition) {
const isTruePromise = promise.then(condition);
const trueBranch = isTruePromise.then(isTrue => isTrue
? promise
: NEVER);





const eroforrasAzonosito = 1;
const eredetiEroforras = getEroforras(eroforrasAzonosito);










Mivel általában az aszinkron feladatoknál a megszakítás nem egy egységesített
interfészen keresztül érhető el, ezért korábban nem tárgyaltuk. Ha egy futtatókör-
2. FEJEZET. ASZINKRON JAVASCRIPT 27
nyezet által adott API-t használunk, akkor azon vagy értelmezett a művelet megsza-
kítása vagy nem. Az AJAX kérések kezelésére eredetileg használt XMLHttpRequest
interfész szolgáltat egy abort metódust, amivel jelezhetjük, hogy egy kérést mégsem
akarunk végrehajtani. Ennek a modern, promise-okat használó párja a fetch API
is ad lehetőséget erre a megszakításra. Ha mi magunk írunk egy aszinkron felada-
tot, akkor ahhoz, hogy az megszakítható legyen, implementálnunk kell lehetséges
megszakítási pontokat a feladat végrehajtásába. A promise-ok API-ja nem foglalko-
zik a megszakítással. Ennek oka a félbeszakítás terjedésének problémája. Nézzük az
alábbi kódot:
const myDelay = delay(1000);
const toBeCancelled = myDelay.then(
() => console.log(’Ez nem fog kiíródni’)
);
const normal = myDelay.then(() => console.log(’A’));
toBeCancelled.cancel();
Ebben az esetben egy promise kezelésére két külön függvényt regisztrálunk. Egy
promise then-je egy újabb promise-t ad vissza, tehát itt a promise objektumokon
képzeltünk el egy lehetséges cancel metódust. A problémát az okozza, hogy ebben
az esetben vajon ki fog-e íródni a konzolra az A karakter. Első benyomásunk az
lehet, hogy természetesen ki fog íródni, mert azt nem szakítottuk meg, de ez azt
jelentené, hogy valójában a cancel nem csak megszakítást jelenthet. Ha egy aktuá-
lisan konstruált promise-on használnánk, akkor az megszakításhoz vezetne, míg ha
egy láncolt promise-on használnánk, akkor csak a lánc utolsó elemének a regiszt-
rációjának megszüntetését, ha egy másik aszinkron feladatot indít, akkor annak
megszakítását jelentené. Tehát, ha egy drágább feladat eredményét egy promise-
ként várnánk, és a láncot befejeznénk egy catch-csel, akkor csak a hibakezelést
szüntetnénk meg. Ez nem intuitív működést adna, nehézkesen kezelhető dolog lenne
a promise-oknál. A másik lehetőség, hogy szakítsuk meg a teljes láncot. Ez sokkal
intuitívabb lenne a használat szempontjából, de egy megszakítás nem csak lokálisan
lenne hatással a programrészletre, hanem akár a program egymástól teljesen függet-
len részein is megjelenne, ezzel nem várt működést okozva. Ebből látható, hogy az
API teljes átalakítása nélkül csak nagyon problémásan lehetne bevezetni a megsza-
kítást a promise-ok API-jába, ezért a szabvány létrehozói is az elhagyásuk mellett
döntöttek.
Promise-ok használata eseménykezeléshez
Mind a böngészőben, mind NodeJS esetén beszélhetünk eseményekről. A bön-
gészőben ilyenek lehetnek például a felhasználói interakciók, üzenetek fogadása más
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böngészőablakoktól vagy websocketről. NodeJS oldalon EventEmitterekről beszél-
hetünk. Ezek egy nagyon egyszerű interfészen keresztül lehetővé teszik események
kibocsátását és eseményekre feliratkozást. Ezek az interfészek jellemzően azzal a
céllal vannak kialakítva, hogy egy eseményt ne csak egyszer tudjanak kibocsátani,
hanem akár többször is. Például egy felhasználó többször rákattinthat egy gombra,
egy socketen több üzenet érkezhet, vagy egy file tartalmát több részletben is olvas-
hatjuk, hogy ne kelljen egyszerre az egészet memóriában tartani (itt egy-egy részlet
beolvasása, majd a befejezés lesz esemény). A promise-okról már lefektettük, hogy
egyszer állítódhat át a státuszuk pendingből, majd onnan nem mozoghat tovább, és
habár többször, több helyen is lekezelhetjük, de csak egyszer fog beteljesülni, és csak
egyetlen aszinkron értékkel fog rendelkezni a promise-unk. Így az események szándé-
kát és a promise-oknak ezt a tulajdonságát figyelembe véve megállapíthatjuk, hogy
magukban nem nyújtanak jó eszközt az események kezelésére. Ha egy eseményt csak
egyszer akarunk lekezelni, vagy tudjuk, hogy az esemény legfeljebb egyszer sülhet
el, akkor persze valamilyen módszerrel promise-ba csomagolva fel tudjuk használ-
ni. Arra kell ilyenkor figyelni, hogy ha az események felhelyezése nem ad explicit
lehetőséget arra, hogy csak egyszer kezeljük le az eseményt, akkor az esemény le-
kezelése után el kell tisztítani magunk után az eseménykezelőt. Habár hibát nem
okozna, mert egy promise esetén csak az első resolve vagy reject hívás fog jól mű-
ködni, a többi pedig hatás nélkül fog lefutni, de elég valószínű, hogy erőforrásokat
pazarolnánk.
Az alábbi példában egy socketen érkező adatokat összegyűjtő, majd a socket
zárulásakor az összegyűjtött adatokkal beteljesülő promise-t fogunk megvalósítani.
function dataCollector (eventEmitter) {
return new Promise(resolve => {
const collectedData = ’’;
eventEmitter.on(’data’, data => {
collectedData += data;
});
eventEmitter.once(’end’, () => resolve(collectedData));
});
}
Megjegyzésként: lehetséges rekurzív promise láncot létrehozni, és ezt események
kezelésére használni, de ez rendkívül nehézkes, és csak több nehézséget vezet be,
mint amennyit megold.
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2.4.3. Generátorfüggvények, async-await
A generátorfüggvények, a promise-okhoz hasonlóan, az ES2015-ös szabványban
kerültek bele a nyelvbe, míg az async-await csak két évvel később az ES2017-es
szabvánnyal. Az async-await szintaxis egy más nyelvekben is megjelenő szintaxis
a különböző aszinkron műveletek elvégzésére, és már maga a szintaktikus konst-
rukció is kifejezi az aszinkronitást. A generátorfüggvények egy sokkal általánosabb
feladatot oldanak meg, és megfelelő köréjük épített absztrakciók segítségével egy
async-awaithez nagyon hasonló lehetőséget adnak az aszinkronitás kezelésére. A ge-
nerátorfüggvények kifejezőerejüket tekintve sokkal erősebbek, de használatuk sosem
vált igazán elterjedtté. Ennek oka az, hogy az aszinkronitás kezeléséhez önmagukban
nem elegek, nem fejezik ki explicit az aszinkronitást, és hogy habár a nyelvben csak
később jelent meg, de a transpilereknek köszönhetően már sokkal korábban elfog-
lalta ezt a helyet az async-await. Az aszinkronitás kezelésében mindkét konstrukció
erősen promise-okra épít. Mára már a nyelv kiegészült az aszinkron generátor függ-
vényekkel is, de ezek egy másik probléma megoldására kerültek a nyelvbe, így ezzel
nem fogunk foglalkozni. A generátorfüggvények és az async-await konstrukciók kife-
jezőerejükben szinte megegyeznek a promise-okkal, így akár szintaktikus cukorkának
is nevezhetjük őket, de sok esetben egyszerűbb, kevesebb absztrakciót igénylő leírást
tesznek lehetővé.
Generátorfüggvények
A generátorfüggvények megszakítható függvényeket írnak le; felfoghatók állapot-
gépekként is. Pythonban korutinoknak hívják a hozzájuk leghasonlóbb konstrukciót.
Nem csak az aszinkronitás kezelésére használhatók. Matematikai értelemben képe-
sek arra, hogy sorozatokat generáljanak, de csak szükség esetén. Innen is kapták
nevüket. Használhatók még iterátorok létrehozására, amiket aztán az úgynevezett
iterator protocol segítségével fel tudunk használni.
// Ez a generátorfüggvény
function* fibonacci() {
let i = 0;
let j = 1;
while (true) {
yield j;
[i, j] = [j, j + i];
}
}
// Itt létrehozunk egy generátor objektumot
const fibGen = fibonacci();
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// Értékeket generáltatunk vele
fibGen.next(); // {value: 1, done: false}
fibGen.next(); // {value: 1, done: false}
fibGen.next(); // {value: 2, done: false}
A next függvénynek adhatunk át paramétert, és ez a paraméter meg fog jelenni
a yield helyén a generátorfüggvényünkben, így a fenti kód egy nagyon speciális
esete a generátorfüggvényeknek. Sokkal általánosabban is használhatjuk őket, mert
tudunk injektálni is adatokat egy generátorba. Illetve a yield* kulcsszó segítségével
egy másik generátornak átadhatjuk a vezérlést, így nagyon jól kompozícionálható
eszközt kapunk. A nyelvbe nincs implementálva, hogy a generátoroknak bármilyen
aszinkronitást kellene kezelnie. Viszont nincs megkötés arra, hogy a nextet mikor
hívhatjuk meg. Egy ügyes rekurzív függvény segítségével (például a co nevű library),
ha promise-okat yieldelünk a generátorfüggvényből, és azoknak az eredményét next-
eljük vissza, akkor a generátorok segítségével egy aszinkron vezérlést tudtunk leírni.
co(function* () {
// Kérést küld a végpontra, és amíg nem érkezik meg
// nem halad tovább, miután megérkezett, az adat1
// változóba teszi az eredményét a kérésnek
const adat1 = yield ajax(’/adat/1’);




Azt állítottam, hogy a kifejezőerejük nagyobb, mint az async-awaitnek az aszink-
ronitás kezelésének esetében is. Ennek oka az, hogy az ügyes függvényünk kezelhet
mást is, mint promise-okat, így akár egy sokkal speciálisabb eszközt csinálva a gene-
rátorfüggvényekből. Ennek egy nagyon jó példája a redux-saga nevű könyvtár. A
későbbiekben mégis az async-await szintaxist fogjuk használni a példákhoz, ugyan-
is a legegyszerűbb esetben nagyon hasonlók, és az async-await egy természetesebb
szintaxist ad az aszinkronitás leírásához.
Async-await
Az async-await úgy működik, mintha egy lehető legegyszerűbb, de aszinkron fut-
tatást még végrehajtó generátorfüggvény futtatót használnánk. Az async függvények
mindig promise-okkal térnek vissza, így azokat vagy a már látott módon használjuk
fel, vagy további async-awaitekben használjuk. Most a function* helyett az async
function kulcsszóval fogjuk jelölni, hogy egy async függvényt fogunk definiálni.
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A függvény törzsében pedig a korábban látott yield helyett az await kulcsszót
használhatjuk. Míg a generátorfüggvények megfigyelhetők voltak az egyes yieldek-
nél, addig az async függvények csak a futásuk végén megfigyelhetők a visszaadott
promise-on keresztül.
async function getAdatok() {
// Kérést küld a végpontra, és amíg nem érkezik meg
// nem halad tovább, miután megérkezett, az adat1
// változóba teszi az eredményét a kérésnek
const adat1 = await ajax(’/adat/1’);





A promise-ok esetében a láncolás segítségével tudtunk egymás után több promise-
t végrehajtani, de ebben az esetben már futási idő előtt tudtuk, hogy a láncunk
hogyan fog felépülni. Előfordulhat, hogy feladatokat egymás után akarunk végre-
hajtani, de a konkrét feladatok, vagy azok száma csak futási időben válik ismertté.
Például egy mappaszerkezet létrehozása egy fájlrendszerbe, és a szülő mappákat
mindig a gyerekek előtt kell létrehozni. Ezekre az esetekre az egyszerű promise-os
eszközök magasabb absztrakciók nélkül nem adnak megoldást. Async-await esetén
erre már egy egyszerű ciklus is jól használható:
async function iterativDNSLookup(address) {
let dnsServer = globalDNS;
let dnsQueryResult = await dnsServer.query(address);
while (!dnsQueryResult.found && dnsQueryResult.nextServer) {
dnsServer = dnsQueryResult.nextServer;




Itt láthatjuk, hogy még a szükséges lekérdezések számát sem tudjuk előre, az,
hogy folytatnunk kell-e a feladatok láncát kizárólag az előző feladat eredményétől
függ. Az async-await szintaxis egyik legnagyobb előnye, hogy a már más nyelvekben
megszokott felülről-lefelé, sima módon tudjuk leírni az aszinkron vezérlést. Ha egy
await-elt értékről nem tudjuk, hogy aszinkron vagy szinkron fog lefutni, akkor sem
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ütközünk problémába, ugyanis minden awaitelt utasítást Promise.resolve-ba csoma-
gol a nyelv.
Egy másik nagy előny a promise láncokkal szemben, hogy az egyes feladatok
eredményének felhasználása egy következő feladat indításához sokkal egyszerűbb,
mert az adatot eltárolhatjuk egy változóban, amit aztán a függvény folytatódása
után is elérünk.
Hibakezelés
Promise-ok esetén a hibákat a catch ágak, illetve a then második paraméterének
segítségével tudtuk kezelni. Ez alapjaiban véve egy jó megoldás, de használhatóság
szempontjából nagyban eltér a megszokott try-catch konstrukciótól. Szerencsére
async-await használata esetén újra használhatjuk ezt, így nagyon kényelmes, és egy-
séges hibakezelést téve lehetővé.
async function hibas() {
try {
const a = 1 / 0;




Ha az esetleges hibát nem kezeljük le, akkor a függvény meghívásakor vissza-
adott promise rejected státuszba kerül, a függvényben kiváltódott hibával okként.
Ezt pedig a felhasználás helyétől függően továbbra is egy elutasított promise-ként
kezelhetjük.
Feladatok szinkronizálása, eseménykezelés async-await segítségével
Mivel az async-await csak egy szintaktikus cukorka a promise-ok, és a generátor-
függvények találkozása fölött, ezért általában kijelenthető, hogy aszinkronitás keze-
lési képességei a promise-ok szintjén van. Tehát több feladat bevárásához ugyanúgy
a Promise primitívek használandók, a Promise.race, illetve a Promise.all. Ha
promise factoryk segítségével készítjük el a promise-ainkat, és azok nem függnek
egymástól, végrehajtásuknak nem kell szekvenciálisnak lennie, akkor könnyű elkö-
vetni azt a hibát, hogy ciklusba szervezve egymás után indítjuk el őket. Ilyenkor
érdemes már előre előállítani az összes promise-t, és iterálni rajtuk. Így használva
nincs jelentős különbség a Promise.all, és egy ciklus használata között. Sőt a cik-
lussal már feltehetően előbb elkezdhetjük a feladatok eredményének feldolgozását.
Az alábbi példa például egy ilyen hibásan szekvenciális végrehajtást mutat, habár
Promise.all segítségével párhuzamosan is elvégezhetnénk a feladatokat.
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// A szekvenciális, nem optimális megoldás
async function mappaTartalmak(mappa) {
const fajlok = mappaTartalom(mappa);
const tartalmak = [];
for (fajl in fajlok) {





// Az optimális párhuzamosan felolvasó megoldás
async function mappaTartalmak(mappa) {
const fajlok = mappaTartalom(mappa);
const tartalmak = fajlok.map(fajl => fajlTartalom(fajl));
return Promise.all(tartalmak);
}
Az async-await esetén az elágazások kezelése sem vet fel a promise-ok használa-
tához hasonló kérdéseket, mert async függvényeken belül már egyszerűen használ-
hatjuk a megszokott if konstrukciót.
Eseménykezelésben is körülbelül annyira tudjuk használni, mint a promise-okat.
Itt jobban megoldható a nem egyszeri események kezelése is, de továbbra is több
problémát okoz, mint amennyit megold.
2.5. Összefoglalás
A nyelv ezeket az absztrakciókat nyújtja az aszinkronitás kezelésére. Láthatjuk,
hogy a legalacsonyabb szintű építőkövektől eljutottunk egy olyan leírási módhoz,
amely nagyon hasonlít egy szinkron leírási módszerre. Időközben elvesztettük pél-
dául a többször ismétlődő események kezeléséhez való funkcionalitást, de ha ettől
eltekintünk, akkor egy sokkal letisztultabb, hibáktól védettebb szintaxist, és műkö-
dést kaptunk.
3. fejezet
Átalakítások a nyelvi konstrukciók
között
Habár az előző fejezetben bemutatott nyelvi funkcionalitások már általában el-
érhetőek mégis gyakran előfordul, hogy a nyelvnek még nem a legújabb specifikáci-
óját használó futtatókörnyezetben kell futtatnunk a kódunkat. Szoftvertechnológiai
szempontból célunk, hogy mindig a legkisebb hibalehetőséggel, a legkarbantartha-
tóbb kódot állítsuk elő. Ebből kifolyólag hasznos lenne, ha mindig a nyelv által
nyújtott lehető legmagasabb absztrakcióval írnánk kódot, és abból állítanánk elő a
nyelv egy alacsonyabb verzióját használó kódot.
A másik irányból megközelítve azt láthatjuk, hogy a nyelv fejlődése során renge-
teg kód vált elavulttá, nehezen karbantarthatóvá, de mégis továbbra is dolgoznunk
kell vele. Ezért hasznos lenne, ha lenne valamilyen mechanizmusunk arra, hogy nö-
veljük az aszinkronitás kezeléséhez használt absztrakció szintjét.
Előbbi esetre már rengeteg megoldás létezik, hiszen hosszú időn át a böngésző
készítőkre várva a közösség már magasabb szinten akarta használni a nyelvet. Utóbbi
esetben típusrendszer, illetve explicit mellékhatások hiányában nagyon nehéz eldön-
teni, hogy mikor mi is a kód célja, így nehéz azt átalakítani.
Azt is láthattuk, hogy általában léteznek jól bevált megoldások az egyes konst-
rukciók használatára, és célunk lenne észlelni az ilyen hibákat. Ha lehetséges, akkor
automatikusan javítani is őket.
3.1. Korábbi nyelvi verziók támogatása
Manapság a felhasználók nagy része már modern, automatikusan frissülő bön-
gészőket használ. Ennek fejlesztői szempontból is nagy előnye, hogy anélkül tudunk
modern eszközöket használni, hogy félnünk kéne attól, hogy sokakat kizárunk a szoft-
verünk használatából. Időnként üzleti okokból mégis előfordul, hogy régebbi rend-
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szereket, vagy a legújabb szabványokat nem teljesen, nem megfelelően implementáló
böngészőket kell támogatnunk.
Az elmúlt években különösen nagy és állandósult változáson megy át a webes vi-
lág. Ha csak JavaScript szempontból nézzük, akkor is az elmúlt körülbelül 6-7 évben
a nyelv annyit fejlődött, mint az előtte levő 20 évben. A nyelv fejlesztése most már
csak egy hivatalos folyamaton keresztül lehetséges. Ez a folyamat több részre bontja
az új nyelvi elemek bevezetését. Ezek közül az elsők között szerepel olyan eszkö-
zök elkészítése, amik esetleg lehetővé teszik az felterjesztett módosítás használatát a
nyelv jelenlegi állapotában. Vitatható, hogy miért akarunk szintaktikus cukorkákat
létrehozni már amúgy is megvalósítható működések fölé, de a tapasztalat azt mu-
tatja, hogy egy jó absztrakció beemelése a nyelvbe általánosságban növeli a nyelven
elkészült kódok minőségét, ezzel általában növelve mind a felhasználói, mind a fej-
lesztői élményt. Az ES2015-ös szabvány egy rendkívül sok nyelvi elemet tartalmazó
kiegészítése volt az addig létező szabványnak, amelyek nagy része már amúgy is leír-
ható volt a nyelv segítségével, de csak nehézkes, sok hibalehetőséggel tűzdelt módon.
A szabvány előkészítése már évekkel korábban megkezdődött, és a kiegészített nyelv
tulajdonságai lázba hozták a JavaScriptben fejlesztő közösséget. Ennek eredménye
lett a Babel néven elterjedt programkönyvtár, ami lehetővé tette az új szabvány-
ban íródott kódok lefordítását az akkor elérhető funkcionalitások szintjére. Habár
az újabb szabványok már nem akkora lépések, mint amit az ES2015-ös szabvány
hozott, de a mai napig gyakori használatnak örvend ez az eszköz, a speciális nyelvi
elemek, illetve a régebbi verziók támogatásának céljából.
Valódi alternatívája a Babelnek nem létezik, de hasonló funkcionalitással ren-
delkezik a ma egyik legelterjedtebb, a JavaScript nyelv fölé típusrendszert építő
TypeScript nevű nyelv. Szinte egy típusokkal annotált JavaScript kódot írva ez is
lehetőséget ad, hogy csökkentsük a nyelvi szintjét a TypeScriptben írt kódoknak egy
régebbi JavaScript verzióra.
Nézzük meg, hogy az egyes esetekben milyen lehetőségeink vannak az aszinkroni-
tást kezelő konstrukciók szintjének csökkentésére. Mivel az egyes, egyre modernebb
nyelvi elemek egymásra építenek, ezért ha mindig csak egy lépéssel alacsonyabb
szintre tudunk kerülni, akkor akár a legmagasabb szintű kódot is le tudjuk vinni a
legalacsonyabb szintre.
3.1.1. Promise-ok implementációja callback függvények segít-
ségével
Ha megvizsgáljuk, hogy a Promise-ok pontosan hogyan egészítették ki a nyelvet,
akkor arra a következtetésre jutunk, hogy valójában nem egészítették ki a nyelvet
újabb szintaxissal, csak egy új globális objektumot vezettek be. Az ilyen esetek-
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ben a legelterjedtebb megoldás a polyfill használata. Ezek úgy működnek, hogy
megvizsgálják, hogy elérhető-e Promise objektum a globális névtérben, és ha nem,
akkor adnak egy saját implementációt. Mivel a Promises/A+ szabvány pontosan
leírja, hogy hogyan kell viselkedniük a promise-oknak, ezért rendkívül egyszerűen
tudunk létrehozni egy saját implementációt. Csak néhány nagyon szélsőséges eset-
ben nem fog megegyezni a polyfill implementációja egy valódi implementációval.
A promise-ok esetén ilyen a nem lekezelt, hibára futott promise-ok jelzése. Néhány
globális objektum nem polyfillelhető; ilyen például a gyenge referenciákat tartalma-
zó halmaz. Szerencsére a Promise-ok nem tartoznak ezek közé, úgyhogy könnyen
találhatunk nekünk megfelelő implementációt.
A Promise-ok esetén az implementációnak tárolnia kell a Promise állapotát, illet-
ve a sikeres, illetve sikertelen beteljesülést kezelő, a then, vagy a catch metóduson
keresztül regisztrált függvényeket. A konstruktornak átadott függvényt le kell fut-
tatni, két paraméterrel, amely átállíthatja a Promise állapotát. Ha kezeletlen hiba
lép fel a futtatás közben akkor is át kell állítani az állapotot. Az állapot átállítás,
vagy a kezelő függvény regisztrációjakor pedig, az állapottól függően le kell futtatni
a még nem lefuttatott kezelőket. A láncoló függvényeknek létre kell hozniuk egy
új Promise-t, és az executorban kapott resolve és reject függvényekkel ki kell
egészítenie a kapott valódi kezelőket, majd az új Promise-t kell visszaadniuk. A ki-
egészítésnél fontos figyelni arra, hogy a kezelő promise-t is adhat vissza, és ezeket
speciálisan kezelve tovább kell thenelnünk.
A Promise.resolve, és a Promise.reject metódusok implementációja triviális,
míg az all és a race implementálható gátak segítségével.
3.1.2. Async await implementációja generátorfüggvények se-
gítségével
Mind az async-await, mind a generátorfüggvények új szintaxist hoznak a nyelvbe,
így innentől kezdve már nem csak arra kell figyelnünk, hogy egy megfelelő implemen-
tációt adjunk a futtatáshoz, hanem arra is, hogy a szintaxis egyes elemeit hogyan
rendezzük át, hogy ne legyenek benne nem támogatott elemek.
Ha feltesszük, hogy már generátorfüggvényeink léteznek, akkor két dologra van
szükségünk az async-await működtetéséhez. Egyrészt át kell alakítanunk az async-
await szintaxist generátorfüggvényes szintaxissá, illetve kell egy megfelelő generátor
„futtató” függvényt adnunk, hogy az kezelje a generátorból visszakapott promise-
okat.
A szintaktikus átalakítás nagyon egyszerű lesz. Az adott nyelvi elemeket alakít-
suk át a megfelelőjüknek.
• async function --> function*
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• await --> yield
Ezt követően még szükségünk lesz egy futtató függvényre. Erre használhatjuk a
szabvány felterjesztésekor a működésre adott referencia implementációt:
function makeRunnable(genF) {
return (...params) => new Promise(function(resolve, reject) {











// Sikeresen a végére értünk,




// Még nem vagyunk kész, a kapott promise lefutásakor
// léptessük tovább a generátort:
// elutasított promise esetén dobjuk be hibaként az
// okot a generátorba sikeres promise esetén next-eljük
// tovább a promise értékével
Promise.resolve(next.value).then(function(v) {
step(function() { return gen.next(v); });
}, function(e) {
step(function() { return gen.throw(e); });
});
}
step(function() { return gen.next(); });
});
}
Még az átalakított async függvényeinket csomagoljuk ebbe a magasabb rendű
függvénybe, lehetőleg automatizáltan. Innentől kezdve, ha meghívjuk a generátor-
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függvénnyé alakított async függvényeket, akkor ez a futtató fogja lefuttatni a generá-
tort, és a generátor pontosan akkor fog befejeződni, mint amikor az async függvény
is befejeződne, és ezt a befejeződést a visszaadott promise fogja jelezni.
3.1.3. Generátorfüggvények implementációja korábbi nyelvi ver-
ziókban
A generátorfüggvények lefordítása egy korábbi nyelvi verzióra kifejezetten nagy
kihívást nyújt. Mivel a generátorfüggvények végesek, ezért reprezentálhatjuk őket
állapotgépek segítségével. Ha csak a strukturált programozás eszközeit próbáljuk
modellezni, akkor relatív egyszerű, ha hozzávesszük a try-catch-finally blokkot, a
korai returnt, a breaket, a continue-t, akkor már jóval nehezebb feladattal fogunk
szembesülni. Az egyszerű esetre a következő algoritmust használhatnánk:
1. Normalizáljuk az elágazásainkat úgy, hogy ha több ágú elágazás nem első ágá-
nak feltételében yield szerepel, akkor az elágazás onnantól kezdődő része legyen
az eredeti elágazás különben blokkja.
2. Ha egy utasításban, vagy elágazás feltételében szerepel yield, és az nem egy
értékadás jobb oldala, akkor szúrjunk be elé utasításokat, amiben temporális
változókat feltöltünk az adott yielddel. Tehát csak értékadásban, vagy ciklus-
feltételben szerepelhet yield.
3. Számozzuk be az utasításokat és a yieldeket ugyanazzal a számlálóval. Később
ezeket használhatjuk az egyes állapotok elnevezésére.
4. Az első állapot legyen a 0. Ebben az állapotban még nem futott a függvé-
nyünkből kód.
5. Az aktuális állapot futtatásához fűzzük hozzá azokat az utasításokat, amelyek
a következő yield, vagy yieldet tartalmazó blokk előtt vannak. Ha elértük a
returnt, akkor lépjünk a 8. pontba.
6. Attól függően, hogy mit értünk el alkalmazzuk az alábbi lépéseket:
• Ha yieldet értünk el, akkor a yieldelt érték legyen ennek az állapotnak
a returnje. Ha a yield értékét értékül kell adnunk, akkor hozzunk létre
még egy állapotot, amiben kiolvassuk a kontextusból az aktuális elemet,
és értékül adjuk az értékadás bal oldalának. Ha értékül kell adnunk, akkor
az első állapot rákövetkezője legyen az értékadó állapot, ha nem, vagy az
értékadó állapotot nézzük, akkor legyen a következő állapot a következő
kódsor száma.
• Ha yieldet tartalmazó elágazást értünk el, akkor az elágazás ágainak hoz-
zunk létre állapotokat, és a feltételek mentén lépjünk át a megfelelő álla-
potba. Majd az egyes ágakra ismételjük meg az algoritmust a 4. ponttól.
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Az ágak utolsó állapotait egészítsük ki úgy, hogy lépjenek át a következő
állapotba, ami az elágazást követő sor.
• Ha yieldet tartalmazó ciklust értünk el, akkor
1. A ciklus feltételére ismételjük meg az algoritmust a 2. ponttól úgy,
mintha az egyetlen returnből álló generátorfüggvény lenne. Arra fi-
gyeljünk, hogy az első állapot, most a ciklus feltételének kiértéke-
lésének állapota legyen. Az így előállt állapotgépet ágyazzuk be az
aktuális állapotgépbe úgy, hogy a feltétel kiértékelése után ne végál-
lapotba kerüljünk, hanem a kiértékelés eredményétől függően lépjünk
tovább. Ha igaz, akkor lépjünk be a ciklusmag első állapotába. Ha
hamis, akkor lépjünk tovább a ciklust követő első állapotba.
2. A ciklusmagra ismételjük meg az algoritmust a 4. ponttól.
3. A ciklusmag utolsó állapotához tartozó kódot egészítsük ki úgy, hogy
a ciklusfeltételt kiértékelő állapotba vigyen minket.
7. Ismételjük a 4. ponttól, amíg el nem érjük a függvény végét.
8. Az utolsó állapotban állítsuk be a kontextusban, hogy végeztünk a futtatással.
9. Hozzunk létre egy függvényt, amiben deklaráljuk a generátorfüggvényben hasz-
nált változókat. Ez a függvény térjen vissza egy olyan függvénnyel, ami egy
kontextust vár paraméterül. A függvény törzse legyen egy végtelen ciklus, ami-
ben egy switch helyezkedik el. A switch a kontextus aktuális állapotán ágazzon
el, és az egyes ágai legyenek a lehetséges állapotok.
A nem strukturált programozás elemeinek használatához szükségünk van a kon-
textus további fejlesztésére. Tárolnunk kell, hogy hiba esetén hova vihet minket egy
try-catch, korai return esetén mely finally blokkoknak kell lefutnia, stb. Ezzel
a generátorfüggvényünket leírtuk csak függvények segítségével egy állapotgépként.
Szükségünk van még egy futtatókörnyezetre, amely a kontextust, az állapotgép ál-
lapotát szolgáltatja az állapotgépünknek. Az előbb létrejött függvényt egészítsük ki
azzal, hogy a visszatérési függvényt csomagoljuk be. A csomagoló a függvény helyett
adjon vissza egy objektumot, ami megfelel a generátorok interfészének, tehát min-
denképpen legyen next metódusa. Ha ezt meghívjuk, akkor futtassa le a függvényt az
aktuális állapottal. Ha az utolsó állapot is lefutott, akkor értelemszerűen állítódjon
done-ra, és a visszatérési érték legyen az értéke. Ha nem az utolsó állapotban állt
le, akkor az adott állapot által adott visszatérési érték legyen a generátor értéke, és
a következő next hívásnál a next paramétere legyen a kontextus „aktuális eleme”. Az
előbb leírt algoritmushoz nagyon hasonlóan működik a regenerator nevű csomag
átalakítása. A szemléltetés kedvéért nézzük az alábbi példát:
// Ebből a generátorfüggvényből
function* simple() {
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let i;





// Ezt a függvényt generáljuk
function simple() {
var i;
return regeneratorRuntime.wrap(function simple_(_context) {
while (1) {
switch (_context.prev = _context.next) {
case 0:

















Vegyük észre, hogy az állapotgép előállítása még nem felel meg teljesen a ge-
nerátorfüggvénynek. Ezen a példán is látszik, hogy először szükségünk van a gép
becsomagolására. Itt egy ilyen csomagoló a regeneratorRuntime.wrap nevű metó-
dus.
Ezzel a végére értünk a konstrukciók nyelvi szintjének csökkentésének. Az async-
awaitből tudunk generátorfüggvényeket készíteni. Generátorfüggvényeket át tudunk
alakítani generátorfüggvényeket nem használó állapotgépekké. A promise-okat pedig
le tudjuk írni a globálisan elérhető Promise objektum „felhasználói” helyettesítésével.
Tehát az elsődleges célunk sikerült. Tetszőlegesen magas szintű kódot tetszőlegesen
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alacsony szintű platformon tudunk futtatni.
3.1.4. Async-await átalakítása promise láncokká
Async-await promise lánccá alakítása a kód támogatottságát tekintve csak na-
gyon kevés előnnyel szolgál. Ahol a promise-ok már támogatottak, ott a generátor-
függvények is elérhetők, illetve a generátorfüggvényeket is tudjuk használni a támo-
gatásuk nélkül az előbb látott állapotgépeken keresztül. Tehát legrosszabb esetben
két lépésben már eljutunk a nyelv legalacsonyabb még élő verziójáig.
Az állapotgépek, főleg az összetettebbek jóval „hosszabbak”, mint a nekik meg-
felelő generátorfüggvények. Így egy async-await kód használatához szükségünk van
a generátort async módon futtató „környezetre”, a generátorból létrehozott álla-
potgépre, és kell még az állapotgépet futtató csomagoló is. Általában ezek nem
jelentenek jelentős méretet a böngészőbe letöltendő JavaScript kód tekintetében, de
bizonyos esetekben előfordulhat, hogy szeretnénk erre is optimalizálni, így nem a
generátorfüggvényeken keresztül fogunk alacsony szintű kódot előállítani. Gyakori
preferencia a JavaScriptet használó fejlesztők körében a promise-ok „funkcionális”
jellegű interfésze az imperatív async-awaittel szemben, így a kód karbantartható-
sága szempontjából is érdekes lehet, hogy az async-await segítségével leírt kódokat
le tudjuk írni Promise láncokként. Ezen kívül a promise láncként megfigyelése egy
async függvénynek segíthet a nem optimálisan használt awaitek felfedezésében.
Most is a strukturált programozás elemeivel szeretnénk algoritmust adni, de mi-
vel a hibakezelés egy nagy előnye az async-awaitnek, ezért az algoritmust a struk-
turált programozás elemeire, és az egyszerű try-catch-re fogjuk megadni. Ebben
az átalakításban a nehézséget a promise lánc elemei között megőrzött állapot, és a
ciklusok okozzák. Ha csak szekvenciális kódokkal kéne foglalkoznunk, akkor a na-
iv megoldás, az lenne, hogy minden awaitnél ágyazzunk be egy újabb promise-t.
Habár a feladatot jól megoldaná, de ha a kód olvashatósága is célunk, akkor ez
a megoldás nagyon gyengén teljesítene. Egy következő lehetséges megoldás az len-
ne, hogy a beágyazás helyett használjuk a láncolási tulajdonságát a promise-oknak.
Az await szekvenciális végrehajtást feltételez; ez alól kivételnek tűnhet, ha a jobb
oldalán Promise.all vagy Promise.race áll, de ezek a függvények is egy promise-
szal térnek vissza, ami után következő await feldolgozását is szekvenciálisan kell
elvégezni, így ezek mentén is nyugodtan láncolhatunk. További problémát az egyes
promise-ok eredményének megőrzése jelentheti. Szerencsére egy async függvényt egy
promise-szal visszatérő függvényként kell leírnunk, így lehetséges, hogy a függvény
closurejében állapotot tároljunk. Tehát az awaitek mentén nyugodtan létrehozha-
tunk újabb promise láncszemeket. Egy await eredményét elmentő változót akkor
kell állapotként kezelnünk, ha azt a következő await után is kell még használnunk.
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Elágazások esetén sajnos kénytelenek vagyunk Promise láncokat egymásba ágyaz-
ni. Ha többágú elágazás, és a nem első feltételben await szerepel, akkor úgy kell
megoldanunk, mintha több kétágú elágazással dolgoznánk. Az awaitet tartalmazó
ciklusokat átírhatjuk úgy, hogy egy függvényként jelenjenek meg, amik igaz ciklus-
feltétel rekurzívan visszatérnek önmagukkal, különben pedig leállnak. Itt még fontos
figyelni arra, hogy a ciklusfeltételben is szerepelhet await, ami esetén nem elég a
ciklus első futása előtt végrehajtanunk, hanem minden végrehajtás előtt le kell el-
lenőriznünk, tehát csak a feltétel kiértékelése is egy láncszemet fog reprezentálni. Itt
a rekurzió nehezíti a promise lánc olvashatóságát, de azt már megfigyelhettük, hogy
a ciklusok nem mindig nyújtják a legjobb megoldást aszinkron feladatok elvégzésére,
ha pedig kénytelenek vagyunk azt használni, akkor promise-ok esetén elfogadott ez
a komplexitás. A try-catch konstrukció kezelése kifejezetten könnyű. A try ágyazzon
be egy új promise-t, aminek a végén szerepeljen egy catch, a try-catch catch részének
törzsével. Itt sajnos azért kell ezt beágyaznunk, mert ha simán láncolnánk, akkor
a lánc korábbi elemeiben megjelenő hibák is átfolyhatnának a catch ágba, habár
eredetileg nem így működött volna az async-awaitet használó kód. Ezek alapján a
feladat ebben a szűk esetben megoldható. A meghívásnál az async függvények az
első awaitig szinkron futnak. Ezt sajnos nagyon nehéz lenne promise-ok segítségével
leírni, és használata rendkívül törékeny kódhoz vezethet, így ettől a tulajdonságtól
tekintsük el. Írjunk erre egy algoritmust:
1. Normalizáljuk az elágazásokat úgy, hogy többágú elágazások helyett csak egy-
másba ágyazott kétágú elágazások legyenek, ha a feltételek tartalmaznak awa-
itet.
2. A ciklusfeltételeket, és a nem használt eredményű awaiteket kivéve minden
awaitet alakítsunk át értékadássá úgy, hogy ha temporális értékként szerepel,
akkor hozzunk létre neki egy temporális változót, ha már értékadás, akkor nem
kell tovább alakítani.
3. Hozzunk létre egy függvényt, ami a promise lánc factory függvénye lesz.
4. Minden legfelső szinten (tehát nem blokkban) használt változóra alkalmazzuk
az alábbi szabályt, hogy eldöntsük, hogy állapottá kell-e alakítani. Ha a sza-
bályoknak megfelel, akkor tegyük a változó deklarációját a függvény tetejére.
• Keressük meg a változót követő első awaitet. Ha ezután az await után a
függvényben tetszőleges mélységben szerepel hivatkozás erre a változóra,
akkor ez a változó állapot.
5. A változó deklarációkat követően térjünk vissza egy promise lánccal, ami kez-
dődjön Promise.resolve()-val, és hozzuk létre az első láncszemet, aminek ne
legyen paramétere.
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6. Az aktuális láncszembe írjuk le a következő awaitig, awaitet tartalmazó blokkig
vagy returnig tartó utasításokat.
7. Attól függően, hogy mivel találkoztunk végezzük el a következő lépéseket, majd
lépjünk vissza a 4. lépésre.
• Értékadás, ahol a jobb oldalon await szerepel: az aktuális láncszem tér-
jen vissza az await jobb oldalával, zárjuk le a láncszemet, nyissunk egy
újabb láncszemet. Ha a változó nem állapot, akkor a neve legyen a lánc-
szem paraméterének neve, ha állapot, akkor a láncszem paraméterének
neve legyen temporális, és első utasításként a láncban adjuk értékül az
állapotot tároló változónak a paramétert.
• Await: Zárjuk le a láncszemet az await jobb oldalával. Nyissunk új lánc-
szemet, aminek nincs paramétere.
• Return / return await: ha van, akkor a visszaadott értékkel térjen vissza
az aktuális láncszem. Zárjuk le a nyitott láncszemeket. Az utolsó üres
láncszemeket elhagyhatjuk. Ezzel kész vagyunk.
• Try-catch blokk, amiben van await: Hozzunk létre egy láncot a try tör-
zsének, és egy függvényt a catch törzsének úgy, hogy a catch függvénye
paraméterként várja a hiba paramétert, annak a nevén. Alkalmazzuk az
algoritmust a 3. ponttól a try, a 2. ponttól catch törzsére, ha ezzel elké-
szültünk, akkor térjünk vissza a tryból kapott lánccal , és arra láncoljuk
a catch-ből kapott függvényt egy catch-csel. Nyissunk új láncszemet. Ha
a try-ban nincs await, akkor elég a catch ág blokkjából promise láncot
csinálni és a catch-ben azzal visszatérni.
• Elágazás: Az awaitet tartalmazó ágaknak hozzunk létre egy láncot, majd
a 3. ponttól alkalmazzuk az algoritmust az adott ágak blokkjára. Az aktu-
ális függvénybe írjuk be az elágazást úgy, hogy az awaitet nem tartalmazó
ágak csak egyszerűen kerüljenek bele, az awaitet tartalmazó ágak pedig
térjenek vissza a nekik létrehozott lánccal. Nyissunk új láncszemet.
• Ciklus, ahol a feltétel, vagy a ciklusmag tartalmaz await-et: Hozzunk lét-
re egy függvényt a ciklusfeltételnek. Alkalmazzuk a ciklusfeltételre ezt az
algoritmust, mintha a ciklusfeltétel egy egyetlen returnből álló függvény
lenne. Hozzunk létre egy függvényt a ciklusmagnak. Alkalmazzuk a cik-
lusmagra ezt az algoritmust. Hozzunk létre egy függvényt a ciklusnak. Ez
a függvény adja vissza ciklusfeltételből kapott függvény meghívását, és er-
re láncoljunk egy elágazást: ha a ciklusfeltétel igaz, akkor az elágazásból
térjünk vissza a ciklusmagból kapott függvény meghívását, amire láncol-
juk vissza ezt a függvényt. Térjünk vissza az egész ciklusra létrehozott
függvény meghívásával. Nyissunk új láncszemet.
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Ezek közül talán a ciklus a legbonyolultabb ezért nézzünk egy példát erre:
// Az async függvény
async function graduallyWaitMore() {
let i = 0;
while(i < 10) {
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});
}
Ezzel többnyire olvasható promise lánccá alakítottuk az async függvényünket. A
vezérlési szerkezetek sajnos a lánc mélyülését okozzák, de ezek a függvény nagyon
mély vizsgálata nélkül nem lehetségesek. Ezzel az algoritmussal megtartjuk az async
függvények szemantikáját az első awaitig való szinkron lefutást kivéve.
3.2. Refaktorálás magasabb szintre
Habár a kód szintjének csökkentése is járhat hasznokkal, általában véve pró-
báljuk a kódunkat minél magasabb szinten, minél tömörebben, olvashatóbban, kar-
bantarthatóbban tartani. Mivel rengeteg régi kód, interfész még alacsonyabb szintű
eszközök felhasználásával lett tervezve, ezért megoldást szeretnénk keresni arra, hogy
akár ezeket módosítva, akár ezeket felhasználva lehetőségünk legyen már modernebb,
magasabb szintű nyelvi elemeket használni.
Ez a feladatkör általában nehéz. Automatikusan szinte lehetetlen, mert, főleg egy
típusokkal nem rendelkező nyelv esetén, nem tudhatjuk, hogy mi a kód szándéka.
Például egy callback függvény esetén, nem tudhatjuk, hogy az egyáltalán callback
függvény-e, szinkron módon felhasznált függvény egy magasabb szintű függvény ál-
tal, vagy eseménykezelő-e. Fejlesztői input jelenlétében viszont tehetünk lépéseket
annak irányába, hogy refaktoráljunk. A callback függvények és a promise-ok közötti
absztrakciós határt valóban nehéz meglépni, de ha már promise-okkal dolgozunk,
akkor azt könnyen átalakíthatjuk async-awaitet használó kóddá.
3.2.1. Callback alapú API-k Promise alapúvá alakítása
Callback alapú aszinkronitást kifejező kódoknál lehetne a célunk magát az ere-
deti kódot is módosítani, de ez rendkívül nehéz feladat lenne, illetve ha böngésző
vagy NodeJS API-t használunk, akkor lehetőségünk sincs arra, hogy ezt módosítsuk.
Ebből kifolyólag ilyenkor inkább az a célunk, hogy a használt API felületét alakít-
suk át Promise-t használóvá. Szerencsére a legtöbb NodeJS API úgy épül fel, hogy
a callback függvények első paramétere egy hiba paraméter, a többi paraméter pedig
a sikeres lefutás esetén töltődik fel. Ha csak ilyen callbackekkel foglalkozunk, akkor
habár futási időben, de egy ilyen NodeJS stílusú callback függvényes API-t könnyen
promise-okat használó API-vá alakíthatunk.
// Mely függvényt szeretnénk Promise alapúvá alakítani
function promisify(fn) {
// A promise-osított függvénynek átadjuk azokat a paramétereket,
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// amiket az eredeti függvénynek is adnánk, a callbacket kivéve
// Ez a rész fogja a promise-osított függvényt reprezentálni
return function(...args) {
// Visszatérünk a Promise-szal, ami a feladat eredményét
// reprezentálja
return new Promise((resolve, reject) => {
// Meghívjuk a függvényt a paraméterekkel az executorban
// és átadunk még egy handlert, ami a hiba paramétertől
// függően beteljesíti, vagy elutasítja a promise-t










Sajnos a böngészős API-król nem mondható el ilyen szintű uniformitás, így arra
nehéz lenne receptet adni. A legegyszerűbb megközelítés az lehetne, hogy a fel-
használótól azt várjuk, hogy alakítsa ilyen típusúra az API-t, és azt követően már
alkalmazhatja ezt a függvényt. Ennél valószínűleg egyszerűbb a felhasználó szem-
pontjából, ha önmaga ír egy promise-okat használó wrappert az API köré.
Statikus típusok hiányában még a promise-osítását is nehéz lenne automatizálni
a megfelelő függvényeknek. Figyelhetnénk arra, hogy a callback függvény első pa-
raméterét vajon a NodeJSben megszokott err-nek nevezik-e el. De ez várhatóan
sok helyen problémát okozna, például ha hibák tömbjén szeretnénk végigiterálni,
vagy valamilyen környezetben nem err-nek szokás ezt a paramétert nevezni. Ilyen-
kor esetleg várhatnánk az egyes függvények fölött egy kommentben egy direktívát
azt jelezve, hogy az adott függvényt promise-t használóvá lehet alakítani. Ezeket a
kommenteket csak az átalakítás előtt kellene felhelyezni, amikor már átalakítottuk a
kódot, akkor ezek el is távolíthatók belőle. Ennél jobb megoldás lenne, ha valamilyen
típusrendszer használatával a már típusozott szintaxisfán megvizsgálnánk, hogy a
callback függvény első paraméterének a típusa az Error típusból származik-e, és ha
igen, akkor már végre is hajthatjuk az átalakítást. Ha a callback függvényeknek egy
explicit típust adnánk, hogy ezzel kifejezhessük az aszinkronitást, akkor már nem
csak az ilyen NodeJS típusú callback függvényeket promise-osíthatnánk, de sajnos
az aszinkronitás kifejezése a típusokban nem jelenik meg a népszerű JavaScript fölé
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épített típusrendszerekben, így ezzel inkább ne számoljunk.
Az átalakítás itt arról szólna, hogy a promisify függvény segítségével hozzunk
létre az összes callback API-jú függvénynek egy promise-t visszaadó verzióját, majd
a hibát vizsgáló ágat jelenítsük meg catch ágként, a kód többi részét pedig helyezzük
el egy thenbe. Ha lehetséges, akkor még a promise lánc kisimítására is használhatunk
valamilyen eszközt. Az algoritmus itt a következő lehet:
1. Keressük meg az összes NodeJS stílusú callbacket használó a modulban hasz-
nált függvényt.
2. Kezdjük a modult a promisify függvény behúzásával, majd a NodeJS stílu-
sú callback függvény importálása, vagy deklarációja után hozzunk létre egy
vele azonos nevű, de Promise-ra végződő változót, aminek adjuk értékül a
promisify függvényt meghívva az adott függvénnyel.
3. Az összes így promise-osított függvényt cseréljünk a promise-osított változatra.
4. A callback paraméterüket osszuk fel a hibát kezelő, és a hibát nem kezelő
részre.
5. A hibát kezelő részt helyezzük rögtön a függvényhívásra láncolva egy catch
ágba, míg a normál részt tegyük ez után láncolva egy then ágba.
6. Távolítsuk el a callback paramétert.
7. Ha rendelkezésünkre áll egy módszer, akkor simítsuk ki a megjelent promise
láncokat.
// Egy callbackeket használó NodeJS kód
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.then(data => writeFilePromise(’banan.txt’, data))
.catch(err => console.error(err))
Az alábbi példán is látszik, hogy ez az átalakítás nagyon hasznos. Egy sokkal
átláthatóbb, tömörebb kódot kapunk eredményül. A promise-os eset egyetlen gyen-
gepontja, hogy könnyebb a hibakezelést elfelejteni, ha később kiegészítjük. Sajnos
ez az átalakítás az algoritmus 1. pontjának nehézsége miatt a gyakorlatban nem jól
használható.
3.2.2. Promise láncok kisimítása
Az egymásba ágyazott promise-ok, promise láncok nagyban rontják a kód olvas-
hatóságát, időnként viszont elkerülhetetlenek. Ezeknek a mélyen egymásba ágyazott
láncoknak a kisimítása hasznosnak tűnhet, de sajnos nagyon könnyű ezzel elrontani
a szándékozott viselkedést. Például ha egy beágyazott láncban van catch ág, akkor
azt sosem emelhetjük ki, ugyanis az a hibakezelés csak arra a beágyazott láncra
vonatkozik. A lánc előtti hiba könnyen belefolyhat a beágyazott lánc kiemelt catch
ágába, pedig eredetileg ez nem történhetett volna meg. Ezekkel az átalakításokkal
nem akarunk a kód működésén lényegileg módosítani, így például, ha egy beágyazott
lánc tartalmaz catch-et használó láncszemet, akkor arra biztosan nem alkalmazhat-
juk a kisimítást. Ugyanez igaz a then második paraméterét használó láncszemekre.
Mint korábban az async-await promise-szá alakításánál, itt is figyelnünk kell az egy
láncszemnél távolabb használt változókra is, mert ezek állapotot jelentenek a promi-
se lánc hátralevő részére vonatkozóan. Ha a promise láncunk egy függvényen vagy
metóduson belül van, akkor a láncszemek között fenntartott állapot miatt sem kell
aggódni, mert kiemelhető, de ha top-level kódról beszélünk, akkor szintén nem vé-
gezhetjük el az átalakítást, hiszen könnyen előfordulhat, hogy top-level változókat
vezetnénk be, ami máshol gondot okozhatna. Egy másik nehéz feladat a nem a return
jobb oldalán leírt, hanem a handler törzsében összeállított promise felismerése.
Az állapot, a hibakezelés, és a top-level „kódság” problémáját már elkerültük
amikor async függvényből készítettünk Promise láncot. Sőt még az is igaz, hogy
törekedtünk csak akkor beágyazást készíteni, amikor az elkerülhetetlen volt. Hogy
ezeket a problémákat ne kelljen újra megoldanunk egy jó megoldás lehet a Promise
láncok kisimítására, ha először async-awaitet csinálunk belőle, majd újra promise
lánccá alakítjuk.
3.2.3. Promise láncok async-awaitté alakítása
Ezt az átalakítást körülbelül fél éve már elérhetővé tették a legnépszerűbb kód-
szerkesztőkben, mert része lett a typescript fordító úgynevezett code fix-einek,
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amik automatikus refaktorálási lehetőségek (Daniel Rosenwasser 2018.10.08) (Eliza-
beth Dinella 2018.06.14). Korábban már láttuk, hogy promise láncok átalakításánál
milyen problémák merülhetnek fel. Ebben az esetben is ugyanezekkel a problémák-
kal kell foglalkozni. Az előbb már láthattuk, hogy a top-level promise láncok gondot
okozhatnak abban az esetben, ha állapottal kell dolgoznunk, ezért csak függvényben
leírt promise láncokkal foglalkozzunk. Mivel az egyes handlerek végén újabb micro-
taskok jönnek majd létre, ezért nyugodtan awaitelhetjük az összes returnt awaitként.
A változóban eltárolt promise láncokkal sajnos nem tudtunk foglalkozni, így előfor-
dulhat, hogy fognak then ágak maradni a kódban. Típusok nélkül nehéz felismerni,
hogy vajon egy promise lánccal van-e dolgunk. Feltételezhetjük, hogy ha egy hosszú
kifejezésünk van, amelyben then, illetve catch hívások vannak, akkor az egy pro-
mise lánc. A point-free stílus okozhat még gondot, erre is figyeljünk. Készítsünk
algoritmust:
1. Hozzunk létre egy async függvényt a promise láncot tartalmazó függvény ne-
vével megegyező névvel, és másoljuk le a promise lánc kezdetéig.
2. (Mindig csak az aktuális promise lánccal foglalkozunk, a beágyazottakkal csak
akkor, ha explicit azt mondjuk.) A promise láncban a then-eket, amiknek van
második paramétere alakítsuk át egy catch-et követő thenné úgy, hogy a catch-
ben szerepeljen a második paraméter, a thenben pedig az első paraméter.
3. Ha egy handlert le kell írni, akkor írjuk csak le úgy, hogy a handler visszatérési
értékét cseréljük awaitre, ha ez az utolsó catch vagy ez az utolsó then a láncban,
akkor return awaitre. Ha a then, vagy a catch paramétere egy függvény, akkor
cseréljük le egy névtelen függvényre, ami az egyetlen paraméterét átadja a
függvénynek. A paraméter neve tetszőleges (pl.: catch esetén legyen e, then
esetén legyen x).
4. Alulról felfelé dolgozzuk fel a láncot, ameddig el nem érjük a promise lánc
tetejét.
• Ha egy catch-csel találkozunk, akkor hozzunk létre egy try-catch blokkot.
A handler paramétere legyen a catch blokk hiba paraméterének a neve.
A catch blokkba írjuk le a handlert, ha van mentett paraméternév, akkor
annak adjuk értékül a handler awaitelt visszatérési értéké. A try ágba
folytassuk a lánc feldolgozását.
• Ha thennel találkozunk, akkor írjuk le a handlert. Ha van mentett paramé-
ternév, akkor annak adjuk értékül a handler awaitelt visszatérési értékét.
Mentsünk el a handler paraméterének nevét, ha nincs, akkor vegyük úgy,
hogy nincs mentett paraméternév, ha már mentettünk ilyen nevűt, akkor
hozzunk létre neki egy kiegészített temporális nevet. Folytassuk a leírt
kód fölé a lánc feldolgozását.
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5. Keressünk az awaitek jobb oldalán promise láncot. Ha ilyet találunk, akkor
ismételjük meg rá az algoritmust a 2. ponttól úgy, hogy ha az await egy érték-
adásban szerepel, akkor a return await return része helyett adjuk értékül az
értékadás bal oldalán szereplő kifejezésnek az awaitet. Az algoritmus eredmé-
nyét írjuk be a kifejezés/utasítás helyére. Ha végeztünk ismételjük meg ezt a
lépést. Ha egy ismétlés után nem találtunk ilyet, akkor kész vagyunk.
Nézzünk erre egy egyszerű példát:














// Az átalakítás eredménye
async function getOrCreate(resource) {
try {











Habár ebben az esetben lehet, hogy kicsit a sok return await miatt a megoldás
bonyolultabbnak tűnhet, de elágazások, vagy hibakezelés miatt egymásba ágyazott
láncok esetén olvashatóbb kódot tud nyújtani.
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Habár a return await általában azt jelenti, mint az egyszerű return, mert ha
van ilyen, és eljut odáig a vezérlés, akkor az async-await által visszaadott promise
értéke lesz az async függvény meghívásakor visszaadott promise értéke, de ha van
a lánc végén catch, akkor már másképp működnek. Sima return esetén az utolsó
catch már nem fut le, ha a promise visszautasításra kerül, pedig a promise láncban
lefutott volna.
3.2.4. Referenciaimplementáció egy átalakításhoz
Diplomamunkám részeként elkészítettem az async függvényekből promise láncot
visszaadó függvényekhez tartozó algoritmus implementációját. A dolgozatban nem
vizsgáltuk az algoritmusok helyességét, csak intuició alapján felépítettük őket. Az
algoritmusok felépítésénél a legfontosabb szempont az volt, hogy az aszinkronitás
szempontjából mindig fenntartsuk a korábbi működést. Például awaiteket mindig
újabb láncszemre cserélünk függetlenül attól, hogy az esetleg kiértékelhető-e szink-
ron módon, vagy nem triviális láncosítás esetén inkább új láncot ágyaztunk be. Több
algoritmushoz már létezik implementáció más szerzők által, és ezek a leírtakhoz na-
gyon hasonlóan működnek. Ilyen a promise-ok async-awaitté alakítása, és a gene-
rátorfüggvényekből állapotgépet készítő algoritmus. Azt egyértelműen kijelentettük,
hogy a callbackeket promise-osító algoritmus nem automatizálható, mert nagyon
bonyolult lenne felismerni, hogy mi minősül callback függvénynek. Ebből kifolyólag
az async-awaitből promise láncot készítő algoritmus implementációja mellett dön-
töttem, és az algoritmusban is leírt megkötések mellett sikeresen használtam több
tesztben is.
Az implementáció bizonyítja, hogy ez az algoritmus nem csak egy kézzel elvégez-
hető, emberi észrevételeket felhasználó algoritmus, hanem a szintaxisfa ismeretében
algoritmizálható is. Fejlesztési lehetőség lehetne egy kódszerkesztő kiegészítő létre-
hozása, amely szükség esetén meg tudja mutatni, hogy egy async függvényből milyen
promise lánc generálódna, és a felhasználó kérésére azt ki is tudná cserélni.
Felhasználói dokumentáció
A program futtatásához szükségünk van a NodeJS futtatókörnyezet legalább
8.12.0-ás verziójára. Szükséges még a program könyvtárában kiadni az npm install
parancsot. A használt operációs rendszerre csak annyi megkötés van, hogy telepít-
hetőnek kell lennie az előbb említett NodeJS verziónak. A rendszerkövetelmények is
megegyeznek a NodeJS futtatókörnyezet rendszerkövetelményeivel.
A program a könyvtárában kiadott npm start <fájlnév> paranccsal futtatha-
tó. Ha az átadott fájl egy megfelelő JavaScript fájl, akkor a benne található async
függvényeket átalakítja promise láncot visszaadó függvénnyé. A program akkor mű-
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ködik helyesen, ha a függvények legfeljebb szekvenicát, while ciklust, elágazást és
try-catch konstrukciót használnak. Az átalakítás után az eredményt a terminál
standard outputján jeleníti meg a program.
Fejlesztői dokumentáció
A fejlesztéshez ugyanazok a követelmények és lépések szükségesek, mint a prog-
ram futtatásához.
A program két modulból épül fel:
• A megadott fájl beolvasását, az eredmény formásázást és kiírását elvégző
index.js.
• A babel-plugin interfészt megvalósító asyncawait-promise.js
A fájlművelet elvégzéséhez a NodeJS fs API-ját használjuk. Az eredmény for-
mázáshoz a prettier nevű JavaScript kód formázó modult használjuk.
Az átalakítás lényegi része egy babel-pluginként lett megvalósítva. A babel
egy elterjedt JavaScript parser és átalakító programkönyvtár. Egy babel-plugin
létrehozásához definiálnunk kell egy visitort. A visitor mélységi bejárással bejárja
a szintaxisfa összes csomópontját, és attól függően, hogy fel van-e készülve az adott
típusú csomópont kezelésére, lefuttatja a csomóponthoz tartozó kódot. Az egyes
csomópontok típusát és az új szintaxisfa építésé a babel-types programkönyvtár,
míg a bejárást a babel-traverse biztosítja.
Az implementáció a leírt algoritmust valósítja meg. Ha talál egy async függvényt,
akkor a függvénytörzs többszöri bejárásával elvégzi az egyes lépéseket. Az algoritmus
normalizációs lépéseit az eredeti függvényen hajtja végre, így az egyes async függ-
vények a plugin futása közben elvesztik eredeti alakjukat. A promise lánc felépítése
után az eredeti async függvényt kicseréljük a létrehozott új függvénnyel.
3.3. Lehetséges hibák detektálása
Azok a lehetséges hibacsoportok, amiket korábban azonosítottuk, és a példák,
amivel szemléltettük őket a lehető legegyszerűbbek. Ha nem nagyon kezdők köve-
tik el ezeket a hibákat, akkor általában ritkán előforduló esetekben, nagyon mélyen
helyezkednek el a szoftverben. Hosszú aszinkron feladat láncok esetén rendkívül ne-
héz ezeket észrevenni, ezért hasznos lenne erre statikus analízist használó eszközöket
bevezetni.
A JavaScript szabvány elég formális ahhoz, hogy a futtatókörnyezet készítők ki-
számítható interpretert írhassanak hozzá, de nem elég formális ahhoz, hogy a prog-
ramokat formális matematikai eszközökkel tudjuk vizsgálni, és a programok helyes-
ségét beláthassuk. A szakirodalom több kalkulust is bevezet, amelyek modellezik
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a JavaScript nyelv tulajdonságait. Ilyen például a szinkron JavaScript programok
működését legjobban leíró λJS (Guha, Saftoiu, and Krishnamurthi 2010), az ezt ki-
bővítő λe (Madsen, Tip, and Lhoták 2015), és a legújabb nyelvi verziókat is elemezni
képes λq (Sotiropoulos and Livshits 2019). Utóbbi kettő kiegészíti a λJS modellt az
event looppal, illetve utóbbi már a job queueval is. Ezek általában small-step sze-
mantikát használnak, és ez alapján kiépítik, hogy az egyes kódok milyen sorrendben
futhatnak le. Ezzel egy esemény hívási gráfot építenek, amit megvizsgálva képesek
megtalálni a túl korán, túl későn lefutó kódokat.
Ezek a statikus analízis eszközök rendkívül bonyolultak, és paraméterezésüktől
függően kevés hibát találnak meg, vagy túl sokat. Habár a programok helyességének
belátása egyszerűbb, mint preemptív párhuzamos programok esetén, mégis rendkívül
nehéz feladat, ezért diplomamunkámban ezekkel bővebben nem foglalkozok.
4. fejezet
Reaktív programozás - RxJS
4.1. Reaktív programozás
A reaktív programozás egy deklaratív programozási paradigma. Az elve, hogy
az adatokat egyszerű változók helyett adatfolyamokban tároljuk, amelyek időben
változhatnak. A program állapotát deklaratívan az adatfolyamok közötti kapcsola-
tokkal írjuk le, így ha egy adatfolyamon valamilyen változás következik be, akkor az
az egész rendszeren végigterjedve változásokat idézhet elő, ha a megfelelő függőségek
léteznek.
A reaktív programozási paradigma implementációi egymástól merőben eltérhet-
nek: például a változás terjedhet szinkron, vagy aszinkron módon, az új adatok
előállítása történhet push, vagy pull alapon. Elképzelésében a reaktív programozás
nagyon hasonló az objektumorientált nyelvekben megjelenő observer patternhez,
ahol azt fejezzük ki, hogy egy objektum megfigyelhető, és az objektum változásaira
mások feliratkozhatnak.
Manapság a reaktív programozás nagy figyelmet kapott a JavaScript fejlesztők
körében a mély összefonódásának köszönhetően az egyik legnépszerűbb kliens olda-
li keretrendszerrel, az Angularral. Ennek a keretrendszernek az esetében a reaktív
programozás használata nem kötelező, de általában véve ez az ajánlott módja a fej-
lesztésnek, ugyanis így lehet a legoptimálisabb szoftvereket elkészíteni a keretrend-
szer használatával. Sajnos nagyon sok fejlesztő mégis próbál „harcolni” a keretrend-
szernek ennek a tulajdonsága ellen, arra hivatkozva, hogy az esetek többségében
felesleges, mert időben nem változó adatokkal dolgozunk, vagy túl nagy kognitív
korlátot állít a fejlesztés elé, mivel más nyelvekben a reaktív paradigmák használata
még elenyésző, habár egyre gyakoribb.
Egy gyakran használt példa a reaktív programozás szemléltetésére a dupla kat-
tintások kezelése. A dupla kattintást definiálhatjuk úgy, hogy két kattintás között,
közel ugyanazon a pozíción kevesebb, mint fél másodperc telik el. Egy dupla kattin-
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tás esetén szeretnénk a duplán kattintott elem pozícióját kiírni a képernyőre. Egy
nem reaktív megoldás pontosan az ezt megvalósító kódot írná le egy eseménykeze-
lőben. Minden „első” kattintás esetén eltárolná az aktuális eseményt, beállítana egy
időzítőt, ami a fél másodperc letelte után eltávolítaná az „első” eseményt. Ha még
azelőtt beérkezik egy újabb esemény, hogy ez megtörténne, akkor az új kattintás már
„második” kattintásnak minősül, tehát ez egy dupla klikk volt, ekkor pedig meghívja
a képernyőre kiíró függvényt. Ez a megoldás nem túl reaktív, például adatfolyamok
egyáltalán nem jelennek meg benne. Egy reaktívabb megoldás lenne, ha a dupla
kattintásokat egy adatfolyamként definiálnánk, és erre feliratkozva írnánk ki a kép-
ernyőre az adatokat. Sajnos ebben az esetben is még rengeteg imperatív kódot kell
írnunk. Mivel a paradigma a deklaratív stílust támogatja, és magába foglalja az idő
létezését, ezért megfelelő absztrakciókkal sokkal kompozícionálhatóbb, és funkcioná-
lisabb kódot kaphatunk. Erre egy jó leíró eszköz a Reactive extensions. Ebben
az eszközben a fenti példa valahogy úgy működne, hogy létezik egy adatfolyamunk
a kattintásokról. Erre az adatfolyamra rárakunk egy olyan megfigyelőt, aki minden
„első” esemény esetén bufferelni kezdi az adott időablakon belül beérkező eseménye-
ket, majd egy olyan adatfolyamként testesül meg, ami az első események után lejárt
időablak végén bocsát ki magából adatokat, és ebben az időablakban megjelent ese-
ményeket buffereli. A következő megfigyelőnk megszámolná, hogy hány esemény lett
bufferelve, és ezt bocsátaná ki magából. További megfigyelőkkel pedig leszűrnénk
ezt az adatfolyamot a kettőnél több kattintást tartalmazó időablakokra, és az egy-
máshoz közeli kattintásokra. A végül előállt adatfolyamunkra pedig egy imperatív
feliratkozáson keresztül létrehozunk egy reakciót, ami kiírja a felületre a kattintott
elem pozícióját. Ez rendkívül körülményesnek tűnhet, de a megfelelő absztrakciók
jelenlétében egy jól olvasható deklaratív megoldást ad.
Egy jó reaktív programozási eszköz esetén a paradigma nagy előnye, hogy ahe-
lyett, hogy olyan implementációs kérdésekkel kellene foglalkoznunk, hogy mit jelent
az, hogy 500 milliszekundumon belül van dupla kattintás, sokkal inkább fókuszálha-
tunk arra, hogy valójában a dupla kattintás esetén milyen üzleti logikát valósítsunk
meg.
Fontos még megjegyezni, hogy adatfolyam bármi lehet. Akár egy egyetlen adatot
tartalmazó adatfolyam is. Habár képesek vagyunk kifejezni az időben való változást,
de ha nem kell ilyennel dolgoznunk, akkor erre nincs szükség.
4.2. Reactive extensions
A reaktív programozásnak az egyik implementációja az úgynevezett Reactive
extensions (Rx), amely egy nyelveket átívelő interfész annak a kifejezésére, hogy
hogyan lehet jól reaktív programokat leírni. Ez egy push alapú, szükség esetén
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aszinkron, lusta implementáció. Most nézzük meg jobban, hogy mit értünk ez alatt.
A push alapú azt jelenti, hogy az egy adatfolyamra feliratkozók akkor kapnak
adatokat, ha az eredeti adatfolyamon megjelenik egy adat. Ennek ellentéte a pull
alapú lehetne, ami viszont azt jelentené, hogy az eredeti adatfolyamnak akkor kell
adatot szolgáltatnia, amikor a feliratkozó azt kéri tőle.
A szükség esetén aszinkron alatt azt kell érteni, hogy ha folyamokon elhelye-
zett adatfolyamként megfigyelhető feliratkozóknak áll rendelkezésre adat, akkor azt
szinkron dolgozzák fel, de ha nincs ilyen, akkor várakoznak.
A lustaság alatt itt azt kell érteni, hogy ha nincs imperatív feliratkozója egy
adatfolyamnak, akkor hiába push alapú a rendszer, az alul levő adatfolyamon nem
jelennek meg értékek, vagy azokat nem dolgozzuk fel. Ez alól majd kivételt jelentenek
a hot streamek, ahol az adatfolyam olyan, mintha lenne imperatív feliratkozója, de
ilyen valójában nincs.
A tulajdonságokat követően nézzük az Rx építőköveit:
• Observable: Ezek felelnek meg az adatfolyamoknak.
• operátorok: Az operátorok segítségével adatfolyamok közötti transzformáció-
kat tudunk megvalósítani. Operátor lehet például egy adatfolyam megszűrése,
megszorzása kettővel, időablakokra osztása, késleltetése, aggregálása. Az ope-
rátorok általában egy observable-t várnak paraméterül, és egy observable-t
adnak vissza. Ennek előnye, hogy az operátorokat tudjuk láncolni, így ké-
nyelmesen egy bonyolultabb adatfolyam átalakítást le tudunk írni operátorok
kompozíciójaként. Operátorok segítségével tudunk kezelni magasabb szintű
adatfolyamokat, tehát adatfolyamot visszaadó adatfolyamokat. A hibák keze-
lésére is operátorokat használhatunk. Habár bármely operátorban megjelenhet
mellékhatás, de létezik explicit operátor a mellékhatások kezelésére az adatfo-
lyamok adott pontjain.
• Subscriber/Subscription: Egy observable-re feliratkozhatunk a subscribe me-
tódusuk segítségével. Ha ez egy cold observable, akkor ezzel tudjuk aktivál-
ni a működését. Az adatfolyamok utolsó láncszemeként megjelenő adatfo-
lyamokra itt lehet mellékhatásokat elhelyezni. Egy feliratkozás létrehoz egy
Subscription objektumot, ami életben tudja tartani az adatfolyamot, ezért
ha az adatfolyam nem fejeződött be akkor, amikor már nincs rá szükségünk,
akkor ezeket pusztítsuk el.
• Scheduler: Ezek JavaScriptben is léteznek, de használatuk nem olyan fontos,
viszont része az Rxnek, ezért érdemes megemlíteni. A schedulerek segítségé-
vel tudjuk explicit szabályozni, hogy egy feliratkozás szinkron vagy aszinkron
fusson le; ha létezik a nyelvben párhuzamosítás, akkor ezzel tudunk új szálat
indítani egy feliratkozás esetén. Mint ahogy a neve is mutatja, ez általában
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4.1. ábra. Dupla kattintás stream vizualizációja
ütemezési kérdésekről szól; mikor és hol akarjuk végrehajtani az operátorokat
vagy a feliratkozásokat.
Az így leírt programoknak talán két legnagyobb hátránya a nehéz debugolás,
és hogy megjelenik egy manuális szemétszedési kényszer a GC-vel rendelkező prog-
ramozási nyelvek esetén is. De ha a streamekre erőforrásként gondolunk, akkor ez
természetes.
A streamek jól vizualizálhatók, habár komplexebb operátorláncok esetén ez már
nehézkessé válik. Általában egy adatfolyamot egy nyílként reprezentálunk. Ha azon
adat jelenik meg, akkor azt egy színes körként, ha hiba, akkor egy fekete X-ként,
ha pedig a folyam vége jön, akkor egy függőleges vonalként jelezzük. Megeshet még,
hogy nem adat jelenik meg rajta, hanem egy másik stream, ilyenkor a nyílból el-
ágaztatunk egy újabb nyilat. A duplakattintások felépítése egy elég egyszerű ábrán
tekinthető meg (4.1), míg a magasabb szintű adatfolyamok kezelése kicsit nehezeb-
ben olvasható ábrát ad (4.2).
A JavaScript világban az RxJS könyvtár adja ezeket az Rx által leírt eszközöket.
Kiegészíti néhány segítő metódussal arra, hogy a gyakori event patterneket könnyen
streamekké tudjuk alakítani, illetve szolgáltat scheduleröket az azonnali végrehaj-
tásra, az event loopon átívelő végrehajtásra, illetve az animationFrameken belül való
végrehajtásra is, ez utóbbi általában animációkhoz használható jól.
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4.2. ábra. Magasabb szintű stream vizualizációja
4.3. Aszinkronitás kezelése RxJS segítségével
Az RxJS nem szervesen a JavaScript nyelv része, habár voltak erőfeszítések arra,
hogy az alapjait támogassák a nyelv szintjén a futtatókörnyezetek. Ennek ellenére
ez is egy eszköz az aszinkronitás kezelésére, és talán kicsit több, mint egy egyszerű
könyvtár, mert a nyelven belül egy DSL segítségével engedi leírni az adatfolyamokat.
Ebből kifolyólag nézzük meg, hogy a korábban említett aszinkronitással kapcsolatos
hibákat, nehézségeket hogyan lehet megoldani RxJS segítségével.
4.3.1. Szekvenciális végrehajtás
Egy deklaratív leírás esetén nem igazán beszélhetünk szekvenciáról, legfeljebb
arról, hogy egy adatfolyamon, ha megjelenik egy adat, annak hatására egy operátor
segítségével egy olyan folyamot hozunk létre, amihez felhasználjuk az adatot. Ha az
operátor segítségével valamilyen aszinkron feladatot futtatunk le és értelmezzük az
eredményét, majd azt tovább láncoljuk egy ugyanilyen operátorral, akkor végered-
ményben egy szekvenciához hasonló helyzet állt elő. Egy aszinkron feladat lehet egy
elem egy adatfolyamon, de az eredményét csak időben később kapjuk meg. Ahhoz
hogy ezzel reaktívan tovább tudjunk dolgozni, tekintsünk egy streamként a feladat-
ra. Ezzel azt érjük el, mint amit az egyik korábbi példában láthattunk, hogy egy
magasabb rendű adatfolyamot kapunk. Az ilyen adatfolyamoknak a kezelése több
módon is történhet.
• merge: Az összes az eredeti folyamból leágazó folyamon megjelenő értékek
megjelennek az előálló streamen úgy, ahogy időben történnek.
• switch: Az eredeti folyamból mindig csak az utolsó leágazó folyamot hasz-
náljuk, ha egy újabb leágazás kezdődik, akkor a korábbira való feliratkozás
megszűnik, és az újra iratkozunk fel. Az előálló streamen mindig az épp folya-
matban levő leágazás értékei jelennek meg.
• exhaust: Ha van még nem befejeződött leágazó folyam, akkor figyelmen kívül
hagyjuk az új leágazást, különben az új leágazáson megjelenő értékek fognak
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megjelenni a létrejött folyamon.
• concat: Ha van még nem befejeződött leágazó folyam, akkor megvárjuk, amíg
befejeződik, majd folytatjuk az új leágazással. Az összes leágazó folyamokon
megjelenő érték meg fog jelenni az újonnan létrejött streamen, de ha sok le-
ágazás kezdődik mielőtt egy korábbi befejeződne, akkor azoknak az értékei
gyakorlatilag szekvenciálisan csak az előző befejeződése után jelennek meg a
streamen. A beérkeződő streamek lustán értékelődnek ki.
• expand: A létrejött streamen jelenjen meg minden érték, ami a forráson meg-
jelent, és minden értékből hozzunk létre egy új folyamot, amelynek az értékei
is megjelennek az aktuális streamen.
Ez gyakran egy olyan pontja az Rx használatának, amikor kell némi tapasz-
talat, és üzleti kontextus ahhoz, hogy el tudjuk dönteni, hogy hogyan szeretnénk
végrehajtani a streameket. A klasszikus szekvencia modellezésére talán a switch a
legmegfelelőbb, de ha minden értékre szeretnénk feltétlenül végrehajtani a későbbi
reakciókat, akkor a concat is megfelelő lehet. Az előző művelet eredményétől füg-
gő szekvencia esetén az expandot használhatjuk. A következő példában a concat
használatánál egy olvasást követő írást fogunk leírni, a switch esetén adatok lekér-
dezését, majd az alapján további lekérdezéseket, az expandnál pedig egy iteratív
DNS lekérdezést láthatunk.
// Amikor nem akarjuk megszakítani a korábbi műveletet,

















filter(result => typeof result === ’string’)
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)
Sajnos a megfelelő operátorok ismeretének hiányában rendkívül könnyű hibákat
elkövetni ezeknek a használatában, és az operátorok sokfélesége miatt nem is tri-
viális, hogy mikor melyiket kell használni, és az operátorok közötti eltérés sokszor
minimális, így lehet, hogy olyan hibák kerülnek a szoftverbe, amik nem derülnek ki
egyszerű tesztelés alatt.
Általában véve a szekvenciális végrehajtás nagyon finoman megoldható ezzel a
deklaratív megközelítéssel, de a finomsága miatt sok hibalehetőséget kínál.
4.3.2. Feladatok szinkronizálása egy ponton
Az Rx biztosít néhány függvényt adatfolyamok kombinálására is. Ezek közül a
szinkronizáláshoz a leggyakrabban használtak a következők:
• zip: A létrehozott adatfolyamon akkor jelenik meg érték, ha mindegyik para-
méter adatfolyamon van még fel nem dolgozott érték. Ilyenkor mindegyikről a
legrégebbi fel nem dolgozott értékkel lesz egy egyesített érték az újon.
• combineLatest: A létrehozott adatfolyamon akkor jelenik meg érték, ha bár-
melyik paraméter adatfolyamon egy új érték jelenik meg. Ilyenkor a többiről
a legutóbb megjelent értékkel egyesítve fog megjelenni egy érték az újon.
• merge: Ha bármelyik streamen megjelenik egy új érték, az megjelenik az új
streamen is.
• race: Az elsőként kibocsátó streamet fogja másolni az új stream.
Láthatjuk, hogy ezek is elég finom kezelési lehetőségeket nyújtanak több stream
használatára. Az összes szinkronizációjához a zip, vagy a combineLatest használható
jól, a versenyeztetéshez a race, míg bizonyos egyedi üzleti vagy technikai esetekben
a merge is. Habár itt nincs annyi hibalehetőség, mint a szekvencia készítésénél, de
itt is fontos ismerni az egyes operátorok egyedi működését ahhoz, hogy hatékony és
kiszámítható kódot tudjunk írni.
4.3.3. Események kezelése
A konstrukcióból adódik, hogy az Rx jó eszközt ad az események kezelésére.
Ahogy Rx esetén léteznek az adatfolyamok, úgy maguk az események is adatfo-
lyamként értelmezhetők. Ezekre az adatfolyamokra feliratkozva vissza is kaptuk az
eredeti eseménykezelőinket, de deklaratív leírással. Például a korábbi dupla kattin-
tásos feladat leírva Rx segítségével.
// Írjuk le a duplakattintás eseményét streamként
const dblClickedElem$ = fromEvent(document, ’click’)
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.pipe(
bufferTime(250),










4.4. Néhány gyakori hiba RxJS használatában
Az Rx API-ja rendkívül nagy, így nehéz egyszerre ennyi operátort ismerni. Sze-
rencsére az esetek többségére az operátorok kis része már jó megoldást nyújt. Egy
felépített adatfolyam halmaz nagyon jól olvasható, és optimális absztrakciót tud
nyújtani aszinkron feladatok kezeléséhez, de nehéz ezeket jól felépíteni. Tipikus hi-
bák szoktak lenni, amikor nem teljesen reaktívan használjuk az Rx által adott eszkö-
zöket, vagy olyan helyeken végzünk mellékhatásokat, ahol egyébként nem számítunk
rá, illetve memory leakeket is lehet készíteni, ha nem figyelünk eléggé.
4.4.1. Mellékhatások tapen kívül
A mellékhatások kifejezésére két lehetőségünk van. Vagy konkrét feliratkozás ho-
zunk létre, vagy a tap operátor segítségével az operátor lánc egy pontján beiktatunk
egy mellékhatást. Gyakori stílus az is, hogy feliratkozásoknál nem adnak meg kezelő
függvényeket, hanem közvetlenül a feliratkozás előtt egy tap operátorban leírják a
mellékhatást, és ezt követően egy üres feliratkozást hoznak létre. A feliratkozás lét-
rehozása sokkal explicitebb, mégsem akarunk mindig ilyet létrehozni, mert például
csak egy későbbi feliratkozás esetén szeretnénk, ha az adott mellékhatás lefutna. Nem
üzleti példa, de tipikusan ilyen a logolása az adatfolyamoknak bizonyos pontokon.
Önmagukban feliratkozásként nem értelmesek, de ha már létezik egy feliratkozás,
akkor szeretnénk látni, hogy milyen értékek folynak át a streamen. Reaktív prog-
ramozáshoz nem szokott programozók néha tap operátoron kívül is szoktak leírni
mellékhatásokat, de ez erősen ellenjavallott, mert így nem látható expliciten, hogy
hol kezeljük le a streameken átfolyó adatokat.
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4.4.2. Nem eltávolított feliratkozások
Egy feliratkozás addig él, ameddig nincs leiratkoztatva, vagy ameddig él a forrás
stream. Ha egy programegységen belül végezzük el a feliratkozást, de a forrásunk a
program egy másik részében van, akkor, ha nem iratkozunk le akkor, amikor a fel-
iratkozó programegységre már nincs szükségünk, akkor memóriát fogunk szemetelni,
mert a feliratkozó programrész összes többi része is memóriában fog maradni. Tehát
ha például kattintásokra iratkoztunk fel, akkor minden kattintást továbbra is kezel-
ni fogunk a függvénnyel. Mivel a függvény feltehetően referenciát tartalmaz az őt
tartalmazó programegységre, ezért azt sem fogja összeszedni a szemétgyűjtő, és így
tovább. Ezért nagyon fontos, hogy ha már nincs explicit szükségünk egy feliratko-
zásra, akkor hívjuk meg rajta az unsubscribe metódust. Van néhány eset, amikor
ez a használt operátorok miatt nem szükséges, de egy kicsit több kódért cserébe
módosítások esetén is jól fog működni az alkalmazásunk. Ha a programegységünk a
forrása is az adatfolyamnak, akkor sem kötelező leiratkoznunk.
Ahhoz, hogy ne kelljen feliratkozásokat, és leiratkozásokat magas szinten kezel-
nünk gyakori technika, hogy alacsony szinten, például egy egyszerű szöveget megje-
lenítő komponensben kezeljük ezeket. Így a magas szintű komponensnek elég létre-
hozni az operátorláncon keresztül a megjelenítendő szöveget, és csak ezt a folyamot
átadni a kisebb komponensnek, míg a kisebb komponensnek nem kell foglalkoznia
azzal, hogy az adat honnan származik csak a feliratkozás létrehozásával és elpusztí-
tásával.
4.4.3. Imperatívan kezelt adatfolyamok
Reaktív programozáshoz nem szokott fejlesztők gyakran az előbb leírt mód he-
lyett sok feliratkozás létrehozásával egy magasabb szintű komponensben mentik el,
majd jelenítik meg az adatokat, vagy ahelyett, hogy operátorláncokon keresztül ír-
nák le az adatok áramlását a lehető leghamarabb átlépnek az imperatív világba és
ott folytatják a programozást. Utóbbi nem konkrétan egy Rx használati hiba, hisz
mondhatjuk azt, hogy itt már nem is reaktív programozást használ a fejlesztő, de ha
adott egy ilyen kifejező eszköz, és ez használt a program többi részén, akkor érdemes
ezt használni. Az előbbi inkább csak felnagyítja a korábban leírt hibákat, így ez sem
egy önmagában nagy jelentőségű hiba, de sok hibának ad helyet.
5. fejezet
Összefoglalás
5.1. Az aszinkron eszközök
Diplomamunkámban ismertettem a JavaScript nyelv által adott nyelvi eszközö-
ket az aszinkronitás kezelésére, és röviden megismerkedtünk a reaktív programozás
megjelenésével is a nyelvben. Azt láttuk, hogy minimális kifejezőképesség-béli vesz-
teséggel, az absztrakciós szint növekedésével rengeteg hibalehetőséget kivettünk a
programozó kezéből. Konklúzióként levonhatjuk, hogy a promise-ok egy, habár kö-
rülményesség nélkül nem teljesen testreszabható, de jó absztrakciót nyújtanak az
aszinkron feladatok értéke fölött. Az ezeket használó async-await konstrukció egy
akár kezdők által is jól átlátható, könnyen használható nyelvi konstrukciót bizto-
sít. A reaktív programozási lehetőséget nyújtó RxJS, habár a nyelvet tekintve nem
egy szinten helyezkedik el a többi tárgyalt eszközzel, mégis szintén egy jól átlátható
eszközt ad az aszinkronitás kezelésére tapasztalt kezekben.
Mindegyik vizsgált eszköznek megvannak az erősségei. A callback függvények
legalacsonyabb szintű konstrukcióként egy teljesen testreszabható és rugalmas meg-
oldást adnak minden esetre, legyen az akár eseménykezelés. Hátrányuk, hogy ala-
csony szintű elemként sok esetben kényelmetlen, sok hibalehetőséget tartalmazó kó-
dot eredményeznek. A callback függvények után a promise-okat vizsgáltuk. Ezek
már egy magasabb szintű eszközt adtak, de ezzel elvesztettük az eseménykezelés
kifejezésének lehetőségét. Segítségükkel el tudjuk kerülni a callback hellt, és több
feladat eredményének szinkronizálása sem jelent problémát. Lényegesen kevesebb
hibára ad lehetőséget, mint a többi alternatíva, és csak néhány nagyon speciális
esetben válik kényelmetlenné a használata. Az async-await egy szintaktikus cukor-
kát biztosít a megszakítható függvények és a promise-okból létrejövő eszközre. Se-
gítségével a más nyelvekből megszokott imperatív módon tudunk leírni aszinkron
vezérléseket. Hátrányként ezzel sem tudunk eseményeket kezelni, és a több feladat
eredményének összehangolásánál bevezet néhány új hibalehetőséget. Rx segítségével
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ki tudunk fejezni aszinkronitást és eseménykezelést is, és magasabb szintű eszközről
beszélhetünk, mint a callback függvények esetén, így ez tűnhet a legerősebb, leg-
univerzálisabb megoldásnak, ám nagyon fontos, hogy az adatfolyamok építése, és
helyes használata teljesen más megközelítést igényel, mint azt korábbi tapasztalata-
ink során megszokhattuk, ezért kezdőként nagyon könnyű súlyos hibákat véteni vele,
illetve az idő, mint absztrakciós elem bevezetése gondot okozhat egy egyszerűbb kód
értelmezése során is.
Az esetek nagy részében az async-await egy kényelmesen használható, kevés hiba-
lehetőséget képviselő absztrakciót ad. Átalában érdemes lehet ezt használni, de nem
sokkal kifejezőbb a promise-oknál, így a kettő közötti választás a kódbázis stílusa
alapján már a fejlesztő döntése.
5.2. Hibák és átalakítások
A jellemző hibákat az egyes nyelvi eszközöknél megvizsgáltuk, és ezzel azt is fel-
fedeztük, hogy az egyes konstrukciók milyen esetekben nyújtják a legkényelmesebb,
legbiztonságosabb megoldást. Az egyes hibalehetőségekre figyelve, és a nyelvi elemek
erősségeit kihasználva már biztonságos és optimális kódot tudunk írni a legnehezebb
aszinkron feladatokra is. Attól függően, hogy mi a célunk algoritmusokat adtunk ré-
gebbi platform célzására, régebbi kódok refaktorálására vagy kód karbantarthatóság
növelésére. Habár ezek közül az átalakítások nem teljesen automatizálható az összes
mégis minimális felhasználó inputtal képesek vagyunk a kódunk szükség szerinti
refaktorálására.
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