We record MATLAB experiments implementing the sweeping algorithms we proposed recently to solve ve-point stencils arising from the discretization of partial di erential equations, notably the GinzburgLandau equations from the theory of superconductivity. Algorithms tested include two-direction, multistage, and partial sweeping.
Introduction
In 3] we proposed a method of sweeping for solving ve-point stencils. Our work is motivated by our numerical study of the Ginzburg-Landau equations that arise in the theory of superconductivity. Nevertheless, the sweeping method is applicable to many generic ve-point stencils derived from discretizing other partial di erential equations. Particularly promising is the fact that a substantial portion of each algorithm is parallelizable.
In this article, we describe our experience in implementing the proposed methods. Part of the work was done with the help of Shirin Bar-Sela, who was a participant in the spring 1992 Student Research Participation Program at Argonne National Laboratory and who is currently an undergraduate at the University of Houston, Downtown.
At the preliminary stage of investigation, we chose MATLAB as our environment for experimenting, because of its convenient language features rendering program development simpler than in Fortran or C. After being successfully tested, a program will be translated into Fortran to give a faster version. Full exploitation of parallelism will then be the next step.
In Section 2, we give the de nition of a regular and a Dirichlet ve-point stencil, together with a list of our test problems. In Section 3, we describe the MATLAB environment in which the experiments were carried out. We have been testing a beta-version of the MATLAB 4 package. In the same section we describe some basic subroutines on which the sweeping programs are built. Section 4 covers one-stage, two-direction sweeping. Section 5 is devoted to a two-stage algorithm. In Section 6, we apply partial sweeping to a periodic Helmholtz operator. Section 7 discusses how the method of continuation can be used to invert stencils that are close to a stencil whose inverse has already been computed. Finally, in Section 8, we brie y discuss banded matrix inversion. We leave this discussion until last because the task of inverting such a matrix is conceptually the same of inverting a ve-point stencil, and indeed is even simpler.
Our numerical experiments have shown that the sweeping method is easily implementable and is e cient for a large class of problems. Further work will focus on the feasibility of using parallelism to handle large scale problems on the larger supercomputers.
Problem De nition for Five-Point Stencils
The objects of our study are matrices of dimension ny nx. Typically, such a matrix arises from discretizing a partial di erential equation. A matrix z may represent the function values of the dependent variable at the grid points of a rectangular domain. Another matrix, p, may represent given potential values at the same grid points. Thus, we sometimes refer to an element (more precisely, the location of the element) of p or of z as a point. To avoid long expressions, we shall use, whenever there is no risk of confusion, the same symbol p to denote a generic element p(i; j) of the matrix. Points in the rst and last rows or columns are called boundary points, while the rest are called interior points.
Each interior point has four neighbors, p , p ! , p # , and p " , understood in the usual sense. For boundary points, the interpretation of some (two if it is a corner point and one otherwise) of the neighbors is dictated by the boundary conditions of the original partial di erential equation. In most of our experiments, we de ne the left-hand neighbor of a point in the rst column to be the last point in the same row, the right-hand neighbor of a point in the last columns to be the rst point in the same row, and so on. In other words, the relationship of neighborhood is continued across a boundary by wrapping around to the opposite boundary. As explained in 3], the periodic Ginzburg-Landau model that Du, Gunzburger, and Peterson described in 2] leads to a di erent de nition for the lower neighbor of a point on the rst row (and the upper neighbor of a point on the last row).
A ve-point stencil is a linear combination between each point and its four neighbors:
S p] = Cp + Lp + Rp ! + Dp # + Up " ; (2:1) where C, L, D, and U are given matrices of dimension ny nx. A nonhomogeneous stencil equation is S z] = b; (2:2) where b is a given ny nx matrix. It is a linear system of ny nx equations, each of which is referred to as a point equation. Our objective is to solve for z, e ectively and accurately.
We make the following assumptions:
1. All elements in L (D) not in the rst column (row) and all elements in R (U) not in the last column (row) are nonzero. 
MATLAB Environment and Some Basic Functions
We used for our experiments the Beta 3 Version of MATLAB 4. This is chosen over the previous release MATLAB 3.5 because of its better performance and enhanced graphics capabilities. Although the new graphics features are not involved in the part of the project we are reporting here, they are used in our overall study of the Ginzburg-Landau equations.
The coe cients C; L; R; D, and U for the various problems are stored in di erent data les to be loaded either via the startup.m le or via the load command. For those experiments described in Sections 4 and 5, we have only one set of coe cients to deal with each time. It is convenient to declare these coe cients as global variables, so that we do not have to pass them as arguments to function subroutines. The declaration of global variables inside a function is a new feature of MATLAB 4. In previous versions, a global variable had to be declared at the highest interactive level. Thus, all function calls treated that variable as global. A lurking danger was that a user could unknowingly invoke some function that contained a variable with the same name, but was meant to be a local variable. The new rule in MATLAB 4 is that unless the variable is also declared to be global inside a function, the external declaration has no e ect. We, however, prefer that the requirement for an external declaration be eliminated, since each function already has its own. Perhaps the purpose of having this requirement is to allow functions to share semi-global variables among themselves, but not with the workspace. We believe that this is a dangerous practice (a user may have forgotten that he has already used a global variable with the same name in a function he de ned months ago) and should be discouraged. In principle, a function should share a global variable with another function through a common global variable in the workspace. Furthermore, functions having global variables should be special-purpose functions used only for a special project.
For the partial sweeping algorithm discussed in Section 6, the situation is di erent. It is no longer useful to declare the original coe cients as global variables, since we work with more than one sets of submatrices instead of the original matrices. All the functions described below will need to be rewritten to put the coe cients back into the input argument list. to obtain a correction zc to the approximate solution, simply by solving the residue equation
The following is the modi ed version that includes the coe cients as input arguments (needed for the partial sweeping algorithm). Since modi cations for the other functions in the rest of the section are similar and straightforward, they are omitted. We start with a matrix x that does not satisfy the stencil equation S z]=b. The idea of the sweeping method is to alter the columns (rows) of x to satisfy as many of the point equations as possible. For column sweeping, there are two directions to choose from: towards the right or towards the left. In the former case, a column, say, column j, is altered so that all point equations pertaining to the column j ? 1 are satis ed. When sweeping to the left, equations pertaining to the column j + 1 are used.
The function swp sweeps the matrix x by altering columns from n1 to n2, inclusively, using b as the righthand side of the stencil. The direction of sweeping is determined by the relative sizes of the arguments n1 and n2, except in the case when only one column is to be swept; then n1 is equal to n2, and the default direction is to the right. For the case of sweeping only one column, we provide an alternative way to specify the direction: to the left if n2 = 0 and to the right if n2<0.
Note that in the calculation of a new column in each sweeping step, the elements can be computed in parallel.
We point out a pitfall of numerical experimentation. Rounding errors, if not carefully controlled, can yield results contradictory to theoretical predictions. Sweeping is one of those procedures that has to be closely scrutinized. Suppose that one starts with a matrix x and sweeps it from column n1 (towards the right) to column n2 to get a new matrix y. If one now sweeps y from column n2-2 back to n1, one should, theoretically, make no changes to the columns of y. However, when we experimented with the simple Laplacian stencil of size 40 40, and x(i,j)=0 except x(1,1)=1, we found that the two matrices di er by 4:2 10 58 . In fact, the magnitude of the elements in the last column of x is on the order of 10 29 , an indication of the rate of growth by sweeping through 40 columns. Sweeping back from the right will magnify any error by an equally large factor. Our next step is to build a more user-friendly version of the basic sweeping operation. The input format of a MATLAB function is rather exible. The function can be called with fewer arguments than speci ed in its de nition, and the data types of the arguments are not rigidly xed by declarations in the subroutine, as in Fortran or C subroutines. This exibility allows one to design functions that can assume default values whenever certain arguments are omitted from the input list. Unfortunately, this exibility can also be a source of extremely subtle bugs, if used carelessly. Many of the sweeping operations used in the algorithms involve simultaneous sweeping, mostly in two opposite directions on two separate portions of the same matrix. Also, in some cases, the sweepings are done on the homogeneous stencil, corresponding to taking the righthand side b=0. The function sw0 is designed to cover these two situations in the most userfriendly way. If b is omitted in the argument list, the homogeneous stencil is assumed. If two column ranges are speci ed, then two sweepings will be done; otherwise, only one sweeping is needed. Obviously, sw0 is based on swp.
In the MATLAB implementation, when two sweepings are requested, they are performed in serial. They should be performed simultaneously on a parallel computer. 
Two-Direction Sweeping
We skip the simple one-direction sweeping, which works well in most cases for N up to about 12.
Program: Two-Direction Sweeping for Solving S z] = b
Compute the rectifying matrix RR : for i from 1 to ny x(i,nx/2) = 1, x = 0 otherwise sweep x with the homogeneous stencil error vector from rst and last column is added to RR end repeat using x(i,nx/2+1) = 1 Construct a test solution y : y = 0 sweep y outward from the two columns in the center compute error vector er from rst and last columns Construct the solution z :
? RR n er gives the two center columns of z sweep outward to compute z
We shall use the name rectifying matrix to refer to both the matrix RR and its inverse. The same holds for other rectifying matrices introduced later. The context will ensure that no confusion arises. We found that sweeping outward was more suitable for general Dirichlet stencils. The main reason is that the solution of a Dirichlet stencil is more sensitive to adjustments made in the rst and last columns than those made in the central columns. The rectifying matrix for computing the central columns is, therefore, better conditioned than that for computing the boundary columns. As will be explained in Section 6, a modi cation is called for if the sweeping is to be incorporated as a subroutine within a partial sweeping algorithm.
Our implementation splits the algorithm into two M-les, the rst to nd RR and the second to solve for z. The former is the more time-consuming part of the the algorithm. Once we have RR computed, only the second M-le is needed to solve di erent equations for the same stencil. This subroutine consists simply of two loops to nd the 2ny columns of RR. Notice that each sweeping cycle of x is performed completely independently of the others. Parallel computation is, therefore, the correct route to go.
The inverse of RR is computed once and for all if it is known beforehand that there is more than one equation of the same stencil to be solved. Otherwise, the command rr = -RR \ er; can be used in the second M-le. This command computes rr by using Gaussian elimination. Theoretically, these two subroutines are all that is needed to compute the solution of the stencil equation. A solution-re ning routine to be described below can be used if the accuracy of the computed answer is not satisfactory.
Here are the results from some typical tests:
Problem Grid Size max z max fjb ? Szjg Flops If one examines the full residue matrix rather than just its maximum, one should be more impressed because the errors are concentrated only on the two boundary columns; the residues for the interior columns are practically nil, a logical consequence of the sweeping operation. The average residue, or residue in the mean, is therefore much smaller than mres = max fjb ? Szjg.
The last two columns in the table give the number of oating-point operations for the two subroutines, respectively. The signi cantly greater number of ops needed for Problem IV is due to the presence of complex number operations. The number of ops executed by a subroutine, however, is not proportional to the elapse time, which can be determined by using the MATLAB commands tic and toc. Even thought arr requires only about three times as many ops as asw, the execution time for arr is between 15 to 40 times as great as that of asw, depending on the current load of the machine. The subroutine asw ran extremely fast for small nx and ny.
Accuracy falls o as the size of the grid increases, as evidenced by the last two rows of the table. Errors accrue in the inversion of the matrix RR, which has very large entries, and in the unstable sweeping operation. One may be tempted to conclude that the solutions for the last two problems are even worse than the zero matrix, which gives a maximum residue of 1. Nevertheless, one must bear in mind that, for the zero matrix, there is a residue of 1 at every grid point, whereas the seemingly appalling residue of z appears only at the boundary points.
It is easy to incorporate the re nement subroutine into the second subroutine in the usual way so that the solution will be automatically re ned either until a speci ed accuracy is attained or until no further improvements are possible.
If di erent equations are to be solved for the same stencil, it is worthwhile to perform the re nement on the rectifying matrix RRI, especially in the case when many re nement steps are needed, because the process can be speeded up if we use the newly improved RRI in the next iterative step of re nement. In theory, each column in RRI is the two center columns of the solution to the stencil equation in which the righthand side is zero at all but one appropriate point in the two boundary columns, at which the value is 1. By re ning the solution to this system, we can obtain a re ned column for RRI. The columns can be re ned in parallel.
Two-Stage Sweeping for Dirichlet Stencils
The re nement procedure described in Section 4 cannot take care of rounding errors arising from the rather unstable sweeping process; an error can grow exponentially as the number of columns swept increases. A multistage algorithm breaks up the sweeping into stages, each over a small range of columns. The method is still a direct one, as opposed to an iterative scheme like the partial sweeping of the next section. There is more than one way to implement a multistage algorithm. We describe only one of the approaches we have tested.
We divide the nx columns into four groups: (1) columns 1 to n1-1, (2) n1 to nm, (3) nm+1 to n2, and (4) n2+1 to nx. In general, the four groups need not be equal in size. When nx is a multiple of 4, division into four equal groups corresponds to choosing n1 = nx/4 + 1, nm = nx/2, and n2 = 3nx/4. For example, when nx = 40, we use n1 =11, nm = 20, and n2 = 30.
We shall make use of columns n1 and n2 as initial columns in the nal step of backward sweeping. The rectifying matrix BRR is, therefore, de ned to be that relating the values of the solution z in these two initial columns to the errors in the two center columns.
Since the two initial columns are not adjacent to each other, we cannot really start backward sweeping right away; we must have a means to determine columns n1-1 and n2+1. The matrices BI1 and BI2 computed in the rst part of the algorithm are used for that purpose. They are found by matching the errors obtained by sweeping the rst (last) quarter of the grid with n1-1 and n1 (n2+1 and n2) as initial columns. The rectifying matrix BRR is then computed by sweeping the second and third quarters of the grid, inwards from columns n1 and n2. Note that in this implementation of the algorithm, the second stage of sweeping depends on the outcome, namely, the matrices BI1 and BI2, from the rst stage, and hence the two stages must be performed in serial. A modi cation can be made to carry out the second stage in parallel without prior knowledge of BI1 and BI2. The tradeo is the inversion of a larger matrix of dimension 2nx 2nx in the second stage. If there are more stages and if parallel processing is available, substantial speedup can be achieved. The implementation we give here is analogous to the method of marching, in the language of shooting methods, and the modi cation we alluded to is analogous to multiple shooting. For references to these shooting techniques, see 1].
Program: Two-Stage Sweeping for Solving S z] = b
Compute the rst-stage rectifying matrices BRR1 and BRR2 and the continuation matrices BI1 BI2 : BI1 and BI2 give columns n1?1 and n2+1 when columns n1 and n2 are known Compute the second-stage rectifying matrix BRR :
this matrix relates the errors in the two center columns to the choice of initial sweeping values in columns n1 and n2 Construct a rst-stage test solution y that is error free in the rst and last quarters : y = 0 sweep outward from columns n1 and n2 compute errors from rst and last columns use er, BRR1, and BRR2 to determine columns n1 and n2 of y Construct the solution z :
sweep second and third quarters compute errors in the two center columns use BRR to determine columns n1 and n2 use BI1 and BI2 to determine columns n1?1 and n2+1 sweep to compute z
The construction of the solution z is also carried out in two stages. In the rst stage, we use the matrices BRR1 and BRR2 to smooth out as much as possible the errors in the rst and last quarters, rather than sweeping them and thus magnifying them all the way to the center columns.
As before, we split up the program into two subroutines; the rst yields the rectifying matrices and the second the solution. If required, a third subroutine for re ning the solution can be added just as in the previous section. We are no longer dealing with just one set of coe cient matrices, but rather with various sets of submatrices of the coe cient matrices. For this reason, the convenience provided by declaring the coe cient matrices as global variables is not available anymore. Thus, all functions described in Section 2 must be rede ned, including the coe cient matrices as input arguments. Furthermore, it is more appropriate to rewrite the sweeping subroutine M-les (either those given in Section 3 or in Section 4) as functions, to enable them to be applied to di erent subdomains. The task involves nothing more than a careful record keeping of which variables are needed as input and which variables will be generated as output.
In the following pseudo-code, we add a \subscript" k (in principle, k runs from 1 to 8) to various variables to indicate that they are associated with the kth subdomain. For instance, the coe cient matrices of the subdomains are denoted by Ck, Lk, etc. Incidentally, MATLAB does not have a convenient way to index matrices, since arrays of dimensions more than two are not supported. One can still simulate (in a slightly awkward way) an array of matrices by concatenating the index ( rst turned into a string by using the command num2str) to the matrix name and then eval the entire string. The rst op count, ops1, is for the set-up part of the program | to nd the submatrices and the corresponding rectifying matrices. The second op count is for each cycle of partial sweeping.
A careful scrutiny of the algorithm reveals that the two-direction sweeping implementation given by arr and asw is not best suited for partial sweeping, even though it is good enough for its original purpose. In all the cycles beyond the rst one, the nonhomogeneous part of each residue equation has \support" only on the two center columns of each subdomain. The subroutine asw sweeps these errors towards the boundary before determining the initial columns for the correct solution. A better way is to nd a di erent rectifying matrix that gives the initial columns directly from the errors on the two center columns | in a way analogous to the Green's function used in solving elliptic boundary value problems. Not only is the work for sweeping the errors saved, but any rounding error that may occur during the sweeping can be avoided. We omit the simple modi cations needed.
Similarly, if a two-stage sweeping subroutine is used for the partial sweeping algorithm, except in the rst cycle, the rst-stage sweeping used to nd y is not needed.
7 Perturbed Stencil and the Method of Continuation
In the numerical solution of the Ginzburg-Landau equations arising from superconductivity, Newton's method is applied to the set of nonlinear equations. The stencil equation given by the discrete Ginzburg-Landau operator that constitutes our test Problem IV is only one portion of the equations to be solved in one of the iterative Newton steps. As the computational procedure progresses, the Ginzburg-Landau stencil changes. Variable stencils also arise in time-dependent systems.
If changes in the stencil coe cients are gradual, we can nd the inverse of a new stencil from the known inverse of the previous stencil quickly by using the re nement subroutine described in Section 4. Let S be a stencil for which we have determined an accurate rectifying matrix RRI. We are given a new stencil T such that, under some appropriate operator norm, kS ?1 k = kS ?1 (S ? T)k is small. The new stencil equation to be solved is T z] = (S + ) z] = b:
The re nement process is related to the xed-point iterative scheme z n = S ?1 (b ? z n?1 ]):
(7:2)
Alternatively, we can regard RRI as an approximate rectifying matrix for the new stencil, and use the technique discussed after the re ning subroutine in Section 4 to improve RRI to give an accurate rectifying matrix for T. Even if the new stencil is not su ciently close to S, the technique of continuation can sometimes be used. One simply connects S and T by a homotopy T(t) = S +t(T ?S), 0 < t < 1, and computes the inverse of T(t i ) for a suitably chosen sequence of numbers t i 2 (0; 1) with the nal choice t m = 1.
Banded Matrices
One attractive feature of the simple one-direction sweeping algorithm for the Dirichlet stencil is that the bulk of the work is in computing the inverse of one single matrix RR of dimension ny ny, instead of the inverse of a sparse matrix of dimension (nx)(ny) (nx)(ny), The more sophisticated two-direction sweeping for a general stencil requires the inversion of a 2ny 2ny matrix | the amount of work is about eight times greater but still manageable. Using stages introduces substantially more work. Finally, partial sweeping that uses m subdomains in the form of vertical strips means the inversion of m matrices each of dimension ny ny. In view of the increase in work as sophistication and grid size mount, an obvious question is whether there is still advantage over conventional methods. A satisfactory answer is possible only after further investigation.
Fortunately, if the width of a subdomain is small relative to its length, the corresponding rectifying matrix to be inverted turns out to be banded. It is well known that banded matrices need substantially less e ort to invert than full matrices. For a recent reference, see 5] by S. Wright.
Many banded matrices can be inverted by the method of sweeping | in particular, those for which none of the elements in the band vanishes. A discussion can be found in 3]. When the banded matrix is large, instability of the sweeping will be a problem, and the technique of multi-stage or partial sweeping can be applied as in the case of solving stencil equations. We omit the details.
