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Editorial 
Die Berechnung der Fallzahl spielt eine Schlüsselrolle bei der Planung klinischer Studien. 
Nur wenn eine ausreichende Zahl von Patienten in eine Studie eingeschlossen wird, be-
steht eine reelle Chance zur Erreichung des Prüfungsziels. Auf der anderen Seite gebieten 
es ethische Überlegungen sowie zeitliche und budgetäre Restriktionen, den Stichproben-
umfang nicht höher als notwendig zu wählen. Die Verwendung adäquater statistischer 
Verfahren .wr Fallzah lbestimmung ist deshalb essentiell, und die Entwicklung und Verfei-
nerung entsprechender Methoden ist ein wichtiger und aktiver Zweig biometrischer For-
schung. Im Current Index of Statistics finden sich unter dem Stichwort „Sample sizc" in 
den letzten Jahren jeweils zwischen 60 und 80 neue Publikationen. Jm Juni 1993 konstitu-
ierte sich als Untergruppe der AG Pharmazeutische Forschung der Deutschen Region der 
Internationalen Biometrischen Gesellschaft die Ad-hoc-Gruppe „Fallzahlplanung". Ziel 
dieser Arbeitsgruppe war es, die umfangreiche Literatur zur Fallzahlbestimmung zu sich-
ten und vergleichend gegenüberzustellen. Die nachfolgenden vier Überblicksarbeiten .w 
den Themen Äquivalenzfragestellung, Überlebenszeitanalysen und nicht-parametrische 
Verfahren sowie zur Software fassen die Ergebnisse zusammen und sollen den Anwender 
bei der Auswahl der .geeigneten Methodik und Software unterstützen. 
Testverfahren zum Aquivalenznachweis waren in den vergangenen Jahren Gegenstand 
intensiver Forschungsaktivitäten. Die Arbeit von ROEBRUCK et al. gibt eine kommemiertc 
Übersicht über Literatur zur Bestimmung des Stichprobenumfangs für Studien mit 
Äquivalenzfragestellungen. Es werden Übersichtsarbeiten zu diesem Thema und Verfah-
ren für metrische und für kategorielle Beobachtungen vorgestellt. Die Inhalte der refe-
rierten Publikationen werden nach einheitlichen Kriterien tabellarisch dargestellt, und es 
werden Empfehlungen für häufig verwendete Verfahren gegeben. 
Die zahlreiche Literatur zur Fallzahlplanung für Überlebenszeitanalysen ist für Nicht-
Spezialisten kaum überschaubar. Dies liegt zu einem Teil daran, daß im Vergleich zu 
anderen Anwendungssituationen zusätzliche Parameter, wie z.B . die Verteilung der Re-
krutierung, der Zensierungen und des Follow-up, die Fallzahl beeinflussen. Daraus resul-
tieren unterschiedliche Verfahren zur Fallzahlbestimmung, die den jewei ligen Kenntnis-
stand über diese Designparameter zum Zeitpunkt der Planungsphase berücksichtigen. In 
die Übersichtsarbeil von ÜELLRICH et al. wurden 105 Publikationen zum Thema Fal lzahl-
planung bei Überlebenszeitfragestellungen, die zwischen 1967 und 1996 erschienen 
sind, aufgenommen. Sie wurden entsprechend ihres Inhaltes charakterisiert und mit De-
skriptoren versehen. Der Anwender soll damit i.n die Lage versetzt werden, bei Vorliegen 
eines speziellen Problems die für ihn relevante Literatur schnell einzukreisen. Anhand 
eines Reviews der chronologischen Abfolge der Publikationen werden die wichtigsten 
Arbeiten und ihre wechselseitigen Bezüge sowie neue Entwicklungslinien dargestellt. 
Damit kann sich der Leser ohne aufwendiges Literaturstudium über den aktuellen Stand 
der Forschung infonnieren und seine Kenntnisse bei Bedarf anhand der Originalarbeiten 
zu einzelnen Themenbereichen veniefen. 
Bei der Auswertung klinischer Studien werden nicht-parametrische Verfahren sehr häufig 
eingesetzt. Dennoch ist das Methodenspektrum zur Bestimmung der zugehörigen Stich-
probenumfänge verglichen mit den vorangehenden Anwendungsbereichen eher schmal. 
Die Arbeit von SAUERMANN stellt drei unterschiedliche Ansätze vor, die für dieses Pro-
blem in der Literatur beschrieben sind: Fallzahlberechnung unter Zugrundelegung para-
metrischer Modelle, Fallzahlberechnung unter Alternativhypothesen, die in modellunab-
hängigen Maßzahlen, wie z. B. der stochastischen Überlegenheit, formuliert sind, und 
Fallzahlberechnung mit dem Bootstrap-Verfahren. 
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Die Berechnung des Stichprobenumfangs erfolgt heutzutage fast ausschließlich per 
Computer. Das Spektrum der verfügbaren Soflware zur Fallzahlbestimmung reicht vom 
programmierbaren Taschenrechner auf der einen Seite bis zum Expertensystem zur Ver-
suchsplanung, das ein Modul zur Berechnung des Stichprobenumfangs enthält, auf der 
anderen Seile. Die Arbeit von ÜRTSEIFEN et al. soll dem Anwender helfen, aus der Viel-
zahl der Softwareprodukte eine auf die jeweiligen Bedürfnisse zugeschniuene Auswahl 
zu treffen. Hierzu werden Leistungsumfang und Preis der Programme gegenübergestellt, 
und für einige Standardsituationen werden die Ergebnisse der Berechnung verglichen. 
Darüber hinaus werden Internet-Adressen angegeben, über die nichc-kommerlielle Pro-
gramme angefordert werden können. 
Karlsruhe, Februar 1997 Meinhard Kieser 
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Literaturübersicht zur Fallzahlplanung 
für Äquivalenzprobleme 
P. Roebruck1), M. Elze2), D. Hauschke3), F. Leverkus4), M. Kieser5) 
Zusammenfassung 
Verfahren zum Äquivalenvwchweis bilden eine relativ junge Gruppe von Methoden der 
angewandten Statistik. Fiir sie ist, wie für alle statistischen Entscheidungsverfahren, die 
Bestimmung des adäquaten Stichprobenumfangs im Rahmen der Versuchsplanung von 
besonderer Bedeutung. Diese Arbeit gibt eine kommentierte Übersicht über die bisher 
erschienene Literatur zur Fallzahlplanung bei ÄquivalenzProblemen. Dem geht eine kurze 
methodische Einführung voraus. 
Summary 
Merhods for proving equivalence are a relatively young part of applied statistics. The 
calculation of the adequate sample size for equivalence studies is clearly as important 
as it is for other empirical investigations. After a short methodical inrroduction to equi-
vale11ce problems, this paper presents a survey of the literawre 011 sample size determi-
nation for equivalence problems with comments on practical aspects. 
Einführung 
Ziel dieser Arbeit ist es, einen kommentierten Überblick über diejenige Literatur, die dem 
Biometriker bei der Planung von Studien zum Äquivalenznachweis (z.B. Bioäquivalenz 
oder therapeutische Äquivalenz) hilfreich sein kann, zu geben. Sie g liedert sich nach den 
statistischen Charakteristika der Problemstellungen und enthält insbesondere Angaben zu 
der Art, wie jeweils das Problem der Fallzahlberechnung gelöst worden ist, und zur An-
1) Med11Jni<ehe lnfonna11k. Univer;na1 Heidelberg/Fachhochschule Heilbronn 
2) Zentrallaboratorium Dcu1schcr Apotheker, E.<ehbom 
1) BYK Gulden Phannn1.eut1ka. Konstnnl 
') Pfizcr GmbH, KnrlMllhc 
s) Dr. W. Schwabe GmbH, Karlsruhe 
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wendbarkeit dieser Lösung für den praktisch arbeitenden Biometriker. Publikationen, die 
sich mit statistischen Verfahren zu Äquivalenzfragestellungen befassen, ohne Angaben zur 
Berechnung des benötigten Stichprobenumfangs zu machen, sind nicht berücksichtigt. 
Aufgenommen sind Arbeiten, die einen eigenen Beitrag zum Fallzahlproblem bei 
Äquivalenzfragestellungen leisten, und zwar im Rahmen der Neyman-Pearson-Theorie. 
der Bayesverfahren und der Selektionsprozeduren. Andere Arbeiten, wie z. B. Nomo-
gramme zu einer bekannten simplen Fonnel, die kaum neue In formationen bieten, wer-
den nur im Literaturverzeichnis unter ,Weitere' aufgeführt. Beiträge zu Tagungsbänden, 
die ähn lich auch in ei ner Zeitschrift publiziert sind, werden nicht eigens aufgeflihtt. Da 
in diesem Heft eine eigenständige Obersicht über d ie zur Fallzahlplanung verfügbare 
Software erscheint (ÜRTSEIFEN et al. ( 1997)), beschränken wir uns auf die Erwähnung 
von Programmen, die durch die Autoren der besprochenen Arbeiten angeboten werden. 
Ziel dieser Arbeit ist ein Überblick über die allgemein zugängliche Literatur bis 1995 
einschließlich, ohne jedoch letzte Vollständigkeit anzustreben und „entlegene bibliogra-
phische Winkel'" lU erschließen. 
Der eigentlichen Literaturübersicht möchten wir eine Einführung in die Fragestellung 
und allgemeine Lösungsansätze vorausschicken. Besonders ersteres wird dabei sehr kurz 
gehalten. da unsere Übersicht nicht für statistische Laien gedacht ist. Eine ausftihrliche 
Einführung in das Problem der Äquivalenzprüfung findet man z. 8. bei WELLEK ( 1994). 
Darüber hinaus enthalten viele der zitierten Arbeiten motivierende Einführungen zu der 
Verwendung spezieller Verfahren für Äquivalenzfragestellungen. 
Monographien sowie Übersichtsarbeiten tutorieller oder vergleichender Art werden in 
einem eigenen Abschnitt behandelt. Sie beinhalten - auch zusammengenommen -
keine vollständige Darstellung der Fallzahlprobleme und ihrer Lösungen, so daß wir 
glauben, mit unserer Aufstellung einen nützlichen Beitrag leisten zu können. Dem Leser 
wird darüber hinaus auffallen, daß, abgesehen von den Artikeln, die sich mit Selektions-
prozeduren befassen, ausnahmslos 1- oder 2-Stichprobenprobleme behandelt werden. 
Dies hat sicherlich zwei Ursachen. Die Fallzahlkalkulation für Mehrstichprobenprobleme 
stellt - schon wenn es um den Nachweis von Umerschieden geht - eine erhebliche 
Herausforderung dar, und zwar eher inhaltlicher als statistischer Art. Die inhaltlichen 
Probleme werden bei der Betrachtung der Äquivalenz von k Verteilungen noch größer. 
Dies beginnt schon bei der Definition der Äquivalenz. 
Methodische Aspekte 
Das Problem des statistischen Äquivalenznachweises 
Klassische statistische Testverfahren dienen dem Nachweis von Unterschieden zwischen 
Verteilungen anhand eines Parameters ·{}, der in gewissem Sinn den Abstand zwischen 
verschiedenen Verteilungen mißt (sogenanntes Effektmaß). Dabei werden die Versuche 
so konzipiert, daß unter Gleichheit der Verteilungen in jedem Fall die Irrtumswahr-
scheinlichkeic a für den Fehler erster Art eingehalten wird, während die Einhaltung 
einer Mindesttrennschärfe L - ß bei einem bestimmten vorgegebenen Effekt planerischen 
Unwägbarkeiten unterliegt. Daraus resultiert, daß nichtsignifikante Unterschiede im all-
gemeinen nicht ausreichend für den Nachweis von Äquivalenz sind. Ursache ist die 
Forderung, im Gegensatz zum Test auf Unterschiede, d ie lrrtumswahrscheinlichkeit er-
ster Art nicht für die Gleichheit der Verteilungen (meist bei {} = 0 oder{} = 1), son-
dern an den Rändern -{}1, -{}2 eines sogenannten Äquivalenzbereichs, d. h. eines Intervalls 
(-{}1, iJ2) zu kontrollieren (bei einseitigen Fragestellungen iJ1 = -oo oder i>2 = oo). Dort 
hängen die Verteilungen aber häufig nicht nur von {}, sondern auch von Störparametem 
lnfonnacil, Biometrie und Epidemiologie in Medi1in und Biologie 211997 
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ab, die bei der Planung oft nur grob abgeschätzt werden können. Nur wenn die Vertei-
lungen der Teststatistik ausschließlich durch {} parametrisiert sind, kann bei entsprechen-
der Wahl von a und ß ein nichtsignifikantes Ergebnis des Unterschiedstests als Äqui-
valenznachweis interpretiert werden. Allerdings sind die resultierenden Verfahren nicht 
unbedingt optimal. 
Lösungsansätze über Testverfahren 
Mathematisch besonders befriedigend ist es, das Effcktmaß {} so zu wählen, daß die 
Verteilungen der (aus der Anwendung allgemeiner Prinzipien der Mathematischen Stati-
stik) resultierenden Teststatistiken gerade durch -ß- parametrisiert sind, um dann in gewis-
sem Sinne optimale Verfahren konstruieren zu können (siehe WELLEK (1994), aber auch 
schon LEHMANN ( 1986)). Die Berechnung der Trennschärfe dieser Verfahren geschieht 
dann über die Verteilungsfunktion und die Quantile der entsprechenden Verteilungsfami-
lie, womit eine Fallzahlplanung zumindest iterativ möglich ist. 
Derartige Effektmaße, wie z.B. standardisierte Erwartungswertdifferenz oder Odds Ra-
tio, entsprechen allerdings inhaltlich nicht immer den Vorstellungen der Anwender, die 
häufig ihre Probleme eher in Fonn von z.B. Risikodifferenzen oder Erwartungswertdif-
ferenzen adäquat formulieren können. In diesem Fall führt, insbesondere bei einseitigen 
Äquivalenzproblemen, die Methode der verschobenen Null-Hypothese zumindest appro-
ximativ zum Erfolg. Bei zweisei tigen Problemen hilft das Verfahren der zwei einseitigen 
Tests (äquivalent dazu die ( 1 - 2a)-Konfidenzintervall-lnklusionsregel). Bei zumindest 
asymptotisch normalve1teilten Teststatistiken ist im einseitigen Fall die Approximation 
von Power und Stichprobenumfang über die nichtzentrale Verteilung möglich. Bei zwei-
seitigen Testproblemen wie überhaupt bei dichotomen Beobachtungen sind exakte Be-
rechnungen aufwendig (für den Stichprobenumfang meist nur iterativ über die Trenn-
schärfe), und Abschätzungen sind hilfreich. 
Über diese allgemeinen Ansätze hinaus sind natürlich auch spezielle Verfahren denkbar. 
Einige haben sich allerdings auf Dauer nicht durchsetzen können. wie z. B. die Tests 
von Anderson/Hauck und Patel/Gupta sowie das Tnklusionsverfahren für symmetrische 
Konfidenzintervalle von Westlake. 
Verwendet man schon klassische Tests mit verschobenen Nullhypothesen zum Zwecke 
des Äquivalenznachweises, so liegt es nahe, ebenso klassische gruppensequentielle Ver-
fahren, die für solche Tests existieren, zur sequentiellen Äquivalenztestung zu verwen-
den. Diese nach den bekannten Grundmustern arbeitenden Verfahren sind in einigen hier 
zitierten Arbeiten beschrieben. Zur praktischen Durchführung muß der Anwender aller-
dings auch auf die ursprünglichen Publikationen zu gruppensequentiellen Tests auf Un-
terschiede zurückgreifen. 
Zu den approximativen Verfahren muß noch festgehalten werden, daß diese selbstverständ-
lich nicht eindeutig bestimmt sind, und daß es im allgemeinen auch keine eindeutig besten 
Approximationen gibt. Demnach macht es auch nicht viel Sinn, ebenfalls approximative 
Trennschärfe- bzw. Fallzahlberechnungen unabhängig von den approximativen Tests, für 
die sie entwickelt wurden, zu betrachten. Tatsächlich sollten zur Bewertung solcher Ver-
fahren die Präzision, mit der sie die lrrtumswahrscheinlichkeit erster Art einhalten, ihre 
Trennschärfe und die Güte der zugehörigen Fallzahlabschätzung berücksichtigt werden. 
Bayesverfahren 
Wie WELLEK ( 1994) treffend formuliert. bietet das Äquivalenzproblem dem Bayesia-
ner keine besonderen Schwierigkeiten. da seine Interpretation der Versuchsergebnisse 
im wesentlichen auf der A-posteriori-Wahrscheinlichkeit des Äquivalenzbereichs ba-
Informatik. Biometrie und Ep1dcm1ologic in Medizin und Biologie 211997 
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siert und er keine Irrtumswahrscheinlichkeiten irgendwelcher Art in seine Überle-
gungen einbezieht Der eill2ige bier zitierte Ansatz zur Fallzahlberechnung für ein 
Bayesverfahren stützt sich tatsächlich auf ein frequenListisches Gütekriterium. (Siehe 
unten) 
Selektionsprozeduren 
Selektionsprozeduren sind vom Ansatz her geeignet, Gruppen homogener Verteilungen 
aus einer größeren Anzahl herauszufinden. Einige sind folglich auch für Äquivalenz-
probleme zu adaptieren. Die Lösung eines Selektionsproblems besteht nun hauptsächlich 
in der Fallzahlbestimmung, weswegen Publikationen, die konkrete Lösungen eines Se-
lektionsproblems zur Äquivalenzprüfung angeben, automatisch den benötigten Stichpro-
benumfang miLliefem. 
Literaturüberblick 
Tutorielle und vergleichende Übersichtsarbeiten, Monographien 
Es gibt eine Reihe von Übersichtsarbeiten tutoriellen oder vergleichenden Charakters, 
die unter anderem oder auch ausschließlich Fallzahlplanungen für Äquivalenzfragestel-
lungen beinhalten. Die Monographie von WELLEK ( 1994) behandelt ausschließlich stati-
s tische Methoden zum Äquivalenznachweis. 
DONNER ( 1984) greift in einem Äquivalenzabschnitt seines Übersichtsartikels zur Fall-
zahlplanung die Vorschläge von MAKUCH/SlMON (1978) und BLACKWELDER (1982) auf. 
FRICK (1987) vergleicht die Trennschärfen der Äquivalenztests nach Anderson/Hauck 
und Patel/Gupta. Diese haben jedoch nur noch historische Bedeutung und werden hier 
der Vollständigkeit wegen aufgeführt. 
CHow/L1u ( 1992) widmen ein Kapitel ihres Buches, das sich mit statistischen Aspekten 
der Planung und Auswertung von Bioverfügbarkeits- /Bioäquivalenzstudien beschäftigt, 
der Power- und Fallzahlbestimmung. Powerberechnungen zu SCHUIRMANNS (1987) 2-ein-
seitige-t-Tests-Prozedur6) und zur Prozedur nach Anderson/Hauck werden erläutert und 
verglichen mit dem Ergebnis, daß Schuirmanns 2-einscitige-t-Tests-Prozedur der Ander-
son/Hauck-Prozedur vorzuziehen ist. Fallzahlberechnungen für Schuinnanns Prozedur 
mitte ls exakter Methode und Approximationsformel, die im wesentlichen auf PHILLIPS 
( 1990) bzw. Lru/CHOW ( 1992) zurückgehen, werden dargestellt Stichprobenumfänge 
können einer Tabelle entnommen werden. 
In seiner Monographie gibt WELLEK (1994) einen Überblick über mathemalisch gut be-
gründete Verfahren, die großenteils von ihm selbst emwickelt oder ausgearbeitet wurden. 
Er gibt Programme und TabelJen zur Bestimmung der kritischen Grenzen und der Trenn-
schärfe für eine Reihe von Problemen an. Im einzelnen werden behandelt: das Einstichpro-
benproblem für ExponentialverteiJungen, Binomialverteilungen und Poissonverteilungen 
für den Vergleich mit jeweils einem hypothetischen Parameter. Zu diesen Einstichproben-
tests werden SAS-Makros zur Berechnung der Power angegeben. Da es sich aber um Pro-
bleme handelt, die in der Praxis geringe Bedeutung haben und darüber hinaus als einpara-
metrige Probleme bei leicht berechenbaren Verteilungen kaum Schwierigkeiten bereiten, 
haben wir darauf verzichtet, sie in die tabellarische Übersicht zu übernehmen. 
Für das verbundene Zweistichprobenproblem werden der Vorzeichentest, der McNemar-
Tcst, der verbundene t-Test und der asymptotische Vorzeichenrangtest auf Äquivalenz 
6) Dic:.c i~I beknnnilich üqmvalem w einer schon von WESTI..AKE (1972) vorgeschlngcncn lnklu\lon"-cgel rür Konfiden1interv:iJJe. 
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behandelt. Für das Zweistichprobenproblem wird der unverbundene t-Test auf Äquiva-
lenz betrachtet. Die SAS-Makros zu Trennschärfeberechnungen können iterativ genutzt 
werden, um eine Stichprobenumfangsplanung durchzuführen. Zum F-Test für den Ver-
gleich zweier Varianzen auf der Basis unverbundener Stichproben gibt es ein Programm 
und eine Tabelle für die Power. Darüber hinaus gibt Wellek Fortran-Programme zur Be-
rechnung des Stichprobenumfangs für den exakten Test nach Fisher (sowohl einseitig als 
auch zweiseitig) an. Da hier mit der unbedingten exakten Verteilung gearbeitet wird, ist 
bei größerem Stichprobenumfang natürlich ein erheblicher Zeitaufwand erforderlich, ins-
besondere da nur eine iterative Lösung über die unbedingte, exakte Trennschärfe mög-
lich ist. 
Die Verfahren der Wellek'schen Monographie für binomiale und normalverteilte Beob-
achtungen basieren auf der Odds Ratio bzw. der standardisierten Erwartungswertdiffe-
renz als Effektmaß und erfüllen wünschenswerte Optimalitätskriterien. Im Gegensatz 
dazu befassen sich die meisten im folgenden zitierten Arbeiten eher mit Situationen, in 
denen keine mathematisch vollständig befriedigenden Lösungen möglich sind. 
Im Hinblick auf die Fallzahlplanung muß zu dem Buch von Wellek einschränkend ge-
sagt werden, daß die angegebenen Programme die Trennschä1fe der Verfahren im we-
sentlichen nur für die Situation der exakten Übereinstimmung der zu vergleichenden 
Verteilungen berechnen, was für die praktische Anwendung eine gewisse Einschränkung 
darstellt. Nach Angaben des Autors ist es einfach, sie für andere Alternativhypothesen 
zu modifizieren. 
Einen Vergleich von drei approximativen Verfahren (BLACKWELDER (1982), RODARY et al. 
(1989), FARRINGTON/MANNlNG (1990)) bieten ROEBRUCK/KOHN (1995) für die Risiko-
differenz bei Binomialverteilungen. Es stellt sich heraus, daß das von Farrington/Man-
ning vorgestellte Verfahren im allgemeinen trotz gelegentlich konservativen Verhaltens 
die besten Ergebnisse erzielt. Der Test von Blackwelder ist insbesondere für kleinere 
Stichprobenumfänge stark antikonservativ, die Fallzahlformel für größere Stichprobenum-
fänge durchaus anwendbar. Der Test von Rodary et al. ist oft stark antikonservativ, und 
die nach der dazu gehörigen Formel berechneten Fallzahlen sind stets erheblich zu hoch 
(selbst bei Gesamtfallzahlen von 2000 oder 3000). Offensichtlich ist diese Fallzahlformel 
für den dort angegebenen Test ungeeignet. 
NAM (1995) schließt auf der Basis eines empirischen Vergleichs von sehr geringem Um-
fang, daß die von NAM (1994) angegebene Fallzahlformel für den Test der Risikodiffe-
renz im Falle ungeschichteter Stichproben der Formel von Farrington/Manning gering-
fügig überlegen ist. Er zeigt weiter für eine Reihe von Parameterkonstellationen, daß 
eine neue Fallzahlformel für eine gepoolte Auswertung stratifizierter Stichproben im 
balancierten Fall größere Werte liefert als die für die stratifizierte Auswertung aus NAM 
(1994). 
FRJCK (1994) betrachtet einen auf der Normalapproximation für die Verteilung der beob-
achteten Risikodifferenz (deren Varianz als bekannt angenommen wird) basierenden Test 
und berechnet dessen exakte Power über die Binomialverteilungen. Er definiert den be-
nötigten Stichprobenumfang N so, daß die gewünschten lntumswahrschein lichkeiten für 
kein n 2: N überschritten werden. Dies ist eine ungebräuchlich strenge Forderung an 
stetige Approximationen diskreter Verteilungen. Frick diskutiert dann im Hinblick auf 
seinen Test und sein Fallzahlkriterium diverse Approximationsformeln zur Berechnung 
des Stichprobenumfangs und kommt zu dem Schluß, daß selbst die Fonnel von Rodary 
et al. zu kleine Stichprobenumfänge liefere. Das verwundert nicht, da diese Fallzahl-
approximationen nicht für seinen Ansatz gedacht sind. 
Der Diskurs von Frick wird von BocK (1997) im Äquivalenzkapitel seines Lehrbuchs 
zur Fallzahlplanung aufgegriffen, schließlich aber mit dem Hinweis beendet, daß der 
Frick'sche Test ohnehin nicht durchführbar sei, was sicherlich richtig ist, da zu seiner 
Durchführung die Kenntnis eines Verteilungsparameters erforderl ich wäre. Konkret be-
lnfonnatik, ßiome1ric und Epidemiologie in Medizin und Biologie 211997 
56 R OEBRUCK et al„ Literaturübersicht zur Fallzahlplanung für Äquivalenzprobleme 
handelt Bock in seinem Buch die Fallzahlapproximation nach WESTLAKE (1988) und die 
exakte Power der (1 - 2a) Konfidenzintervall-Inklusionsregel (entspricht zwei einseiti-
gen Tests, siehe oben) für die nicht standardisierte Erwartungswertdifferenz beim Ver-
gleich zweier Normalverteilungen. Die Diskette zum Buch enthält zu diesem Problem 
ein Programm zur iterativen Fallzah lberechnung basierend auf der numerischen Integra-
tion zur exakten Bestimmung der Trennschärfe. Für den Vergleich zweier Binomialver-
teilungen auf der Basis der Risikodifferenz als Effektmaß verweist Bock auf das stetig-
keitskorrigierte approximative Konfidenzintervall von HAUCK/ ANDERSON (1986) und gibt 
ein interatives Programm zur Fallzahlberechnung basierend auf der exakten Powerkalku-
lation an. 
Tabellarische Übersicht 
Da, wie schon erwähnt, die Möglichkeit der Berechnung der Trennschärfe eines Testver-
fahrens benutzt werden kann, um iterativ die benötigte Fallzahl für eine zu planende 
Studie zu bestimmen, sind in der folgenden Übersicht auch solche Arbeiten berücksich-
tigt, die sieb nur mit der Powerberechnung befassen. Bei Arbeiten, die sowohl eine 
Power- als auch eine Fallzahlkalkulation beinhalten, beschränken wir uns entsprechend 
dem primären Ziel dieser Übersicht auf letztere. 
~ei der Kommentierung der praxisrelevanten Publikationen zur Fallzahlplanung für 
Aquivalenzfragestellungen erschien es uns für den Leser besonders von Bedeutung, zu 
charakterisieren, welcher Art die Angaben zur Fallzahlplanung jeweils sind. Eine ge-
schlossene Fonnel, die relativ leicht berechenbar ist und für alle Parameterkonstellatio-
nen anwendbar, ist natürlich von besonderem Nutzen, wobei zwischen exakten und ap-
proximativen Formeln unterschieden werden muß. Demgegenüber sind Tabellen und 
Nomogramme von dem Umfang, wie man sie gewöhnlich in wissenschaftlichen Publika-
tionen findet, in dem Sinne nicht ausreichend, daß die den Anwender gerade interessie-
renden Parameterkonstellationen oft nicht abgedeckt werden. Aufwendige iterative Yer-
falu·en und numerische Integrationen andererseits, die beliebig genaue Ergebnisse liefern 
können, sind für viele Anwender zu arbeitsintensiv und zeitaufwendig, sofern die Auto-
ren nicht ein entsprechendes Programm zur Verfügung stellen. 
Metrische Beobachtungen (Tabelle l) 
Der größte Teil der Arbeiten befaßt sich mit dem unverbundenen 2-Stichprobenproblem 
für nonnalverteilte Beobachtungen oder für Crossover-Versuche unter Verwendung addi-
tiver oder multiplikativer Modelle, wobei (für letztere nach Transfonnation) ebenfalls 
Nonnalverteilungen mit gleicher Varianz zugrundegelegt werden. Da letztendlich die 
Therapievergleiche im Crossover-Modell auf e in unverbundenes 2-Stichprobenproblem, 
wenn auch mit anderen Varianzen und verdoppeltem Effekt, zurückgeführt werden, er-
fahren sie in der folgenden Aufstellung keine gesonderte Behandlung. Ausnahmen bil-
den Arbeiten, bei denen etwa Tabelleneinträge so speziell auf die Crossover-Situation für 
die Bioäquivalenz zugeschnitten sind, daß sie sich nicht ohne weiteres auf das allge-
meine 2-Stichprobenproblem übertragen lassen. 
In den beiden Arbeiten von RACINE et al. (1986) und RAc1NE-POON et al. (1987), die sich 
mit demselben Bayesverfahren befassen, basiert die Fallzahlberechnung auf der frequenti-
stischen Wahrscheinlichkeit, für den Äquivalenzbereich eine genügend große A-posteriori-
Wahrscbeinlichkeit (0,95) zu erzielen, um so auf Äquivalenz schließen zu können. 
Sämtliche Arbeiten beschränken sich auf die Situation von 2-Stichprobenproblemen mit 
gleichen unbekannten Varianzen mit Ausnahme von Selektionsprozeduren (GIANI/FLN-
NER (1991), GIANI/STRASSBURGER (1994)). Dort können optional die gemeinsamen Va-
rianzen der k Stichproben als bekannt vorausgesetzt werden. 
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Tabelle 1 : Literatur zur Fallzahlplanung bei metrischen Beobachtungen 
Autor(en) Modell Effekt- Verfahren Power/ Art der Anwend- Bemerkungen 
maß Fa Ilz. Lösung barkeit 
Andcrson/Hauck 2-St Diff Test Fallz F, a, i einf Anders./ Hauck-
(1983)8) Test 
Anderson/Hauck COoP Test Fallz T, a p individuelle Bio-
( 1990) äq„ 1-Stichpr.-Test 
für paarige Beob. 
Bauer/Bauer 2-St Diff + Test Fallz F, a einf Simultane 
(1994) 0'1/0'2 Test s. Text 3 Behandl. 
beider Effekte 
Bod. (1997) CO Diff Test Fa Ilz F, a, i p p zu 
Westlakc ( 1988) 
Bristol (1993) 2-SI Diff Test Falb; F, a einf 2 !-seit. t-Tes1s 
Dileui / Hauschke/ CO Diff Test Fall/ T. N,e einf 2 !-seit. t-Tests 
StetniJanS (1991) 
Dileui/Hauschke/ CO Diff Test Fa Ilz T,N,e cinf Ergänzung 
Steinijans (1992) d. '9 1er T, N 
Esinhan/Chinchilli CO Diff Tol-lnl Fall.i: F, T, e aufw individuelle 
(1994) Quo1 (T einf) Bioäq.: param.+ 
(Siehe auch Text) pro Fall verteil.freie 
Tolerant.in1ervalle 
Frick ( 1987)8) 2-SI Diff Test Power numlnl sehr aufw Anders./Hauck-
Test 
Giani/Finner k-St Diff7) Test Fa117 F, T,e auf w unabhlingige oder 
(1991) SDiff (Teint) equikorrelierte 
(siehe auch Text) Beob. 
Giani/Straß- k-St Diff7) Test+ Fa Ilz F. T,e aufw many-one, lihnlich 
burgcr ( 1994) SDiff Selekt (Tein!) Giani/Finncr 
(siehe auch Text) (1991) 
Hauck/ Anderson CO Oiff Test Fa Ilz F, a, i p Anders./Hauck 
(1984)8 ) Test 
Hnuschke/Steini- CO Diff Test Fallz F, T, a, i cinf multiplikntiv. 
jans/Dileui ( 1992) Modell 2 1-seit. 
t-Tests 
Henry/Mailhot CO Diff Test Fallz F, T, a. i einf additives Modell 
(1991) 
Jennison/Tumbull 2-SI Diff GS-Test Fa Ilz F. a uufw eins„ a bek. 
( 1993a) 
Jennison/Tumbull 2-St Diff GS-Test Fa Ilz. F, a aufw zweis„ <l bck. 
(1993b) 
Kanfcr/Geense- 2-SI Diff TeM Falb. F. a aufw adapl. FallL-
ma/Stcyn ( 1988) a bek. 2-Schriu schätz. 
1 ) Behandlung der Differenzen nur für bekannte S1reuungi.parame1er. 
1 ) Oie"' Verfahren sind obsolc1 und nur der Vol1;1and1gke11 und ihrer Bckannlhcu wegen aufgefllhn. 
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Tabelle 1 (Fonsetzung) 
Au1or(cn) Modell Effekt- Verfahren Power/ An der Anwend- Bemerkungen 
maß Fallz. Lösung barkcit 
Liu/Chow CO Diff Test Fa Ilz F, T, a, i einf. P 2 1-scit. t-Tcsts 
(1992) 
Pa1cl/Gup1a 2-St Diff Test Fnllz A, a, i aufw, P Pntcl/Gupm-Test 
( 1984)8) 
Phillips (1990) CO Diff Test Fall z T, N. c cinf 2 1-scit. 1-Tests 
Racine/Gricve/ CO Diff Bayes Fallz T, a cinf adapt. Fallz .• 





Schuirmann CO Diff Test Fa Ilz F. a. i einf 2 1-seit. t-Tests 
(1990) 
Srimvasan/ 2-St Diff Test Fal11 a einf adapt. Fallz.-
Langenberg 2-Schriu schätz. 
(1986) 2 1-seit. 
1-Tests 
Steimjans/Hauck/ CO Diff Test FallL T,N,e einf 2 1-~eit. !-Tests 
Dileni/ Vergl. unter-
Hauschke/ schiedl. 
Andcrson ( 1992) Äq. -bereiche 
Wellek (1991 ) CO SDiff Test FallL a, e p opt. Tests 
bei NV 




Wcllek ( 1994) 1-St µ,µ/a Test Power A. T, e p op1. Tesis bei 
(siehe auch Text) 2-St SDiff Test Power A, T, e 1> NVu. 
2-St aif a2 Test Power A, T,e p Vorzeichen-Test 
Westlake ( 1988} CO Diff Test Fallz F, a. i cinf 2 1-seit. t-Tests 
Wie ( 1993} 2-St Diff Test Fall l F, T, a einf 2 1-seit. t-Tests 
Ych/Ch!n ( 1993) CO Diff Test Falll T. e einf Mehrperioden-CO 
Erläuteningen der Abkürzungen: 
2-St 2-Stichprobenproblem NV Normalverteilung(en) 
CO Crossover 
COoP Crossover ohne Perideneffekte T Tabelle 
k-St k-Stichprobenproblem N Nomogramm 
1-St 1-Stichprobenproblem a approximativ 
Diff unstandardisiene Erwarruogswertdiffereru. e exakt 
SDifT standardisierte Erwartungswertdifferenz i iterativ 
Quo1 Quotient der Erwanungswerte A Algorithmus 
GS-Test gruppensequentieller Test F Formel 
Bayes Bayesverfahren einf einfach an7uwenden 
Tol-lnt Toleranzintervall aufw Anwendung aufwendiger 
Selek1 Selektionsprozedur p Autoren bieten ein Programm an 
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BAUER/BAUER ( L994) schlagen das gleichzeitige Testen auf Lokations- und Streuungs-
äquivalenz vor. Die Fallzahlberechnung basiert auf zwei einseitigen t-Tests und verwen-
det (wegen des Tests der Varianzen) die Kontrolle von ß/4 statt ß/2. Es wird eine Ap-
proximationsformel für die Wahl des Äquivalenzbereichs der Varianzen angegeben, der 
für das so berechnete n gerade noch die jeweilige Power von l - ß/4 im Fall der Va-
rianzhomogenität garantiert. 
EsINHART/CHINCHILLI (l 994) schlagen die Entscheidung für Bioäquivalenz auf der Basis 
von Toleranzintervallen für individuelle Differenzen oder Quotienten vor. Die Kalkula-
tion der Stichprobenumfänge basiert im verteilungsfreien Fall auf der Forderung, das 
Intervall möge einen Anteil y der Weite in der Popu lation mit einer Wahrscheinlichkeit 
;::: 1 - a enthalten. Jm Fall normalverteilter Beobachtungen wird zusätzlich eine Äqui-
valenzentscheidung (falls das Toleranzintervall im Äquivalenzbereich enthalten ist) be-
rucksichtigt. 
Kategoriale Beobachtungen (Tabelle 2) 
Die vorliegenden Arbeiten behandeln ausschließlich binomialverteilte Beobachtungen 
und für diese nahezu ausschließlich das unverbundene 2-Sticbprobenproblem (Ausnah-
men: Wellek (1994). Lu/BEAN (1995)). Sie unterscheiden sich dabei im wesentlichen 
durch die verwendeten Effektmaße und Approximationsformeln. Die Verfahren für das 
relative Risiko und die Risikodifferenz sind natürlich auch für Erfolgsraten verwendbar. 
Empfehlungen für häufig verwendete Verfahren 
J. Vergleich zweier Normalverteilungen, Effektmaß standardisierte Differenz der Erwar-
tungswerte: Da in dieser Situation ein optimaler Test existiert, kommt kein anderes Ver-
fahren infrage. In WELLEK (1994) findet man die Beschreibung des Tests, Tabellen eini-
ger kritischer Werte und Trennschärfen für diverse Stichprobenumfänge sowie ein SAS-
Makro zur Berechnung derselben. Mit Letzterem kann die Fallzahlberechnung von SAS-
Nutzem iterativ leicht gelöst werden. 
2. Vergleich zweier Normalverteilungen, Effektmaß Differenz der Erwartungswerte: Das 
derzeit bevorzugte Testverfahren ist das der zwei einseitigen t-Tests. Tabellen und Nomo-
gramme zur exakten Fallzahl findet man bei PHILLIPS (1990) und DILETTI et al. (1991) 
und (1992). Diese basieren auf der numerischen Integration zweidimensionaler t-Vertei-
lungen, für die allerdings z. Zt. kein Programm angeboten oder publiziert wird. Damit 
dürfte für viele Anwender die exakte Fallzahlberechnung auf die tabellarisch abgedeck-
ten Parameterkonstellationen beschränkt bleiben. Approximationen werden von einigen 
Autoren angegeben. Eine grobe Abschätzung erhält man liber die Fallzahl für einen 
einseitigen t-Test mit a und ß/2. 
In 1. und 2. reicht zur Behandlung der einseitigen Fragestellung das hinlänglich bekann-
te Verfahren der Datentranslalion, das auf einen gewöhnlichen einseitigen t-Test und die 
zugehörige Berechnung des Stichprobenumfangs führt. 
3. Vergleich zweier Binomialverteilungen, Effektmaß Odds Ratio: Der optimale Test ver-
wendet die erweiterte hypergeometrische Verteilung. Fortran-Programme zur exakten Be-
stimmung der Fallzahlen für ein- und zweiseitige Fragestellungen findet man in WELLEK 
(1994), ebenso ein SAS-Makro zur Durchführung des zweiseitigen Tests. 
4. Vergleich zweier Binomialverteilungcn, Effektmaß Differenz der Risiken: Es existiert 
kein exaktes Verfahren. Unter den Approximationen liefern die einfach anzuwendenden 
Formeln von FARRJNGTON/MANNING ( 1990) die besten Ergebnisse. Bei großen Stichpro-
benumfängen sind die Fom1eln von Blackwelder durchaus verwendbar. Beide betrachten 
nur einseitige Tests. Für die zweiseitige Fragestellung können analog zu 2. zwei einseitige 
Tests und für diese eine grobe Fafü.ahlabschätzung mit a und ß/2 verwendet werden. 
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Tabelle 2: Literatur zur Fallzahlplanung für binomiale Beobachtungen 
Autor(en) Modell Effekt- Verfahren Power/ 
maß Falli. 
Btackwelder 2 x 2 RD Test Fall! 
(1982) 
Bock (1997) 2 x 2 RD Test Fa Ilz 
Durrleman/Simon 2 x 2 RD OS-Test Fa Ilz 
( 1990) 
Farrington/Man- 2 x 2 RD,RR Test Fall' 
ning (1990) 
Gamet (1994) 2 x 2 O R Test Fallz 
2 x 2 RD. RR Test Faltl 
Jennison/Tumbull 2-SI RD OS-Test Fa Ilz 
( l 993a) 
Jennison/Tumbul l 2-St RD OS-Test Fa Ilz 
( l 993b) 
Lakshminaraya- 2x2 RD OS-Test Fall;i; 
nan/Patel/ 
Stager ( 1994) 
Lu/Bean (1995) 2 x 2 RD Test Fa Ilz 
verb 
Makucb/Simon 2 x 2 RD Tesl Fallz 
( 1978) 
Nam (1994) 2 x 2 stra RR Test Fa Ilz 
Rodary/Com- 2 x 2 RD Test Fallt. 
Nouguef 
Toumade (1989)8) 
Wellek (1994) 2 x 2 OR Test Fallz 
(siehe auch TeJtt) 2 x 2 RD Test Fa Ilz 
2 x 2 vcrb Test Power 





























verbundene Stichproben (paarige Bernoulli-Variable) 
stratifiziert 










einf 'weiseitige TesLs 




einf einsei1ig. ähnlich 
McNemar-Test 
einf eins., vgl. Blackw. 
einf eins .. ähnl. 
Farri ngton/ 
Manning 
einf restring .• beding1er 
Schäuer, einseitig 
p auch eins .• eJtakt 
p konserv. über OR 
p McNemar-
Situation 
ROEBRUCK et al., Li1erarurübersicht zur Fallzahlplanung für Äquivalenzprobleme 61 
Referenzen 
Kommentierte Literatur zur Berechnung der Fallzahlen oder der Trennschärfe 
ANDERSON S., HAUCK W. W. (1983): A new procedure for testing equivalence in comparative bio-
availability and other clinical trials. Communications in Statislics - A: Theory and Methods 12, 
2663-2692. 
ANDERSON S., HAUCK W. W. (1990): Consideration of individual bioequivalence. Journal of Phar-
macokinctics and Biopharmaccutics 18, 259-273. 
BAUER P., BAUER M. M. (1994): Tcsting equivalence simultancously for location and dispersion of 
two normally distributed populaiions. Biometrical Journal 36, 643-660. 
BLACKWELOER W. C. (1982): "Proving 1he null hypothesis" in clinical trials. Controlled ClinicaJ 
Trials 3, 345-353. 
BOCK J. (1997): Die Bestimmung des Stichprobenumfangs ftir biologische Experimente und kon-
trollierte klinische Studien. G. Fischer Verlag, Stungan. Im Druck. 
BRISTOL D. R. (1993): Probabilities and sample sizes for 1he 1wo one-sided 1ests procedure. Com-
munica1ions in Statistics - A: Thcory and Methods 22, 1953- 196 1. 
DILETTI E., HA USCllKE D., STEINIJANS V. w. (1991 ) : Samplc size determination for bioequivaJence 
assessment by means of conlidence intervals. ln1erna1ional Journal of Clinical Pharmacology, 
Therapy and Toxicology 29, 1-8. 
DILETII E., HAUSCHKE D., STEJNIJANS V. w. (1992): Ex1ended tables for thc muhiplicalive model 
and bioequivalence ranges of 0.9 to 1.11 and 0.7 to 1.43. ln1emational Journal of Clinkal Phar-
macology, Therapy and Toxicology 30, 287-290. 
DURRLEMAN S., SIMON R. (1990): Planning and monitoring of equivalence s1udies. Biometrics 46, 
329-336. 
EsLNHART J. D., CmNCHILU V. M. ( 1994): Sample sizc considerations for assessing individual bio-
equivalencc based on the method of tolerance intervals. International Journal of Clinical Pharma-
cology and Therapeutics 32, 26-32. 
FARRINGTON C. P., MANNING G. (1990): Test statistics and sample size fonnulae for comparative 
binomial trials with null hypo1hesis of non-zero risk difTerence or non-unity relative risk. Statis-
tics in Mcdicine 9. 1447-1454. 
FRICK H. (1987): On level and power of Anderson and Hauck's procedure for testing equivalence 
in compara1ive bioavailability. Communications in S1a1is1ics - A: Theory and Methods 16, 
2771 -2778. 
GARNER J. B. ( 1994): Deviance estimates of sample size for equivaleoce tests in vaccine trials. 
Statis1ics in Mcdicine 13, 1827-1839. 
GIANJ G., F1NNER H. (1991): Some general results on least favorable paramctcr conligurations with 
special reference 10 equivalence testing and the range statistic. Journal of Statistical Planning and 
Inference 28, 33-47. 
GtANt G., STRASSBURGER K. (1994): Testing and selecting for equivalence wi1h respec1 10 a control. 
Journal of The Americao Statistical Associatioo 89, 320-329. 
HAuCK W. W., ANDERSON S. (1984): A new statistical procedure for 1esting equivalcnce in two-group 
comparative bioavailability trials. Journal of Pharmacokinetics and Biophannaccutics 12, 83-9 l. 
HAUSCllKE D., STEINIJANS V. W., DILETn E., BURKE M. ( 1992): Sample size determination for 
bioequivalcnce assessment using a multiplicative modcl. Journal of Pharmacokinctics and Bio-
pharmaceutics 20, 557-561. 
HENRY E. P., MAILHOT D. W. (1991): Sample size calculation for bioequivalence studies. American 
Statistical Associalion, Proceedings of Biopharmaceutical Section. 169-174. 
JE.'INISON C., TURNBULL B. W. (1993a): One-sided sequen1ial 1ests 10 establish equivalencc between 
treatmcnts with special referencc 10 normal and binary responses. In: Hoppe F. M. (ed.): Multiple 
comparisons, selection, and applicaiions in biometry. Marcel Dekker, New York, 315-330. 
JENNISON C., l'URNBULL B. W. (1993b): Seque111ial equivalcnce testing and repcated confidence 
in1ervals, with applications to normal and binary responses. Biometrics 49, 31- 43. 
l<ANFER F. H. J., GEERTSEMA J. C., Sn:.vN 1-1. S. (1988): A 1wo-stage procedure for testing bioequi-
valence. American Statistical Associa1ion, Proceedings of Biophannaceurical Section, 148-152. 
LAKSHMtNARAYANAN M. Y .. PAThL H. 1., STAGER W. J. (1994): Multistage test procedure for testing 
Blackwelder's hypothesis of equivalence. Journal of Biopharmaceutical S1a1is1ics 4, 165- 17 l. 
Informatik, B10~1ric und Epidemiologie in Mcd111n und Biologie 2/1997 
62 ROEBRUCK et al., Literatuliibersicht zur Fallzahlplanung für Äquivalenzprobleme 
L1u J.-P., CHOW s.-C. (1992): Sample size determination for the two one-sided tests procedure in 
bioequivalence. Journal of Pharmacokinetics and Biopharmaceutics 20, 101 - 104. 
Lu Y., BEAN J. A. (1995): On lhe sample size for one-sided equivalence of sensitivities based upon 
McNcmar's 1es1. Statistics in Medicine 14, 1831 - 1839. 
MAKUCH R., SIMON R. (1978): Sample size requirements for evaluating a conservative lherapy. 
Cancer Treatment Reports 62, 1037-1040. 
NAM J. M. (1994) : Sample size requirements for stratified prospecLive studics with nu ll hypothesis 
of non-uni ty relative risk using the score test. Statistics in Medicine 13, 79-86. 
PATEI. H. 1., GUPTA G. D. ( 1984): A problem of equivalence in clinical Lrials. ßiometrical Journal 
26, 471-474. 
PltlLLlPS K. F. (1990) : Power of Lhe two one-sided tests procedurc in bioequivalcncc. Journal of 
Pharmacokinctics and Biopharmaceutics 18, 137- 144. 
RACINE A., GRIEVE A. P., FLOHLER H., SMITH A. F. M. (1986): ßayesian mcthods in practice: ex-
pcricnces in the pharmaceutical industry. Applied Statistics 35. 93-150. 
RACINt:-POON A., GRIEVE A. P., FLOHLER H„ SMITH A. F. M. ( 1987) : A two-stagc proccdurc for 
bioequivalence studies. Biometrics 43, 847-856. 
ROOARY c .. COM-NOUGUE C., TOURNADE M. F. (L989): How lO estnblish cquivalencc bctwcen treat-
mcnts: A one-sided clinical trial in paediatric oncology. Statistics in Medicine 8, 593-598. 
SCHUIRMANN D. J. ( 1990) : Design of bioavailability/bioequivalencc studics. Drug Information Jour-
nal 24, 315-323. 
SRINIVASAN R., LANGEKBERG P. (1986): A two-stage procedure with controlled error probabilities 
for testing bioequivalence. Biometrical Journal 28, 825-833. 
STElN"IJANS V. W„ HAUCK W. W., DILETI1 E., HAUSCHKE D., ANDERSO~ s. (1992): Effect of chan-
ging Lhe biocquivalcnce range from (0.80, 1 .20) to (0.80, 1.25) on the power and sample size. 
ln1emational Journal of Clinical Pharmacology, Therapy and Toxicology 30, 571-575. 
WEt.J..EK S. ( 1991 ): Zur Fornmlierung und optimalen Lösung des Bioäquivalenznachweisproblems 
in der klassischen Theorie des Hypothesentestens. In : Vollmar (Hg.): Bioäquivalenz sofon freiset-
zender Arzneiformen, G. Fischer, Stuttgan, 91-109. 
WELLEK S. ( 1993): Basing the analysis of comparative bioavailability trials on an individual statis-
tical definition of equivalence. Biometrical Journal 37, 47-55. 
WELLEK S. ( 1994): Statistische Methoden zum Nachweis von Äquivalenz. G. Fischer Verlag, Stutt-
gan. 
WES11.AKE W. (1988): Bioavailability and bioequivalence of pharmaceutical forrnu lations. In: Peace 
K. E. (ed.): Biopharmaceutical Statistics for Drug Development, Marccl Dckkcr, New York, 
329-352. 
WtE G. ( 1993) : Simple methods of power calculation in bioequivalencc study. Amcrican Statistical 
Association, Proceedings of ehe Biopharmaceutical Seclion, 273-278. 
YEll C. M., C11EN M. (1993): Power and sample size for high-order crossovcr. Amcrican Stacistica\ 
Association, Proceedings of the Biophannaceut.ical Seclion, 279-284. 
Sonstige zitierte Literatur 
CHOW S.-C., L1u J.-P. ( 1992): Design and analysis of bioavailability and bioequivalence studies. 
Marcel Dckker, New York. 
DoNNER A. ( 1984): Approaches to Sample Size Estimation in the Design of Clinical Trials -
A Review. Statistics in Medicine 3, 199-214. 
FRICK 11. ( 1994): On approximate and exact sample sizes of equivalcnce tests for binomial propor-
tions. Biomctrical Journal 36, 841-854. 
liAUCK W. W., A~DERSON S. (1986): A comparison of largc-sample confidence interval methods 
for the difference of two binomial probabilities. The American Statistician 40, 3 18-322. 
LEHMANN E. L. (1986): Testing statistical hypotheses. John Wiley&Sons, New York. 
NAM J. M. (1995): Sample size determination in stratified trials to establish the equivalence of rwo 
trcacmcnts. Statistics in Medicine 14, 2037-2049 
ÜRTSEIFEN C„ BRUCKNER T., BUR KE M., K!ESER M. ( 1997): An ovcrvicw of software tools for 
samplc sizc determination. Informatik, Biometrie u. Epidemiologie in Medizin und Biologie 28, 
91- 118. 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 211997 
ROEBRUCK et al., Literaturtibersicht zur Fallzahlplanung für Äquivalenzprobleme 63 
ROEBRUCK P., KOHN A. (1995): Comparison of tesrs and sample size formula for proving therapeu-
tic equivalence based on the difference of binomial probabilities. Statistics in Medicine 14, 
1583-1594. 
SCHUJR.MANN D. J. (1987): A comparison of the two one-sided tesrs procedure and Lhe power ap-
proach for assessing the equivalence of average bioavailability. Journal of Pharrnacokinetics and 
Biopharmaceutics 15, 657- 680. 
WESTLAKE W. J. (1972): Use of confidence intervals in analysis of comparative bioavailability 
lrials. Journal of Pharmaceutical Sciences 61, 1340-1341. 
Weitere Literatur 
AsHTON J. (1990): Hypotheses and sample size for showing equivalence. SAS.SUGI 15, 
1387-1391. 
BEAt.. S. L. (1989): Sample size detemiination for confidence intervals on the population mean and 
on the difference between two populaLion means. Biometrics 45, 969-977. 
Bt..ACKWEl..DER W. C., CHANG M. A. (1984): Sarnple size graphs for "proving the null hypothesis". 
Controlled Clinical Trials 5, 97- 105. 
FALK R. W. (1994) : Letter to the Editor. How to establish equivalence between treatments: a one-
sided clinical trial in pediatric oncology. Stalistics in Medicine 13, 2279-2280. 
Ft..OHLER H., GRIEVE A. P„ MANDAl..LAZ M., MAU J., MOSER H. A. (1983): Bayesian approach to 
bioequivalence assessmenl: an example. Journal of Pharmaceutical Sciences 72, 1178-1181. 
GRIEVE A. P. (1991): Two-stage procedure for bioequivalence testing. ln: Vollmar J. (Hrsg.): Bio-
metrie in der chemisch-pham1azeulischen Industrie, Band 5, Gustav Fischer Verlag, Stuttga1t, 
45-50. 
METZLER C. M. ( 1991): Sarnple sizes for bioequivalence studies. Statistics in Medicine 10, 
961 - 970. 
MOLLER-COHRS J. (1990): The Power of the Anderson-Hauck test and the double Hest. B iometrical 
Journal 32, 259- 266. 
WUNAND H. P. (1994): Updates of bioequivalence programs (including statistical power approxi-
mated by Student's t). Computer Methods and Programs in Biomedicine 47, 275-281. 
Ko1respo11de11zadresse: Prof. Dr. P. Roebruck. Sehringstr. 15. 68789 St. Leon·Rot 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 2/1997 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 28 (2), 
64-85, ISSN 0943-5581 
©Verlag Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag GmbH & Co. KG, Jena 
Sample Size Determination 
on Survival Time Data - A Review 
Susanne Oellrich, Frank Freischläger, Axel Senner, Meinhard Kieser 
Abstract 
A review is given on sample size determination methods for planning survival time trials 
by searching the literature of the last rhree decades. 105 articles (and books) were 
screened and classifi.ed according to characteristical criteria suitable for survival trial 
designs. The review covers methods for one sample, two-group or multiple-grou.p trials 
as well as methods devoted to special designs or applicable given special assumptions 
on the distribution of the survival time. The historical evolvemellf of survival trial de-
signs is presented and a comprehensive and commented bibliography is included. 
1. lntroduction 
In many clinical trials occurrence of events during the treatment and under follow-up 
Observation are of primary interest. These events may be treatment success, but as weil 
critical events such as myocardial infarction, cancer diagnosis or death. For convenience 
we consider in the following death as the event of concern. 
Already PETO et al. (J 976) pointed out, that not only whether or not an event occurred 
to the patient should be analysed but, as well and even better one should study the time 
to such an event. With death as the interesting event, this means lhat the evaluation of a 
clinical trial should not be restricted to the estimation and statistical testing of death 
rates and survival rates but has to analyze the survival times directly. Avoiding tbe loss 
of infonnation when using rates for the cornparison of treatment groups should be worth 
the benefit to analyze survival times and the consequently higher power of the compari-
son procedure. 
However, survival data are not suitable for the application of standard statislical procedu-
res (as e.g. 1-tests) since they are usually not symmet:rically distributed and, which has to 
be taken very serious, they are often censored, which means tllat the endpoint could not 
be observed completely in each patient or investigational subject/object. Censoring hap-
pens preferably in clinical trials when the analysis is scheduled for some predefined 
timepoint and when at that time some of the patients are still alive or have been lost to 
follow-up at that time or even earlier during the trial. Another reason Jeading to censo-
red data is given when cause of death is not related to the disease. 
Traditional treatrnent comparison of survival cmves S1(t) and S2(t) is achieved via hypo-
thesis testing. The parameters of the test problem Ho : S1(t) = S2(t) against the alternati-
ve H 1 : S 1 (t) -:j:: S2(t) may be ratios of means or medians of survival times or ratios of 
lnfonnatik. Biometrie und Epidemiologie in Medizin und Biologie 2/l 997 
OELLRlCll et al., Sample Size Determination on Survival Time Data - A Review 65 
hazard rates or even more complicated functions of the survival time (BRESLOW 1975). 
Often proportional hazards (PH) have been assumed (see Cox 1972), especially in the 
planning stage, where efficient techniques of sample size determination are necessary to 
guarantec statistical power and where the PH assumption proved to be successfu l. 
For analysis purposes, test statistics as the log rank lest, Gehan's generalised Wilcoxon test 
among many others arised as appropriale test procedures (see e.g. TARONE and WARE, 1977, 
FLEMING et al., 1984, BELTANGADY and FRANKOWSKI, 1989). Because of comparable asym-
ptotic properties the choice of thc test statistic is actually less important for sample size 
considerations than the type of design and the censoring mechanism (CoLLETr 1994). 
The conduct of a survival time study is commonly divided into phases. First there is an 
entry or accrual period, during which patients enter the study. After the end of this 
accrual a continuation or follow-up period may follow. No further patients cnter the 
study during this period. Patients can be 'administratively censorcd' at the end of the 
follow-up period (if no event occurred until then) or they are censored by 'loss to fo l-
low-up' before the end of the study. 
The target design parameter (sample size, power, or trial duration) given the othe r design 
parameters are kept fixcd depends on a series of assumptions (see below), which make 
sample size calculations for survival trials raeher complicated. In this context, dislributio-
naJ assumptions on survival time, on accrual time, and on censoring determined partly 
by the follow-up time have to be considered carefully for all planning purposes. 
Becausc of the bi-phasic nature of the timely conduct of a trial, the cornputation of 
sarnple sizes for survival tri.als consists of two parts. At first the number of deaths requi-
red to detect a certain difference between two treatment groups is detennined and, sec-
ond, one has eo account for the fact that ehe paticnts usuaJJy do not enter ehe study at 
one time point and that not aJ1 paticnts will be followed to death (see below). 
Many meehods can now be found in the literaturc which deal with sample sizc determi-
nation for survival time data. Evcn in the classical situation of a two-group single-stage 
t:reatment comparison there is a larger number of published papers. But therc is also a 
considerable number of articles which deal with special situations such as the effects of 
non-compliance and of eure, assumed special distribulions and non-proportional hazards. 
Others deal with stratification by prognostic factors or covariates, multiple-stage designs. 
or thcy apply multiple comparison procedures. 
The outline of this review is organized as fo llows: 
In Section 2 the methods of revicw itself are dcscribed. ln Section 3. 1 we provide in 
chronological order thc most important papers on planning survival time trials. The main 
results are given in Sectioo 3.2 where all relevant papers for the sample size detcrmina-
tion in a hypothesis testing sec up are listed and classified according to the criteria 
choscn and detined earlier. In Section 3.3 we discuss papers deal ing with special designs 
as for example factorial or sequential designs. Review papers of the comparison of sam-
ple size procedures are discussed in Section 3.4. After the discussion in Section 4 we 
provide !inaJJy a comprehensive and as complete as possible list of commented referen-
ces which includes also some sample size and survival analysis textbooks and a few 
othcr relevant general papers on survival analysis. 
2. Methods of Review 
All papers were revicwed that we bccame aware of by cross-refercnce, on-line investiga-
tion via ClS and MEDLINE or just by our knowlcdge of the fie ld. 
Each article of the !ist of referenccs was read, assessed for its relevance for sample size 
detenninalion in survival time data and, if approved, it was classilied into one of eight 
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Table l: Definition of categories for classification 
Category Section Description of Content 
of paper 
A.I 3.1 1\vo treatment anns: sample size or power as target 
A.2 3. 1 lWo treatment anns: trial duration as target 
A.3 3.3 k-treatment (k > 2) design, two-stage, factorial, Cox modcl (incl. covariates) 
A.4 3.4 Comparison or review of sample size and power 
A.5 3.4 Textbooks on survival analysis, which include sample size 
estimation methods 
A.6 3.3 Special aspects: sarnple sizc adjustmcnl, historical controls, 
eure rate models, screening trials, paired data ecc. 
B.I 3.4 Sample size textbooks (general) including methods for survival 
studies 
B.2 3.4 Reviews on sample sizc and power (general) 
categorics (see Table 1). The A categories comprise all references which d irectly deal 
with one or more sample designs for survival time srudies. The B categories consisL of 
more general references on sample size methodology. where survivaJ may bc one topic 
among others. 
Three types of design for survival time studies are considered. They are visualised and 
compared with the common fixed-time design (type A) in Figure l. For each of the four 
design types uniformly accrued patients are assumed with the calendar times of thcir entry 
into the trial and their times on study. PatientS under observation until study termination 
are administratively right-censored. Patients not undcr observation until study termination 
are dead or lost to follow-up. Observed and censored survival times are displaycd. 
In the design of type A each patient is observed for the same time period. ln thc design 
of type B each patient is observed until cvent, that is, the study ends, when the last 
patient d ies or is lost to follow-up. In the design of type Call patients are observcd unti l 
the last patient is accrued, that is no follow-up pcriod of continued observation is incor-
porated. In the design of type D, which is today's common practice, the duration of a 
survival time trial consists of two distinct periods. First there is an entry or accrual 
period. After the end of accrual a continuation or follow-up period of a fixed length 
follows. No Furt.her patients enter the study during this period. 
In common Situations of sample size determination (assuming e.g. normal distribution for 
the variable of primary interest). type r error a, type II error ß, a clinically relevant treat-
ment difference and an estimation of variance fully detennine the sample size. For survival 
time studies mostly thc clinically relevant treatment difference is expressed as the ratio of 
two hazard rates and Lhe total sample size is calculated depending on the ratio of the num-
ber of deaths to bc observed and the expectcd proportion of deaths (see Figure 2). 
Note that the sample size as the target design parameter may be replaced by the statisti-
cal power of the analysis procedure given samplc size. This fact can be used in the 
planning stage to determine the sample size indirectly or as a post-hoc calculation with 
sample sizes and number of deaths given. The statistical power only depends on the 
number of deaths rather than the number of patients in total. 
As weil trial duration may serve as target design parameter. The combination of length 
of accrual and length of follow-up is now to be deterrnined in order to guarantee suffi-
cient statistical power. 
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Figure 1: Exemplary patient paths in design types A (fixed-time duration), B (maximum duration), 
C (accrual only), and D (accrual and follow-up) for trials on survival time data with calendar Limes 
(left) and Limes on srudy displayed (right) assuming uniform accrual (dashed line = end of accrual, 
solid Lines = begin of study and study termination (administrative censoring)) 
lnfonnaiik, Biometrie und Epidemiologie in Medizin und Biologie 2/1997 
68 ÜELLRICH e1 al., Sample Size Determination on Survival Time Data - A Review 
significance level survival distribution 
power accrual distribution 






under alternative randomization 
Iength of follow-up 
number of deaths expected proportion 
to be observed of deaths 
total sample sit.e 
Figure 2: Design parameters implied in survival trials 
To simplify the design and to achieve highest power it is optimal to use 1 : 1 randomisa-
tion of patients in clinical trials. In trials with a survival time endpoint the number of 
events is of main interest which is usuaJly not equal to the number of patients. FREED-
~1AN (1982) show<; that the power of the log rank test is independent of the sample size 
given that the numbcr of events is kept fixed. Therefore more power may be achieved 
for equaJ allocation of the number of events than for the equal allocation of sample 
sizes. HSIEH ( 1992) rccommends thal in unbalanced designs one should try to choose 
patient allocalion in a way to balance the numbcr of evems between the two treatment 
arms and to creatc an equal event design which can bc achieved using a samplc size 
ratio k with k = ( 1 - p2)/( l - p 1) where p; dcscribc the survivaJ rate in group i = 1,2 
in a fixed sample size design. 
Several charactcristics of the references were rccorded and kept in a SAS database. 
Those were: target design parameter, technical form, accuracy of the method, type of 
design, assumption on survival distribution, assumption on accruaJ distribution, assump-
tion on censoring distribution, number of treatment groups, restriction to equal propor-
tions of paticnts per trealment group, kind of test statistic, one-sided versus two-sided 
testing, number of Stages of analysis, incorporation of prognostic factors as covariates, 
availability of softwarc, and use of Simulation techniques. 
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Table 2: Frequencics of relevant papers by categories of Table 1 
Category A.I A.2 A.3 A.4 A.5 A.6 B.I B.2 Total 
Frcquency 19 8 23 13 4 25 7 6 105 
3. Review of the Literature on Sample Size Calculation 
105 articlcs (and books), published between 1967 and 1996, were decided to be relevant 
for samplc size dctermination on survival time data. Frequcncics accord ing the catego-
ries of Tablc 1 arc givcn in Table 2. 
Papers treating equ ivalence tcs ting, Bayesian methods or epidemiological topics are not 
included. We excludcd also the paper by GAIL (1985) on sample size calculations based 
on the logistic regression model because of its restrictive assumptions. 
3.1 Historical Development 
In the following we review the most important references as they appeared chronologi-
cally in statistical literature since the early seventies. References to commercial software 
are included in brackets if these were available for review (cp. ÜRTSEtFEN et al., 1997). 
3.1.1 Exponential distribution assumption 
Early papers on planning the duration and the sample size of survival time trials were 
based on the assumption of exponential survival distributions and they considered at first 
only two equally sized trcatmenl groups. 
PASTERNACK and GtLBERT (1971) present an algorithm and tables for estimating thc 
minirnurn trial duration when a statistically significant increase in median survival time 
in one group ovcr the other has to be detected at a predetermined degree of confidence. 
For thc determination of the trial duration they first dcrive the number of fai lures requi-
red. T hen, in a sccond step, they convert this estimate into 'person-years' o.f fo llow-up 
and fi nally they projcct it to the required study length. S ince thcy aim to mi nimisc the 
trial duration, thcy work under design type C (full accrual unti l administrative censor-
ing). Patient accrual is modelled by uniformly distributed ti mes of patient entry into the 
trial. 
GEORGE and Desu ( 1974) expand the ideas of PASTERNACK and GILBERT allowing pa-
tient entry to follow a Poisson process. They determine the sample size and the duration 
of a trial allowing for a follow-up period. They show that in this special Situation an 
optimal length of trial is obtained when there is no follow-up. The sample size is dcriv-
ed from the exact distribution of the likelibood ratio test statistic and it is compared with 
two normal approximations resulting in slightly smaller sample sizes than those derived 
by PASTERNACK and G!LBERT [Software: PLANUNG, STPLAN]. 
BERNSTEIN and LAGAKOS ( 1978) present a FORTRAN subroutine for the sample size or 
power calculation of a survival time study. Their method is based on that of GEORGE 
and DESU, allowing for a post-accrual follow-up period, censored observations, stratifica-
tion into risk groups, and an unequal allocation scheme (design type D: accrual and 
follow-up with administrative censoring) [Software: PLANUNG]. 
In his rcview of sample size methods LACH IN ( 1981) uses the local power funccion of 
the Wald test for equality of exponentially distributed survivor functions. Based on ear-
lier work of GROSS and CLARK (1975) calculations for the case of uniform patient entry 
followed by a follow-up period of fixed length are presented. 
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LUSTBADER and LtTWIN (1981) point out the power advantages of a design incorporating 
a follow-up period. They present a sample size formula based on a normal approxima-
tion of the time on study, with the aim of minimising total trial duration. 
RUBINSTEIN at al. (1981) expand the methods of PASTERNACK and GILBERT and of GEOR-
GE and DESU to tbe design type D (accrual and follow-up with administrative censoring) 
for the case of exponential survival, patient entry according to a Poisson process, and 
exponentially distributed losses to follow-up [Software: NQUERY]. They determine the 
duration of accrual for a fixed duration of follow-up using computer simulations that 
show that under ce1tain rest:rictions the log rank test yields the accu rate power. lt is also 
demonstrated that the desired power is approximately reached when the survival distribu-
tion is Weibull rather than exponential. 
SCHOENFELD and RICHTER (1982) give nomograms for the sample size under the assump-
tions of design type D with exponential survival, uniform accrual and unifom1 censoring 
distribution [Software: Ex-SAMPLE, POWER]. 
MORGAN (1985) concentrates on the trial duration providing methods of determirting 
appropriate combinations of the accrual and follow-up time span under the assumption 
of a constant accrual rate. Depending on the ratio of the cost of accruing patients to the 
cost of patient's follow-up he presents the unique cost effective choice of accrual and 
follow-up period of the many possible choices providing the same expected number of 
deaths and therefore the same level of significance and power. 
LACHlN and FOULKES (1986) expand the equation relating sample size and power of the test 
for equal hazard rates presented by LACHIN ( 198 1 ). They allow for non uniform patient entry, 
using e.g. a truncated exponential distribution, and exponentially distributed losses of fol-
low-up. They also derive a fonnula for the adjustment of the sample size if non-compliance 
occurs or ifa stratified analysis is performed [Software: PASS, SOLO-POWER, NSuRv]. 
The c1iterion of GROSS et al. (1987) is the expected cost of a clinical trial. Their aim is 
to find the optimal duration of a trial with uniform accrual and exponentially distributed 
losses to follow-up on the basis of minimising the expected costs. In their model the 
investigator has to specify a linear cost function as input for the minimisation procedure 
for lhe accrual and follow-up period length. 
Direct use of simulation techniques to determine sample size is demonstrated by Y ATE-
MAN and SKENE ( 1993). 
3.1.2 Proportional hazards assumption 
SCHOENFELD (J 98 l) provides the theoretical basis fo r modelling complex studies. He 
exarnines the asymptotic properties of TARONE and WARE's ( 1977) statistics under Leh-
mann alternatives with an application for the log rank test. That design with proportional 
hazards survival allows unequally sized treatment groups [Software: SSIZE]. Note, Leh-
mann alternatives are of the form F2 = F~ , k > l. 
A number of sample size tables for the log rank test are presented by FREEDMAN (1982). 
Under the assumption of a constant hazard ratio throughout the study, equal censoring in 
both groups, and srnall differences in the ratio of patients at risk, he rederives Lachin's 
method based on the asymptotic expectation and variance of the log rank statistic. Mon-
te Carlo simulations ve1ify the resulting formu la. The sample size calculation is based 
on the survival probabilities at a fixed time after the last patient entered the study. He 
rnakes the crucial assumption that all patients are followed the same length of time and 
that the number of patients required is independent of the accrual rates. Therefore this 
approach permits an arbitrary accrual distributioo. Wheo the accrual period is equal to 
the follow-up period or longer Freedman recommends to use the survival probabilities at 
the median length of follow-up. To account for loss to follow-up a simple correction 
formu la is given [Software: NQUERY, SSIZE]. 
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STEIN ( 1986) commenlS the method of Freedman and poinlS out thal Lhe n umber of 
evenLs required is only slighlly !arger than that of George and Desu's method, bul thal 
the number of paticnts required can be noticeably !arger. 
MoRGAN ( 1987) develops nonparametric maximum Likelihood estimates of duration of 
accrual and of the total lrial duratioo (accrual and follow-up) under lhe proportional 
hazards model and a constant accrual rate. Estimates of the total trial duration and its 
asymptotic distribution are derived as functions of the accrual duration. 
YATEMAN and SKENE ( 1992) approximate the survival distribution and loss of follow-up 
distribulions by piecewise exponentials, and they approximatc paticnt entry by a piece-
wise linear distribution, still assuming constanc ratios of hazard functions ovc.r time. ln 
that way, thcy oblain a flexible approach at reduced computational costs. 
3.1.3 Nonproportional hazards / no survival distribution specified 
Wu et al. ( 1980) usc stcpwise exponential functions for modelling event and drop-out 
rates via a discrete approximation of a waiting-time process. Thcrefore, their samplc size 
method allows for lime-dependent hazard rates. 
SCHUMACHER ( 1981) introduces a distribution-free procedure based on the McNemar test 
for power calculation in the presence of censoring (design type D), using pairwise prefe-
rences wiLl1 every two consecutive patients forming a pair. He compares his approach 
with the paramelric exponential model of BERNSTEIN and LAGAKOS (1978). 
LAKATOS (1986) introduces a Markov chain model to decermine the sample size for 
design type A (usual fixed-time endpoiot desigo) under time-dependent rates of losses 
and non-compliance. The method cao be adjusted to accommodate to a widc range of 
assumptions, either parametric, or nooparametric. Lag in the effectiveness of treatment is 
also considered. 
The emphasis of the paper of LAKATOS (1988) is to make sample size calculations for 
the log rank lest more sensitive for compLicated situations. Under design type D treat-
mcnt and conlrol group are modelled separately by a nonstationary Markov process to 
allow for timc-dependent rates of losses of follow-up, non-compliance, staggcred entry, 
and stratification. Some hints cooceming the planning of the trial duration are also 
given. 
SHIH ( 1995) describes a SAS macro called SIZE which uses thc method of LAKA TOS 
( 1988), allowing additionally for unequal aJlocation between the two experimental 
groups, heterogeneity in the treatment effects, and computation of thc trial duration ba-
sed on the sample size and power. 
HALPERN and BROWN ( l 987b) present a computer program that allows an interactivc 
detenninacion of the lengili of accrual and follow-up period. 1t is designed for use 
with either the generalised Wilcoxon test or the log rank test. After specification of 
the assumcd survival curves, estimates of the power are given using Monte Carlo 
simulations. 
Conceming unbalanced designs HSCEH (1987) proposes a simple method which multi-
plies the total number of events estimated from a balaneed design by a factor to obtain 
the total number of events required for an unbalanced design. 
In the paper of GAIL (l 994) factors intluencing the sample size are dcscribed. Gene-
ral formulae for sample size calculations are given based on the log rank statistic 
and for point-wise comparisons of two Kaplan-Meier curves. The impact of various 
factors, as for example factors that dilute the treatment effect, factors that alter the 
degree of censoring, and the choice of the test statistic, is illustrated by numcrical 
examplcs. 
The refcrcnccs described above and some more specialised papers mcntioned below are 
displaycd in Figure 3. Those are mjlestones in the development of appropriate methods 
for samplc size determination in survival time trials. 





























Kimffsiatis ( 1990) 
Sposto/Kra i lo ( 1987) 
Pcterson/George (1993) 
Pasternack/Gilbert (197 1) 
Bernstein/Lagakos ( 1978) 
Morgan (1985) 
Sposto/Sather (!985) 
Yateman/Skcne ( J 992) 
Ahnn/ Anderson ( l 995) 
Case et a l. ( 1987) 
Palta/Amini (1985) 
Lakatos ( 1986, 1988) 
Figure 3: Chronological dependency of methods for sample size determination on survival time data 
Makuch/Simon ( 1982) 
Taulbee/Symons ( 1983) 
Lachin/Foulkes (1986) 
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We should mention that there had been earlier papers which cleared up the problems as 
e.g. with respect to loss of follow-up or non-compliance e.g. SCHORK and REMINGTON 
( 1967) and HALPERIN et al. ( 1968). These papers have been fundamental for the develop-
ment of the meehods of LACHIN ( 1981 ), Wu et al. ( 1980), and LAKATOS (1986, 1988). 
By the years of publication it is seen ehat the development of sample size methods 
specialised on survival time data became intensive in ehe l 980's. but that it is still an 
ongoing field of research and publication. 
3.2 Characteristics of References 
Table 3 refers to articles of categories A.l and A.2 on thc comparison of two treatmcnt 
arms with san1ple size and power and/or duration of accrual period and follow-up as 
targets. Some milestone papers from ehe oeher categorics are also included. For ehe ma-
jority of the references short reviews and comments on special aspects have been givcn 
already in Section 3.1. 
Table 3 is organizecl into category, author(s), year of publication, main target parameter, 
technical form of presentation, type of design, clistributional assumptions on survival, 
accrual, and follow-up/censoring, balance between groups (equal/unequal), availability 
of software directly from the authors. 
Hypotheses of underlying tcsts are mostly expressecl by cquality of bazard rates, mcan 
or median survival times, which are interchangeablc under the assumption of proportio-
nal hazards. Fonnulae for two-sided hypoeheses can casily be modified to onc-sidcd 
hypoeheses and vice versa. Nearly all methods are approximations to exact solutions due 
to the use of asymptotic distributions. 
The following comments are in order to explain more of the distributional assump-
tions: 
Accrual distribution: lf it is assumed that patients enter the trial according to a Poisson 
process with a uniform rate a per time interval, then the total number n = nc + ne enter-
cd on ehe trial after T intcrvals will be distributcd as a Poisson variable with mean aT. 
Given that n patients cntcrcd according to a Poisson process, the entry times will be iid 
uniformiy dist:ributed ovcr the interval [0, T]. So, if the sample size is fixed we can 
assume uniform accrual, but whcn we assume ehat t:he sample size is random wc assumc 
t:J1at the accrual follows a Poisson process with constant rate. 1n Table 3 a uniform accru-
al is taken as a synonym for both situations. 
Follow-up distribution: This describes tl1e distribution of time to loss to follow-up of a 
patient. 
Censoring distribution: An importanl assumption is that the survival times are indcpen-
dent of any censoring mechanism. Usually it is assumed ehal censoring is only due to 
random entry t:imes and random time to the end of thc follow-up. If it is assumed that 
accruaJ during [0, A] follows a Poisson process with constant rate and if censoring 
rcsults on ly from being alive al the end of the study, thcn the censoring times are uni-
formly distributecl over fT-A, T]. 
SCHOENFELD ( 198 1) showcd thal the log ranktest is not ful ly cfficient for exponential 
survival distributions if the ccnsoring mechanism is different in the control and the ex-
perimental group. 
Another source for loss of ef!iciency is noncompliance. One has to distinguish betwcen 
drop-outs, which describe patients in the experimental group thal will be noncompliant 
and will therefore have ehe same hazard as the control group. and drop-ins, which de-
scribe patients in the control group that will cross over to the experimental treatment 
and will bave the same hazard as the experimental group. 
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Year Author(s) Target Techn. De-
panu; 1eter form sign* 
1967 Schork/Remington sample size formula A 
1968 Hai perin et al. sample size formula A 
1971 Pastemack/Gilben duration algorithm c 
1972 Pastemack sample size formula c 
1973 Nam sample size formula A 
1974 George/Desu s.s. + dur. formula C,D 
1978 Bemstein/Lagakos s.s. + pow. formu la D 
1980 Wu et al. sample size algorithm A 
1981 Lachi11 sample size formula A-D 
1981 Lustbader/Litwin duratfon formula D 
1981 Rubinstein er al. duration algorithm D 
1981 Schoenfeld sample size formula A,C 
1981 Schumacher power fonnula D 
1982 Freedman sample size tablc A, D 
1982 Schoenfeld/ Richter sample size nomogram D 
1985 Morgan duration fonnula D 
1986 Lachin/Foulkes sample size formula D 
1986 Lakatos sample size algorithm A 
1987 Gross et al. duration fonnula D 
1987 Halpem/Brown (b) dur. + pow. algorithm D 
1987 Hsieh sample size fonnula A-D 
1987 Morgan duration fonnula D 
1988 Lakatos sample sizc algoriLhm D 
1991 Frick sample size fonnula B-D 
1992 Lui sample size fommla A-D 
1992 Yateman sarnple size formula D 
1992 Yateman/Skene sample size fonnula D 
1993 Yatema11/Skene power table D 
1994 Gail sample size fonnula D 
1994 Zhen/Murphy s.s. + pow. fommla A-0 
1995 Brown et al. sample size algorithm c 
* For type of design see Figure 1 
**Bai. = Balance (Restriction LO equally sized treatmem groups): yes/no 
Survival Accrual Follow-up Bai.** Soft-
dislributio11 distribution distribution ware 
11one 11one none yes no 
exponential none none yes no 
exponenrial uniform exponential yes no 
exponential uniform exponential yes no 
normal (log) no11e none no no 
exponential uniform exponential yes 110 
exponential uniform none 110 yes 
piecew. exp. none piecew. exp. 00 yes 
exponential uniform none 00 no 
exponential uniform none yes no 
exponential uniform exponential yes no 
prop. haz. 11one none no no 
none any none yes no 
prop. haz. a11y none no no 
exponential uniform uniform yes no 
exponential uniform unifom1 yes no 
exponemial any any 110 yes 
none any none yes yes 
exponential uniform exponential yes yes 
any uniform none yes yes 
any any any 00 00 
prop. haz. uniform none 00 yes 
nonprop. hz. any any yes yes 
exponential uniform exponential no 00 
exponential unifonn none yes yes 
piecew. exp. piecew. lin. piecew. exp. 110 yes 
piecew. exp. piecew. lin. piecew. exp. 110 yes 
exponential unifonn exponential yes no 
any any any yes no 
exponenlial uniform none yes no 
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3.3 Work regarding Other Designs and Special Aspects of the Design 
of Survival Studies 
3.3.1 Other Designs 
k Treatment Comparisons 
MAKUCH and SIMON (1982) generalise the approach of GEORGE and DESU lO the k-sam-
ple problem. They compute the required number of failures for a given power and over-
all di fference belween mean failure times of k treatment groups in the form of an 
ANOYA type test. For mu ltiple comparisons Fisher's LSD approach is used. Exponential 
distribution and no censoring are assumed. 
AHNN and ANDERSON (1995) provide a direct generalisation of this taking censoring into 
account by using an extension of SCHOENFELD 's ( 1981 ) method. Ic is shown by simulations 
that at least for k = 3 this approach gives acceptable accuracy. Also scracification has been 
investigated for the k-sample problem according to the method of PALTA and AMINI (1985). 
CHEN and SrMON (1994a, l 994b) present an extension of one-sided tcsts to the situation 
of mu ltiple comparisons for normally distributcd dala. An extension lo exponentially 
distributed data and censoring rcsulls in large samplc approximation accord ing lo RUBIN-
STEIN el al. (1981 ). 
L1u and DAHLBERG (1995) also follow the basic approach of MAKUCll and S1MON, buc 
lhey develop lheir sample size formulae by direct use of the log rank test and the pro-
portional hazards model. Via simulation a close agreement of their method with that of 
MAKUCl-I and SIMON for exponentially distributed data is shown and a SAS program for 
the situation of four treatment groups is given. 
Methods for Factorial Designs 
BERNSTEIN and LAGAKOS (1978) provide a FORTRAN subroutine for the sample sizc 
determination in stratified trials comparing two treatments. Uniform accruaJ, a fixed fol-
low-up period and exponentiaJly distributed survival times are assumed. 
PETERSON and GEORGE ( 1993) provide a method whcn testing for interactions, which is 
a direcl extension of that given by MAKUCH and SIMON ( 1982) and GEORGE and DESu 
(1974). For the calculation of the required duration of the study they use the results of 
RUBJNSTEIN et aJ .. A simu lation sludy shows that their method has valid power for the 
score test of an interaction effecl if the proportional hazards assumption is appropriate. 
XIANG et al. ( 1994) describe the theorctical relationship bet ween the power of lhe test and 
the samplc size for testing interaction in a 2 x k situation assuming a proportional bazards 
model. Thc usefulness of their method depends on ehe method used eo cstimate the Joga-
rithms of the relative failure rates and their varianccs. A simulation study compares the 
Mantel-Hacnszcl (MH), observcd/expected, and maximum likel ihood cstimation (MLE) 
methods, and shows that both thc MH and the MLE bchave "reasonably" weil. 
NATARAJAN et al. (1996) prescnl power calcu lations for a factorial clinicaJ criaJ with 
survival time oulcomes using the MAKUCH and SIMON ( 1982) test statistic. By Monte 
Carlo simulation they obtain type 1 and type Il en-or probabilities. Fisher's LSD method 
is used to adjust for multiple comparisons. A computer program for interactive use is 
also described. 
Covariates 
TAULBEE and SYMONS (1983) use the method of GEORGE and DESU ( 1974), extend il to 
account for censoring, and generalise it to the situation when a single concomitant varia-
ble is present. Grouping by dose levels is an explicite exarnple. 
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ScHOENFELD (1983) shows that the formula for the sample size for the comparison of 
two groups under the cxponential distribution assumption is also valid when the Cox 
proportional hazards regression model is used to adjusc for covariates. The resulting 
formula for thc sample size is the same as thaL used when two homogeneous patient 
groups are comparcd (SCHOENFELD, 1981), but the power changes. The usc of covariates 
can substantially incrcase the power of the test when the proportional hazards assump-
tion holds. 
Another approach to account for stratification and covariates is described by PALTA and 
AMlNJ ( 1985) who cxtcnd the method of ScHOENFELD to the case of m > 1 strata or to 
the inclusion of a single covariate. 
The impact of omitting a covariate is analysed by MORGAN and ELASHOFF ( 1986). The 
authors demonstratc that not adjusting for covariaccs results in decreased precision the 
more observations are censored. 
Lu1 ( 1992) assumcs an exponential model with a binary covariate in the situation of two 
treatment comparison and he comes up with asymptotic results. 
ZHEN and MURPHY (1994) present sample size formulae for detecting the effect of an 
unrestricted covariate on survival time. 
Sequential Designs 
NAGELKERKE et al. ( 1981) present forrnulae for the distribution of the sample size and 
approximate the expected number of failures in a sequential survival trial. They assume 
proportional hazards assumption, 1: 1 randonlization and accrual according to a Poisson 
process. Their scquential schemes are Wald's sequcntial probabi lity ratio test (SPRT) and 
Anderson's modificd SPRT. 
A two-stage group sequential design to minimise the expected sample size (ESS) is 
given by CASE et al. ( 1987). Based on SCHOENFELD's formula ESS is detennined by 
iteration. 
LAN and LACHll\ ( 1990) investigate a group sequential log rank test procedurc in a 
maximum duracion trial (Type B). 
KIM and TSIATIS ( 1990) also propose a design procedure for a maximum duration trial 
based on the work of RuBrNSTEIN et al. ( 1981 ). 
Under the assumption of cxponential survival time and uniform patient entry during 
accrual KrM (1992) proposes a design for a maximum inforrnation trial based on the 
"use function approach" for determining the sllldy duration or for calcu lating the power 
in a group scqucntial trial with censored survival dara. Unequal patient allocation and 
adjustment for stratificd randomisation is allowed. In a second paper KlM ( 1995) provi-
des two FORTRAN programs for planning sequential survival trials. The program 
SEQPWR computes rhe attainable power of group sequential log rank tests in a maxi-
mum duralion trial (K1M and TSIATIS, 1990) whcrcas the program SEQOPR computes 
the operating characteristics of group sequential log rank tests in a maximum informa-
tion lrial. In both programs the user can choose between live different type 1 error spending 
functions. 
HALPERN and BROWN ( 1993) extend their program in HALPERN and BROWN ( 1987b) ro a 
sequential approach. A simulation program, written in C, allows for group sequcntial 
testing. 
Selection Designs 
SCHAID et al. ( 1990) propose a two-stage screening dcsign for survival data which enab-
les the search of new treatments better than a Standard and permits early termination of 
those treatments which do not show a minimum prespecified improvement. Their ap-
proach assumes that the patient population of interest remains the same for the two 
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stages of the study. The design minimizes the expected number of patients under the 
null hypothesis of no effect of the new treatrnents. 
L1u at al. (1993) present a selection design using Cox's proportional hazards model in 
order to identify in a screening study a best treatment for later application in a compara-
tive study. They provide an iterative solution for the sample size needed to achieve a 
specified correct selection probability. Their design may be used when the patient popu-
lation in the comparative study differs from that used in the screening study. 
3.3.2 Special Aspects 
Study Continuation (Conditional Power Calculation) 
ANDERSEN (1987) investigates the problem of re-examination of the original sample size 
calcuJations in an ongoing study. Conditional power calculations are used to support the 
decision whether a clinical trial comparing two exponential survival distributions should 
be extended beyond its planned termination or not. 
ÜEBSKI et al. (1987) examine by use of Monte Carlo Simulations whether a trial been in 
progress for some time may be stopped, based on a re-examination of the distributional 
assumptions. 
CANTOR (1991) describes a computer prograrn that estimates through simulations the 
power of linear rank tests for censored data, which is an extension of the program de-
scribed in HALPERN and BROWN (1987a). lt can also be used to compute the conditional 
power, given an existing set of survival data. 
HENDERSON et al. (1991) describe a sirnulation program, which is again a modification 
of that by HALPERN and BROWN (1987b), to calculate the conditional power of the log 
rank and generalized Wilcoxon test, given an existing set of survival data. A modi:fied 
Kolmogorov-Smimov test (FLEMING et al., 1980) is also considered. 
Historical Controls 
DrxoN and SIMON (1988) provide formulae and tables to determine the required sample 
size for the comparison of exponentially distributed survival times, when a control group 
is already available and probably under continuing folJow-up. They use results from 
RuBINSTEIN at al. (1981) and ANDERSEN (1987). 
Independently, EMRICH (1989) obtains similar results using the same assumptions follow-
ing also the results of RuBINSTEIN at al. (1981). 
CANTOR ( 1996) performs power calculations if historical data are available for the con-
trol. He follows the work of SCHOENFELD (1983) and uses the Kaplan-Meier estirnate of 
the historical survival distribution. 
Subset Randomization 
ScHOrnFELD and GELBER (1979) show how the sample size must be increased and how 
the randomization should be weighted to obtain the best power if institutions randomize 
patients into d ifferent subsets of the treatment arms of a clinical trial. 
Sample Size Adjustment 
TAVAR~ at al. (1995) consider situations where a classification variable is required. They 
present simple sample size and parameter estimate adjustment formulae for a misspeci-
fied binary valued explanatory variable using the estimate of the kappa statistic. 
Paired Data 
WJLTSE at al. (1980) compare the power of the paired-t, the sign and the signed rank 
tests for location alternatives when the uncensored observations are correlated and have 
marginal exponential distributions. They also investigate the empuical power of the tests. 
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Cure Rate Models 
GoLDMAN (1984) diseusses exponential models with a "eure rate" using Monte Carlo 
methods. 
SPOSTO and SATHER (1985) expand the method of RuBLNSTEfN et al. (1981) for detennin-
ing the length of aeernal by replaeing tbe pure exponential model by a eure rate model 
for exponential survival times. 
HALPERN and BROWN (1987a) use the program presented in HALPERN and BROWN 
(1987b) to eompare the power of the log rank and generalised Wileoxon test in the 
situation of eure rate models. 
CANTOR (1992) uses Gompertz survival funetions for modelling eure rates. He gives a 
program whieh eould be used for this purpose in CANTOR (199L). 
MisceUenea 
SPOSTO and KRArLO (1987) investigate the effect of unequal patient allocation on the 
power of the log rank test. They eonclude that imbalances do not effect the power too 
mueh as long as the inferior treatmeot is given to a smaller proportion of patients. 
AKAZAWA et al. (1991) present a SAS/IML simulation program for evaluating the power 
of specific propo1tional hazards regression models. 
Exemplary data is used to detennine sample size by GOLDMAN and HrLLMAN ( 1992). 
Methods for planning the duration of a clinical trial when reewTent events oceur are 
deseribed by CooK (1995), modifying the method of RUBINSTELN et al. 
There are a few olher papers dealing with special aspects as e.g. screening for ehronic dis-
ease (STRAATMAN and VERBEEK, 1990) orresponse smfaee methods (GoooLOw at al., 1987). 
3.4 Comparisons of Sample Size Formulae - Review Papers 
3.4.1 Comparisons or Reviews of Sample Si7..e and Power 
BENEDETTL et al. (1982) analyse Lhe influence of censored observations to the power of 
the log rank test and the generalised Wilcoxon test. The authors demonstrate that eenso-
red observations may inerease effieiency eompared to uneensored data. 
MOUSSA (1988) eompares the methods of BERNSTEIN and LAGAKOS (1978), GEORGE and 
DESU (1974), PASTERNACK and GILBERT (197 1), FREEDMAN (1982), ScHOENFELD (1981, 
1983), and FLErss (1981, for proportions) and analyses their dependenee on the number 
of risk groups (strata). FLEiss' method on eveot rates at the end of study is included in 
order to eompare those fommlae with an event-rate design which does not consider the 
infonnation about time-to-event. MouSSA (l 990) eompares approaehes fo r Lhe adjust-
ment of the sample size of elinical trials in the ease of noneompliance. Adjustrnents 
based on proportions (LACH IN (1981 ), ScHORK and REMINGTON ( 1967), HALPERIN et al. 
(1968), Wu et al. (1980)) are compared with adjustment based on the survival distribu-
tion (LACHIN and FOULKES (1986)). 
HsTEH (1987) uses Monte Carlo simulations for comparing the power of the log rank tesl 
in FREEDMAN's ( 1982), SCHOENFELD's ( 198 1) and his own method for exponentially dis-
tributed survival times and unequal al location. 
HSLEH (1992) eompares in more deta il the formulae of SCHOENFELD (1981), FREEDMAN 
(1982) and HS!EH (1987), and additionally tbe method of SHUSTER (1990), for unbalan-
eed designs by use of Monte Carlo simulations. Exponential and lognonnal survival 
distributions are eonsidered. 
BELTANGADY and FRANKOWSKI (1989) use a simulation study to examine the effeet of 
random unequal censoring on the size and the power of the two-sarnple log rank and the 
Wilcoxon type tests for exponentially distributed survival times. 
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In Lhc paper of LAKATOS and LAN (1992) the methods of RUBINSTEIN et al. ( 198 1 ), 
FREEDMAN ( 1982) and the Markov method of LAKATOS ( 1988) are compared under 
the assumption of exponential survival distribution and general distributions. They 
suggest that Lhc simple fonnulae of RUBCNSTEIN et al. ( 198 1) and FREEDMAN ( 1982) 
can not be accurate in the case of non-proportional hazards. Simulation resu lts for 
exponential survival, proportional hazards and non-proportional hazards situations are 
presented. 
BONACINA et al. ( 1993) describe and compare the methods of FREEDMAN ( 1982), Wu et 
al. ( 1980), LACJJIN and FOULKES (1986), and LAKATOS ( 1988) by Simulations reaching to 
the conclusion thal thc method of L AKATOS is the most flexib le onc. 
3.4.2 Textbooks on survival analysis, incl. sample size estimalion 
GRoss and Ct.ARK ( 1975) derive a fonnula for the number of deaths requircd eo compa-
re in the two-sample survival case for exponential, Weibull, Rayleigh, and Gamma dis-
tribULed survival times. In addition, sample size estimates are provided when the popula-
tion size is known and a description of Nam's procedure (NAM, 1973) on al location is 
given. 
COLLETT ( 1994) presents the melhod and formula (incl. its mathcmatical deduction) ac-
cording to GEORGE and Desu (1974) and followers. A short comparison with FREED-
MAN's ( 1982) method results in recommendatioo of the fonnula of GEORGE and DESU. A 
reference to LAKATOS (1988) is made. 
MARUBINI and V ALSECCHI ( 1995) follow in their book the approach of FREEOMAN 
( 1982). Thcy give the mathematical background and tables. 
PARMAR and MACHIN (1995) also report the formula of FREEO.MAN for the proportional 
hazards assumption. Thcy include short comments on balancing accrual and follow-up, 
uncqual allocation and loss to follow-up. A short paragraph is referring to the cxponen-
tial distribution assumption w ith the formula of GEORGE and DESU. They recommend 
usc of the formula of FREEDMAN. 
3.4.3 Sample size textbooks for clinical trials 
M ACH IN and CAMPBELL ( 1987) published a book with tables for thc design of clinical 
Lrials. For the propo1tional hazards assumption they included in Section 9 the formula of 
FREEDMAN ( 1982), and for the exponential distribution assumption in Section 10 the 
formula of GEORGE and DESU (1974). 
Samplc size methodology for comparing survival distributions is also cxplained in the 
tcxtbooks of SCHWARTl et al. (1980), DESU and RAGHAVARAO ( 1990), SllUSTER (1990), 
BOCK and TOUTENBURG (1991) and SHUSTER (1993). 
An overview of sample size methods for planning survival time trials is givcn by BOCK 
( 1996 lO appear). He compares the methods of GEORGE and DESU, BERNSTEIN and LAGA-
KOS, SCl!OENFELD, RUBINSTEIN et al„ FREEDMAN, LACHIN and FOULKES, and LAKATOS, 
explains thc composition of the formulae. presents examplcs and provides SAS pro-
grams 10 compute the total sample size according to the different methods. 
3.4.4 Reviews on sample size and power 
Power simulations have been used to compare performance and efficiency of test statis-
tics. For early papers sec GEHAN and THOMAS (1969), LEE et al. (1975), LININGER et al. 
( 1979), and LATTA ( 1981 ). 
LACHIN ( 1981) published a review of methods for sample size detcrmination and power 
analysis. He dcaJs with t-tests. tests for proportions, survival analysis, and tcsts for corre-
lation. The methods presented for survival aoalysis work under thc assumption of expo-
nential survival and are discussed with special regard to the problems of limitcd recruil-
mcnt ancl censoring. 
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Another review on sample size estimation in clinical tri als is given by DONNER (1984 ). 
He restricts bis attention to designs of studies which compare two treatment groups, 
both with respect to the frequency of events and the time-to-event. Patient drop-out, 
length of time required to achieve maximum benefit of treatment, and patient accrua] by 
cohorts is discussed. 
McHUGH and LE (1984) present sample size determination based upon a confidence 
estimation approach rather than a significance testing approach. They include a section 
on censored survival data. 
DUPONT and PLUMMER (J 990) present a review on power and sample size calculations 
introducing a computer program (POWER). Tbeir reference is SCHOENFELD and RICHTER 
(1982) for the exponential distribution assumption. 
FAYERS and MACHJN (1995) give a more general discussion about sample size estimation 
in cancer research. They point out the need for sample size calculation. 
4 Discussion 
We have found a large number of papers for the design of survival time trials. They 
range from single and easy to use approximation formulae to very special and detailed 
algorithms accounting for problems such as loss to follow-up , non-compliance, lag 
times, drop-in, eure rates, and recurrent events. 
We investigated more than one hundred papers on sample size determination in survival 
time trials. All were characterised and categorised. 
Of course, this review may lack a few aspects. So, e.g. we clid not investigate Bayesian 
methods, neither epiderniological problems nor equivalence trials. See e.g. ROEBRUCK et 
al. (1997) for sample size determination for equivalence trials. 
Nevertheless, we are convinced, that the most important papers dealing with methods of 
sample size determination for surviva1 time data have been included in th is review and 
that the interested reader should find appropriate solutions based on this review at least 
when he goes into the specifi.c literature. 
Some of the papers include source codes or algorithms for computer programming, or 
prograrns are available by the authors upon request. There are some public domain or 
commercial software packages allowing for sample size to be calculated i.n survival time 
trial design. For a review on software for sample size determination see ÜRTSErFEN et al. 
(1997). 
There is an ongoing development of methods in survival time trial design and speciali-
sed trial designs proposals are published. Although, some papers are compariug the 
methods, from our experience we conclude a strong need of detailed comparisons of 
methods in order to give well founded recommendations of formulae and algori thms for 
sample size determination in survival time tJ.ial design. 
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Sample size estimation 
for nonparametric tests 
Wilhelm Sauermann 
Summary 
This paper gives an overview about the different approaches used to calculate the power 
cind necessary sa111p/e size of rank tests. The classical asymptotic theory and its refine-
ments are explained. Furthermore the bootstrap as a very general method to estirnate 
the power of a test is presented. The relevant literature is described. 
Keywords 
11011parametric, sample si;:.e, powe1; rank test, bootstrap 
Zusammenfassung 
In dieser Arbeit wird ein Überblick über die verschiedenen Ansätze zur Berechl//111g der 
Macht und des be11örigte11 S1ichprobem111~fangs von Rangrests gegeben. Es wird die klas-
sische asymptotische Theorie sowie ihre Ve1fei11enmge11 erklärt. Weiterhin wird das 
Bootstrap-Ve1fahren als sehr allgemeine Methode zur Schätzung der Macht eines Tests 
vorgestellt. Es wird eine Beschreibung der relevanten Literatur gegeben. 
Schlüsselwörter 
nichtpararnerrisch, Stichprobenumfang, Macht, Rangtest, BoolSlrap 
1. lntroduction 
This paper is intcnded to give an overview of two areas of nonparametric stausucs: 
power and sample siz.c formulae for rank tests, which for practical purposes arc thc most 
importanc class of nonparameuic tests, and methods to determine the power of nonpara-
metric tests by means of the bootstrap. 
The theory of rank tests is nowadays wcll devcloped and is described in a number of 
monographs. l t is intended here to present thc basic ideas and approaches and 10 give 
some hints, which rcsults can be found at which place. 
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For rank tcsts, first the classical asymptotic approach is described. Then some refine-
ments of the asymptotic formulae and alternative approximations are rcviewed. All tbese 
approximations allow to calculatc the power and sample size for given parametric mod-
els. This is in contrast to the approach of Noethcr, which expresses tbe power and sam-
ple size in cerms of quantities which have a nonparametric interpretation. 
In contrast, the bootstrap is a ncw approach, which can be used to estimate the power 
function of a test, given tbat some data in the same experimentaJ situation are available. 
2. Asymptotic theory for rank tests 
The classical asymptotic lheory for rank tests is characterized by the following features: 
(1) The lheory is applicable to a !arge number of cests. 
(2) The power and sample size can be evaJuated for a !arge class of local alternatives, 
which on ly have to fulfill ccrtain regularity condi tions. 
(3) The formu lae are only valid for " !arge" samplc sizes. 
Features ( J) and (2) are detailcd in thc sequel: 
(1) Thc asymptotic theory is not only applicable to often used tests like the Wilcoxon 
test, but also t9 nearly all tests of practicaJ relcvancc. For examplc, the monograph 
of HAJEK and SIDAK ( 1967) describes among others two-sample tests of location and 
scale, tests for three or more samples, tcsts for symmetry, tests for independeoce, 
and tes1s for random blocks. 
(2) Thc power can be evaluatcd for local (morc precisely: contiguous) alternatives, i.e. 
for alternatives which convcrge lo the nul l hypolhesis, if tbe samplc size increases to 
infinity. In an asymptotic framework it is necessary to consider such local alternati-
ves, since if the samplc size increases and the null and alternative hypothesis are 
fixed, the power converges 10 1. In regular parametric models local alternatives are 
obtaincd if the parameters are of the order {) / .jii. The dass of parametric models, 
for which the power can be evaJuated, is, however, not restricted to simple location 
or scale models. For examplc, models, in which only a certain number of subjects 
responds to a trealment, can be considered as well (CONOVER and SALSBURG 
( 1988)). The models are only required to be "regu lar". Technically, "regularity" 
means differentiability in the quadratic mcan of 1he square root of the density as a 
function of tJ1e parameter. lt may sound comradictory lO evaJuate 1he power of non-
parametric tests under parametric models, bul lhis is a consequence of the fact. that 
nonparametric tests behave differently under different alternatives. 
ln the following sections some guidance regarding 1he literature is given. Since the theo-
ry is weil developed, it can~ be found in several monographs. 
Tue book of HAJEK and StDAK ( 1967) is a comprehensive theoretical account of the 
theory. After a general introduction lo hypothcsis lests and distributions (Chapter I) it 
describes the null hypotbeses, which can be testcd by means of rank tests, in general 
and shows, how locally mos1 powerfull rank lests can be constructcd (Chapter II). In 
Chaptcr III selected rank tests are introduced and in Chapter IV methods 10 calculate the 
exact distribution of the test statistics under the null hypothesis are described. The asymp-
totic dislribution of the test statistics under the null hypothesis is derived in Chapter V. 
This chaplcr covers simple linear rank statistics (which are asymplotically normally dis-
tributed), rank statistics of thc chisquare-types and statistics of the Kolmogorov-Smimov 
types. Chapter VI gives the asymptotic distribution of the test statistics under the alterna-
tives and Chapler VII is concerned with optimality questions. 
Tue book is self-contained and derives all the necessary thcory to calculate lhe asympto-
tic power and sample size for most rank tests. In Chapter VI lhe asymptotic tools (e.g. 
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LeCam's third lemma) are proved. Fonnulae for the asymptotic power are given but no 
fonnulas for the sample size. To use the book, it is necessary to become familiar with 
the mathematical formalism. No results conceming the quality of the asymptotic approx-
imation arc given. 
LEllMANN'S ( 1975) book is a fairly elementary book on rank tests. lt covers the most 
frequently used tests and gives formulas for the asymptotic power (bul not the sample 
size) for some of them (e.g. the Wilcoxon test and the sign test) for simple models. 
Each section ends with a useful description of further developments such as other appro-
ximations of the power function. 
StMPSON and MARGOLIN (1990) consider a class of rank tcsts for thc monotonicity of a 
dosc-rcsponse relationship where downtums of the dose-responsc curve are admissible. 
The class of tests includes the Jonckheere-Terpstra test as a limiting case. The asympto-
tic power function (but no sample size formula) is derived and is plottcd for some cases. 
The paper also presents the results from some Monte Carlo simulations to assess the 
goodness of the approxünation. The paper is fairly theorctical and familiarity which 
asymptotic theory is helpful. 
One characteristic of linear rank statistics is, thal their power dcpcnds not only on the 
parameter of interest but also on the null distribution. For instance, in a two-sample 
location model, the Wilcoxon test is locally optimal if the null disLribution is thc logistic 
distribution. If, however, lhe null distribution is the norm_al distribution, the locally opti-
mal test is thc normal scores test. Results in HA.IEK and St0AK ( 1967) can be interpreted 
geometrically (see also NEUHAUS (1987)): the asymptotic power of a linear rank test 
depends on the cosine of the angle (in the space of quadratically differentiable functi-
ons) between its score function and the optimal score funclion under true underlying 
model. In practice, however, the true underlying model (i.e. thc null distribution) is 
unknown. Therefore the optimal score function and the optimal test are unknown. One 
approach, already described in HAJEK and StDAK (1967), is to estimate the optimal score 
function from the data, e.g. by a suitable kerne! estimator. Such "adaptive" tests are an 
alternative to fixing in advance a test like the Wilcoxon Lest and thus relying on the 
logistic distribution. The approach was refined by Behnen, Neuhaus and others in a 
serics of papers of which only NEUHAUS (1987) will be mentioncd here. This mathemati-
cally written paper develops the asymptotic theory and gives the formulac for the asymp-
totic power. The theory is extended to models general than thc location model. 
3. Exact power calculations, Edgeworth expansions and other approximations 
Although asymptotic approximations are usually sufficient for !arge samplc sizes, they 
may not be appropriate for small and moderate sample si.les. The exact calculation of 
the power of rank tests is possible in principle by means of numerical integration, but 
can be donc in practice only for very small sample sizes (say N ~ 10) . 
Only few papcrs give the exact power of rank tests (regarding the one-sample Wilcoxon test 
see KLOTZ (1963) and ARNOLD (1965); regarding the two-sample Wilcoxon tesc see MILTON 
(1970), BELL, MOSER and THOMPSON (1966), and HAYNAM and GOVJNDARAJULU (1966)). 
One possibility eo improve the accuracy of lhe asymptotic (first order) approximations is 
to derive (higher order) Edgewortb expansions for lhe power. For the one-sample sym-
metry problem ALBERS, BtCKEL and VAN ZwET (1976) and for the two-sample problem 
BtCKEL and VAN ZwET (1978) do the necessary calculations. 
Another possibility is the quadratic log-likeliJ1ood ratio (QLLR) method, described in 
C11ow and ßJERVE (1984), which is related to the average probability (AP) method 
(CHOW and HODGES (1975)). 
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The QLLR method requires the compleLe knowledge of thc distribution of the test statis-
tic under the null hypothesis and the lrnowledge of the moments of the order 0, 1 and 2 
of the test statistic under the aJtemative. Tue method approximates the log-Iikelihood 
ratio of the alternative distribution of the test statistic with respect Lo lhe null distribution 
by a quadratic function. Another way Lo view this is, lhat lhe null and aJtemative distri-
bution of the test statistic are imbedded in a two-parameter exponential farnily such that 
the moments of lhe order 0, 1 and 2 coincide. The parameter values of the exponenlial 
family corresponding LO the alternative distribution of the lest Slatistic have to be found 
by numerical minimizalion. The approximate power or thc tesl statistic can then be 
dcrived from the distribulion of lhc exponential family al these parameter values. CHOW 
and BJERVE (1984) describe Lhe method for the Wilcoxon tesl, prove lhat the minimiza-
tion always leads to a unique solution, show how to perform Lhe minimization and 
present a comparison of the power derived by the QLLR method with the exact power 
and other approximaLions. 
The AP method approximates lhe log-likelihood ratio by a quartic polynomiaJ, requiring 
additionally. that certain probabilities coincide. Although this lheoretically Jeads to a 
more precise approximation, the existence of a suitablc quartic polynomiaJ cannot al-
ways be guarantced. CHOW and HODGES ( 1975) derive the method for the one-sample 
Wilcoxon test and show some numerical comparisons. 
In her diploma thesis, STOLLENWERK (1989) gives an overvicw about these approxima-
Lions, presents extensive numcrical comparisons including comparisons with first order 
approximations, and oullincs the structure of computer programs to perfonn the approxi-
mations. 
4. Noether's approach 
Tue approach of NOETHER ( 1987) differs from the classicaJ approach in that the power is 
nol evaluated under parametric models but is expressed in terms of quantities indepen-
denl of a specific model. For cxample, for the two-sample Wilcoxon test lhe power and 
sample size are given as functions of Prob (X< Y), where X and Y are independent 
random variables corrcsponding to the null and allcmativc hypothesis. In order LO esti-
mate the required samplc size, an investigator has to specify Prob (X < Y). The quantity 
which has to be specified is dependent on the Lest for which the sample size has to be 
calculated. The resu lts are valid asymptoticaJJy. Tue paper covers the sign test, lhe onc-
and two-sample Wilcoxon test and Kendall's test of independcnce. Explicit formulae for 
the sample size are given. 
5. Bootstrap procedures 
The bootstrap is a very general nonparametric mcthod LO estimate the Operating charac-
teristics of a given statistical procedure. l n the simplcst case it can be used to estimatc 
Lhe bias, the variance or thc entire distribution of an cstimator. lt was noted by BERAN 
( 1986), lhat the bootstrap can also be used to estimate thc power function of a statistical 
test. Beran developed thc asymptotic theory for a very gencral model which has a param-
eter of interest to be tested and a nuisance parametcr which has an influence on the 
power but is not of intercst itself. An example would be a nonparametric location model 
in which the location parameter is lhe parameter of interest and the shape of lhe distribu-
tion is lhe nuisance parameter. lt can be shown, Lhat given a sequence of observations 
with an underlying (unknown) nuisance parameter - the power as a function of the 
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parameter of interest can be estimated for the underlying nuisance parameter. Practically, 
this can be used in a situation, in wbich a pilot study had been performed and the 
assumption appears to be valid tbat the data in the study to be planned have the same 
distribution except for the parameter of interest (i.e. the nuisance parameter is the same). 
Anotber way to view this is that the bootstrap uses the complete data from a previous 
study and not just an estimate of the variance as is usually done. The method is compu-
terintensive but does not need distributional assumptions. lt lies in the nature of the 
bootstrap approach that the power is not given by a formula. BERAN's (1986) paper is 
very general and mathematical. lt presents results of a few simulations. 
In contrast, COLLJNGS and HAMlLTON ( 1988) is a more practicaJ paper. Several bootstrap 
procedures are described for the twosample Wilcoxon test in a location model. Calcula-
tions are carried out for a specific example. Also resuJ ts from some Monte Carlo simula-
tions regarding the validity of the bootstrap are described. 
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An Overview of Software Tools for 
Sample Size Determination 
Carina Ortseifen, Thomas Bruckner, 
Martin Burke, Meinhard Kieser 
Summary 
This paper provides a survey of currently available software for the calculation of sam-
ple size and power. Operating systems, costs and program features are examined, and 
purchase information is summarized in a table. A comparison of results for some stand-
ard designs is given. Further. sorne non-commercial procedures, such as SAS rnacros 
and S-Plus functions, are considered, and references to pages on the World Wide Web 
(WWW) relating 10 sarnple size de1ermina1ion are given. 
Keywords 
sample size determination, software 
Zusammenfassung 
Dieser Artikel soll einen Überblick über Software zur Beslimmung des Stichprobenum-
fanges geben. Das e1forderliche Betriebssystem, Kosten und Eigenschaften dieser Pro-
gramme werden dargestellt, Hersteller- und Bestelladressen angegeben. Die Ergebnisse 
der Fallzahlschätzungen der Programme werden für einige Standardsituationen vergli-
chen. Nicht-kommerzielle Programme wie SAS-Makros oder S-Plus Funktionen werden 




A variety of software is available for experimental design and sample size calculation, 
varying considerably in type, capabilities. and cost. Software types include source code 
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for compilation, command-line oriented DOS programs, and Wi ndows applications. 
Also, a programmable calculator is available with routines for sample size determination. 
Some programs are avaiJable as free- or shareware, while others are commercially avail-
able, with prices exceeding DM 1000.- . Most of the programs evaluated are written for 
sample size determination only, however, some data analysis and training programs also 
contain this feature. The programs are designed for use by biometricians, clinical staff, 
and students with a background in statistics or biometrics. 
This article examines the features of some of the programs available for sample size 
dete1mination. Programs and routines restricted to power calculation in specific test si-
tuations are not considered. 
In the following section, a detailed description of the programs' features and documenta-
tion is given. Tbe next section is devoted to the presentation of results obtained from a 
study comparing computed sample size estimates for the independent t-test; comparison 
of two proportions; survival analysis, and equivaJence tests. Literature references related 
to the software and theoretical aspects of sample size determination are giveo in separate 
sections. Tabular surveys of software included in the comparison are given in Appendix 
A, and references to a variety of intemet resources related to the topic are summarized 
in Appendjx B. 
The selection of the programs examined in trus article is not comprehensive, and not 
meant to serve as a recommendation. 
We thank all participating software companies and distributors for support and provision 
of coroplete programs and documentation for this study. Two product beta versions were 
included in the study. 
Description of the Programs 
Programs for sample size determination have been developed for more than 10 years. A 
füll list of the programs investigated is given in Table A.l, Appendix A. Programs may 
be classified as commercial, public domain, freeware, or shareware. Freeware is any 
software provided by a developer free of charge, often ilistributed via the internet or 
sirnilar media. Shareware is usually distributed sirnilarly and is initially free of charge 
for an evaluation period, after wbich tbe user is expected to register and pay fees, in 
case of continued use. Public domain programs are similar to freeware, the difference 
being that the developer waives any rights to the code. Distributor of comrnercial soft-
ware were asked to provide evaluation copies using a standard letter. Programs avai lable 
for the comparison are marked 'C' (or 'D', for demo version) in Table A.J . A surnmary 
of suppliers, hardware requirements, and p1ices is presented in Table A.2 (current: Ja-
nuary 1997). 
The programs SEPARATE, TruQ, EAST and PEST are not included in the study because 
they are restricted to speciaJ designs: SEPARATE is used in design and analysis of multi-
ple decision strategies for selection and partitioning in paraHel clesigns, crossover and 
block designs, and for comparison of more than two treatment groups. Users can choose 
between 
(a) comparison of treatments with the best, 
(b) comparison of treatments with a control or known standard, 
(c) paititioning into good and poor treatments, and 
(d) partitioning into good, equivalent, and poor treatments. 
To run SEPARATE, installation of DBOS (distributed with lhe software) is required. SEPA-
RATE is very fast for the intensive calculations performed. Of TRrQ, a software tool for 
planning sequential designs, only a demo version was available, and no copies of either 
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EAST or PEST could be obtained. Sample size determination for sequential dcsigns was 
not included in the comparison. For more infonnation on TR1Q, see SCllMIDTKE ( 1996), 
for a detai lcd review of both EAST and PEST see EMERSON ( 1996). The programs SOLO-
PowER and PASS for DOS only differ in name, thus, only one SOLO-POWER is rc fcrred to 
in thc analysis. For PASS 6.0 for Windows, EGRET S1z and POWER & EFFECT, o nly infor-
mational material could be obtained. A total of 20 programs is cvaluatcd in dctail. 
Table 1: Designs supported by the programs 
Mcans 1) Proportions 1) Others1) 
Pmgram 1 2 2 k 1 2 2 k k Sur- Con·c- Non- Conl1· D1str. 
difT cquiv anova diff equiv kxc ll'end vival lation par. dencc Funct 
CAOEM02) • • • • 
CA DEMO • • • • • • • 
LIGHT 
DATASl:'vl • • • • • • 
Ex-SAMPU. • • • • • • • • • • 
GPOWER • • • • • 
IFNS • • • • • • 
[NSTAT • • • 
N • • • • • • 
NQUERY • • • • • • • • • • • • 
NS UR V • 
Pc-S1w • • • • • • 
PLANUNO • • • • • • • • • 
POWER • • • • • • 
POWERPACK • • • • • • • 
POWERT • • 
SMPl.SIZE • • • • • 
Solo-Power • • • • • • • • • • • 
SSIZl. • • • • 
STAT-Powrn • • • • • • • • • 
STPLAN • • • • • • • 
1) 1: onc gmup compamon vc,-,,u' n fixed value: 2 diff: 1es1 for difference of two group•; 2 cqu1v: IC>I for cqu1vnlcncc of 1wo 
group,: k nnova· comp;imon of morc than 1wo group!> (ano•11): k kxc: x2-Tes1: k uend· 1cs1 on line11r 11-cnd of propor11om.. 
~) i\naly'" of C'l\llfMO i< rcwic1ed 10 1he designs ~upported by 1he module. MIWA nnd Vus11dirtmlagc11. which wcrc avn1lnble for 
ev:alumion 
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An overview of the designs supported by the programs investigated in this study is 
given in Table l. The statistical designs are separated into three catego1ies : 'Comparison 
of means', 'Comparison of proportions' and 'Others'. The third category provides infor-
mation on support of sample size calculations for survival analysis and correlation analy-
sis, nonparametric tests, and confidence intervals, and detennination of quantiles and 
probabilities for given distribution functions. 
Table 2: !mportant characteristics of the programs 
Additional Tool s3) Calculated Program LanRu- Program features 2) 
age) Parameters4) 
E G c M 1-1 p s 0 R G T D V s p 
CAOEMO/ • • • • • • • • • • 
CA DEMO 
L IGHT 
ÜATASlM • • • • • • 
Ex-SAMPLE • • • • • • • • 
ÜPOWER • • • • • • • • • • • 
!FNS • • • • 
lNSTAT • • • • • • 
N/NSURV • • • • • • • • • • 
NQUERY • • • • • • • • • • • 
Pc-S1ZE • • • • • • • • 
PLANUNG • • • • • • • • 
POWER • • • • • • • • • • • 
POWERPACK • • • • • • 
POWERT • • • • • 
SEPARATE • • • • • • • • • • • 
SMPLSIZE • • • • 
SOLO-POWER • • • • • • • • • • • 
SS!ZE • • • • • 
STAT-POWER • • • • • • • • • • • 
STPLAN • • • • • • • • 
1) G: Gem1nn. E: English. 
2> C: Command line. M: Mask, H: Online help. P: Protocol or logfile, S: Summary of results, 0: Output on file or printer. 
3) R: Repon to file, G: Graphs, T: Tables, 0: Oefault values for parame1ers. V: ~fütory of parameter values. 
4 ) S: Sarnple size, P: Power. 0 : Others. 
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As displayed in Table 1, some programs support a wide range of the selected designs, 
while others are more or less restricted in their scope, but almost all prograrns are cap-
able of calculating sample size for Standard Situations, in particular the comparisons of 
means and proportions. 
Overall functionality of the prograrns is brietly described in Table 2. The following in-
formation is tabulated: language, type of user interface (c.g. command dialogue or param-
eter input via input-masks), availability of on-line help and protocol facil ity, and capability 
for generation of a design summary report after estimaling the sample size. 
Further, program facilities for output processing, graphics and report generation, provi-
sion of default values for input parameters, and storage of parameter sets were exami-
ned. Other items in Table 2 provide information on the design parameters that can be 
determined, on literature references pertaining to statistical tests underlying Hie designs 
examined in more detail, and on other Features (oue- or two-sided tests, unbalanced 
designs). 
The following prograrns permit a graphical representation of the required sample size 
for given power or effect size: GPOWER, NQUERY, POWER.PACK and SOLO-POWER. A 
valuable feature is the option of generating tables of required sarnple sizes over a 
given parameter range, as included in NQUERY, PLANUNG, SOLO-POWER, STAT-POWER 
and STPLAN. 
Command-line oriented DOS-Programs 
The following programs are command-line oriented: Pc-SrZE, PLANUNG, POWER, SMPLSI-
ZE, SSIZE and STPLAN. With the exception of SMPLSIZE, all are available as either public 
domain or shareware. 
Pc-SIZE allows the determination of sample size or power for both hypothesis testing 
and confidence interval estimation. During parameter input, previously entered values 
are displayed for user reference. For all suppo1ted designs, default parameter values are 
provided. Calculations not only include the requested sample size but also the power 
values corresponding to some of the next smaller sample sizes. Results can be simulta-
neously displayed on the screen and stored into an ASCII-file containing additional in-
forrnation. No references regardfog the statistical algorithms used for calculations are 
given. Figure 1 shows a typical screen display of PC-SIZE. 
In addition to sarnple size and power, PLANUNG can calculate any design parameters, 
e.g. the minimum difference between means, given all other parameters. For each indivi-
dual computation, parameter values deviating from the defaults need to be re-entered, as 
no user input is stored by the program. Occasionally, the input disappears from the 
screen and can only be restored by scrolling. For some test designs, the program facili-
tates the creation of a table of sample sizes over a given range of values for the input 
parameters, which can be printed. 
POWER is one of the few DOS programs offering specific on-line help in addition to an 
interactive reference to the algorihms implemented. The defaults are not well chosen 
(e.g. significance level a = 2.0, power 1 - ß = 0). Sample size, power, and the rnini-
mum detectable difference for mean cornpfü·ison can be calculated. 
SSJZE begins with a list of supported designs for selection. ln most cases, a reference is 
given. Default values are reasonable and may be changed by the user. For given power, 
the sample size is computed, and some sample sizes corresponding to smaller values fo r 
power are displayed. 
STPLAN allows the calculation of sample size, power, and other design . Attention must 
be given to the order in which parameters are entered: A question mark is be used to 
indicate the parameter of interest, and a table of sample sizes can be generated by enter-
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This program operates in seven modes : 
1 single factor design 
2 two factor design 
3 randomized blocks design 
4 paired t - test 
5 gener ic F 
6 correlation coefficient 
7 - proportions 
Choose a mode [ 1 J : 
Enter the level of the test [ . 050 J : • 01 
Entertherequiredpower [ . 800] : . 9 
Enter the number of groups [ 2] : 
There are three ways to specify the alternative : 
1 Specific individual effects . 
2 Specify a range throughout which group 
menas are uniformly distr ibut ed . 
3 Specify average squared effect divided 
by the er ror v ar iance . 
Choose a met hod [ 2 J : 
Figure 1 : Screen d isplay of Pc-S1ZE 
ing a ' t' in a specified Iocation. There are no specific error messages, and in case of an 
error, all values need to be re-entered . A report containing a list of inpul values and 
resultS can be generated . 
Screen-orientcd OOS-Programs 
Ex-SAMPLE, G POWER, N, N suRv, SOLO-POWER, and STAT-POWER are all DOS programs 
with screen-oriented input masks. All required parameters can be seen on one screen. 
All of these programs Feature on-line help. 
The inpul screen of SOLO-POWER is overloaded with options (see Figure 2). 
G POWER is based on the book by Cohen ( 1982) and covers many dcsigns where 
sample size calculations make use of F-distributions. lt al lows the graphical repre-
sentation of the rcsults, and a protocol of the calculations perfonned can be reque-
sted. 
For calculations with EX-SAi\1PLE, the underlying fonnula and intermediate results are 
displayed upon enteri ng parameter values. Refcrences are given, and the algorilhms are 
weil documentcd. 
Both N and NSURV address onJy a small rangc o f dcsigns. however, the designs are weJJ 
explained, permiuing an easy choice of thc rcqu ired settings. N is restricted to the calcu-
lation of sample sizc and power for two group designs, NsuRv for designs in survival 
analysis. 
STAT-POWER (and D ESIGN-POWER, lhe previous release) provides a wide range of de-
sigos. Design selection is made easy using a sei of mcnues. All necessary values can be 
entered in one column which can be copicd for repeated calculations using similar sets 
of parameter values. 
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Test Direction. Use > for Ha: 6o>6a; < for Ha: 6o<6a: or <> for Ha: 60f6a . 
Panel 1 ==.....,==~=====••••======1-Function Keys 
Ha Direction . 
Diff C6o) ... . 





n1 ..... ... .. . 
n2 ... . .... .. . 
Type Options Run to Screen FG 
1 
1 
Run to F i le/Ptr FB 
Menu F1B 
Quit to DOS F1 
Redisp lay Plot FS 
Redisplay Report F3 
Saue/Print Report F7 
Altfl 
Clear Panel AltC 
Saue Panel AltK 
Shou Reports.11 Precision . .•••• Dup. Panel AltD 
Uieu Rpt File F2 
Report Title.11••••••••••••••111 Change Rpt File F4 
-----------IDirectory F9 
Title 1. . . . . . Show Co lors AltF9 
Title 2.. .... Memory AltM 
Ticks Chars Dec u Label Suspend AltO 
Uertical .. .. ·~ 1. J 1 - Record Macro AltR 
Horizontal... Insert Pause AltX 
Colors.. ..... Run Macro AltZ 
Output Type . . Group Position .. Copy Screen Ctr IP 
L-------------------------'--Pg Up--Pg Dn 
Figure 2: Screen clisplay of SOLO-POWER/PASS 
Windows-based Programs 
The only Windows-based programs with typical Windows features like cut and paste, 
printing Support etc., are CADEMO and NQUERY. 
CADEMO was originally developed under DOS, but a Windows version is also available. 
lt provides a dictionary explaining the most important statistical terms and a bibliogra-
phy containing the articles and books upon which the aJgorithms are based. 
NQ UERY (see Figure 3) supports the computation of tables for different parameter sets 
and graphical representation. Whenever a new design is selected, the program requires 
some time for hard disk read- and write-operations. 
-1 nOuery • lnquiry Tablel l · . 
Elle f dlt View Qptlons Assistants flot ytindow l:!elp 
llllll~l~IBl~I 1 1 1 1~1@1~0@:10 
•I lnauirv Tablel I · . 
Two group t-test ol equal moa ns (equal n's) • 
1 est significance level. ex 0.050 0.05Q 0.050 0.050 '-
1 or 2 slded test? 2 2 2 2 
Group 1 mean, µ, 
Group 2 mean. f'a 
Oillerence 1n means. µ, - µ. 
Common standard deviat1on, o 
Eiiact soze, 6 • 1µ1 - µ,11 o 0.200 1.000 2.000 1 5.000 1 
Power(%) 90 90 90 90 
n per yroup 527 23 7 J 
• I 1 1. 
NOTES I Stored Statements 1 Create Statement 1 Special Characters „ 
For Help press F1 5 000000 AUTO l'IECALC OFF 
Figure 3: Screen display of NQUERY 
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Others Programs 
The IFNS Sharp PC-1270 sample size calculator is the only programmable pocket calcu-
lator evaluated. Eight function keys enable design selection and the activation of hidden 
dialogues. Program functions are menu-driven. but input requires some practice, and 
refercnce to the manual is inevitable. ln addition to sample size calculations, statistical 
tests can be perfonned. 
Both INSTAT and DATASIM are programs that were not primari ly developed for the 
purpose of sample size determination, but rather for statis tical theory and evaluation 
(INSTAT) and simulation of statistical models and verification of test procedures under a 
variety of designs (DATAS!M). Thus, their functionality with respect to sample size calcu-
lation is limitcd. They are command-line oriented programs runni ng under DOS, and 
each has subroutines for the calculation of the required sample sizc (S/Z, NSAMP) and 
power (POWER). The programs are executed via command-line function calls and param-
eter input. Using the command "help function name". a list of all required parameters is 
displayed, along with their default values and results derived thereof. For a two-sided 
comparison of two means of normally distributed data with effect size 1, with a power 
of 0.9, the commands to obtain tbe minimum total sample size of 46 are 'siz; nor; ndf 
1 ;' (INSTAT) and 'nsam t 2 0.05 0.9 I' (DATAS!M). Due to the main purposes of these 
programs, their capabilities include the calculation of probabilities and quantiles for 
common distribution functions. 
POWERPACK is more of a prograrnming language than an application program. As in 
SAS or S-Plus, distribution functions and otber statistical functions are available for the 
creation of individual routines for sample size determination, by programming given 
algorithms or fonnulae. Some routines for commonly used queries are provided as ex-
amples, assisting in learning the language's syntax. 
POWERT was dcvcloped exclusively for theoretical purposes. Test statistics and required 
sample sizes are calcu lated only for dependent and independent t-test. 
Sourcc code offcred in journal publications is orten availabe via email or the inter-
ne! upon request eo the publication 's author. Appendix B contains a !ist of pro-
grams availablc only as source code, which must be compi lcd appropriately. Due to 
space reslrictions, program descriptions and the tests covercd are not included. 
Some of the code was used by the authors as reference code in thc compa1ison 
study. 
Documentation of the Programs 
The following aspects regarding program documentation are examined, and summarized 
in Table 3: 
a) physical fonnat of manuaJ (printed manual. text file to be printed), 
b) availability of on-line help, 
c) documcntation of algorithms implemented, or literature reference, 
d) documentation of statisticaJ theory for hypotheses, tests, an related sample size calcu-
lations, 
e) availability of examples 
Thc presence of examples allows the user to understand program usage more rapidly, 
and permits control of proper program usage through comparison of calcu lated and pu-
blished rcsults. 
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Table 3: Documentation of the programs 
Pro gram Documentation Language Algo- StatisticaJ Ex am- Biblio-
Paper Disc English Germ an 1ithms Theory ples graphy 
CA DEMO • • • • • • 
DATASIM • • 
Ex-SAMPLE • • • • • 
GPOWER • • • • • • • 
l FNS • • • • 
lNSTAT-PC • • • 
N/NSURV • • • • • • 
NQUERY • • • • • • 
Pc-S1ZE • • • • • 
PLANUNG • • • • • • 
POWER • • • 
POWER-PACK • • • • • 
POWERT • • 
SMPLSIZE • • • 
SOLO- POWER • • • • • • 
SSIZE 
ST AT-POWER • • • • • • 
STPLAN • • • • • • 
Sample Size Calculation 
In addition to the comparison of the programs' Features and their documentations, a 
comparison of the results for the fo llowing experimental designs was perforrned: Com-
parison of two means and two proportions with respect to difference and equivalence, 
and survival analysis. For the comparison of means and proportions, sample sizes were 
calculated for the following significance levels: a = l %, 5% and l 0%. The following 
values for power were investigated: 1 - ß = 80% and 90%. Equal allocation between 
groups was assumed. The tables show the sample sizes per group, as calculated by the 
programs. With GPOWER, lFNs and INSTAT, only the total sample size (i.e. botb groups) 
could be determined; that number was divided by two a nd rounded up. Calculations 
were pe1formed on an COMPAQ 4JOC notebook computer equipped with a 486 DX 
processor and 8 MB RAM. For the programmable eoviroomencs POWERPACK, INSTAT 
and DATASIM, only results obtained with routines provided with the software were inclu-
ded in the comparison. 
lnfonnatik. Biometrie und Epidemiologie in Medi1Jn und Biologie 2/1997 
JOO ÜRTSEIFbN et al., An Overview of Soflware Tools for Sample Size Determination 
Test for Difference of Two Means 
Under the assumption of two independent samples from normally dislributcd data with 
means µ1 and ~ and common variance a2 , the required sample size was to be deterrni-
ned for the following Lesting problem: 
Ho:µ1 - ~ = 0 vs. H1 , L\:µ 1 -~Li = ö. =/:- O. 
The specification of an allernative H 1,L\ is rcquircd for power calculation. In the rather 
hypothetic event Lhat Ch is known, the so-callcd Gauss-tesl is used for analysis, and the 
required samplc s ize per group can be calculatcd as 
n = 2(u1 -a + u1 _ß)2 (a/ö.)2 
wbere uy denotes the y-quantile of the normal distribution. 1f the population variance 
has to be estimated from the data, the common two-sample t-test situation is given, and 
the sample size has to be calculated using an iterative process, since the quanti les of the 
t-distribution dcpend on the sample size to be determined. 
Nineteen programms allow calculation of sample size for the comparison of two inde-
pendent means; three of these programs arc based on the Gauss-test : Ex-SAMPLE, 
!NSTAT, and SMPLSIZE. All other programs employ the iterative approach rcferred to. 
Three programs pcrmit a choice between the two methods: CADEMO, PLANUNG, and 
SOLO-POWER. 
For the comparison of the programs, the common variance was set to a 2 = 1, and the 
following diffcrences in means were used: ß = 0.2, 1, 2 and 5. Three programs require 
values for the two means as input paramcters rather than their difference: Ex-SAMPLE, 
STAT-POWER, and STPLAN. In these cases, µ1 was set to zero and ~ was set ß. Results 
for ß = 1 are given in Table 4; for the other values of ß see Table A.3 (Appendix A). 
The tables include reference values calculated using the author"s SAS macros based on 
tbe respective algorithms. 
All programs indicate whether the t- or Gauss-lest was used, except for four programs: 
CADEMO LIGHT, Ex-SAMPLE, INSTAT and PLANUNG. 
There are slight discrepancies between the different versions of CADEMO (DOS, Wind-
ows and L1GHT vcrsion). Often the DOS vcrsion results for the t-test exceed the other 
versions' resu lts by onc. The Windows version provides a cboice between t- and Gauss-
test, while in the LtGHT version. only the t-tesl can bc used. All tables contain the results 
obtained with LIGHT version. 
DATASIM employs an iterative algorithm and requires long computing Limes for sarnple 
sizes greater Lhan approximately 100. ResultS are rounded, which may lead LO a decrease 
in power below the required level. 
The routine NORMAL.PwK supplied with POWERPACK is designed for the one-sample 
t-test; results were multiplied by two for comparison with the other programs and for 
presentation in the table. 
SsIZE also employs an iterative algorithm. The power for a given samplc s ize is calcula-
ted and then compared to the required power. 
STPLAN reports the sample s ize with up to Lhree decimal places, however, for thc compa-
rison, they were rounded to one decimal place. 
Apart from differences due to rounding, discrepancies in calculated sample sizes are 
minor, with results varying by not more than two over the range of parameter sets inves-
tigated (fahles 4 and A.3). For !arge sample sizes, this difference is of no pralical rele-
vance, but sample s ize calculation using normal approximation for small sample sizes 
may result in power considerably below that required. For all designs considered in the 
comparison, the loss in power does not exceed 0.0 l. 
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Table 4: Two-sided test for diffcrencc of two means (sample sizes per group, effect size ~/o = 1) 
all -ß 
Pro gram 0.1/0.8 0.110.9 0.0510.8 0.0510.9 0.0110.8 0.0110.9 
Hesl 
Rcference values1) 13.2 18.0 16.8 22.I 25.I 31.4 
CAOEMO L IGHT 14 18 17 23 25 32 
ÜATASIM 13 18 17 22 25 32 
ÜPOWER 14 18 17 23 26 32 
lFNS 14 18 17 22 26 32 
N 14 18 17 23 26 32 
NQUERY 14 18 17 23 26 32 
Pc-S1ze 14 18 17 23 26 32 
PLANUNG 14 18 17 23 26 32 
POWER 13 18 17 22 25 32 
POWERPACK 14 18 16 22 24 30 
POWERT 13 18 17 22 24 31 
SOLO-POWER 14 18 17 22 25 32 
SSIZE 14 18 17 23 25 32 
STAT-POWER 13. 1 17.8 16.7 22.0 25.1 31.5 
STPl..AN 13.2 18.0 16.7 22.0 24.9 3 l.3 
Gauss-test 
Rcfcrence values1) 12.4 17.1 15.7 21.0 23.4 29.8 
Ex-SAMPLE 12.5 17.0 15.5 21.0 23.5 30.0 
INSTAT 12.4 17.2 15.7 21.0 23.4 29.8 
PLANUNG 13 18 16 22 24 30 
SMPLSIZE 13 18 16 21 24 30 
SOLO-POWER 13 18 16 22 24 30 
1) Cnlculatcd using lhc author·~ SAS macros. 
Test for Equivalence of Two Means 
Under the assumption of Lwo independent samples from normally distributed data with 
means ~L 1 and !-Li and common variance o2, the requircd sample size was to be determi-
ned for the following testing problem: 
T he null hypothesis Ho can be tcsted controlling a level of a by performing two one-
sided t-tests at level a for thc hypotheses Ho>: µ1 - !-Li > Ö and Ho<: µ1 - ~ < - 6. 
Then, Ho is rejected if both Ho> and Ho< are rejected. 
For the comparison, the following parameter values were used: o2 = 1, and ö = 0.2, 1, 
2 and 5. This choice of equivalcncc boundaries corresponds to the choice of effect sizcs 
in Lhe discussion on differenccs of means above. 
The program N is restricled lo the case ß = 0 (equality of means), and the comparison 
was restricted accordingly. The results are summarized in Table 5. 
Three programs allow sample size calculation for the silualion described above: lFNs, N, 
and PLANUNG. In all of them, thc algorithm presented PA TEL and GUPTA ( 1984) is imple-
mented. However, caution is indicated in that for certain siluations, the actual significan-
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Table 5: 1\vo-sided 1es1 for equivalence of two mcans (sample sizes per group, equivalence range 
Ö, o = 1, H 1,t. : 6. = µ 1 J-12 = 0 
all -13 
Pro gram ö 0.1/0.8 0.110.9 0.0510.8 0.0510.9 0.01/0.8 0.01/0.9 
Reference 5 2 2 2 3 2 3 
values1) 
2 4 6 5 7 7 9 
1 14 18 18 23 27 33 
0.2 329 429 429 542 65 1 790 
lFNS 5 
-
- - 4 4 
2 5 6 6 7 9 10 
1 15 19 19 23 29 34 
0.2 330 430 430 543 653 791 
N 5 2 2 2 3 2 3 
2 4 6 5 7 8 9 
1 14 18 18 23 27 33 
0.2 329 429 429 542 652 790 
PLANUNG2) 5 2 2 2 3 2 3 
2 4 6 5 7 8 9 
1 14 18 18 23 27 33 
0.2 329 429 429 542 652 -
1) Calculatcd using SAS macro EQUATL.SAS by M. Wnrgcnnu (sec Appcndi~ B) ba.<cd on PATEL nnd GUPTA (1984) 
2) Calculation was pcrformcd u\on& lhc dialogue „one-sidcd" in ordcr to gc1 compamblc rc<ults. 
ce level may exceed a (FRICK 1991). Until now, no correct method for sample size 
determinalion has been published for the approach using two one-sided t-tcsts as indica-
ted above. Therefore, the reference valucs given in Table 5 are also based on the work 
of PATEL and GUPTA. lt is expected that the sample size necessary to obtain tJ1e required 
power using the t-test approach is slightly higher that the values given in Tablc 5, as the 
algorithm by PATEL and GUPTA is anticonservativc. 
For the range of paramcters investigated, both N and PLANUNG yielded idcntical results. 
The maximum dcviation from lFNS was two, and Lhe power differencc to thc reference 
value is not grcmer than 0.0 L 
Test for Difference of Two Proportions 
A siluation frequentJy encountered in data analysis is the comparison of rates for a 
binary outcome variable. such as ·treatment success', between two groups. Let n 1 and 
1t2 be the probabilities of 'success' for the respective groups. Tue following testing 
problem is considered: 
Ho:rt2-rt1 = 0 versus H1 ,t.(rt1):rt2 - :n:1 = 11 =f. O. 
Not only the diffcrence of the rates /1 = n2 - n 1 has to be fixed, but also one of the 
success probabilitics, since the underlying random variable's variance is dependent on 
the location of the rates. For the comparison, t.he following parameters were used: 
n 1 = 0.5 and 0.9, and /1 = 0.05 and 0.1. 
Tue standard methods for the analysis of the corresponding 2 x 2-table are Fisher's exact 
test and the x2-test. Despite the continuing debate about these tests. an adequate sample 
size sbould bc calculated based 00 the tesc designated for analysis. For the x.2-test, the 
arcsine approximation is appropriate, and for Fisher's exact test, the algorithm documen-
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ted in CASAGRANDE, PrKE and SMITH (1978) is used. The uncorrected version or the 
fonnula in CASAGRANDE et. aJ. is also used for tbe calculation of sample size calculation 
for the x2-test. 
Of the 14 programs supporting the design, five are based on Fisher's exact test: CADEMO 
LIGHT, IFNS, N, Pc-S1zE and PLANUNG. Five programs are based on the x2-test: l NSTAT 
and SMPLSIZE use thc uncorrected formula given in CASAGRANDE et. al., and Ex-SAMPLE, 
SOLO-POWER, and STAT-POWER use the arcsine approxirnation; the other four support 
both methods, with NQUERY, POWER, and SSJZE using the uncorrcctcd formula in CASA-
GRANDE et. al. , and STPLAN using arcsine approximation. However, on ly six programs 
explicitly refer to the tcst for which the sample size is calcu lated: I FNS, N, NQUERY, 
POWER, SOLO-POWER, and STPLAN. 
The results of the comparison are shown in Table 6 for the x2-Lest and in Tablc 7 for 
Fisher's exact test. Reference values for Fisher's exact test wcre takcn from FLEISS 
(198 L), refcrencc values for the x2-test were detennined by the authors with a SAS 
irnplementaliOn of the formulae from the literature. 
Within each group, all corresponding sample sizes are equal, except for some minor 
differences caused by the various rounding mechanisms, and resulting in dcviations from 
the prescribed power by less than 0.01. Due to the conservativeness of Fisher's exact 
test, the sample sizes are always higher than those calculated with a x2 approach. 
Table 6: Two-sided tcst fordifferenceoftwo proportions (sample sizes per group, 111.6 : ß = :n:2 - ;c1) 
all - ß 
Pro gram lt1 /j. 0.1 I 0.8 0.1 I 0.9 0.05 I 0.8 0.05 I 0.9 0.01 I 0.8 0.01 I 0.9 
X2-teSl - arcsine approximation 
Reference 0.5 0.1 305.0 422.4 387.2 518.3 576.I 734.0 
values 1) 0.9 0.05 333.8 462.3 423.3 567.3 630.5 803.3 
Ex-SAMPLE 0.5 0.1 305 422 387 5 18 576 734 
0.9 0.05 334 462 424 567 63 1 803 
SOLO-POWER 0.5 0.1 305 423 388 5 19 577 734 
0.9 0.05 334 463 424 568 63 1 804 
ST AT-POWER 0.5 0.1 305.0 422.4 387.2 518.3 576. 1 734.0 
0.9 0.05 333.8 462.3 423.3 567.3 630.5 803.3 
STPLAN 0.5 0.1 305.0 422.4 387.2 518.3 576. 1 734.0 
0.9 0.05 333.8 462.3 423.7 567.3 630.5 803.3 
x2-test - uncorrected Casagrande et. al. formula 
Reference 0.5 0.1 305.0 422.0 387.3 518.0 576.7 734.I 
values 1 0.9 0.05 342.1 473.4 434.4 581.I 646.7 823.3 
lNSTAT 0.5 0.1 305.0 422.1 387.4 518.I 576.7 734.I 
0.9 0.05 342.1 473.5 434.5 581.I 646.8 823.4 
NQUERY 0.5 0.1 305 423 388 519 577 735 
0.9 0.05 343 474 435 582 647 824 
POWER 0.5 0.1 305 422 387 518 577 734 
0.9 0.05 342 474 435 581 647 824 
SMPLS17.F 0.5 0.1 305 422 387 518 577 734 
0.9 0.05 342 473 434 581 647 824 
SSIZE 0.5 0.1 305 423 388 519 577 735 
0.9 0.05 343 474 435 582 647 824 
1) Colcula1cd u~ing the nu1hor<' SAS m:icros. 
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Table 7: 1Wo-sided Lest fordifference of two proportions (samplc sizes per group, 111 6 : ll = 1t2 - 1t1) 
a/1-ß 
Program n, /}. 0.1 I0.8 0.1 /0.9 0.05 I 0.8 0.05 I 0.9 O.O t I 0.8 0.01 I 0.9 
Fisher's exacl test 
Reference 0.5 0.l 325 442 407 538 597 754 
valucs1) 0.9 0.05 381 513 474 621 686 863 
CADEMO LIGHT 0.5 0.1 325 442 407 538 596 754 
0.9 0.05 381 513 474 620 686 863 
[FNS 0.5 0.1 325 442 408 538 597 754 
0.9 0.05 382 513 474 621 687 863 
N 0.5 0.J 325 442 408 538 597 754 
0.9 0.05 580 787 726 957 1061 1340 
0.6 -0.1 325 442 408 538 597 754 
0.95 -0.05 382 513 474 621 687 863 
NQUERY 0.5 0.1 325 442 408 538 597 754 
0.9 0.05 382 513 474 621 687 863 
Pc -S1ZE 0.5 0.1 325 442 408 538 597 754 
0.9 0.05 382 513 474 621 687 863 
PLANUNG 0.5 0.1 325 442 408 538 597 754 
0.9 0.05 382 513 474 621 687 863 
POWER 0.5 0.1 325 442 407 538 597 754 
0.9 0.05 381 513 474 620 686 864 
SSIZE 0.5 O.l 325 442 408 538 597 754 
0.9 0.05 382 513 474 621 687 863 
STPl..AN 0.5 0.1 324.7 441.8 407. 1 537.9 596.5 763.9 
0.9 0.05 381.0 512.6 473.6 620.4 686.2 862.9 
1) Takcn from FU.ess (1981 ). 
With ehe exception of N, all programs yields rcsults symmctrical in the proportions for 
experimental group and control. In contrast, N computes 1hc sample sizes for two one-
sidcd tests with half the significance level, and takes thc max imum of thc two resulting 
values. Therefore, the difference tl. between the success probabilitics for control and 
experimental group is Laken to be the distance fro m the control group probability. In the 
casc of n 1 = 0.5 and 1t2 = 0.6, the calculated sample sized do not deviate since the 
binomial d istribution is symmetrical about 0.5, and lhe Situation is identical to the case 
1t1 = 0.5 and 1t2 = 0.4 (see Table 7). 
Test for Equivalence of Two Proportions 
For testing equivalence of two proportions :rc1 and n2, the one-sided case is invesligated. 
In clinical trials, lhis relates to the concept of therapeutic equivalencc. The testing pro-
blem is: 
Ho : n2 - n, > ö versus H 1. 6 (n1 ) : 1t2 - 1t1 = ß :5 <>. 
where ö > 0 is an upper bound on the range of equivalence. A variety of tests and 
corresponding methods of sample size calculation has been proposed. For a review of 
these methods see ROEBRUCK et al. ( 1997). Five programs support sample size determi-
nation for testing the one-sided equivalence of proportions: NQUERY, PLANUNG. SoLO-
POWER, and Ss1zE employ an algorithm described in B LACKWELDER and C llANG (1982), 
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Table 8: One-sided test for equivaleoce of two proportions (sample sizes per group, equivalence 
range ö, H1,c.(ni): f}. = n1 - Jt1 = 0) 
Pro gram n1 ö 0.1/0.8 
a/ l -ß 
0.1/0.9 0.05/0.8 0.0510.9 
Reference 0.5 0.1 226 329 310 429 
values1) 0.9 0.05 325 474 446 617 
NQUERY2) 0.5 0.1 221 322 303 420 
0.9 0.05 248 362 341 472 
PLANUNG 0.5 0.1 226 329 310 429 
0.9 0.05 325 473 446 617 
SOLO-POWER 0.5 0.1 226 329 310 429 
0.9 0.05 325 474 446 617 
SSlZE 0.5 0.1 226 329 310 429 
0.9 0.05 325 474 446 617 
N 0.5 0.1 242 344 324 442 
0.9 0.05 288 402 381 513 
1) Calculmcd us.ing the authors' SAS macros. using the algorithm in Blnckwelder and Chang (1982) 
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and N employs an algorithm described i.n FlucK (1994). For the comparison, the follow-
ing parameters were used: n1 = 0.5 and 0.9, tl = 0 and ö = 0.05 and 0.1. The results 
are summarised in Table 8. 
N and SOLO-POWER explicitly name the test for which the sample size is calculated, and 
NQUERY and SOLO-POWER are the only programs that allow parameter values of tl :/: 0. Wben 
calcularing sample sizes as above with tl = ö/2, both programs yield the same correct 
results. 
The sample sizes calculated by SOLO-POWER and SsIZE are identical to the reference 
values; those by PLANUNG differ by one in the case a /1 - ß = 0.110.9 and n 1 = 0.9, 
tl = 0.05. NQUERY computes lower values, wilh major differences for n 1 = 0.9, 
tl = 0.05 and n 1 = 0.05, ö = 0.1. In the fonuer case, the power requirements of 80% 
and 90% could not be met. In contrast, N computes higher values for n:1 = 0.5, ö = 0.1 
and lower values for n 1 = 0.9, ö = 0.05, compared to the reference values based on the 
method by BLACKWELDER as i.ndicated in FRICK ( l 994). 
Survival Analysis 
For the comparison of sample size programs for survival t:Iials, the programs are divided 
into two groups, according to the assumptions regarding the distribution of tbe survival 
times. The first group, containing the majority of the programs, requires exponential 
survival : Ex-SAMPLE, NsURv, PLANUNG, POWER, SOLO-POWER, and STPLAN. The second 
group allows calculations of sample sizes under the proportional hazards assumptions. 
SsrzE is a representative of this group. NQUERY suppo1ts botb assumptions. 
Algorithms i.mplemented in programs of the füst group are derived from GEORGE and 
D ESU (1974) for PLANUNG and STPLAN, BERNSTEfN and LAGAKOS (1978) for PLANUNG, 
RUBINSTEI.N et al. (1982) for NQUERY, SCHOENFELD and RICHTER (1982) for Ex-SAMPLE 
and POWER, and LACHIN and FOULKES (1986) for NSURV and SOLO-POWER. In the sec-
ond group, the algorithms implemented are de1ived from FREEDMAN (1982) and Sc1-10EN-
FELD (198 1) for NQUERY and SstzE. For more in Formation on the algorithms see ÜELRTCH 
et al. (1997). 
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A difficulty irnpeding a true cornparison is thc varicty of pararneters required for the 
various algorithms, such as meilian or mean survival Limes, hazard ratcs or survival 
ratcs. A valuable utility in NQ UERY permits the transfonnation of one sct of parameters 
into another. STPLAN allows input parameter choice, and SOLO-POWER has a fcature to 
transform hazard rate 1 into a survival probability using the exponcntial distribution 
assumption. In all other programs, that transfonnation has to be made manually, if ne-
cessary. 
For thc comparison of sample size calculations for survival analysis, the same set of 
parametcr valucs was used as in the first part of the simulation study in LAKATOS and 
Table 9: Parameter values used for the comparison of programs for samplc size determination in 
survival analysis 
Total Study Time T 10 10 10 10 10 10 
Proportion n:c at time T 0.8000 0.8000 0.8000 0.2000 0.2000 0.2000 
Median survival medc 31.0630 31.0630 31.0630 4.3070 4.3070 4.3070 
Exponential parameter Ac 0.0223 0.0223 0.0223 0.1609 0.1609 0.1609 
Proportion n:E at time T 0.8620 0.8940 0.9460 0.3420 0.4470 0.6690 
Median survival medE 46.5710 62.1260 124.2510 6.4570 8.6140 17.2270 
Exponential parameter AE 0.0149 0.0112 0.0056 0.1073 0.0805 0.0402 
Total Study Time T 9.5 9.5 9.5 9.5 9.5 9.5 
Proportion Jtc at time T 0.809 0.809 0.809 0.217 0.217 0.217 
Median survival medc 31.083 31.083 31.083 4.308 4.308 4.308 
Exponential parameter Ac 0.0223 0.0223 0.0223 0.1609 0.1609 0. 1609 
Proportion n:E at time T 0.868 0.899 0.948 0.361 0.465 0.683 
Median survival medE 46.520 6 1.888 123.776 6.460 8.61 1 17.242 
Exponential parameter AE 0.0149 0.01 12 0.0056 0.1073 0.0805 0.0402 
Total Study Time T 7.5 7.5 7.5 7.5 7.5 7.5 
Proportion nc at time T 0.846 0.846 0.846 0.299 0.299 0.299 
Median survival medc 31.083 31.083 31.083 4.308 4.308 4.308 
Exponential parameter Ac 0.0223 0.0223 0.0223 0. 1609 0.1609 0. 1609 
Proportion 7tE at time T 0.894 0.919 0.959 0.447 0.547 0.740 
Median survival medE 46.520 61.888 123.776 6.460 8.6 11 17.242 
Exponcntial parameter AE 0.0149 0.0112 0.0056 0.1073 0.0805 0.0402 
Total Study Time T 5.5 5.5 5.5 5.5 5.5 5.5 
Proportion n:c at time T 0.885 0.885 0.885 0.413 0.413 0.413 
Median survival medc 31.083 31.083 31.083 4.308 4.308 4.308 
Exponential parameter Ac 0.0223 0.0223 0.0223 0.1609 0.1609 0.1609 
Proportion 1tE at time T 0.921 0.940 0.970 0.554 0.642 0.802 
Median survival medE 46.520 61.888 123.776 6.460 8.611 17.242 
Exponential parameter AE 0.0149 0.0112 0.0056 0.1073 0.0805 0.0402 
Hazard ratio ö = In (Jtc)/ln (nE) 2/3 1/2 1/4 213 1/2 1/4 
= medc/medE = A.Efl.c 
t:J,. = l /Ö 1.5000 2.0000 4.0000 1.5000 2.0000 4.0000 
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LAN (1992, Table 1), where an exponential model with the following restrictions was 
used: a balanced design ( 1 : 1 randomization), uniformly distributed accrual Limes, identi-
cal censoring probabilities, and no loss to follow-up. Further paramcters and their values 
are: 
a) survival probabilily at the end of the trial for the control group: :rcc(T) = 0.2 and 0.8 
b) hazard ratio ö = A.E(T)/f..c(T) = 2/3, 1/2 and l /4. 
c) lolal study length T = 10 [years], 
d) length of accrual period A = 1, 5 and 9 [years], and 
e) length of follow-up period F = 9, 5 and l [years]. 
In all cases two-sidcd tests with a significance Level of o. = 0.05 and a power of 0.9 
were used. Tablc 9 gives the sets of transfonned parameter values: proportion 
rc(T) = exp (-A.T), median survival time med =In (2/Ä) and hazard rate A., for the con-
lrol and trcatmenl groups, indexed by C and E, respectively, al the times T. 
All programs designcd for sample size determination for survival analysis calculate the 
sample sizes for the logrank test. With the exception of POWER, both one- and two-sided 
versions of the test are provided ; POWER only supports the two-sided test. 
Where the algorithms are based on FREEDMAN (1982) or ScHOENFELD ( l 981 ), no accrual 
and follow-up times are rcquired as input parameters. Tue survival probability needs to 
be calculatcd for the study mid-point T - A/ 2{ = F + A/2) under the assumption of 
uniformly distributed accrual times, rather than at study end T, in order to obtain appro-
priate sample sizes in Table 10. For the corresponding hazard rates, see Table 9 at timcs 
9.5, 7.5, and 5.5. All other programs take the lengths of accrual and follow-up periods 
directly into account. 
Table 10: Survival analysis (sample sizes per group) 1) 
Exponential disllibution Proportional hazards 
lt(:(T) ö A Ref. PLA- NSURV SOLO- NQUE- POWER STPLAN NQUCRY') Ss1ZE6) Ss12.E7) 
val.2) NUNG3) POWER RY4) 
0.8 2/3 1 803 726.9 804 806 821 822 819. 1 821 799 824 
5 985 904.9 1003 1005 1024 1025 1021.3 1036 101 2 1039 
9 1347 1220.8 1355 1357 1383 1385 1379.3 1425 1392 1428 
l/2 1 318 267.4 312 327 334 332 341.7 328 305 329 
5 389 333.3 389 407 418 415 426.8 414 388 418 
9 538 450.0 526 550 565 562 576.9 560 520 560 
1/4 1 107 83.9 106 119 135 135 143.3 122 95 124 
5 132 104.9 133 148 170 169 179.5 150 11 3 154 
9 184 141.9 179 200 230 230 243 201 152 207 
0.2 213 1 183 170.4 180 185 182 182 184.2 185 181 186 
5 203 194.0 207 21 1 210 209 212 210 205 211 
9 267 245.7 264 269 286 267 270.5 257 250 257 
112 1 68 60.8 67 71 69 68 71.8 73 (71) 68 (66) 73 (71) 
5 79 69.7 77 82 81 80 83.5 82 77 83 
9 102 88.6 99 105 104 103 107.6 101 95 102 
1/4 1 22 17.7 21 26 25 24 27.8 27 (26) 22 (20) 28 (27) 
5 25 20.5 24 30 29 29 33 39 23 32 
9 33 26.4 32 38 39 38 43.2 38 29 39 
1) Tuo-"dcd. a O.OS. 1 - ß • 0.90. total <ludy length T = 10 ye:us. follow-up time =- 10 accrual lcngth (A). 11c(T) i< 1he survival 
rate of the control group. b is the h:uard muo. 
2> Calculnted u<in& ~amplc <i1.es of T.ible 1 and fonnula on page 183 of Lakatos and 1..an (1992) und 1hercfor only vahd for underlyong 
exponcntial do<lribu11on 
'> Sample si1.c. sei on ornlocs would produce power values differing in more than 2.5% 10 1he requorcd 90% of the calculniion. 
4 ) exponential survival. $) Logmnk tCSI. ") Schoenfcld. 7 ) Frecdman. 
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The results are displayed in Table 10. The total sample sizes resulting from SOLO-POWER 
and the accrual rates resulting from STPLAN are transforrned to correspond to sample 
sizes per group. With NQUERY, sample size based on exponential survival was calculated 
assuming a maxirnum follow-up period of LO years. With NsuRv, the settings for the 
median of the treatment group (Median Test), the median of the control group (Median 
Standard), and symmelry in log differences were selected, implying that a test for ö will 
require the same sample size as a test for 11 = l /Ö. The median survival time was selec-
lcd with POWER, and with PLANUNG, selected parameters were median survival of the 
control group and 11 for the required parameter Delta. 
Samplc sizes calculated with PLANUNG are smaller than requircd if assessed in light of 
thc power values detcrmined in LAKATAOS and LAN (1992). Sample sizes calculated 
with NsuRv always yield the required power. The other programs, SOLO-POWER, NQUE-
RY, POWER and STPLAN, calculate higher sample sizes, which results for small hazard 
ratios in a too high power (power > 0.925). Apparently, for the assumptions of propor-
tional hazards, lhe sample sizes calculated with SSIZE according to ScHOENFELD (1981) 
are always smaller than those calculated according to FREEDMAN (1982). Ex-SAMPLE 
also supports sample size determination for survival analysis, however, the authors did 
not suceed in this application. 
In addition to the programs assuming exponentially distributed survival times in the 
above comparison, STPLAN offers two design variants: a comparison with a historical 
control group as described in DJXON and SIMON ( 1988), and a two-step hazard function 
with a given breakpoint (SCHOENFELD, 1981 ). Due to the incompatibility wilh the de-
signs supported by the other programs, these variants were not uscd in the comparison. 
NSURV also perrnits sample size calculation for hypotheses of equivalence in survival 
analysis. 
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Appendix A - Usting of the Programs 
Table A. l : Software for sample size determination - Availabili ty for the investigation 
Commercial programs Availability1) 
CA DEMO CADEMO - Computer aided design of experiments and C/D 
modeJJjng/CADEMO - Ein Programm zur statistischen 
Versuchsplanung und Modellwahl 
CADEMO LIGHT CADEMO light c 
DATASIM DATASTM c 
EAST EaSt - A Software Package for the Design and Interim -
Monitoring of Group Sequential Clinical Trials 
EGRETSIZ EGRET SIZ Program - Advanced Tool for Power & Sample -
Size Estimation 
Ex-SAMPLE EX-Sample+ - An expert system which helps determine c 
sample size for research projects 
lFNS Fallzahlenrechner - Statistische Fallzahlenplanung und c 
Signifikanztests auf dem Sharp PC-1270 
N N - Das Instrument zur Planung und Interpretation von Studien c 
NQUERY nQuery - Software for planning research studies c 
NSURV Nsurv - a tool for the planning and interpretation of studies c 
for time-to-occurence data 
PASS PASS - A quick and simple power and sample size calculation c 
pro gram 
PEST Pest - Planning of sequential studies -
POWEREFFECT Power & Effect: A statistical utility for Macintosh & Windows -
Systems 
POWERPACK PowerPack c 
SMPLSIZE SMPLSIZE c 
SOLO-POWER SOLO Power Analysis c 
ST AT-POWER STAT-POWER c 
TRLQ TRIQ - Ein Programm zur Versuchsplanung und Auswertung D 
von sequentiellen Dreiecksversuchen/Triangular SequentiaJ 
Designs 
Shareware aod Public domaio programs 
ÜPOWER Gpower - A general power analysis program c 
INSTAT INSTAT Shareware Package c 
Pc-SJZE PC-SIZE - A program for sample size determinations c 
PC-SIZE: Consultant - A program for sample size determinations 
PLANUNG PLANUNG - Programmpaket zur Versuchsplanung c 
POWER POWER c 
POWERT POWERT c 
SEPARATE SEPARATE c 
SSIZE SSIZE: A sample size program for clinical and c 
epiderniological studies 
STPLAN STPLAN - Calculations for sample sizes and related problems c 
1) Availability: C - complete ver;;ion, D - dcmo vcrsion . - 1101 available 
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Table A.2: Software for samplc size determination - Author, Pricing, Address 
CADEMO für DOS, 2.1 (15.02.91). DM 340.- to DM 1800.- + fees, MS-DOS 
BIORAT GmbH, Zentrum für Statistische Beratung und Datenverarbeitung. Joachim-
Jungius-Str. 9, 18059 Rostock, BRD 
iec ProGAMMA, P.O. Box 841, 9700 AV Groningen, The Netherlands 
CADEMO für Windows. 1.0, DM 450.- to DM 2500.- + fees, MS-Windows 3.x 
CADEMO light, DM 200.- + fees, MS-Windows 3. 1 
DATASIM, 1.1 (Dos). 1.2 (Mac), US $ 30.- , MS-DOS, Macintosh 
Drakc R. Bradley, Desktop Press, 90 Bardwcll, St. Lewiston, Maine 04240, USA, Phone: 
+207-786-6 180 (4 11 3), Fax: +207-786-6123, E-mail: dbradly@abacus.bates.edu 
EaSt CyTeL Software Corporation. 675 Massachusetts Avenue, Cambridge, MA 02139, USA, 
Tel. +617 661-2011, Fax +617 661-4405 
EGRET SlZ, US$ 465.-, MS-DOS 3.1 
Statistics and Epiderniology Research Corporation, EGRET Software Division, 909 North-
east 43rd Street, Suite 202, Seaule, WA 98195, USA, Phone: +206 632 3014, Fax: 
+206 547 4 140, E-mail: rhm@ms.washington.edu 
EX-SAMPLE, US $ 250.- . MS-DOS 
The Tdea Works, lnc., 100 West Briarwood, Colombia, MO 65203, USA, + 3 14 445 
4554 USA, -t 314 445 4554 
GPOWER, 2.0 (24. 03. 94), free of charge, MS-DOS 3.3, Macintosh System 6.05 
Edgar Erdfelder, Franz Faul, Axel Sucher, Psychologisches Institut der Universität Bonn, 
Römerstr. 164, 53117 Bonn, BRD, E-mail: erdfelder@uni-bonn.de, ftp.uni-trier.de pub/ 
pc/msdos-local, Gpower2i.exe (english version), Gpower2d.exe (german version) 
IFNS-Fallzahlenrechner. DM 1400. -
Dr. W. llaase, lFNS GmbH, Institut für numerische Statistik, Max-Planck-Str. 37, 50833 
Köln, Phone: +2234 l 85 20, Fax: +2234 18 52 65-
INSTAT, 6. 1, Autumn 1994, UK Pfd. 35.-, MS-DOS, BBC microcomputers, Beta version of 
sample si1c tools 
Statistical Services Center, Harry Pin Building, University of Reading, Whiteknights Rd .. 
P.0. Box 217, Reading, RG6 2AN, U.K .. Tel. +44 1734 318028, Fax. + 44 1734 
753169, E-mail: j.knock@reading.ac.uk 
N, 2.2, DM 980. - + fees, MS-DOS 
idv - Datenanalyse und Versuchsplanung, Dr. Volker W. Rahlfs, Wessobrunnerstr. 6, 
82 13 1 Gauting, BRD, Phone: + 89/ 8 50 80 0 1, Fax: +89/850 36 66 
nQuery, .f: 295.- /DM 595, MS Windows 3. 1 
Statistical Solutions Ltd., 8 Soulh Bank, Crosse's Green, Cork, lreland, + 353 2 1 319630, 
Sales@StatSol.IE or: GWD mbH, Siemensmaße 21. 63165 Mühlheim/Main, BRD, 
+6108 73066 
Nsurv, 2.2, DM 980.- + fees, MS-DOS 
see N for address 
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Table A.2 (continued) 
PASS. 6.0, US$ 249.-, MS-Windows 3.1 
Methodist Hospital of Indiana lnc., 170! North Senate Boulevard, P.O. Box 1367, lndia-
napolis, IN 46206, USA, +317 924-64 11 , or 
NCSS Statistical Software, 329 North 1000 East, Keysville, Utah 84037, Phone: (801) 
546-0445, Fax: (801) 546-3907, Email: ncss@ix.netcom.com, WWW: 
http://www.ncss.com/pass.html 
PC-SIZE, 2.13 (1986), SIZE 1.01 (1990), US$ 15.- (both), MS-DOS 
Ger1lfd E. Dallal, 54 High Plain Raad, Andover, MA 01810, USA 
PEST 3.0 
John Whicehead, Hazel Brunier, Caroline Ellwood, The PEST Project, Deparrment of 
Applied Statistics, Universi ty of Reading, United Kingdom 
PLANUNG Il.5 ( L991 ), free of charge, MS-DOS 
Deutsches Krebsforschungszentrum, Abt. Biostatistik, Dr. Lutz Edler, Im Neuenheimer 
Feld 280, 69120 Heidelberg, BRD, Fax: (+62 2 1) 42-23 97, E-mail: edler@krebs-heidel-
berg.de 
POWER, 1.4, MS-DOS 
William Duponr, Walton D. Plummer, S-3301 Medical Center North, Department of Pre-
ventive Medicine, Vanderbilt University School of Medicine, Nashville, TN 37232-2367, 
USA 
Power & Effecl, Single copy US $ 50.- , Up lo 12 copies US $ 210.-, MS Windows 3.0 or 
Macintosh and Hypercard 2.1 
Glenn E. Meyer, Departmenr of Psychology, Trinity University, 715 Stadium Drive 
San Antonio, Texas 78212-7200, USA, E-mail: gmeyer@trinity.edu 
PowerPack, US$ 195.- (Educ.: US$ 95.-), MS-DOS 
Russell V. Lenth, PowerPack, 3061 Hastings Avenue, Iowa City, Iowa 52240, USA, 
+319 337-8549 
POWERT, MS-DOS 
Ph.D. Marcy Petrini, Pulmonary Division, Department of Medicine, Universily of Missis-
sippi Medical School, Jackson, MS 39216-4505, Phone-B: 601-984-5656, Phone-H: 
601-957-1423 
SEPARATE, 1.1, US$ 650.- (for universities free), MS-DOS 3.3 
Prof. Dr. Guido Giani, Diabetes Forschungsinstitut, Abteilung Biometrie & Epidemiolo-
gie, Auf'm Hennekeamp 65, D-40225 Düsseldorf, Phone: (+49) 2 11 3382259, Fax: 
( +49) 211 3 38 2677, E-mail: giani@dfi.uni-duesseldorf.de 
SMPLSIZE, 1994, MS-DOS 
Victor L. Landry, Mercy Hospital, Trauma Center, 1400 Locust Street, Pittsburgh PA 
15219-5166 USA, +412 232-8414 (Work), +412 744-793 1 (Horne), E-mail: land-
ry@duq3.cc.duq.edu 
SOLO-POWER 1.0, 1992, US$ 195.-, MS-DOS 
BMDP Statistical Software, lnc., 1440 Sepulveda Blvd., Suite 3 16, Los Angeles, CA 
90025, USA, +310 479-7799 or: Cork Technology Park, Model Farm Road, Cork, Ireland 
or: GWD mbH, Siemensstraße 21, 63165 Mühlheim/Main, BRD, +6108 73066 
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Table A.2 (continued) 
SSTZE, US$ 10.-, MS-DOS 3.3 
F. Y. Hsieh, Computing and Statistical Services, ANAQUEST, BOC Health, CarelOO 
Mountain Ave Murray Hili, NJ 07974, USA 
STAT-POWER, US $ 195.- , MS-DOS 
Drs. K. Peter Koning, interuniversity expe1tise center ProGAMMA, P.0. Box 841, 9700 
AV Groningen, The Netherlands, +so 636960, E-mail: p.koning@gamma.rug.nl 
STPLAN 4.0 (06/93), MS-DOS 
Bany W. Brown, The University of Texas, M.D. Anderson Cancer Center, Department of 
Biomathematics, Box 237, 1515 Holcombe Boulevard, Houston, Texas 77030, USA, ftp:// 
oclin.mdacc.tmc.edu (or: odin.roda.uth.troc.edu, 129. 106.3 .1 7), /pub/unix/stplan-4.0-tar.Z 
(source code), /pub/stplan40.exe (MS-DOS executable), 
TRlQ, LI , DM 1099.-, + fees, MS-Windows 
BIORAT GmbH, s. CADEMO für DOS 
Table A.3: Two-sided test for difference of two means (sample sizes per group, effect size fj. / a) 
a/1-ß 
Pro gram fj. /a 0.1 /0.8 0.l/0.9 0.05 /0.8 0.0510.9 O.OJ /0.8 0.01 /0.9 
t-test 
Reference val ues 1 ) 5 2.0 2.0 2. l 2.3 2.9 3.1 
2 4.1 5.3 5.1 6.4 7.6 9.1 
0.2 309.9 429.0 393.4 526.4 585.5 745.5 
CADEMO LIGHT 5 2 2 3 3 3 4 
2 5 6 6 7 8 10 
0.2 3 10 430 394 527 586 746 
DATASTM 5 2 2 2 2 2 3 
2 4 5 5 7 8 9 
0.2 310 429 394 526 586 746 
GPOWER 5 2 2 2 2 2 4 
2 4 6 6 7 8 10 
0.2 3 10 429 394 527 586 746 
IFNS 5 2 2 2 2 3 3 
2 4 5 5 7 8 10 
0.2 3 10 429 394 527 586 746 
N 5 2 2 3 3 3 4 
2 4 6 6 7 8 10 
0.2 310 429 394 527 586 746 
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Table A.3: (continued) 
Program ß/o 0.1 /0.8 0.1/0.9 
a / 1 - ß 
0.0510.8 0.0510.9 0.01 /0.8 0.01 /0.9 
NQUERY 5 2 2 3 3 3 4 
2 4 6 6 7 8 LO 
0.2 310 429 394 527 586 746 
PC-SIZE 5 2 2 3 3 3 4 
2 4 6 6 7 8 10 
0.2 3 10 429 394 526 586 744 
PLANUNG 5 2 2 3 3 3 4 
2 4 6 6 7 8 10 
0.2 310 429 394 527 586 746 
POWER 5 - 2 2 2 3 3 
2 4 5 5 6 8 9 
0.2 309 428 392 525 584 744 
POWERPACK 5 2 2 2 2 2 2 
2 4 6 4 6 6 8 
0.2 3 10 428 396 526 584 744 
POWERT 5 8 8 8 8 8 8 
2 8 8 8 8 8 9 
0.2 311 430 395 528 587 747 
SSLZE 5 - 2 2 2 3 3 
2 4 6 5 7 8 9 
0.2 3 10 429 394 527 586 746 
ST AT-POWER 5 2.0 2.0 2.5 2.5 3.0 3.5 
2 4.0 5.1 5. 1 6.4 7.7 9.3 
0.2 309.8 429.8 393.4 526.3 585.6 745.6 
ST PLAN 5 - - 2.1 2.3 2.8 3.0 
2 4.0 5.2 5.1 6.4 7.5 9.1 
0.2 309.4 429.J 393.5 526.2 585.4 745.3 
Gauss-test 
Reference values 1) 5 0.5 0.7 0.6 0.8 0.9 1.2 
2 3.1 4.3 3.9 5.3 5.8 7.4 
0.2 309. 1 428.2 392.4 525.4 584.0 744.0 
EX-SAMPLE 5 0.5 0.5 0.5 1.0 1.0 1.0 
2 3.0 4.5 4.0 5.5 6.0 7.5 
0.2 309.0 428.0 392.5 525.5 584.0 744.0 
lNSTAT 5 0.5 0.7 0.7 0.9 0.9 1.2 
2 3.1 4.2 3.9 5.3 5.9 7.5 
0.2 309.2 428.2 392.5 525.4 584.0 744.0 
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Table A.3: (continued) 
o./ I -ß 
Pro gram t:./ o 0. l /0.8 0.110.9 0.05/0.8 0.05/0.9 0.01 /0.8 
PLANUNG 5 1 1 1 1 1 
2 4 5 4 6 6 
0.2 310 429 393 526 584 
SMPLSIZE 5 l 1 l 1 1 
2 4 5 4 6 6 
0.2 309 428 392 525 584 
SOLO-POWER 5 2 2 2 2 2 
2 4 5 4 6 6 
0.2 3 10 429 393 526 584 
1) Calculated using the au1hors SAS macros 
Appendix B - Source Code Based Programs and WWW-Pages related 











ln addition to complete programs, there is a variety of programs for sample size determi-
nation programs which requ.ire a compiler such as Fortran or Basic, or a program eovi-
ronment such as SAS or S-Plus. These programs are not included in the comparative 
tests, but are listed below, by environment, with their source address. 
Application of these programs requires an appropriate compiler or program envirooment 
and farnfüarity with the programming laoguage. An advantage is that the source code is 
accessible, for modification or embedding in other programs. 
C Routines 
MHGHSEQ: A computer program for designing clinical trials with arbitrary survival 
curves and group sequential testing. Author: Jerry W. Halpem 
(funn@osir is.staford.de), B.Wm. Brown 
Program makes use of the Makuch and Simon test statistic to calculate the power for 
one-way or multi-way factorial designs. Monte Carlo method is used to obtain type l 
and II error probabilities. Survival distribution can be exponential, Weibull or lognor-
mal. Author: R. Natarajan (raojini@stat.brown.edu) 
Fortran Routines 
MUL4.F, MUL4XC.F: Backward and Forward Elimination, based on Chen and Simon. 
Author: Timothy Chen (tchen@helix.nih.gov) 
SEQPWR.F, SEQOPR.F: Power calculations for sequential designs, based on Kirn (1995). 
Author: Dr. Kirn (kmkim@umicb.edu) 
SAS Macros and Programs 
EQUATL.SAS : SAS-macro for sample size calculation for the assessment of (at 
least) equivalence of two means and proportions. Author: Manfred Wargenau, 
FOCUS, Clinical Drug Development GmbH (100534.3056@compuserve.com). 
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NSUJ: based on method by Whitehead, but is adaptcd for Wilcoxon rangsum lest 
and logistic regression, Statistics in Medicine, 1993. Author: Alain Duhamcl 
(duhamel@saphir.univlille2.fr). 
POWER.MAI<: SAS-macros for sample size calculation for the one- and two-samplc 
t-test and test on proportions. Author: Patrick Onghena. University Leuven 
(patrick=onghena%psl%psy@cc3.kuleuven.ac.de). 
POWER.SAS is included in SAS/STAT software since rclease 6.09 of ehe SAS soft-
ware, power.tsl contai ns some examples for using. Author: Kerstin Latour 
(ftp.sas.com techsup/download/technotes TS272. PS, 12.03.92). 
SAMPLESIZE allows calculation of sample sizes for thc two-sample t-test on differencc 
and equivalence in means and two-sample test on cquivalcncc in propo1tions. II is a 
set of SAS/IML-moduls, written in English wich a menu- and mask-based uscr intcr-
face (realized with SAS/ AF). lt supports creation of graphs and tables. The documcn-
talion is on paper available. Authors: Dieter Hauschke, Martin Burke, Edgar Oileui, 
BYK Gulden Phannazeutika, Abt. Biometrie, BYK Gulden Str. 2, 78467 Konstanz, 
+753184230l. 
SAMSIZA: Power/Sample size calculation for one-way anova. Send Email to archi-
ve@jse.stat.ncsu.edu with the message 'send software/sas/survrisk.pak'. Author: 
Frank Harrell (feh@biostat.mc.duke.edu). 
SAMSIZB: Power/Sample size for Fisher's exact tcst fo llowing CASAGRANDE and PIKE 
(1982). Send Email to archivc@jse.stat.ncsu.edu with the message 'send softwarc/ 
sas/survrisk.pak'. Author: Frank Harrell (feh@biostat.mc.duke.edu. 
SAMSIZC: SAS-macro for power and sample size calcu lation for survival analysis ba-
sed on the Cox modcl. Send Email to archive@jse.stat.ncsu.edu with the message 
'send software/sas/survrisk.pak'. Author: Frank Harrell (feh@biostat.mc.duke.edu). 
See also S-plus functions ciapower and cpower. 
SAMSIZR: Power/Sample si~e calculation for linear correlation. Send Email to archi-
ve@jse.statncsu.edu wich the message 'send software/sas/survrisk.pak·. Author: 
Frank Harrell (feh@biostat.mc.duke.edu). 
SIZE: SAS-program based on J. Shih (1995, Controlled Clinical Trials, Vol. 16, 
395-407): Sample size calcu lations for complex clinical trials (jshih@helix.nih.gov). 
UNIFYPOW.SAS is a module of SAS data step statements that perfonn power computa-
tions for the classical one-group and two-group t-tests, and lhe one-way ANOVA. lt 
replaces ONEWYPOW.SAS which is described in o· ßric n, R. G. and Muller, K. E. 
( 1993). Author: R. G. O'Brien (robrien@bio .ri.ccff.org) 
S-Plus Functions and Packages 
All the following Splus-functions and Splus-packages are located on the STATLIB ser-
ver which could be access via anonymous ftp to lib.stat.cmu.edu or via the Web-page 
http ://lib.stat.cmu.edu/S/. 
ASYPOW: Asymptotic sample size, power, and detectable effect calculations for a va-
riety of generalized linear models and survival modcls (include Fortran code). Au-
thor: Barry W. Brown (bwb@odin.mda.uth.tmc.edu). 
ClAPOWER compute power of interaction test for exponcntial survivaJ (Peterson and 
George. 1993). Author: Frank Harrell (feh@biostat.mc.duke.edu). 
CPOWER: Power for two-sample Cox or logrank survival test. Frank Harre ll 
(feh@biostat.mc.dukc.edu). 
POWER: A suite of Splus functions to compute power and sample size for tests of the 
generaJ linear hypothesis (Muller and Peterson, 1984). Author: Daniel F. Heitjan 
(dheitjan@biostats.hme.psu.edu). 
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SAMPLESIZE-BETABIN: Calculates optimal sample sizes for a beta-binomial mixture mo-
del in a situation where botb priors and utilities differ for two parties in a negotiation 
process, Based on tbe paper Wolfson, L. J., Kadane, J. B., and Small, M. J. (1995), 
"Expected Utility as a Policy-Making Tool: An Environmental Health Example", 
Author: Lara Wolfson (ljwolfson@setosa.uwaterloo.ca). 
SAMPLESIZE-MEAN: An S-plus program to calculate samplc sizes based on highest 
posterior density intervals for normal means using three different Bayesian appro-
achcs. Authors: Lawrence Joseph (joseph@binky.epi.mcgill.ca) and Patrick Belisle. 
SAMPLESIZE-PROP: A S-plus program to calculate samplc sizcs based on highest poste-
rior dcnsity intervals when comparing two binomial proportions using threc different 
Baycsian approaches. Authors: Lawrence Joseph (joseph@binky.epi.mcgill.ca), Ro-
xanc du Berger and Patrick Belisle. 
WWW Pages 
In addition to the complete programs and source codes, the growing publicity of the 
WWW also makes sample size programs available on the Internet. Two examples are: 
http://hedwig.mgh.harvard.edu/size.html 
Web pagc of David A. Schoenfeld, Ph.D.: Statistical considerations for clinical trials 
and scicntific experiments (schoenfe@stat3.mgh.harvard.edu) 
http ://www.interchg.ubc.ca/cacb/power 
gives 'A comprehensive !ist of power analysis software for microcomputers'. The 
pagc is maintained by Len Thomas, Center for Applied Conservation Biology, Uni-
versity of British Colombia (lthomas@unixg.ubc.ca) 
http:/ /www.stat.ucla.edu/bond/HTMLPOWER/ 
calculatcs sample size and power for one- and two-sample test situations with nor-
mal, binomial, exponential and poisson distribution (jbond@stat.ucla.edu). 
Authors' addrcs'iCS: 
Dr. C. 011scifcn. Univcrsität<rechen7,entrum, INF 293, 69120 Heidelberg 
T. B1uckncr, Srntistik und OV, Lessingsll'. 3, 68723 Schwetzingen 
M. Burkc, BYK Gulden Pham1azeutika. BYK Gulden Str. 2. 78467 Konslanz 
Dr. M. Kicscr, Dr. Willmar Schwabe GmbH & Co„ Willmar-Schwabe-Str. 4. 76227 Karlsruhe 
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BUCHBESPRECHUNG/BOOKREVIEWS 
DtRSCllEDL, P., OsTERMANN, R. (Eds.) 
Computalional Statistics - Papers Collected on the Occasion of the 25th Conference on 
Statistical Compuling at Schloß Re isensburg 
Physica-Verlag, Heidelberg 1994, ISBN 3-7908-08 13-X, 552 S., 82 Abb., kt. 
Dieses Buch entstand anläßlich des 25. Jahrestages der jährlich im Juni stattfindenden Reisensburg-
Arbeitskonferenzen über Statistical Computing. Es enthält eine Sammlung von 30 Aufsä tzen zu 
den unterschiedl ichsten Themen im Zusammenhang mit Statistical Computing bzw. den Reisens-
burg-Tagungen. Es deckt ein breites Themen-Spektrum ab, mit der Idee (wie ~ie Herau sgeber in 
ihrem Vorwort selber schreiben) als eine Art Tutorial vertieften Ein- bzw. Uberblick über die 
Schwerpunkt-Themen zu geben, die auf Reisensburg-Tagungen wichtig waren bzw. sind. Von 
historischen Rückblicken sowohl über die Reisensburgtagung als auch die europäische Geschichte 
des Statistical Computing, über die Eigenschaften verfügbarer Softwarepakete, wie z. B. deren 
numerische Verläßlichkeit, bis hin 7u Spezialthemen wie Bootstrapping, Multivariate Graphies, 
Cluster-Algorithmen, Multiples Testen etc. etc. bietet dieses Buch sicher für jeden. der mit Statistical 
Computing befa~t ist, neben interessanten Artikeln zum persönlichen Arbeitsschwerpunkt einen 
guten Ein- und Uberblick in andere Facetten dieser Disziplin. K. Schulz, Hannover 
MAOR, R 
Die Zahl e - Geschichte und Ges chichten 
1996, 225 S., DM 48,-, ISBN 3-7643-5093-8, Birkbäuser Verlag AG, Basel 
Die Zahl e hat in allen Bereichen der Mathematik und speziell auch in den Anwendungen der 
Mathematik in der Physik, Biologie, Musik und Kust eine große Bedeutung. Der Autor hat es 
verstanden, die Geschichte der Entdeckung von e sowie u. a. die Verquickung mit der Zahl ;i: 
anschaulich darzustellen. Dabei schildert er u. a. Einzelheiten aus dem Leben der Persönlichkeiten, 
die bei der Erforschung der Zahl e entscheidend mitgewirkt haben. So entstand ein Buch, das auch 
für Leser mit geringen mathematischen Vorkenntnissen eine interessante und anregende Lektüre 
sein kann, da es Zusammenhänge deutlich werden läßt, die heute bei dem Streben nach Spezialwis-
sen vielfach nicht beachtet werden. H. Geidel, Stuttgart 
BRAUER W., MONCH S. 
Studien- und Forschungsführe r Informatik 
Dritte, völlig neubearbeitete Aunage, 1996, 388 S., DM 28, ISBN 3-540-60417-0 
Berlin: Springer Verlag 
Der Studien- und Forschungsführer bietet eine Übersicht über die wissenschaftlichen Hochschulen 
und öffentlich-rechtlichen Forschungseinrichtungen auf dem Gebiet der Informatik. W. Brauer und 
S. Münch haben das Buch herausgegeben im Auftrag der Gesellschaft für Informatik, des Fakultä-
tentags Informatik und der llochschulrektorenkonferenz. Wesentlicher Unterschied zu früheren Auf-
lagen ist, daß nun auch die Informatik-Studiengänge der Universitäten der neuen Bundesländer 
aufgeführt sind. Im Gegensatz sind jedoch d ie Fachhochschulstudiengiinge nicht mehr erwähnt, da 
flir diese ein eigener Studienführer herausgegeben wi rd. Insgesamt werden 59 (früher 25) Studien-
gänge und 35 (früher 14) Forschungseinrichtungen beschrieben. 
Nach einer Einleitung über die lnformatik aus verschiedenen Sichten, wurden umerschiedliche ln-
fonnationsmaterialien zusammengetra~en. Diese reichen von der Rahmenordnung über Ausbildungs-
empfehlungen bis zur Beschreibung emzelner Gesellschaften. 
Der Abschnitt über Studiengänge, l lochschullehrer und Forschungsaktivitäten macht den größten 
Teil des Buches aus. Er ist nach den Städten alphabetisch sortiert. Dabei wird jeder Studiengang 
durch eine Kurzbeschreibung des Curriculums und auch durch die beteiligten Professoren (bzw. 
For.;chungsgruppenleitem) mit ihren Forschungsgebieten und -projekten beschrieben. Ebenso wer-
den Kooperationen mit anderen Forschungsinstitutionen und Firmen aufgeführt. Schade, daß die 
anwendungsorientienen Fächer wie Wirtschafts- und Medizininformatik nicht mit aufgenommen 
worden sind. 
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lm letzten Kapitel werden 35 nichtuniversitäre Forschungsinstitutionen vorgestellt mit ihren Aufga-
ben, ihren Forschungs- und Entwicklungsvorhaben und den Kooperationen mit anderen Forschungs-
institutionen bzw. Firmen. 
Das Schlagwortregister beschränkt sich wie in der zweiten Auflage auf e in Namensregister, hier 
wäre sicherlich für manche Zielgruppen auch ein Verzeichnis von Forschungsgebieten wünschens-
wert gewesen. 
Das Buch ist vor allem ein wertvolles Nachschlagewerk für Studierende der Infonnatik, solche, die 
es werden wollen und Wissenschaftler auf dem Gebiet der Informationsverarbei tung, die sich über 
Forschungsschwerpunkte an anderen Enrichtungen informieren wollen. Petra Knaup, Heidelberg 
Cov, W. et al (ed) 
Sichtweisen der Informatik 
Braunschweig; Wiesbaden: Vieweg, 1992, ISBN 3-528-05263-5, 409 Seiten, DM 59,-
Das Buch ist der ers te Band einer neuen Reihe der „Theorie der Informatik" - nicht der 
Theoretischen fn formatik, wohlgemerkt ! Wolfgang Coy, Informatik-Professor aus Bremen und 
Sprecher der GI-Fachgruppe „Theorie der Informatik", möchte den starren Blick von der „Maschine 
Computer" abwenden und hinwenden zu einer breiteren, mehr geisteswissenschaft lich orientierten 
Thcoriebildung der Informatik. Philosophische, sozialwissenschaftliche, rechtliche, politische wie 
kulturelle Ansätze sollen gleichberechtigt neben den physikalischen, technischen, mathematischen 
und logischen Grundlagen dargestellt werden. 
Die Informatik scheint eine Disziplin im Umbruch, ihre Konturen sind sehr verschwommen. Einige 
fordern gar einen Rückzug „back to the roots" - Informatik a ls „Science of Computing", a ls 
T heorie der Algorithmen und ihrer Komplexität. D iese T heorie leistet miL der Entwicklung des 
Berechenbarkeitsbcgriffs einen bedeutenden Beitrag zu Mathematik und Philosophie - aber reicht 
das für die PRAXIS des Rechnereinsatzes? Es feh lt eine Theorie der lnforma tik, die eine Fundierung 
der ln forma tikpraxis ermöglicht! 
Arno Rolf und Dirk Siefkes plädieren im Buch für eine umfassende T heorie der Informatik -
einer Theorie im ursprünglichen Sinne des Wortes: Eine Theorie, die eine Sicht auf die Dinge 
bietet, welche Verstehen, und damit verantwortungsvolles Handeln in der Informatikpraxis 
ermöglicht. „Betroffen vom Einsatz von Rechnern sind nicht die Rechner, sondern die Menschen. 
oft a uch die Natur. Warum a lso so bescheiden? Informatiker konstruieren nicht Rechnersysteme, 
sondern sie manipulieren soziale und ö kologische Systeme, indem sie Rechner hineinkonstruieren. 
Nur mit dieser weiteren Sicht können sie versuchen, zu verstehen, was sie herstellen." 
Informatik a ls Gestaltungswissenschaft: „Gestaltend bala ncieren Informatiker zwischen den 
Humanisten, die in terpretieren, und den Ingenieuren, die konstruieren. Nur so können sie die 
menschlichen Belange wahren." Folgt man Coy und den vielen anderen Autoren , muß sich die 
(Medizinische) Informatik schleunigst in Richtung Gestaltungswissenschaft entwickeln, will sie für 
die heutigen und zukünft igen praktischen und wissenschaftlichen Aufgaben gerüstet sein. 
Die Architektur könnte für die Informatik ein Vorbild sein: Für viele Architekten spielen neben 
dem fun ktional Konstruktiven ästhet ische und gesel lschaftl iche Kategorien für ihr profesionelles 
Handeln eine Rolle. Sie sind sieb bewußt, daß sie Mitgestalter gesellschaftlicher Prozesse sind und 
in Lebens-, Arbeits- und Wohnprozesse eingreifen. Obwohl die Informatik nicht weniger stark als 
die Architektur am Wandel der Gesellschaft beteiligt ist (Es wird ja sogar behauptet, wir lebten 
im „Informationszeitalter" - und das wird auch kritiklos akzeptiert!), haben viele Informatiker 
diese erweiterte Sichtweise noch nicht für sich entdeckt. ln ihrem Selbstverständnis verstehen sie 
sieb a ls Bauingenieur oder Klempner. 
Um diese, etwas andere, Sichtweise von Informat ik kennenzulernen, ist d ieser Band Pnichtleklüre 
für alle an der Weiterentwicklung unseres Faches interessierten Medizininformatiker - zumal. 
wenn sie sieb a ls „angewandte Informatiker" begreifen. 
Das Werk besteht aus vier großen Teilen: So werden auf den ersten 100 Seiten Gedanken zu den 
„Grundlagen einer Theorie der Informatik" formuliert. Ein weiteres Viertel des Buches steht unter 
dem Thema „Computer und Arbeit". 100 Seiten beschäftigen sich mit „Kultur - Anthropologie 
- Computer". Am Ende des Buches stehen Aufsätze zum Themenkomplex „Infonuatik - Ethik 
- Verantwortung". 
21 Autoren haben Beiträge in diese Diskussion beigesteuert. Claus Stark, Heilbronn 
Informatik, Biometrie und Epidemiologie in Mcdi2.in und Biologie 2Jl997 
Brief des Präsidenten 
Lieben Kolleginnen und Kollegen, 
Die Vorbereitungen für die nächste GMDS-Tagung laufen auf vollen Touren. Bisher sind über / 
300 Beiträge eingereicht wor<ien. 
Das Begutachtungsverfahren ist noch nicht ganz abgeschlossen. Das Programmkomitee wird am 
8. Mai das endgültige Tagungsprogramm festlegen, so daß Anfang Juni das Programm 
verschickt werden kann. Wie bereits angekündigt wird der Proceedingsband zur Tagung 
vorliegen. Auf einige Sonderveranstaltungen möchte ich schon jetzt hinweisen: 
• Unter dem Titel ,,Brennpunkt MI" wird eine Podiumsdiskussion zwischen einem Kliniker, 
einem Verwaltungsdirektor und V ertretem der MI zur Frage ,,Medizinische Informatik - DV-
Abteilung der Krankenhausverwaltung oder Wissenschaft" stattfinden. 
• Die Herren Feinstein (Vortragsthema ,,Evidence based medicine") und Altmann (,,How to 
develop unreliable models") werden unserer Einladung, an der Tagung vorzutragen, 
nachkommen. 
• Als fachfremder Redner wird Herr Rommel (ehern. OB Stuttgart) zum Thema ,,Die 
Schwaben und die Welt" sprechen. 
• Zum Thema ,,Bessere Heilungschancen bei Krebs - Ein Erfolg von Ärzten und Statistikern, 
Epidemiologen und Informatikern" wird ein öffentlicher Nachmittag mit mehreren Vorträgen 
für die Ulmer Bevölkerung und die regionale und überregionale Presse angeboten. 
Die bereits in meinem letzten Brief angesprochene Neustrukturierung der GMDS-
Geschäftsstelle ist weiter fortgeschritten. Inzwischen hat ein Auswahlverfahren für den 
hauptamtlichen Geschäftsführer der GMDS stattgefunden. Das Präsidium ist der festen 
Überzeugung mit Herrn Dipl.-Volksw. Thomas Banasiewicz einen hervorragenden Kandidaten 
ausgewählt zu haben. Herr Banasiewicz wird seine Tätigkeit am l. Juni 1997 beginnen. 
Der Aufruf zum Vorschlag von Kandidaten für die Wahl zum l. Vizepräsidenten der GMDS hat 
zur Nennung einer Reihe von potentiellen Bewerbern geführt. Naturgemäß konnten einige der 
Genannten aus verschiedenen Gründen nicht zur Verfügung stehen. Um so erfreuter bin ich, daß 
sich zwei in jeder Beziehung ausgewiesene Bewerber bereit erklärt haben, für das Amt des. 1. 
Vizepräsidenten zu kandidieren. Ich bitte alle Mitglieder der GMDS von Ihrem Briefwahlrecht 
Gebrauch zu machen und sich so aktiv an der weiteren Gestaltung der GMDS zu beteiligen. 
Im Dezember 1996 hatten in einer gemeinsamen Stellungnahme die GMDS Arbeitsgruppen 
,,Medizinische Dokumentation und Klassifikation" und „Qualitätssicherung in der Medizin" zur 
medizinischen Dokumentation für die Qualitätssicherung bei den Fallpauschalen und 
Sonderentgelten (SGB V § 137 i. V. m. § 112) darauf aufmerksam gemacht, daß die 
Qualitätsdokumentation in der . vorgesehenen Form methodische Mängel aufweist, der 
Dokumentationsaufwand in keinem Verhältnis zu dem erwarteten Nutzen steht und daß das 
klinische Qualitätsmanagement eher behindert als gefördert wird. Anläßlich der Ankündigung 
der baden-württembergischen Krankenhausgesellschaft, daß an der Qualitätskontrolle in 
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bisherigen Umfang festgehalten wird, haben die baden-württembergischen Fachvertreter für 
Medizinische Informatik in einer gemeinsamen Erklärung vom 17. Februar 1997 noch einmal 
auf die verschiedenen Mängel hingewiesen. Inzwischen hat der Deutsche Bundestag am 20. 
MliIZ 1997 in zweiter und dritter Lesung mit dem 2. GKV-Neuordnungsgesetz die Bedürfuisse 
der Ärzteschaft bei der Gestaltung und Umsetzung der Maßnahmen zur Qualitätssicherung 
liIZtlicher Leistungen im Krankenhaus erweitert. Sowohl die Bundesäntekammer als auch die 
Landesäntekammem und die Kassenäntliche Bundesvereinigung werden damit zukünftig 
neben den Spitzenverbänden der gesetzlichen Krankenversicherung und der Deutschen 
Krankenhausgesellschaft vertreten sein. Mit dieser politischen Neuordnung ergibt sich die 
Chance, methodisch sauber fundierte Qualitätssicberungsmaßnahmen zu etablieren. Die GMDS 
mit ihren fachkundigen Arbeitsgruppen ist auf alle Fälle bereit, über die entsprechenden 
Schienen (Bundesäntekammer, A WMF) ihr Know-how zur Verfügung zu stellen. 
Im zweiten Quartal des Jahres 1997 möchte ich den folgenden Kollegen im Namen der GMDS 




Prof. W. Köpcke 
Herr Günter Kunkel (Bremen) 
Herr Dipl. Phys. Jürgen Pachaly (Berlin) 
Herr Prof. Dr. Karl-Heinz Höhne (Hamburg) 
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GMDS Geschlftsstelle: 
Achtung: Neue Telefonnummer (0221) 4004-865: Frau Büttner, unsere neue Sekretärin, ist 
i.d.R. von 8.00 bis 13.00 Uhr zu erreichen. 
• •••• 
Buchankündigung 
Leiner, Gaus, Haux: Medizinische Dokumentation. 
Die 2. Auflage dieses einführenden Lehrbuchs ist soeben erschienen. In ihr sind neuere 
Entwicklungen in der Gesetzgebung und bei medizinischen Ordnungssystemen 
berücksichtigt. Ein zusätzliches Schlagwortverzeichnis rundet die Nutzungsmöglichkeiten ab. 
Das Lehrbuch führt in die Grundlagen einer professionellen medizinischen Dokumentation 
ein. Ein umfangreicher Thesaurus macht es zu einem nützlichen Nachschlagwerk. Zielgruppe 
sind Studierende ebenso wie alle, die in der Medizin dokumentieren müssen: Ärzte, 
Pflegekräfte, Dokwnentare und Verwaltungsangestellte. 
Leiner, F„ Gaus, W„ Haux, R.: Medizinische Dokumentation - Einführendes Lehrbuch. Stuttgan: Scbattauer 
Verlag, 2. Auflage 1997, ISBN 3-7945-1796-2, 191 Seiten, Preis: DM 49,-. 
Medizinische Informatik, Biometrie und Epidemiologie 
Herausgegeben von Hans-Jürgen Seelos 
Unter Mitarbeit von S. Bürsner, H. Dickhaus, B. Graubner, 1. Guggenrnoos-Holzmann, J. 
Ingenerf, R. Klar, E. Pelikan, B. Pietsch-Breitfeld, R:. Repges, B. Schneider, H. K.. Selbmann, 
K. Spitzer, C. Spreckelsen, T. Tolxdorffund K.. Ulm 
24,0 x 17,0 cm. X.XV, 299 Seiten. 1997. Broschiert DM 58,-/öS 423,-/sFr 53,-
ISBN 3-11-014317-8 (de Gruyter Lehrbuch) 
Die Medizinische Informatik, Biometrie und Epidemiologie wendet sich an Studierende der Medizin und ist 
nach dem aktuellen Gegenstandskatalog für den zweiten Abschnitt der ärztlichen PrUfung „Medizinische 
Statistik und lnfonnatik" gestaltet. 
lm wesentlichen vermittelt das knapp bemessene Buch Prüfungswissen, auch für Studierende der Medizinischen 
Informatik und benachbarter Disziplinen wie „Gesundheitswissenschaften" und „Wirtschaftsinformatik" und 
hilft bei der Bewältigung praktischer Probleme, z.B. bei einer statistisch angelegten Dissertation. 
***** 
Fachbereich Medizinische Informatik 
CBT in der Medizin 
6.17. Juni 1997 in Aachen 
Institut für Medizinische Informatik und Biometrie in Zusammenarbeit mit der AG 
Computergestützte Lehr- und Lernsysteme in der Medizin (CBT) der Deutschen Gesellschaft 
für Medizinische Informatik, Biometrie und Epidemiologie (gmds) wird ein Workshop „CBT 
in der Medizin" ausgerichtet. Beiträge sind vorgesehen in Foan von: wissenschaftlichen 
Vorträgen (30 min), Kurzvorträgen/ Vorstellung von Arbeitsgruppen (15 min), 
Systemdemonstrationen und Postern. Die Deadline für die Abstracts ist der 15. Februar 1997. 
Aktuelle Informationen finden sich unter 
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http://www.imib.rwth-aachen.de/www/cbt_ workshop 
Anfragen können gestellt werden unter: Tel.: 0241 / 80-88790, Fax 0241 1 8888-426, mail cbt 
@ imib.rwth-aachen.de 
Für die Organisatoren: Helmar Conradi, email: helmar@silmaril.imib.rwth-aachen.de 
imib RWTH Aachen, http://www.imib.rwtb-aachen.de/www/mitarb/helmar 
Pauwelsstrasse 30, Tel.: +49 241 8088794, D-52057 Aachen, Fax: +49 241 8888246 
Advances in Quantitative Laryngoscopy using Motion-, Image- and Signal Analysis 
18.-19. Juli 1997 in Erlangen 
Leitung: Prof. Dr. Dr. Ulrich Eysholdt, Abt. Phoniatrie und Pädaudiologie, Erlangen 
Prof. Dr. Hanspeter Herzei, Lehrstuhl f. Theoretische Biologie, Berlin 
Informationen: Thomas Wittenberg, Abteilung für Phoniatrie und Pädaudiologie 
HNO-Klinik, Uni. Erlangen, Bohlenplatz 21, D-91054 Erlangen, Germany, 
Tel:: +49-(0)9131-85 2603 Fax: +49-(0)9131-85 9272 
Email:wittenberg@phoni.med.uni-erlangen.de,http://www.rrze.uni-
erlangen.de/docs/F AU/fakultaeVmecl/kli/kphno/phon/rt2main.htm 
Themen: Bewegungsanslyse und Bildverarbeitung 
Biomechanische Modellierung der Stimme 
Signalanalyse von Stimmlippenschwingungen 
Medizinische Aspekte und Ergebnisse 
Aspekte der Phonetik 
Spracherkennung 
GEOMED'97 
International Workshop on Geomedical Systems 
4. - 6. September 1997 in Rostock 
Angesichts globaler Veränderungen der Umwelt und der Dynamik der Weltbevölkerung 
braucht das Gesundheitssystem regionale und transnationale computergestützte Systeme zur 
Kontrolle und Prävention insbesondere von sich rasch ändernden und neuen Krankheiten. Die 
Diskussion um BSE zeigt, daß mangelnde Kontrollsysteme sogar die politische Stabilität 
einer Region geflihrden kö1U1en. 
Interessierte wenden sich bitte an: 
M. Bull, Institut für Medizinische Informatik und Biometrie, 
Universität Rostock,Rembrandtstr. 16/17, 18055Rostock 
Tel: 0381/494-7308, Fax: 0381/494-7203, 
E-mail: mathias.bull@medizin.uni-rostock.de. 
New Technologies in Hospital Information Systems 
Conference on Architectural Concepts for Hospital Information Systems 
20.-22. September 1997 in Ulm 
Leitung: Prof. Dr. J. Dudeck, Gießen, Dr. B. Blobel, Magdeburg, Herr W. Lordieck, Bielefeld, 
Dr. T. Bürkle, Gießen 
Die Veranstaltung ist noch bis zum 20. Mai offen für Beitragsanmeldungen zu den Themen 
Referenzarchitekturen für Krankenhausinformationssysteme 
Middleware für Krankenhausinformationssysteme 
Schnittstellen und Kommunikationsserver 
Workflow Management 
Objektorientiertes Design im KIS 
Intranet - Technologie 
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Distributed Hospital Environment 
Organisation, Call für Papers und nähere Auskünfte: Thomas Biirkle, Institut für 
Medizinische Informatik, Heinrich-Buff-Ring 44, 35392 Gießen, Tel. 0641/99-41370, Fax 
0641199-41359, Email: thomas.buerkle@informatik.med.uni-giessen.de 
Workshop Medizinische Informatik auf der Tagung der GI in Aachen 
27. September 1997 in Aachen 
Auf der GI Tagung in Aachen wird am Freitag, dem 27. 9. 1997 ein Workshop mit dem 
Thema "Wissensbasierte Funktionen als Innovationsfaktor in Klinischen 
Informationssystemen" durchgeführt werden 
Organisation und nähere Auskünfte: Prof.Dr. Joachim Dudeck, Institut für Medizinische 
Informatik, Heinrich-Buff-Ring 44, 35392 Gießen, Tel.: 0641 - 99.441350, Fax: 0641 -
99 .41359, E-Mail: joachirn.dudeck@informatik.med.uni-giessen.de 
Gemeinsames Treffen der CEN - TC 251 Working Groups 
16. - 18. Oktober 1997 in Berlin 
Die für die Standardisierung zuständigen Working Groups des Technischen Komitees 251 
(TC 251) des CEN veranstalten ihre diesjährige gemeinsame Tagung vom 16. - 18. Oktober 
1997 i.n Berlin. Die Organisation bat das DIN gemeinsam mit dem Ausschuß C7 
(Medizinische Informatik) übernommen. 
Nähere Informationen: Frau Dr.-Ing. Vera Sattelmayer NA Medizin (NAMed) im DIN, 
Burggrafenstr. 6, 10787 Berlin, Tel. 030-2601-0/2740, Fax 030-2601-1231 
Veranstaltungen der Akademie Medizinische Informatik 
l. Seminar "Verschlüsselung von Diagnosen und medizinischen Prozeduren 
Kodierkurs für Dokumentare und andere Interessierte" 
Termin, Ort: 6.6.97, DKFZ, Heidelberg 
Zielgruppe: Med. Dokumentationspersonal, Med. Informatiker und andere an der med. 
Dokumentation beteiligte Mitarbeiter (einschl. Ärzten) in Krankenhäusern 
und sonstigen mit med. Dokumentation und Abrechnungsfragen befaßten 
Institutionen der Leistungserbringer und Kostenträger. 
Referenten: Dr. med. Bernd Graubner, Prof. Dr. RudolfThurmayr 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,--DM 
(Sonstige 800,-DM, Studierende 160,--DM) 
2. Seminar "Online-Dienste für Ärzte" 
Termin, Ort: p .6.97, <;;AM-Labor, Hygiene-Institut, Universität Heidelberg .. 
Zielgruppe: Arzte aus dem Klinik- und niedergelassenen Bereich, Arzteberater, 
Medizinjournalisten, med. Dokumentare, Angehörige von Heil- und 
Hilfsberufen, wiss. Mitarbeiter des Phanna-Marketings. 
Referentin: Edda Bhattacharjee 
Teilnahmegebühren: Mitglieder von BVMl, DVMD, GMDS 320,- DM 
(Sonstige 800.-DM, Studierende 160.--DM) 
3. Seminar "Wirkungsvolle Gestaltung von Vortragsmitteln" 
Termin, Ort: 12.6.97, DKFZ, Heidelberg 
Zielgruppe: Referenten, Redner, Trainer. Alle, die Vorträge und Seminare halten oder 
Produktpräsentationen durchführen. 
Referentin: Dipl.-lnfonn. Med. Comelia Vosseler 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,- DM 
(Sonstige 800,--DM, Studierende 160,--DM) 
4. Seminar "Wissensbasierte Systeme in der Medizin - eine Einführung" 
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Termin, Ort: 16.6.97, Medis-lnstitut der gsf, Neuherberg 
Zielgruppe: Medizinische Informatiker, Informatiker, Arzte mit Informatik-
kenntnissen 
Referent: Dr. sc. hum. Gerd Mann 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,--DM 
(Sonstige 800,--DM, Studierende 160,--DM) 
5. Seminar "Wissensbasierte Systeme in der Medizin -Praxis der 
Entscheidungsunterstützung"*) 
Termin, Ort: 17.6.97, Medis-Institut der gsf, Neuherberg 
Zielgruppe: Medizinische Informatiker, Informatiker, Arzte mit Informatikkenntnissen 
Referent: Prof. Dr. Christian Ohmann 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,--DM 
(Sonstige 800,--DM, Studierende 160,--DM) 
6. Seminar "Krankenhausinformationssysteme (für Med. Dokumentare)" 
Termin, Ort: 19.6.97, Universität Gießen 
Zielgruppe: Medizinische Dokumentare, Medizinisch-Technische Assistenten 
Referenten: Dr. Thomas Bürkle, Prof. Dr. Hans-Ulrich Prokosch 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,--DM 
(Sonstige 800,--DM, Studierende 160,--DM) 
7. Seminar "Serving von Informationen und Wissen im World Wide Web" 
Termin, Ort: 23.6.97, CAM-Labor, Hygiene-Institut, Heidelberg 
Zielgruppe Ärzte, Med. Informatiker, EDV-Verantwortliche und -Beauftragte, 
die eigene Inhalte ins World Wide Web bringen wollen. 
Referenten: Dipl.-lnform. Med. Martin Haag, Prof Dr. Franz-Josef Leven, 
Dipl.-lnform. Med. Leonhard Maylein 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,--DM 
(Sonstige 800.--DM, Studierende 160.--DM) 
8. Seminar "Internet und WWW: Browsing und andere Methoden der 
Informationsrecherche" 
Termin, Ort: 23.6.97, CIP-Pool l der Med. Fakultät, Universität Münster 
Zielgruppe: Das Seminar richtet sich an alle, die die verschiedenen Dienste des Internets 
und die Möglichkeiten, diese zur Informationsrecherche zu nutzen, 
kennenlernen wollen. 
Referenten: Prof. Dr. Hans-Ulrich Prokosch, T. Ganslandt, Dr. Oliver Obst 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,--DM 
(Sonstige 800,-DM, Studierende 160,--DM) 
9. Seminar "Serving von Informationen und Wissen im World Wide Web" 
Termin, Ort: 24.6.97, CIP-Pool 1 der Med. Fakultät, Universität Münster 
Zielgruppe: Ärzte, Med. Informatiker, EDV-Verantwortliche und -Beauftragte, die eigene 
Inhalte ins World Wide Web bringen wollen. Interessenten, die auch etwas 
über das Recherchieren von Informationen im Internet (und speziell im 
WWW) lernen wollen, können dieses Seminar mit dem Seminar "Internet und 
WWW: Browsing und andere Methoden der Informationsrecherche" 
verbinden. 
Referenten: Prof. Dr. Hans-Ulrich Prokosch, T. Ganslandt, Dr. Oliver Obst 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 320,-DM 
(Sonstige 800,--DM, Studierende 160,--DM) 
bei Buchung von Seminar 8. und 9.: Mitglieder von BVMI, DVMD, 
GMDS 500,-DM (Sonstige 1.200,--DM, Studierende 300,--DM) 
10. Seminar "Elektronische Dokumentenmanagement- und 
Archivierungssysteme - ein Weg zur elektronischen Patientenakte" 
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Tennin, Ort: 25.- 27.6.97, DKFZ, Heidelberg 
Zielgruppe: Med. Infonnatiker in Industrie, Forschung und Krankenhaus, leitende Kräfte 
in Klinikrechenzentren, Ärzte mit Kenntnissen der Med. Infonnatik, Med. 
Dokumentare, Pflegedienst, Funktionsbereiche, Verwaltungsfachkräfte. 
Referenten: Dipl.-Infonn. Paul Schmllcker, Dr. Carl Dujat, Dipl.-Infonn. Med. 
Oliver Reinhard 
TeilnahmegebUhren: Mitglieder von BVMI, DVMD, GMDS 800,--DM 
(Sonstige 1.800,-DM, Studierende 350,--DM) 
11. Seminar "Kommunikationsstandards im Krankenhaus (incl. Internet, 
Multimedia, Bilder, DOXX)"*) 
Tennin, Ort: 3.-4.7.97, IVMed, Universität Erlangen-Nürnberg 
Zielgruppe: Dieses Seminar richtet sich an die für die Kommunikation im Gesundheitswesen 
verantwortlichen Personen. 
Referenten: Prof. Dr. Joachim Dudeck, Dipl.-Infonn. Med. ChristofSeggewies, 
Dr. Bernhard Wentz 
Teilnahmegebllhren: Mitglieder von BVMI, DVMD, GMDS 500,--DM 
(Sonstige 1.200,-DM, Studierende 300,--DM) 
12. Seminar "Stand Übergang ICD9-ICD10 und Änderungen durch ICDlO"*) 
Tennin, Ort: ?..7.97, DKFZ, Heidelberg .. 
Zielgruppe: Arzte im Krankenhaus, niedergelassene Arzte, Medizinische Dokumentare 
Referent: Dr. Albrecht Zaiß 
Teilnahmegebllhren: Mitglieder von BVMI, DVMD, GMDS 320,- DM 
(Sonstige 800,- DM, Studierende 160,- DM) 
•) Diese Kurse werden fllr den Erwerb des Zertifkats ,,Medizinische Informatik" besonders empfohlen 
Auskunft : Frau P. Skalecki, Universität Heidelberg, Abt. Medizinische lnfonnatik, Im Neu-
enheimer Feld 400, 69120 Heidelberg, Tel.: 06221/56-7398, Fax: 06221/56-4997, 
e-mail: Petra Skalecki@kzrzmail.krz.uni-heidelberg.de 
Zentrum Biometrie - Veranstaltungen 1997/98 
Veranstaltung: Instrumente der Datenverarbeitung (SAS I und SAS II)* 
Tennin, Ort: 22. - 24.05.97 und 26. - 28.06.97, Ruhr-Universität Bochum 
Zielgruppe: Biometriker, Mediziner, Statistiker, Mathematiker, Med. Dokumentare 
Referentin: Dipl.-Stat. Annette Pfahlberg, Göttingen 
Teilnahmegebllhren: Mitglieder: 1000,-DM, Studierende 200,--DM, Sonstige 1500,--DM 
Veranstaltung: Zeitreihenanalyse 
Tennin, Ort: 11 . - 13.06.97, Ruhr-Universität Bochum 
Zielgruppe: Biometriker, Statistiker und andere Berufsgruppen, die mit der Erfassung, Aus-
wertung und Interpretation von zeitlich geordneten Beobachtungen befaßt sind 
Referent: Prof. Dr. Rainer Schlittgen, Hamburg 
Teilnahmegebllhren: Mitglieder: 900,--DM, Studierende 150,--DM, Sonstige 1200,--DM 
Tutorium: Einführung Diabetes 
Termin, Ort: 14.09.97 nachmittags, Ulm 
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Zielgruppe: Biometrik:er und Med. Dokumentare, die mit der Planung und Auswertung 
klinischer Studien betraut sind 
Referent: Dr. med. Marcus Hompesch, Wuppertal 
Teilnahmegebühren: Mitglieder: 150,--DM, Studierende 50,--DM, Sonstige 300,--DM 
Tutorium: Einführung KHK 
Termin, Ort: 14.09.97 vormittags, Ulm 
Zielgruppe: Biometriker und Med. Dokumentare, die mit der Planung und Auswertung 
klinischer Studien betraut sind 
Referentin: Dr. med. Claudia Hänel, Düsseldorf 
Teilnahmegebühren: Mitglieder: 150,--DM, Studierende 50,--DM, Sonstige 300,--DM 
Tutorium: Cross-over-designs 
Termin, Ort: 14.09.97 vormittags, Ulm 
Zielgruppe: Biometriker und Mediziner in der präklinischen und klinischen Forschung 
Referenten: Prof. Dr. Walter Lehrnacher, Dr. Ralf-Dieter Hilgers, Köln 
Teilnahrnegebühren: Mitglieder: 150,--DM, Stu~erende 50,--DM, Sonstige 300,-DM 
Tutorium: Guidelines 
Termin, Ort: 14.09.97 nachmittags, Ulm 
Zielgruppe: Biometriker und Ärzte, die an der Planung, Durchführung und Berichter 
stellung klinischer Prüfungen beteiligt sind und sich über die rechtlichen 
Grundlagen (Gesetze bis Guidelines) informieren möchten. 
Referent: Dr. Horst Nowak, Bernd Cromme, Frankfurt, Prof. Dr. Joachim Röhmel, Berlin 
Teilnahrnegebühren: Mitglieder: 150,--DM, Studierende 50,--DM, Sonstige 300,-DM 
Tutorium: Sequentialpläne und adaptive Designs 
Termin, Ort: 14.09.97 vormittags, Ulm 
Zielgruppe: Interessierte an Versuchsplanung, insbesondere für klinische Versuche 
Referent: Prof. Dr. Peter Bauer, Wien 
Teilnahrnegebühren: Mitglieder: 150,--DM, Studierende 50,-DM, Sonstige 300,--DM 
Tutorium: Stabile Multivariate Auswertungsverfahren 
Termin, Ort: 14.09.97, nachmittags Ulm 
Zielgruppe: Biometriker mit Erfahrungen in der multivariaten Datenauswertung 
Referent: Prof. Dr. Jürgen Läuter, Dr. Siegfried Kropf, Magdeburg 
Teilnahrnegebühren: Mitglieder: 150,--DM, Studierende 50,--DM, Sonstige 300,--DM 
Veranstaltung: ICH 
Termin, Ort: 29.09.97, Ruhr-Universität Bochum 
Zielgruppe: Biometriker, Ärzte aus der phannazeut. Industrie und Universitäten 
Referent: Prof. Dr. Joachim Röhmel, Berlin 
Teilnahrnegebühren: Mitglieder: 350,--DM, Studierende 70,-DM, Sonstige 450,--DM 
Veranstaltung: Resampling 
Termin, Ort: 29. - 30.09.97, Ruhr-Universität Bochum 
Zielgruppe: Für Statistiker und Anwender statistischer Methoden, die sich dafür 
interessieren, wie man anhand moderner computerintensiver Verfahren u.a. 
lnfonnarik, Biometrie und Epidemiologie in Medizin und Biometrie - Band 29- Heft 211997 
9 
Konfidenzintervalle berechnen und statistische Tests durchführen kann, ohne 
auf Verfahren der kJassisschen Interferenz zurückzugreifen. 
Referent: Prof. Dr. Iris Pigeot-Kübler, München 
Teilnahmegebilhren: Mitglieder: 600,--DM, Studierende 100,--DM, Sonstige 700,--DM 
(* in Kooperation mit der postgraduellen Ausbildung ,,Medizinische Biometrie" der Universität 
Heidelberg) 
Auskunft: Walter Dieckmann, Akademie für öffentliche Gesundheit, Ruhr-Universität, 
D-44780 Bochum, Tel.: 0234-700-5162, Fax: 0234/709-4325, e-mail: Walter 
Dieckmann@rz.ruhr-uni-bochum.dehttp:/www.amib.ruhr-uni-bochum.de 
***** 
Der Fachbereich Epidemiologie teilt folgende Veranstaltungstermine mit: 
Kurs: CONFERENCE: ,,DISEASE PREVENTION: 
CURRENT CONTROVERSIBS" 
Zeit: 24. bis 29. Mai 1997, Ort: Castelvecchio Pascoli (Lucca) ltaly 
Teilnahmegebühr: 3600 French francs (Approx USS 690) 
Anmeldung: Rodolfo Saracci 
European Science Foundation 
1 qual Lszay - Mamesia, 67080 Strasbourg, France 
Tel.: +33-388-767138, Fax: +33-388-366987 
Kurs: SUMMER COURSE IN EPIDEMIOLOGY AND FJELD RESEARCH 
METHODOLOGY 
Zeit: 26. Mai bis 13. Juni 1997, Ort: Umea, Sweden 
Teilnahmegebühr: Approx: $ 150 US (not including board and lodging) 
Sprache: englisch 
Anmeldung: Kjerstin Dahlblom, Lena Mustonen 
Department of Epidemiology and Public Health 
Umea University, S-90185 Umea, Sweden 
Tel.: +46-90-102928, Fax: +46-90-138977 
Kurs: COURSE: ECORISQUE '97 (A 3-WEEK COURSE IN ENVIRONMENT AL 
HEAL TH SlMILAR TO THE EIS COURES AT CDC) 
Zeit: 26. Mai bis 14. Juni 1997, Ort: France ·Chateau de Bierville 
Teilnahmegebühr : 12000 FTTC (Approx US$ 2300) 
Sprache: French 
Anmeldung: Dr. William Dab, ENSP, 14 rue du Val d'Osne, 
94415 Saint-Maurice cedex, France 
Tel.: 01 4396-6470, Fax: 01-4396-6495 
Kurs: NUTRITIONAL AND LIFESTYLE EPIDEMIOLOGY 
Zeit: 29. Mai bis 6. Juni 1997, Ort: Rotterdam, The Netherlands 
Teilnah.megebühr: Dfl 1750 (Approx US$ 1000) 
Anmeldung: Mrs. Gerda Bathoom, Adrnissions Coordinator 
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Tue Netherlands Institute for Health Sciences, Erasmus University Medical 
School, Room Ee 2122 
PO Box 1738, 3000 DR Rotterdam, Tue Netherlands 
Tel.: +31-10-4 08-82 88, Fax: +31-10-4 36-59 33 
e-mail: NIHES@nihes.fgg.eur.nl 
Kurs: INTENSIVE COURSE IN EPIDEMIOLOGY AND MEDICAL ST A TISTICS 
Zeit: 23. Juni bis 11. Juli 1997, Ort: London 
Teilnahmegebühr: 1300 pounds (Apprxo US$ 2690) 
Anmeldung: Registry, Department ofEpidemiology and Population Sciences 
London School of Hygiene and Tropical Medicine 
Keppel Street, London WC 1 E 7HT England 
Tel.: 44-171-927-2074, Fax: 44-171-323-0638 
Kurs: EUROPEAN EDUCATIONAL PROGRAMME IN EPIDEMIOLOGY: 
1 Oth RESIDENTIAL SUMMER COURSE 
Zeit: 23. Juni bis 11. Juli 1997, Ort: Lyon (France) 
Sprache: englisch 
Anmeldung: Rodolfo Saracci, MD 
European Educational Programme in Epidemiology 
c/o International Agency for Research on Cancer 
150 Cours Albert Thomas 
69008 Lyon Cedex 087 (France) 
Tel.: +33-47-27-38483, Fax: +33-47-27-3 85 75 
Kurs: 8. INTERNATIONALER KURS DER EPIDEMIOLOGIE 
lntroduction to epidemiological methods, Advanced EpidemiologicaJ 
Methods, lnfectious Disease Epidemiology, Genetic Epidemiology 
Kursleiter: Prof. Dr. med. Hermann Brenner 
Zeit: 14. bis 18. Juli 1997, Ort: Universität Ulm 
Sprache: englisch/deutsch 
Teilnahmegebühr: DM 600,--
Anmeldung: Renate Decker - Sekretariat Prof. Brenner 
Universität Ulm/Abteilung Epidemiologie 
Albert-Einstein-Allee 43 
89081 Ulm, Gennany 
Tel.: (0731)502-64 51, Fax: (0731)502-64-53 
Kurs: EPIDEMIOLOGY IN ACTION 
Zeit: September bis Dezember 1997, Ort: Liverpool 
Teilnahmegebilhr: 3,300 Pounds Sterling (Approx US $ 5500) 
Anmeldung: Dr. Bernard J.M. Schlecht, Course covener 
EILA, Unit for Statistics and Epidemiology 
Liverpool School ofTropical Medicine 
Pembroke Place, Live.rpool L3 5QA UK 
Tel.: 44-151-708-9393, Fax: 44-151-7085233 
e-mail: schlecht@liv.ac.uk or jhowley@liv.ac.uk 
Kurs: ADV ANCED EPIDEMIOLOGICAL METHODS 
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Zeit: September (2 Weeks not yet detennined), Ort: London, England 
Anmeldung: Registry Short Courese 
London School ofTropical Medicine & Hygiene 
Keppel Street, London, England WCIET 7H7 
Tel.: 44-61-267-6066, Fax: 41-61-267-6190 
Kurs: 16tb EUROPEAN COURSE IN TROPICAL EPIDEMIOLOGY 
Zeit: 08. bis' 18. September 1997, Ort: Heidelberg, Germany 
Teilnalunegebühr: 2000,--DM (Approx US$ 1285) 
Anmeldung: Anke Nitschke 
Dept. ofTropical Hygiene and Public Health 
Im Neuenheimer Feld 324, 69120 Heidelberg, Germany 
Tel.: +49-6221 -564905, Fax: +49-6221-564918 
e-mail: anke.nitschke@urz _ uni-heidelberg.de 
Diese Termin- und Themenübersicht enthält nur Veranstaltungen, von denen die Bearbeiter 
glauben. daß sie das Interesse der Mitglieder der GMDS und aller Leser der Mitteilungen fin-
den. Die Übersicht dient der Information und Terminkoordination. Für die Richtigkeit der An-
gaben, die uns von den Veranstaltern übermittelt werden, können wir keine Gewähr überneh-
men. 
Jahrestagung der Gesellschaft für Medizinische Ausbildung 
• 29.05.1997 • in Homburg/Saar, Klinik der Universität des Saarlandes 
Information: Prof. Dr. F. Eitel, Chir. Klinik, Klinikum Innenstadt, Nußbaumstr. 20, 80336 
München, Tel.: 089-5160-2580, Fax (089) 5160-4493 
1. Fortbildungstagung der Deutschen Gesellschaft für Krankenhaushygiene 
• 05.06.1997 • in Düsseldorf 
lnfounation: Prof. Dr. U. Junghannß, Fachhochschule Anhalt, Abt. Köthen, Bemburger 
Straße 52-57, 06366 Köthen, Tel.: (03496) 65-583, Fax: (03496) 212081 
5. Deutscher Kongress der Deutschen Gesellschaft für Schlafforschung und Schlafmedizin 
• 12.06.- 14.06.1997 •in Berlin 
Infounatjon: Dr. I. Fietze, Schlafmedizin. Zentrum der Charite, Luisenstr. 13 a, 10117 Berlin, 
Tel.: (030)2802-5286, Fax: (030)2802-1441, e-mail: Fietze@rz.charite.hu-berlin.de 
Arbeitstagung der Deutschen Gesellschaft für Ärztliche Hypnose und Autogenes Training 
(DGÄHAT) 
• 20.06. - 22.06.1997 •in Schmittenffaunus 
Infounation: Tagungsbilro DGÄHAT c/o Frau D. Meyer-Schmeling, 23227 Wensin, 
Fax: (04559) 13 49 
26. Jahrestagung der Deutschen Gesellschaft für Angiologie 
• 03.09. - 06.09. 1997 in München 
Infounatjon: Prof. Dr. Wolfram Theiss, l . Med. Klinik der TU, lsmanninger Str. 22, 81675 
München, Tel.: (089) 4140-2660, Fax: (089) 4140-4904 
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THE HEAL TH OF POPULATIONS IN AN CHAN GING EUROPE 
IEA European Epidemiological Group und Deutsche Arbeitsgemeinschaft für Epidemiologie 
• 04.09. - 06.09.1997 •in Münster 
lnfoonation: Prof. Dr. Ulrich Keil, Prof. Dr. Hans-Werner Hense, Institut für Epidemiologie 
und Sozialmedizin, Domagkstr. 3, D-48129 Münster, Tel.: 49(0)251 835399, Fax: 49(0)251 
83 5300, e-mail: HENSE@UNI-.MUENSTER.DE 
29. Jahrestagung der Gesellschaft für Nephrologie 
• 07.09. - 10.09.1997 •in Aachen, Eurogress 
Infoonation: PD Dr. T.H. lttel, Tel.: (0241) 80-89658, Fax: (0241) 8888 486 
42. Jahrestagung der Gesellschaft für Medizinische lnfonnatik, Biometrie und Epidemiologie 
(GMDS)e.V. 
* 15.09. - 18.09.1997 *in Ulm (Donau) 
lnfoonation: Tagungssekretariat GMDS '97, Abt. Biometrie und Med. Dokumentation, 
Universität Ulm,89070 Ulm, Telefon: 0731-5026905, Fax: 0731-5026902, E-mail: gmds97@ 
medizin.uru.-ulm.de 
WWW:http://www.uru-ulm.de/uni/fak/medizin/biodok/gmds.html 
Tage der Elektrotechnik 
Fachtagung ,,Automatisierungstechnik" 
Fachtagung ,,Biomedizinische Technik" 
Fachtagung ,,Regenerative Energien 
• 14.10. - 15.10.1997 in Köthen 
!nfoonation: Frau Dagmar Becker, Tel.: (03496)67- 487, Fax: (03496) 212081 
COMMON SECURITY SOLUTIONS FOR COMMUNICATING PATIENT DATA 
lMIA Working Conference on Security 
* 22. l l. - 25.1 1.1997 • in Osaka/Kobe, Japan 
lnfoonatjon: Ab Bakker, Schipholweg 97, 23 16 XA Leiden, The Netherlands, Fax: 31 71 
5216571, e-mail: ABAKKER@HISCOM.NL (chainnan SPC) 
OMNICARD 1998 
* 14.01. - 16.0 l.1998 • in Berlin 
lnfoonation: in TIME Berlin, Seesener Straße 53, D-10711 Berlin, Tel:. 49(0)30 890 92-852, 
Fax: 49(0)30 890 92-854 
25 Jahre Medizinische Informatik Heidelberg/Heilbronn 
* 16.01.1998 •in Heilbronn 
Festveranstaltung zum 25-jährigen Bestehen des Studiengangs 
Infoonation: Sekretariat Medizinische lnfonnatik, Heilbronn, Tel.: (07131 )504416 oder 
Sekretariat Medizinische lnfonnatik, Heidelberg Tel.: 06221/567483 
6. Jahrestagung Epidemiologie 
44. Biometrisches Kolloquium 
Deutsche Arbeitsgemeinschaft für Epidemiologie (DAE) 
• 16.03. - 19.03.1998 •in Mainz 
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lnfoonatjon: Institut für Med. Statistik und Dokumentation der Johannes Gutenberg-
Universität, 55101 Mainz, Tel.: 06131-173252, Fax: 06131-172968, e-mail: 
mainz98@imsd.uni-mainz.de 
6. INTERNATIONALES KOLLOQUIUM 
Epidemiologie und berufliche Risiken 
• 22.04. - 24.04.1997 • in Graz, Österreich 
lnfoonation: Kongressbilro, Adalbert-Stifter-Straße 65, A - 1200 Wien, Tel.: 43-1-33111-537, 
Fax: 43-1-33 111-469 
.;:·.·. 
GMDS-Förderpreis für Studierende 1997 
Zur Förderung des wissenschaftlichen Nachwuchses schreibt die GMDS 1997 erneut einen 
Preis für herausragende Abschlußarbeiten auf den Gebieten Medizinische Informatik, 
Medizinische Biometrie und Epidemiologie aus. 
Der GMDS-Förderpreis für Studierende ist mit 500,- DM dotiert. Der/die Gewinner können 
die Ergebnisse ihrer Arbeit auf der bevorstehenden Jahrestagung der GMDS präsentieren. Die 
Teilnahme an der Jahrestagung ist kostenlos. Kriterien zur Beurteilung der Arbeiten sind 
sowohl die Relevanz der Ergebnisse für die Medizin als auch die erzielten methodischen 
Fortschritte auf einem der Fachgebiete Medizinische Informatik, Medizinische Biometrie oder 
Epidemiologie. 
Wer kann sich bewerben? 
Absolventinnen und Absolventen eines Studiengangs einer wissenschaftlichen Hochschule 
(z.B. Informatik, Mathematik, Medizin, Medizinische Informatik, Statistik) mit ihrer 
Abschlußarbeit (z.B. Informatik-Diplomarbeit, Medizin-Dissertation), die 1995, 1996 oder 
1997 abgegeben wurde. 
Bitte senden Sie Ihre Bewerbung bis zum 30. Juni 1997 mit 
Ihrer Arbeit, 
Ihrem Abschlußzeugnis, 
einem Beurteilungsschreiben der Betreuerin bzw. des Betreuers Ihrer Arbeit, 
in dreifacher Ausfertigung an die Geschäftsstelle der GMDS, 
Herbert-Lewin-Straße 1, 50931 Köln. 
GMDS-Posterpreis 1997 
Das Programmkomitee der GMDS Jahrestagung wird auch 1997 in Ulm die ausgestellten 
Poster bewerten und einen Posterpreis verleihen. Der Posterpreis ist mit 500,-DM dotiert. 
Die Kriterien zur Beurteilung der Poster gliedern sich in zwei Gruppen: 
Zum einen wird ähnlich wie beim GMDS Förderpreis für Studierende (s.o.) der Inhalt des 
Posters bewertet. Zum anderen wird jedoch gleichrangig die Präsentationsform beurteilt. Hier 
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spielen das graphische Layout, die Konzentration auf Wesentliches, der geeignete Veiweis auf 
weiterführende Quellen, etc. eine Rolle. Poster (Plakate) müssen aus bis zu 10 m Entfernung 
auf sich aufmerksam machen und zum Lesen auf ca. 1 m Entfernung einladen. 
Als neue Mitglieder begrüßen wir : 
Dipl.-lnform. med. Monika Adamowicz Dipl.-Kfm. Heribert Balks 
Habsburgerallee 90 Im Mediapark 13 
60385 Frankfurt 50670 Köln 
Tel.: 069/496567 Tel.: 022114545430 
Dr. med. Hagen Barlag Dipl.-Ing. Rainer Binder 
Fliegel Data GmbH Hewlett-Packard GmbH 
zur Lüne44 Medizinelektronik 
37671 Höxter Schickardstr. 4 
Tel.: 05271/68080 71034 Böblingen 
Fax:05271/689844 Tel.: 07031114-3940 
Dipl.-Ing. Andreas Buchholz Dr. med. Tilo Dahlmann 
Niebuhrstr. 39 E Im Grt1n 29 
10629 Berlin 76199 Karlsruhe 
Tel.: 030/3275037 Tel.: 0721/888767 
Dr. med. Jürgen Dobmeyer Dr. med. Thomas Dobmeyer 
Alois Eckert Str. 24 Richard-Wagner-Str. 15 
60528 Frankfurt/Main 63263 Neu-Isenburg 
Tel: 069/6666-374 Tel: 06102/31667 
Fax: 069/6666-346 
Dipl.-Phys. Günter Drewes Dipl.-Inform. Hans-Peter Eich 
Städt. Krankenhaus Wismar Zweite Gewanne 24 
Radiologie 4 1540 Dormagen 
Friedrich-Wolf-Straße Tel.: 02133/82453 
23966 Wismar 
Tel.: 03841/331360 
Jöm Erdmann M.A. Alexander Feidel 
Gabrielenstr. 55 AJbert-Einstein-Str. 38 
13507 Berlin 60437 Frankfurt/Main 
Tel.: 030/4333707 Tel.: 069/507-6279 
Dr. med. Reinhard Friedl Dr. med. Veronika Grade! 
Universität Ulm mibeg Institut 
Steinhövelstr. 9 Kaiser-Wilhelm Ring 40 
89075 Ulm 50672 Köln 
Tel.: 0731/502-7322 Tel.: 0221/136662 
Eva Heiler Dr. med. Frank Hoffmann 
Roeckstr. 7 Brabanter Str. 9 
23568 Lübeck 50674 Köln 
Tel.: 0451-36035 Tel.: 0221-5101899 
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Michael Kilian Prof. Dr. Hans-Dieter Klein 
Ev. Krankenhaus Gelsenkirchen Adlerweg 11 
Chirurgische Klinik 88489 Wain 




Dr. med. Helmut König Dipl.-Inform. med. Gerhard Mayer 
Am Kornacker 70 Schülerstr. 52 
35041 Marburg 89522 Heidenheim 
Tel: 06421184376 Tel.: 07321123520 
Dipl.-Inf. med. Gerhard Mönnich Dr. med. Stefan Muffert 
Weilerstr. 11 Austraße 10 
71409 Scbwaikheirn 97222 Rimpar 
Tel.: 07195/57310 Tel.: 09365/2683 
Dr. rer. nat. Dipl.-Math. Ullrich Munzel Dr. med. Lara Niemeyer 
Abt. Medizinische Statistik Mittelstraße 44 
Georg-August-Universität Göttingen 22869 Schenefeld 




Dipl.-Inform. med. Ute M. Nolte Johannes Rosenberger 
Planetenstr. 44 Friedrich-Eben-Str. 20 
40223 Düsseldorf 72793 Pfullingen 
Tel.: 02111347896 Tel: 07121-799501 
Fax:07121-799502 
Dr. rer. nat. Rita Rossol Dr. rer. nat. Bärbel Schack 
Alois-Eckert Str. 24 Tachover Ring 7 
60528 Frankfurt 07646 Stadtroda 
Tel: 069/6666374 Tel.: 036428/41923 
Fax: 069/666346 
Dipl.-Stat. Sandra Schläfke Guido Schmidt 
Med. Institut für Umwelthygiene Arthur-Strobel-Str. 12 
Heinrich-Heine-Universität Düsseldorf 09127 Chemnitz 
Aufm Hennekamp 50 Tel.: 0371/741730 
40211 Düsseldorf 
Tel.: 0211/3389-299 
Dr. med. Birthe Schmitt-Thomas, M.P.H. Dr. rer. nat. Dipl.-Stat. Norbert Schmitz 
Krebsregister Rheinland-Pfalz Rhein. Landes- und Hochschulklinik 
Institut f. med. Statistik und Dokumetation Psychosomatische Medizin 
Universitätsklinik Mainz Bergische Landstr. 2 
Obere Zahlbacher Str. 69 40629 Düsseldorf 
55131 Mainz Tel.: 0211/9224723 
Tel.: 06131/176710 
Fax:06131 -172968 
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Dr. med. Dietmar Stephan 
GSS-Gesundheits-Service Siegen gern. 
GmbH 
Institut für Qualitätsmanagement 




Dipl.-Math. Sandra Ziegler 
Institut für Med. Biometrie und lnfonnatik 
Abt. Med. Biometrie 
Universität Heidelberg 




Als studentische Mitglieder begrüßen wir 





Dipl.-Phys. Cord Spreckelsen 
Institut für Med. Informatik 





Dipl.-lnform. Birgit Wacker 
Hewlett Packard gmbH 






Ute Str. 14 
53179 Bonn 
Tel.: 0228/341515 
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Autorenmerkblatt der Zeitschrift 
Informatik, Biometrie und Epidemiologie" 
" 
Thematik und Verö1Tenllichungsspracl1eo 
1. Die ZeilSChrifi .. lnfonnauk, Biometrie und Epide-
miologie in Medu:in und Biologie" dient der Doku· 
men1a1ion von !heoretischen und anwendungsbewge-
nen Arbci1en aus dem Gesamtgebiet der Informatik, 
Biometrie und Epidemiologie in Medizin und Biolo-
g ie. Die Zeitschrift veröffentlicht sowohl Beilräge über 
neu entwickelte Ansiiuc al& auch neue Anwendungs· 
möglichkeiten bekannter Methoden. ZusälLlich soll 
dem tmoriellen Aspekt durch Übersichtsartikel Rech-
nung getragen werden. Der Bezug zur Medizin oder 
Biologie darf dabei jedoch nicht vernachlässigt wer-
den. Die Arbeiten dürfen nicht 1.uvor in anderen in-
und ausländischen Zeitsehriften veröffentlicht worden 
sein. Über die Annahme entscheidet die Schriftleitung, 
unterstützt von Mitgliedern des Herausgeberbeirats. 
2. VerölTentlichungssprachc ist deutsch. Beiträge mit 
allgemeiner Bedeutung können auch in englischer 
Sprache aufgenommen werden. 
Form und Manuskripte 
l. Manuskripte sind auf Diskette, sowie zusätzlich in 
doppelter Ausfertigung auf Papier einzureichen. Siehe 
auch Abschnitt .. Verwendung von Disketten„. Disketten 
und Manuskripte sind bitte eindeutig zu kennzeichnen 
(Autor, Beitrag. Programm. Version). Die ausgedruckte 
Variante soll auf DIN A 4-ßogen einseitig mit breiten 
Rändern und 11/ 2-fachem Zeilenabstand in gut lesbarer 
Schriftgröße (i. d. R. 12 Punkt) geschrieben sein. Der 
linke Rand sollte rnindeMens 10 An<;ehläge breit sein. 
2. Manuskripte sollen 20 Sei1cn nicht überschreiten. 
Arbeiten mit weniger als 8 Seilen können bevorzugt 
in Druck gegeben werden. Arbei1en mit weniger als 
3 Seiten können als „Kurtm1lteilung" veröffentlicht wer-
den. Alle Tabellen und Abbildungen sowie das Li1eratur-
vert.eichnis sind in die Sei1en1ahlen einzubeziehen. 
3. Originalarbeiten sind in die Abschnitte Zusammen-
fassung, Stichwone, Summary. Key-words, Einteilung 
(z. B. Li1erarurübersich1. Problemstellung). Fragestel-
lung. Material und Melhoden, Ergebnisse, Diskussion/ 
Schlußwone und Literaturver?eichnis zu gliedern. Die 
Bedeurung der Ergebnisse für die Infonnatik. Biome-
trie und EPidemiologie smd m der Diskussion hervor-
wbeben. Bei deutschsprachigen Arbeiten ist dem Ti1el 
der Arbeit die englische Übcrset1ung beizufügen, bei 
englischsprachigen Arbeiten die deu1sche. Die Schrift-
leitung ist für ihre Formulierung nicht verantwonlich. 
4. Autorennamen werden in KAPITXLCHEN geschrieben. 
5. Abkürzungen sind nur dann zultlssig, wenn sie inter-
na1ional bekannt sind. Gegebenenfalls (nicht ggf.!) 
miissen sie im Text oder durch Fußno1e erklän werden. 
6. Der Autorenname mit lniunlen der Vornamen bei 
Herren, mit voll ausgeschriebenem Vornamen bei Da-
men stehen unter dem Titel 
7. Am Schluß der Arbeit i~t das Institut sowie eine 
Korrespondenzadresse (Verfasser oder Mitautor) an-
wgeben, die Ausl.unfie über die Arbei1 geben kann. 
8. Die Tabellen und die Legenden zu den Abbildun-
gen smd auf getrennlen Seilen. jeweils in Deuisch 
(und Englisch), einwreichen. Die Beschriftungen von 
Tabellen und Grafiken sollen ausreichend groß ge-
wählt werden. damit sie auch bei einer auf Spalten· 
breite vcrk lcine11cn Abbildung lesbar bleiben. 
Darstellungen und Tabellen 
1. Die Ergcbnis;,e können entweder in Fom1 einer Ta· 
belle oder nls Gralik darges1ellt werden. eine doppelte 
Wiedergabe is1 unerwünscht. 
2. Als Vorlage für Zeichnungen und Fotos können nur 
scharfe, kontrameichc Originale angenommen werden. 
Fotonegauve kt>nnen leider nicht verwendet werden. Bei 
grafischen Damellungen sind die Origmale. Fo1oab1ü-
ge, Dias oder gleichwertige Reproduktionen einzurei-
chen. Bei Fotos ;,olhe mi1 Aufkleber auf der Rüc~\clle, 
bei Dia~ auf dem Rahmen, der Name des Fotografen und 
die Bildnummer vermerkt sein. Die dazugehörenden 
Bildunterschriflen sind , auf einem gcsondenen Blatt un-
1erdcr betreffenden Nummer aufzuführen. 
3. Fnrbabbi ldungcn können auf Kos1en der Autorin/ 
des AutON aufgenommen werden. Preisliste auf An-
frage beim Verlag. 
Ver"endung •on Disketten 
1. Es können DOS-formatierte (3.5•) und fall\ eme 
DOS-Fonn:111erung nich1 möglich ist, auch Macm1osh-
forma11erte D1ske11en eingelesen werden. ß111e genau 
kenn.GC1chnen' 
2. Die Texte sind vorrangig in MS Word oder Tech tu 
erfassen, falls dies nicht möglich is1, bille da~ Textpro-
gramm mit Versions-Nummem z.B. Word Perfecl 6.0. 
DOS oder Windows angeben und zusätzlich die Tcx1e 
im reinen Tex1formm bzw. ASCH-Format abspeichern. 
3. Auf den Diskc11en nur die zur Verwendung vorge· 
sehenen Tex1c mi1liefern, nicht benö1ig1e Texte vorher 
löschen. Die Zeilen eines Absatzes sind stets endlos 
tu crfas~en (d. h. ohne Zeilende) ohne Tab. ohne Ein-
züge am Anfang, ohne Trennungen bzw. Trennhilfe. 
Jeder Absat.t ist durch einen Return zu beenden 
4. Nach Möglichkeit sollten die Autoren oder deren 
SchreibkrMle berei1s bei Erfassung Format1erungsbe· 
fehle emgeben. Dadurch sind Auszeichnungen (z. B. 
halbfett, gespem, unterstrichen o.ä.) bereits im Grund-
1ex1 erfaßt. Ein Mus1enext und die Stilvorlagen ftir 
Word können bei Verlag und Schriftlei1ung angefor-
dert werden. Sofern Sondert.eichen verwendet werden, 
sollten d iese in einer separaten Sonderzeichendn1ci ab· 
gespcichen werden. In ihr solhen alle in der Arbeit 
aufgc1re1cncn Sonderzeichen in der An ihrer Kodie-
rung aufgelistet se111. Durch ein Tab abgetrennt, sollte 






Zeichen für männlich .... 
5. Wurden Tex1e und Disketten an die Autoren zur 
Überarbeitung zurückgegeben, so sollten die Autoren 
ausdrücklich bestätigen, daß auch die Diskette auf den 
neuesten Stand gebracht wurde. 
6. Folgende Bildformate können verarbeitet werden: 
EPS und TIFF Geweils auch mit Macintosh-Bild· 
schinndars1ellung abspeichern). 
7. Tabellen in eine separate Datei seizen. Sie sind ein-
zeln abzuspeichern. Im Dateinamen sollte bereits zu er-
kennen sein, wohin die Tabelle gehört. So könnte man 
zum Beispiel die 3. Tabelle vom Kapitel 1 Kl_TAB3 
benennen. Tabellen werden ohne Linien gesetzt, Spal-
ten sind durch Tab's zu trennen. Nach jeder Tabellen-
zeile wird ein Return gegeben. Die Anzahl der Tabula-
toren in jeder Tabellenzeile muß gleich sein. (Für jede 
leere Tabellenspahe ist ein Tabulator zu vergeben). 
Literatur 
1. Nur wesentliche und allgemein zugängliche Litera-
tur sollte zitien werden, z. B. Bücher, Zeitsehriftenbei-
träge und zum gleichen Thema abgefaßte Dissenatio-
oen (keine Diplomarbeiten !) 
2. Die zitiene Literatur wird im Literaturverzeichnis am 
Ende der Arbeit alphabetisch nach den Autorennamen 
zusammengefaßt. Im Text der Arbeit wird auf das Lite-
raturverzeichnis durch Angabe des Autorennamens mit 
Erscheinungsjahr der Publikation verwiesen. 
3. Bei Zeitsehriften gih folgendes Schema: Verfasserin/ 
Verfasser (Vorname abgekUrzt) - Jahr der Veröffentli-
chung - 1itel der Abhandlung - Zeitschrift - Band-
zahl oder Jahrgang (unterscrichen, im Satz halbfett) -
Heft-Nr. (in Klammem) - Seitenzahlen der Arbeit oder 
der Seiten, auf die das Zitat direkt bezogen ist. 
Beispiel: WASMUS, A., P. KINDEL, S. MAT!llSSEK. H. H. 
RASPE, 1989: Acitivity and severity of rheumatoid ar-
thritis in Hannover/FRG and in one regional referral 
center. Scand. J. Rheumatol. Suppt. 79 (5), 33-44. 
4. Bei Buchveröffentlichungen gilt folgendes Schema: 
Verfasserin/Verfasser - Jahreszahl - Buchtitel -
Verlag - Erscheinungson - Auflage (von der 
2. Auflage an) - Seitenzahl. 
Beispiel: HORN, M. und VOLI.ANDT, R„ 1995: Multiple 
Tests und Auswahlverfahren, G. Fischer Verlag, 
Stuttgart und Jena, 289 S. 
5. Normalerweise wird der 1itel der Arbeit in der Ori· 
ginalsprache zitien, bei Sprachen mit eigenen Schrifi-
zeichen (z. B. russisch, arabisch, japanisch) besser die 
englische Übersetzung und die Angabe, aus welchem 
Referateblau ihr Inhalt dem Verfasser bekannt wurde. 
Honorar/Sonderdrucke 
Anstelle eines Honorars erhalten die Verfasser kosten-
los 30 Sonderdrucke. Weitere Sonderdrucke können 
gegen Berechnung geliefen werden. Preisliste auf An-
frage beim Verlag. Wll' empfehlen unseren deutseh-
sprachigen Autoren, einen Wahrnehmungsvertrag mit 
der Verwertungsgesellschafi WORT, Goelhestr. 49, 
80336 München, abzusch ließen. 
Verlagsrechte 
1. Bestand der Rechte: Der Autor versichen, daß er al-
lein befugt ist, über die urheberrechtlichen Nutzungs-
rechte an seinem Beitrag, einschließlich eventueller 
Bild- und anderer Reproduktionsvorlagen, zu verfügen 
und daß der Beitrag keine Rechte Oriuer verletzL 
2. Dauer der Rechte: ln Erweiterung von§ 38, Abs. 1, 
UchG, räumt der Autor dem Verlag für die Dauer 
des Ucheberrechtsschutzes das räumlich und mengen-
mäßig unbeschränkte Recht der Vervielfliltigung und 
Veroreitung (Verlagsrecht) bzw. der unkörperlichen 
Wiedergabe des Beitrags ein, auch zur Verwenung 
außerhalb der Zeitschrift, für die er ursprünglich be-
stimmt war. Die Übertragung erfolgt für die Dauer 
von S Jahren ausschließlich. 
3. Umfang der Rechte: lm Rahmen von Ziffer 2 räumt 
der Autor dem Verlag ferner die ausschließlichen Nut-
zungsrechte am Beitrag ein 
a) das Recht zum ganzen oder teilweisen Vorabdruck 
und Nachdruck - auch in Form eines Sonder-
drucks -, zur Übersetzung in andere Sprachen, zu 
sonstiger Bearbeitung und zur Erstellung von Zu-
sammenfassungen (Abstracts), 
b) das Recht zur Veröffentlichung e iner Microkopie-, 
Microfish- und Microformausgabe, zur Nutzung im 
Wege von Bildschinntext, Videotext und ähnlichen 
Verfahren, zur Aufzeichnung auf Bild- und/oder 
Tonträger und zu deren öffentlicher Wiedergabe, 
c) das Recht zur maschinenlesbaren Erfassung und 
elektronischen Speicherung auf einem Datenträger 
und in einer eigenen oder fremden Online-Daten-
bank, zum Download in einem eigenen oder fremden 
Rechner zur Wiedergabe am Bildschirm, sei es un-
miuelbar oder im Wege der Datenfernübertragung, 
sowie zur Bereithaltung in einer eigenen oder frem-
den Online-Datenbank zur Nutzung durch Drine, 
d) das Recht Teile des Beitrages (Beitragskopf, Zu-
sammenfassung, Stichwone, Summary und Key-
words) ins Internet zu stellen, 
e) das Recht zu sonstiger Vervielfliltigung, insbeson-
dere durch fotomechanische oder ähnliche Verfah-
ren und zur Nutzung im Rahmen eines sogenann-
ten Kopienversandes auf Bestellung, 
f) das Recht zur Vergabe der vorgenannten Nutzungs-
rechte an Drille im In- und Ausland sowie die von 
der Verwenungsgesellschaft WORT wahrgenomme-
nen Rechte einschließlich der entsprechenden Ver-
gOtungsansprilchc. 
Der Verlag wird über die Rechte gemäß Punkt 2 und 
3a nur mit Zustimmung des Autors verfügen und sich 
um eine angemessene Honorierung bemühen. 
Ma nuskripteinsendung 
Der Manuskripteingang wird bestätigt; vor Drucklegung 
wird (im Inland) ein Probeabdruck versandt. in dem nur 
Druckfehler berichtigt werden können. Weitergehende 
Änderungen oder Zusätze gehen zu Lasten der Autoren. 
Manuskripte sind an die Scbriflleiter/Editoren zu 
richten, z. Zt. an: 
Informatik. Biometrie und Epidemiologie 
Prof. Dr. H. Geidel, 
c/o Verlag Eugen Ulmer 
Postfach 70 05 61 
0-70574 Stuttgart., Fed. Rep. of Germany 
Prof. Dr. W. Lchmacher 
Institut für Medizinische Statistik, 
Informatik und Epidemiologie 
D-50924 Köln 
Dipl.-Math. Joachim Vollmar 
Pharmacentical Research Ass. GmbH 
Besselstraße 2-4 
D-68219 Mannheim 
