In this paper we study the area minimizing problem in some kinds of conformal cones. This concept is a generalization of the cones in Eulcidean spaces and the cylinders in product manifolds. We define a non-closed-minimal (NCM) condition for bounded domains. Under this assumption and other necessary conditions we establish the existence of bounded minimal graphs in mean convex conformal cones. Moreover those minimal graphs are the solutions to corresponding area minizing problems. We can solve the area minimizing problem in non-mean convex translating conformal cones if these cones are contained in a larger mean convex conformal cones with the NCM assumption. We give examples to illustrate that this assumption can not be removed for our main results.
Introduction
In this paper we study the area minimizing problem in conformal cones. A conformal cone is defined as follows. where A is a constant or +∞. Let φ(r) be a C 2 positive function on I. We call (Ω×I, φ 2 (r)(σ + dr 2 )) is a conformal cone, written as Q φ .
If φ(r) = e α n r for a constant α ∈ R, we call such cone as a translating conformal cone. Let C be an adjective. If Ω is C (has the C property), we call such cone as a C conformal cone (with the C property).
The above definition is a generalization of Euclidean cones (φ(r) = e 2r , Ω ⊂ S n+1 ), cylinders of product manifolds (φ(r) ≡ 1) and a large class of warped product manifolds (remark 2.14). Note that a conformal cone may be incomplete at the negative infinity.
Throughout this paper letQ φ denote the setΩ×I equipped with the product topology. Define G as the set of all integer multiplicity current Date: January 20, 2020. 2010 Mathematics Subject Classification. Primary 49Q20: Secondary 53A10, 35A01, 35J25. currents with compact support inQ φ , i.e. if T ∈ G, then its support is contained in Ω×[a, b] for some [a, b] ⊂ (−∞, A).
The area minimizing problem in Q φ is to find an integer multiplicity current T 0 ∈ G to realize the minimum of Our main motivation is from the following three theorems. The first theorem due to Rado [26] and Tausch [32] states that if Γ is a C 2 graph in the boundary of any convex Eucldiean cone then Γ bounds a unique area minizing disk as a graph over R n . The second theorem due to Anderson [1] says that if Ω is a C 2 mean convex domain in the infinity boundary S n of Hyperbolic space H n+1 , there is a local area minimizing minimal graph over Ω in H n+1 with infinity prescribed boundary ∂Ω. A third theorem is from Lin's thesis, section 4.1 in [20] . The author established the existence of area minimizing currents with compact support in a cylinder over bounded domains in R n with a C 1 graphical boundary via bounded variation (BV) function theory. Based on the above three results it is natural to ask how to solve the area minimizing problem (1.1) in conformal cones.
Similar kinds of generalized area minimizing problems in Euclidean cones to explore the existence of surfaces with prescribed mean curvature are considered in [2] , [9] , [22] , [23] , [27] , [28] and [29] , [3] etc. For existence of area minimizing cones and some area minimizing problems, we refer to Lawlor [18] , Morgan [25] , Zhang [38] , Ding-Jost-Xin [7] , Ding [6] and refereneces therein.
A main difficulty to solve (1.1) in conformal cones is how to describe minimal graphs in Q φ with fixed boundaries for general φ(r). This is equivalent to solve the following Dirichlet problem to mean curvature equation:
1 ω = 0 on Ω,
with ω = 1 + |Du| 2 and u(x) = ψ(x) for ψ(x) ∈ C(∂Ω) (Corollary 2.8). Here div is the divergence of Ω and Du is the gradient of u.
A recent work of Casteras-Heinonen-Holopainen [4] studied a similar form (1.2) with a lower bound upon the Ricci curvature of Ω depending on φ(r).
To overcome this difficulty we propose a topological condition for bounded domains different with [4] as follows.
Suppose Ω is a n-dimensional bounded Riemannian manifold with C 2 boundary. We say that Ω has the non-closed-minimal (NCM) property if it holds that (1) if n ≤ 7, no closed embedded minimal hypersurface exists in Ω(the closure of Ω); (2) if n > 7, no closed embedded minimal hypersurface with a closed singular set S with H k (S) = 0 for any real number k > n − 7 exists inΩ where H k denotes the k-dimensional hausdorff measure on Ω;
All bounded C 2 domains in Euclidean spaces, Hyperbolic spaces and hemisphere (not itself) have the NCM property by the maximum principle from Ilmanen [16] (remark 2.11).
The main result from [41] we will use in this paper is stated as follows.
Theorem 1.3 (Theorem 1.7, [41] ). Suppose Ω is a C 2 mean convex domain with the NCM property. Then the Dirichlet problem of translating mean curvature equation
is uniquely solved in C 2 (Ω) ∩ C(Ω) for any α ∈ R and any ψ(x) ∈ C(∂Ω). Here div denotes the divergence of Ω.
Note that (1.3) in Euclidean spaces was firstly solved by White [37] and Wang [35] , see also Ma [24] . The above theorem yields the existence of minimal graphs with continuous boundaries in any mean convex conformal cone Q φ with the NCM assumption if φ(r) is a positive C 2 function and satisfies
for some a < A and a positive constant µ 0 . By remark 2.14 the condition (cA) is sufficiently general. In addition if φ(r) satisfies (cB) (log φ(r)) ′′ ≥ 0 the solution is unique (see Theorem 2.12) . With these assumptions in Q φ , we can construct a series of mean convex domains D k,α as follows:
where u −k (x) is the solution to (1.2) with boundary data ψ(x) − k (Lemma 4.5). Consider the area minimizing problem restricted inD k,α (the closure of D k,α ) similar as that in (1.1) in G. We show that the corresponding area minizing current is a boundary of a Caccioppoli set restricted inD k,α (Lemma 4.6). Moreover this current is disjoint with ∂D k,α \Γ(Lemma 4.8). When k is sufficiently large and α is close to A, then the area minizing current is just the minimal graph in Theorem 2.12 (Theorem 4.1). In the proof we need a regularity result of almost minimal sets in section 3 and a maximum principle of C 1,α hypersurfaces in appendix A. Now we assume φ(r) satisfies the condition (cA) and the condition (cC) given by
and Ω is mean convex with the NCM property. Note that Ω×{A} is the infinity boundary of Q φ . As an application of Theorem 2.12 we can push minimal graphs with finite data into infinity to obtain a complete minimal graph with prescribed infinity boundary data in Q φ (see Theorem 2.18).
Besides the conditions of φ(r), two main assumptions in section 2 and section 4 are the mean convex condition and the NCM assumption on Ω. In the setting of translating conformal cones, the former condition can be relaxed as Ω is contained in a larger C 2 domain Ω * with mean convex and NCM assumptions. Then the area minimizing problem in (1.1) is equivalent to a minimizing problem of some area functionals in (5.3) (Theorem 5.6). Then we show the existence of area minimizing current in (1.1) in G by the compactness of BV functions, Theorem 5.6 and Theorem 4.1.
As for the NCM assumption, it can not be removed if we hope the conclusions in Theorem 2.12 and Theorem 4.1 hold. We show that in the case that Ω is the hemisphere S n + and φ(r) = e α n r for α ≥ n, there is no bounded C 2 solution to the Dirichlet problem in (1.3) for any ψ(x) ∈ C(∂S n + ) (Theorem 6.1) and no solution in G to the problem (1.1) (Theorem 6.6).
This paper is organized as follows. In section 2 we discuss the Dirichlet problem of minimal surface equations in conformal cones. As an application we extend the result of Anderson in [1] on the existence of complete minimal graphs over the infinity boundary in Hyperbolic spaces into a class of conformal cones.
In section 3 we collect preliminary facts on currents, BV functions, perimeter and (almost) minimal sets. We also discuss the regularity of almost minimal sets when their boundaries pass through the boundary of the intersection of two C 2 domains (Theorem 3.19).
In section 4 we solve the area minimizing problem in (1.1) in the mean convex conformal cone with the NCM assumption. The results of Rado [26] and Tausch [32] are extended into the setting of conformal cones.
In section 5 we consider the problem (1.1) for translating conformal cones with non-mean convex boundaries. This extends Lin's result in Euclidean cylinders [20] . In section 6 we discuss examples to illustrate that the NCM assumption should not be removed for main results in this paper. In appendix A we record a maximum principle on C 1,α hypersurfaces via comparing their mean curvature.
Minimal surface equations from conformal cones
In this section we study the Dirichlet problem of minimal surface equations in conformal cones.
2.1.
Preliminiaries. Let M be a m-dimensional complete Riemannian manifold with a metric g. Suppose S is a C 2 hypersurface in M with a normal vector v. Definition 2.1. We call div( v) as the mean curvature of S with respect to v, written as H S . Here div is the divergence of M. If H S ≡ 0, we say S is minimal.
Let ∂Ω be the boundary of a C 2 domain Ω in M. We always take its outward normal vector. With this convention the mean curvature of the unit sphere S n in Euclidean spaces R n+1 is n. Definition 2.2. If H ∂Ω ≥ 0, we say that Ω is a mean convex domain.
Let f be a C 2 function on M. We write the manifold M equipped with the metric e 2f g asM . The relation of the mean curvature of a hypersurface in two manifolds is given as follows. [40] ). Suppose S is a C 2 orientable hypersurface with the normal vector v in M. LetH and H denote the mean curvatuere of S inM and M respectively. Then
Now we recall the definition of conformal cones. If φ(r) = e α n r for a constant α ≥ 0, we call such cone as a translating conformal cone. Let C be an adjective. If Ω is C (has the C property), we call such cone as a C conformal cone (with the C property).
Remark 2.5.
If Ω is mean convex, we call Q φ as a mean convex conformal cone.
Remark 2.6. Here the term "translating" is from the fact that a minimal graph in Q φ for φ(r) = e α n r remains minimal under the translating motion T t 0 (x, t) = (x, t + t 0 ) for a fixed t 0 and any (x, t) ∈ Q φ .
With a parametrization on I our definition includes a large class of warped product manifolds (see Remark 2.14) . Let S n be the standard n-dimensional unit sphere with the metric σ n . Then Euclidean spaces R n+1 and Hyperbolic spaces H n+1 can be written as follows.
Thus all cones in Ecludiean space are translating conformal cones. Now we apply Lemma 2.3 into the case of conformal cones.
Lemma 2.7. Let Q φ be a conformal cone given in Definition 2.4. Suppose u(x) ∈ C 2 (Ω) and Σ = (x, u(x)). Then the mean curvautre of Σ with respect to the upward normal vector in Q φ is written as
1 ω }
where ω = 1 + |Du| 2 and div is the divergence of Ω.
Proof. In the product manifold Ω×R the upward normal vector of Σ is v = ∂r−Du ω . Here Du is the gradient of u on Ω. A direct verification shows that the mean curvature of Σ in the product manifold is −div( Du ω ) (see [14] ). Our conclusion follows from Lemma 2.3 and e f = φ(r).
As a corollary we have
Remark 2.9. In the case of φ(r) = e α n r , (2.5) is called as the translating mean curvature equation.
Minimal surface equations.
Recall that the NCM property is defined as follows.
Definition 2.10 (Definition 1.2). Suppose Ω is a n-dimensional Riemannian manifold with C 2 boundary. We say Ω has the non-closedminimal (NCM) property if it holds that (1) if n ≤ 7 , no closed embedded minimal hypersurface exists inΩ;
(2) if n > 7 , no closed embedded minimal hypersurface with a closed singular set S with H k (S) = 0 for any real number k > n−7 exists inΩ where H k denotes the k-dimensional Hausdorff measure on N;
Remark 2.11. All bounded C 2 domains in Euclidean spaces, Hyperbolic spaces and the hemisphere S n + (not itself ) have the NCM property. By White [36] , minimal surfaces in those domains have similar isoperimetric inequalities to those in Euclidean spaces. It is also similar to the condition of Giusti [11] on the existence of prescribed mean curvature graphs. Now we consider the following Dirichlet problem
where ψ(x) is a continous function on ∂Ω and div is the divergence of Ω. The main result in this section is stated as follows.
Theorem 2.12.
Let Ω be a C 2 bounded domain with mean convex boundary and the NCM property. Suppose a positive C 2 function φ(r) satisfies
for some a < A and a positive constant µ 0 . Then the Dirichlet problem
such solution is unique.
Remark 2.13. We believe that the condition (cB) is just a sufficient condition to obtain the unique ness result but not a necessary condition. Proof. Under the condition (cB) the uniqueness of the solution to (2.6) is obvious from the maximum principle of elliptic equations. So we skip its proof. Now we take the condition (cA) and focus on the existence of the solution to (2.6). Its proof is a standard process according to section 11.3 in [33] ). In the following, we use C(a, b, c, · · · , ) to denote a constant only depending on a, b, c, · · · .
First we assume that ψ(x) ∈ C 3 (Ω) and H ∂Ω > 0 on ∂Ω. Let u(x) be a function in C 2 (Ω) ∩ C(Ω) solving the Dirichlet problem (2.6). By the condition (cA) and the maximum principle we have for all x ∈ Ω,
Again by the condition (cA) there is a β > 0 such that
Then from (2.6) v(x) satisfies the following type nonlinear equation
Here {a ij (Du)} is a positive definite matrix near x 0 and v ij denotes the covariant derivatives of v. Note that Du = Dw at x 0 . From the maximum principle, the definition of β and (2.10) at x 0 we have
This is a contradiction to the weak maximum principle. Thus v(x) takes its minimum at ∂Ω. Because u(x) = ψ(x) ≥ w(x) on ∂Ω, then v(x) ≥ 0 onΩ. Namely
where w(x) is only depending on min ∂Ω ψ(x) and β.
Since Ω is strictly mean convex, i.e. H ∂Ω > 0, arguing exactly Theorem 14.6 in [10] yields that
Here σ ij is the inverse matrix of the metric σ = σ ij dx i dx j on Ω with respect to a local coordinate {x 1 , · · · , x n }.
Recall that ω = 1 + |Du| 2 . By Lemma 3.5 in [39] , we just view u(x) as a C 2 function indepent of time t and obtain that
and Ric is the Ricci curvature of Ω and H = div( Du ω ) by (2.6). Let η be the function e Ku where K is a sufficiently large constant determined later. Our purpose is to show that ηω is uniformly bounded when K is a large constant only depending on maxΩ |u| and the metric on Ω.
Suppose that ηω attains its maximum inΩ at y 0 ∈ Ω. At y 0 we have ω i η + ωη i = 0 for any i ∈ {1, · · · , n}. Furthermore assume that |Du| ≥ 1 at y 0 . Otherwise nothing needs to prove. A direct computation (see section 3 in [39] ) yields that
where C is a positive constant only depending on maxΩ u, minΩ u and the lower bound of Ricci curvature onΩ. Taking K sufficiently large, we haveσ ij (ωη) ij > 0 at y 0 . This contradicts that ηω attains its maximum onΩ at y 0 . Combining this with (2.13), we have
Let u s (x) be the solution to the following equation
. Then arguing as (2.12),
for all s ∈ [0, 1]. Therefore a similar derivation as in (2.16) yields the following estimate
which is independent of s. By the standard Schauder estimates, supΩ |D 2 u s | is also uniformly bounded for any s ∈ [0, 1]. By the continuous method in Theorem 11.3 of [10] (see section 11.3 in [10] ) the Dirichlet problem
and H ∂Ω ≥ 0. We evolve ∂Ω with the mean curvature flow, Σ t exists smoothly on t ∈ [0, T ] for some T > 0. By corollary 3.5 (i) in [15] , the mean curvature H along Σ t satisfies
where |A| 2 is the norm of second fundamental form of Σ t , Ric is the Ricci curvature of Ω and v is the normal vector of Σ t . Since H ∂Ω ≥ 0 at time t = 0, the maximum principle implies that H Σt > 0 for all t ∈ (0, T ). Moreover the domains enclosed by Σ t , Ω t , are contained in Ω. Thus {Ω t } t∈(0,T ) have mean convex boundaries and the NCM properties.
Since Σ t = ∂Ω t converges to ∂Ω in the C 2 sense, we can construct a series of {ψ t (x) ∈ C 3 (Ω t )} for t ∈ (0, T ) and converge to ψ(x) as t → 0 onΩ. Thus we can assume ψ t (x) is uniformly bounded. By the perivious argument there is a family of
Arguing exactly as (2.9)-(2.12), then
for all t ∈ (0, T ] and x ∈ Ω t . By Lemma 2.15, then for any fixed x ∈ Ω, |Du t (x)| is locally uniform bounded near x. By the Schauder estimate, so is the
(Ω) such that this sequence converges to ψ(x) in C(∂Ω). A similar approximating process above yields the Dirichlet problem (2.6) with boundary data ψ(x). The proof is complete.
The following interior estimate of mean curvature equations is based on a work of Wang in [34] (see also Lemma 2.3 in [4] ).
Lemma 2.15 (Theorem 1.4 in Gui-Jian-Ju in [13] ). Let B r (x 0 ) be an embedded ball in Ω and u(x) ∈ C 2 (B r (x 0 )) satisfies that
Remark 2.16. The f (r) in the right side of (2.21) does not affect the derivation of Theorem 10 in [13] . In their case they just consider f ≡ 1.
Combining the existence and the uniqueness in Theorem 2.12 we obtain the following continous result with respect to the boundary data. Lemma 2.17. Take the same assumptions as in Theorem 2.12. Suppose ψ(t, x) is a continous function on ∂Ω×[0, 1). For t ∈ [0, 1) let u t (x) be the solution to the Dirichlet problem
Then {u t (x)} t>0 converges to u 0 (x) in the sense of C(Ω) and locally in C 2 (Ω) as t → 0.
2.3.
The infinity Plateau problem. Now we immediately give an application of Theorem 2.12. Consider a conformal cone given by
where A is a finite number and φ(r) is a C 2 positive function satisfying that
Here µ 0 , a are two constants with µ 0 > 0 and a < A. An example of conformal cones satisfying (cA) and (cC) is the cones in Hyperbolic spaces (see (2. 3)).
In the above setting, Ω×{A} is referred as the inifnity boundary of Q φ . For any n-rectifible set Γ ⊂ Ω×{A}, the infinity Plateau problem is to find a complete minimal hypersurface in Q φ asymptotic to Γ. For an example in a hyperbolic space more details see [1] . The second main result in this section is given as follows.
Let Ω be a C 2 mean convex bounded domain with the NCM property. Suppose Q φ is a conformal cone satisfying conditions (cA), (cC). Then there is a smooth function u(x) over Ω such that its graph Σ is a minimal graph in Q φ with the infinity boundary ∂Ω×{A}.
Remark 2.19. There is little geometric information of Q φ in this general setting comparing to Hyperbolic spaces. This result can be viewed as a generalization of Theorem 10 in [1] . See also Theorem 2.1 in [21] . Its uniqueness will be considered in the future [5] . In the proof we just apply the existence in Theorem 2.12. Thus we do not need the condition (cB) here.
Denote the graph of u t (x) by Σ t . By the condition (cA), arguing as
We claim that {u t (x)} t∈[t 1 ,A) has a local upper bound strictly less than A in Ω.
We use B r (x) to denote the open ball centerred at x with radius r. Now fix x 0 ∈ Ω. There is a r 0 > 0 depending the geometry of Ω near x 0 and c such that B r 0 (x 0 ) ⊂ Ω is mean convex with the NCM property. By the condition (cC) choose β sufficiently small such that
This is a contradiction to the weak maximum principle. Thus in both 
The proof is complete.
Currents and almost minimal boundary
In this section we collect prelinimary facts on currents and almost minimal boundaries. The main results in this section are Theorem 3.9 and Theorem 3.19. They play an essential role in the proof of Theorem 4.1.
3.1. Currents. Our main references are the book of Simon [30] and Lin-Yang [19] . Let U be an open domain in a Riemannian manifold M and H j denote the j-dimensional Hausdorff measure. Suppose k is an integer. Let D k (U) be the set of all k-smooth form with compact support in U.
where <, > denotes the usual pairing of k-form.
If there is no ambiguity about U, we write M(T ) instead of M U (T ). By the Radon-Nikodym Theorem there is a Radon measure µ T on M such that for any ω ∈ D k (U),
Then we can also discuss the mass of a k-currents in Borel sets.
where d is the differential operator on smooth forms. The following concept is very useful in geometric measure theory.
Now we can define an integer multiplicity rectifiable n-current.
Definition 3.5. Let T be a k current in M, we say that T is an integer multiplicity rectifiable n-recurrent (integer multiplicity current) if
where S is a countable k-rectifiable subset of M, θ is a positve locally H k -integrable function which is integer-valued, and η is a k form τ 1 ∧ · · · ∧ τ k oriented the tangent space of S a.e. H k . T is also written as τ (S, θ, η). If the dimension of an integer multiplicity current T , τ (S, θ, η), has the same dimension as that of M. We always choose η as the volume form of M. In this case T is written as τ (S, θ).
A good property of integer multiplicity currents is their compactnesss theorem firstly obtained by Federer and Fleming [30] .
is a sequence of integer multiplicity currents with
for any W ⊂⊂ M, then there is an integer mulitiplicity current T such that T j converges weakly to T and M W (T ) ≤ lim j→+∞ sup i≥j M W (T i ).
A useful way to construct integer multiplicity currents is the pushforward of local Lipschitz maps.
is an k integer multiplicity current and f |sptT is proper, then we can define f # T by
Now we proceed the derivation in section (26.26, [30] ) under the setting of a conformal cone Q φ in Definition 1.
The case ∂T = 0 yields the following result. Theorem 3.9. Now let Ω, φ, Q φ be defined in Definition 1.1. Suppose n is the dimension of Ω and k ≤ n is an positive integer. Let T be a k integer multiplicity current in the conforml cone Q φ with compact support satisfying ∂T = 0. Then there is a k + 1 integer multiplicity current R in Q φ such that ∂R = T . Here spt(R) may be noncompact inΩ×(−∞, A).
3.2.
Perimeter and Regularity. In this subsection we recall some preliminar facts on BV functions, perimeter and the regularity of almost minimal boundary for later use. The main references are [12] , [19] , [30] and [41] .
Let M be a Riemannian manifold with a metric g and dimension n + 1. Suppose W ⊂ M is an open set. We denote the set of vector fields (continuous functions) on N with compact support in W by T 0 W (C 0 (W )). where div and dvol are the divergence and the volume of M respectively. We say u ∈ BV (W ) if ||Du|| M (W ) is finite.
We
Remark 3.11. For a Caccioppoli set E all properities are unchanges if we make alterations of any (Lebesgue) measure zero set. Arguing exactly as Proposition 3.1 in [12] , we can always choose a set E ′ differing a Hausdorff measure zero set with E and satisying for any
where ρ ≤ ρ 0 depending on some compact subset of E ′ containing x.
From now on, we always assume that condition (3.7) holds for any Caccioppoli set E.
Suppose T is a (n+ 1)-dimensional integer multiplicity current in M, represented as τ (V, θ) where V is a L n+1 measurable subset of M. By remark 3.3 and the definition of the mass we have
for any Borel set W ⊂⊂ M. For a derivation, see 27.7 in [30] .
There is a decomposition theorem for codimension 1 integer multiplicity currents. 
Here U j := {x ∈ M : θ ≥ j} for any integer j.
In the reminder of this section for a point p and r > 0 we denote the open ball centered at p with radius r by B r (p). Now we define an almost minimal set in an open set and a closed set respectively. (1) We say that E is an almost minimal set in Ω if for any p ∈ Ω there is an r 0 > 0 and a constant C with the property that for any r < r 0 and any compact set K ⊂⊂ B r (p) ⊂ Ω,
where F is any Caccioppoli set satisfying E∆F ⊂ K. In particulark if C = 0, we say F is a minimal set in Ω. The following technique lemma would be very useful. 
Proof. Let E be U 1 and F be U c 2 ( the complement of U 2 ). Applying Lemma 3.16 yields that
Here we use the fact that ||Dλ U 2 || M (W ) = ||Dλ U c 2 || M (W ). The proof is complete from (3.8) .
For almost minimal sets in the closure of open domains we have a regularity result as follows. Proof. In our proof we use C to denote different constants.
Because E is an almost minimal set inW , for any r < r * , any compact set K ⊂⊂ B r (q) ⊂ B r * (p) and any Caccioppoli set F satisfying E∆F ⊂ K, we have Suppose ∂E passes through p. In terms of the local coordinate in B r * (p), E−p λ will converge to a minimal cone G in the weak sense as λ → 0 (for example see [31] ). Since E is contained in a C 2 domain W , G is contained in a half space of Euclidean spaces. By Theorem 15.5 in [12] , G is equal to this half space. Thus the area density of ∂E at p is 1. By the Allard regularity theorem, ∂E is a C 1,α graph in a sufficiently small open ball containing p for some α. The proof is complete.
A direct application is given as follows. Proof. Let C denote different positive constants. By Lemma 7.6 in [41] , there is a r * > 0 such that Ω 1 and Ω 2 are almost minimal boundaries in B r * (p).
Note that E ⊂Ω ′ is an almost minimal set inΩ ′ . By (2) in Definition 3.13, we can choose r * sufficiently small such that for any r < r * , any q ∈ B * r (q), any compact set K in B r (q) ⊂ B r * (p) and any Caccioppoli set F satisfying E∆F ⊂ K it holds that
By the definition of r * > 0, Ω 1 and Ω 2 are both almost minimal sets in B r * (p). If necessary we take r * small enough, it holds that 
From the assumption on F , E is an almost minimal set in B r * (p).
Since E ⊂ Ω 1 , Ω 1 is C 2 and p ∈ ∂E, Theorem 3.18 implies that ∂E is a C 1,α graph in an open ball containing p. We complete the proof.
The case of mean convex conformal cones
In this section we solve the area minimizing problem (see (1.1)) in conformal cones under reasonable conditions on φ(r) and the NCM assumption.
Let Q φ be a conformal cone in Definition 1.1. Let I be an open interval (−∞, A) where A is finite or +∞. Recall thatQ φ is the set Ω×I and G is the set of all integer multiplicity currents with compact support inQ φ . Here a closed set F is compact inΩ×I means that
The main result in this section is stated as follows.
Suppose Ω is a bounded mean convex C 2 domain with the NCM property (see Definition 1.2). Let φ(r) be a C 2 positive function satisfying
for some a < A and some positive constant µ 0 . Suppose ψ(x) ∈ C 1 (∂Ω) satisfying ψ(x) < A and Γ = {(x, ψ(x)) : x ∈ ∂Ω}. Then there is a unique integer multiplicity current T 0 in G to realize the minimum of Remark 4.2. This result extends the results of Rado [26] and Tausch [32] in the case of Euclidean cones. Some uniqueness results for minimal hypersurfaces will be considered in Chen-Shao-Zhou [5] . Proof. The boundary of D k,α is divided into the following four parts:
For part A, by (2.6) and Corollary 2.8 its mean curvature in Q φ is 0. For part B, by Lemma 2.7 its mean curvature with respect to the outward (upward) normal vector is n φ ′ (α) φ 2 (α) . It is positive due to the condition (cA).
As for part C, its normal vector is perpendicular to ∂ r . LetH C be the mean curvature of C with respect to the outward normal vector in
Since Ω is mean convex,H C ≥ 0 with respect to the outward nomral vector.
In summary the mean curvature of part A, B and C in D k,α are nonnegative with respect to the outward normal vector of D k,α . The proof is complete.
We consider a local version of the area minimizing problem in (4.1) as follows. where G is the integer multiplicity current τ (N×(−∞, A), θ 1 ). From the definition of E and R, we have spt(G) ⊂Q φ which is the set Ω×(−∞, A).
Now define U j = {p ∈ N×(−∞, A)
: θ ≥ j} for any integer j. By the definition of E, we have spt(∂[[U j ]]) ⊂Q φ for any j = 1 . Note that spt(T k,α ) ⊂D k,α ⊂Q φ . Applying the decomposition theorem (Theorem 3.12) on T k,α we obtain
Thus spt(∂G) ⊂D k,α . As for F the decomposition theorem gives that ∂
]. Since U 2 ⊂ U 1 , with (4.4) and (4.5), Lemma 3.17 implies that The proof is complete.
Next we show that T k,α only touches the boundary ofD k,α at Γ = (x, ψ(x)). Proof. We argue it by contradiction. Now suppose there is a point p in
No matter where the position of p is, near p we can view ∂D k,α is the intersection of two C 2 boundaries. On the other hand from the definition of T k,α = ∂[[F ]]|D k,α , F is a minimal set in the closed set D k,α . Since T k,α contains p, ∂F passes through p. By Theorem 3.19 ∂F is a C 1,α graph near p (an open ball containing p). Moreover it is easy to see that (4.7)
H ∂F ≤ 0 near p with respect to the outward normal vector of D k,α in the Lipschitz sense.
By Lemma 4.5 the boundary of D k,α is mean convex. Since Ω is C 2 and mean convex, H ∂Ω×R ≥ 0 with respect to the outward normal vector of Ω×R. By Theorem A.1 and (4.7) , ∂Ω×R coincides with ∂F |D k,α near p. Because k > 0 and α ∈ (max ∂Ω ψ(x), A), the set
Moreover the tangent sapce of ∂Ω×R at p ′ is equal to that of ∂F at p ′ . Then there is a tangent vector of ∂F at p ′ pointing outward with respect toD k,α . Because p ′ / ∈ Γ, all tangent vectors of ∂F at p ′ should point intoD k,α . Otherwise ∂(∂F |D k,α ) is not equal to Γ. This is a contradiction.
Thus T k,α is disjoint with ∂D k,α \Γ. The proof is complete.
A direct application of the above lemma is Recall that in this section Ω is bounded, mean convex with the NCM property. By the above remark and Theorem 2.12 the following definition is well-defined. 
where ψ(x) is the C 1 function given in the assumptions of Theorem 4.1.
Thus combining Lemma 2.17 with remark 4.11ũ µ (x) is continous with respect to µ ∈ [0, +∞). Moreover Proof. Let β 0 be the constant given in remark 4.11. Let v µ (x) be the solution to the following problem The proof of Theorem 4.1. According to Corollary 4.9, T k,α ⊂D 0,α 0 . For each µ ∈ [0, µ 0 ] define a function κ µ (x) = min{α 0 ,ũ µ (x)}. By lemma 4.13 at µ 0 we have κ µ 0 (x) = α 0 . Next we consider the value of µ when the graph of k µ (x) firstly touches T k,α given by
where gra(κ s )(x) is the graph of κ s (x).
By corollary 4.9, T k,α is disjoint with the upper boundary of ∂D 0,α 0 , i.e. {(x, α 0 ) : x ∈ ∂Ω}. By the continuity of κ µ (x) we conclude a < µ 0 .
Suppose a > 0. Then T k,α has to touch gra(κ a (x) at some point (x 0 , t 0 ) with t 0 < α 0 . This implies that in a small neighborhood of (x 0 , t 0 ), κ a (x) =ũ a (x). By (4.9) and Definition 4.12 gra(κ a (x)) near p is minimal in Q φ . Combining (4.7) and Theorem A.1 together, T k,α coincides with gra(κ a ) near p. Due to the connectedness of gra(κ a ), then T k,α has to touch some point on {(x, α 0 ) : x ∈ Ω}. This is a contradiction. Then a = 0.
By (4.10) andφ ′ (r) > 0 for all r ∈ R,ũ 0 (x) ≤ max Ω ψ(x) = α 0 . As a result κ 0 (x) =ũ 0 (x). By (4.9) and (4.10),ũ 0 (x) solves the Dirichlet problem (4.13)
This is the Dirichlet problem (2.6) with boundary data ψ(x). By the condition (cB) the above equation has a unique solution. Together with Definition 4.4, we conclude thatũ 0 (x) = u 0 (x). On the other hand, since a = 0, T k,α is contained in a domain
is just the graph of u 0 (x) overΩ. Let T 0 be the graph of u 0 (x). Now let k → +∞ and α → A. Note that for any integer multiplicity current T ∈ G and ∂T = Γ there is some k > 0, α ∈ (0, A) such that spt(T ) ⊂D k,α . Thus M(T 0 ) = M(T k,α ) ≤ M(T ). Thus T 0 realizes the minimum of
The translating conformal cone
In the previous section we require that the conformal cone is mean convex. In this section we remove this condition in the case of translating conformal cones and consider the area minimizing problem (see Theorem 5.15) . Our main tool is the BV function theory from [12] , [20] and [41] . We extend Lin's result [20] in clyinders of product manifolds into translating conformal cones. 5.1. Area functional. Let α > 0 be a fixed constant. Throughout this section let Ω be a C 2 bounded domain in a n-dimensional manifold N with a metric σ. From Definition 1.1, we single out the following concept.
Definition 5.1. The translating conformal cone is defined by
We use a similar setting as in the previous section. Let ψ(x) be a C 1 function on ∂Ω and Γ = (x, ψ(x)). Define G as the set of all integer multiplicity currents inQ α of which support is contained in some set Ω×[a, b] with two finite constants a < b. The area minimizing problem in this section is still to find an integer multiplicity current T 0 ∈ G to realize
The area minizing problem in the case of α = 0, i.e. the product manifold, was investigated in [17] and [20] . Now we consider a conformal functional on BV functions. For preliminary facts on BV functions, see section 3. 
where , , div and dvol are the inner product, the divergence and the volume form of Ω respectively and C 0 (Ω) (T 0 (Ω)) denotes the set of all continuous functions (C 1 differential vector fields ) with compact support in Ω.
Remark 5.4. If u ∈ C 1 (Ω), then F α (Ω, u) = Ω e αu(x) 1 + |Du| 2 dvol and is equal to the area of the graph of u(x) in Q α . It was firstly studied in [41] . From now on assume that Ω is contained in a larger C 2 domain Ω * . Consider the following minimizing problem Remark 5.7. The case of α = 0 of this theorem was firstly observed by Lau-Lin [17] . See also the introduction of [3] .
Letũ(x) be the trace of u(x) on ∂Ω from Ω. For the definition of the trace see remark 2.5 in [12] . It may not be equal to ψ(x) in general. Let T be gra(u(x)) + S where S is the n-dimensional integer multiplicity current in ∂Ω×R enclosed by ψ(x) andũ(x) such that ∂S = Γ − gra(ũ(x)). Moreover ∂T = Γ. The mass of T restricted in Q α (the setΩ×R) is
Some preliminary facts. Now we will collect some preliminiary facts for the proof of Theorem 5.6. In [41] we show many results on the connection between BV functions and the conformal functional F α (u, Ω). In this subsection suppose W is a fixed open set in Ω.
Theorem 5.8 (Theorem 5.5 in [41] ). Let u(x) ∈ BV (W ) and U be its subgraph. Then it holds that
for any α ≥ 0.
The following results are easily obtained from the definition of F α (u, Ω).
Lemma 5.9 (Corollary 5.7 in [41] ). Use the notation in Definition 5.3. It holds that (1) Suppose |u| ≤ k on W , F α (u, W ) ≥ e −αk (||Du|| N (W )+vol(W ));
(2) Suppose {u j } ∞ j=1 ∈ BV (W ) are uniformly bounded and converges to u in L 1 (W ), then u ∈ BV (W ) and
The following result is a minor modification of Lemma 5.8 in [41] .
Theorem 5.10. Let u 1 (x) < u 2 (x) be two bounded BV functions on W . Let F be any Caccioppoli set satisfying ∂F ⊂ W×(u 1 (x), u 2 (x)). Then there is a function w(x) ∈ BV (W ) such that
with the property that u 1 (x) ≤ ω(x) ≤ u 2 (x). Here α > 0.
Remark 5.11. This theorem is the reason that here we only consider translating conformal cones. For general conformal cones it is unknown whether a similar result as above holds.
Proof. By Lemma 5.8 in [41] , there is a function ω(x) ∈ BV (W ) such that (5.6) holds. Moreover ω(x) is defined by
Let U 1 and U 2 be the subgraph of u 1 (x) and u 2 (x) respectively. Be-
Combining this with (5.7), we obtain e αu 1 (x) ≤ e αω(x) ≤ e αu 2 (x) . The positivity of α implies that
The Miranda observation says that if u(x) is a local minimum of F α (., W ) then its subgraph has local least perimeter. A precise statement is given as follows. 
Then its subgraph U satisfies that
for any Caccioppoli set F satisfying F ∆U containing some compact set inW . The same conclusion holds if replaceW with its closure.
Proof. Fix any compact set K inW . Let F be any Caccioppoli set satisfying U∆F ⊂ K. There is a constant ε > 0 such that K ⊂ W×(u 1 (x) + ε, u 2 (x) − ε). By Theorem 5.10, there is a ω(x) such that
From the definition of ω(x) in (5.7), the subgraph of ω(x), V , satisfies V ∆U ⊂ K ′ where K ′ is compact dertermined by K and ε. By Theorem 5.8 and (5.8)
Since K is compact inW , we obtain the conlusion (5.9). As for the closure case, everything proceeds exactly except u 1 (x) < ω(x) < u 2 (x). We can use u 1 (x) ≤ ω ≤ u 2 (x). The proof is complete.
A BV function to achieve a local minimum of F α (u, Ω) in open set has some good regulairty. An equivalent statement of Theorem 8.3 in [41] says that Since U = V outsideΩ×R, we obtain that
Here the support of ∂ Now define a new Caccioppoli set F ′ such that F ′ coicides with U outside Ω * \Ω×R and F ′ coincides F inΩ×R. By Theorem 5.10, there is v(x) ∈ BV (Ω * ) such that
with v(x) = ψ(x) outside Ω. Thus by (5.3)
Because U concides with F ′ outsideΩ×R, we have
Thus T is the solution to the problem in (5.1). Now a direct application of Theorem 5.6 and Theorem 4.1 is concluded as follows.
Theorem 5.14.
Fix Ω ⊂⊂ Ω * be two bounded C 2 domains. Suppose
(1) Ω is a C 2 mean convex, bounded domain with the NCM property.
Then u ∞ (x) achieves the minimum in 
Proof. By Theorem 5.6 the conclusion (1) is equivalent to the conclusion (2). The conclusion (3) is from Theorem 5.13. Thus we only need to prove the conclusion (1). By Theorem 1.3 let v(x) be the solution to the following equation
Fix any µ > µ 0 . Now we consider the following auxiliary problem
By the definition of µ 0 , the above definition is well-defined. Note that on ∂Ω, v(x) − µ ≤ ψ(x) ≤ v(x) + µ. Suppose {u j } is a sequence of BV functions satisfying (5.24) and lim j→+∞ F α (u j , Ω) = A µ . Moreover |u j | ≤ C for all j where C is a positive constant depending on µ and ψ(x). By (1) in Lemma 5.9, we have (5.25) {||Du j || N (Ω * ) + vol(Ω * )} is uniformly bounded. By the compactness of BV functions on Lipschitz domains, there is
By (2) in Lemma 5.9 we have
Let U µ be the subgraph of u µ (x). By Theorem 5.12, U µ is a minimal set in the closed set x ∈ Ω}. With a similar derivation ∂U µ is also disjoint with the set {(x, v(x) − µ) : x ∈ Ω}. Note that all above derivation is true for any µ > µ 0 . Arguing similarly as in Corollary 4.9, by induction we see that ∂U µ | Ω×R is contained in 
Thus u ∞ (x) is the desired bounded BV function for the conclusion (1). The proof is complete.
The NCM property is necessary
In this section we give examples to show the NCM property is necessary to obtain the conclusions in Theorem 2.12 (Theorem 6.1) and Theorem 4.1 (Theorem 6.6).
Throughout this section let S n and S n + be the n-dimensional sphere and open hemisphere respectively with the standard metric σ n . Note that ∂S n + is a (n − 1) dimensional unit sphere and is minimal in S n . Thus by Definition 1.2 S n + does not have the NCM property. Theorem 6.1. For any α ≥ n there is no solution in C 2 (S n + ) ∩ C(S n + ) to the Dirichlet problem
for any ψ(x) ∈ C(∂Ω).
Remark 6.2. The case of α = n is obtained in appendix C in [41] . Here (θ, ρ) is the polar coordinate of (x 1 , x 2 , · · · , x n+1 ) in R n+1 . For any t > 0, consider a family of hypersurfaces Σ t in R α + given by (6.4) Σ t := F −1 {(x 1 , x 2 , ·, x n , t) : (x 1 , x 2 , ·, x n ) ∈ R n }
The following property of Σ t is easily obtained. Lemma 6.4. For any t > 0, Σ t is unbounded in R α+1 + , i.e. there is no bounded inverval [a, b] such that Σ t ⊂ S n + ×[a, b]. Now taking the outward normal vector of v t pointing to the positive infinity in R n + , we have v t , ∂ r > 0 on Σ t . Let H α be the mean curvature of Σ t in R α + . Thus H n = 0 on Σ t . Note that the metric of R α+1 + can be written as e 2r α−n n e 2r (σ n + dr 2 ) By Lemma 2.3 and H n = 0, we have
This gives that Lemma 6.5. Suppose α ≥ n. Then H α ≥ 0 on Σ t for each t > 0 in R α+1 + . Now we are ready to show Theorem 6.1.
Proof. Now assume there is a C 2 solution u(x) to (6.1). Let S be the graph of u(x) in R α + . Note that {Σ t } t>0 gives a smooth foliation for R α + . Then we set (6.5) t 0 = sup{t > 0 : Σ t ∩ S = ∅} Since F (S) is a bounded set in R n + . Thus t 0 is a finite positive number. Thus Σ t 0 is tangent to S at some point. Note that H α ≥ 0 on Σ t 0 with the normal vector pointing to the positive infinity and S is minimal. By Theorem A.1 and the connectedness of Σ t , Σ t ⊂ S. It contradicts to Lemma 6.4. The proof is complete.
Let ψ(x) ∈ C 1 (∂S n + ) and Γ = {(x, ψ(x)) : x ∈ ∂S n + }. Let U ψ be the subgraph of ψ(x) in ∂Ω×R, i.e. {(x, t) : x ∈ ∂Ω, t < ψ(x)}. Define G α as the set of all integer multiplicity current with compact support in R α+1 + , i.e.S n + ×R. Here a closed set is compact if it is contained in some setS n ×[a, b] where a < b are two finite constants. The area minimizing problem in R n+1 + is to find an integer multiplicity current T 0 ∈ G α to realize the minimum of (6.6) min{M(T ) : T ∈ G α , ∂T = Γ} Theorem 6.6. For any α ≥ n, no T ∈ G α can realize the minimum in (6.6) in R α+1 + . Proof. Suppose there is a T 0 ∈ G α to realize the minimum in (6.6). Because T 0 has a compact support, we can asssume T 0 ⊂S n + ×(a, b) for two finite constants a < b and T 0 is disjoint withS n + ×{a} andS n + ×{b}. By Lemma 4.6 there is a Caccioppoli set F in S n ×R such that T 0 = [[∂F ]]|Ω ×R . Note that F is a minimal set inΩ×(a, b).
Let Σ t be the smooth hypersurface in (6.4). Since {Σ t } t>0 is a smooth foliation of R α+1 + . Define (6.7) t 1 = sup{t > 0 : Σ t ∩ T 0 = ∅} Since T 0 ∈ G α , t 1 is a finite number. Thus Σ t is tangent to T 0 at some point p in S n + ×R. Let W be the domain of R α+1 + \Σ t 0 such that T 0 ⊂W . By Theorem 3.18, then T 0 is a C 1,β graph near p for some β > 0. Since F is a minimal set near p, the mean curvature of T 0 is equal to 0 in the Lipschitz sense. By the standard schauder estimate, T 0 is smooth. On the other hand H α ≥ 0 on Σ t 1 with respect to the normal vector pointing to the positive infinity. By Theorem A.1 and the connectedness of Σ t 1 , Σ t 1 ⊂ T 0 . This yields a contradiction because Σ t 1 is unbounded in R α+1 + from Lemma 6.4. The proof is complete.
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The first author was supported by the National Natural Science Proof. Suppose S is tangent to ∂Ω at point p. We use the coordinate (y, t) ∈ R n−1 ×R to denote a normal coordinate near p = (0, 0) such that the positive direction of t at p = (0, 0) points into the Ω. Thus near p both S and ∂Ω are graphs over a neighborhood of the origin in R n−1 .
Fix any C 1,α surface Σ passing through p. In a neighborhood of p, Σ can be represented as a graph over W ⊂ R n−1 containing 0. By the area formula, its area near can be written as where Σ = (y, u(y)) and u ∈ C 1,α and F = F (y, t, p, t) : W×R×T R n−1 ×R is a C ∞ map determined by the metric g.
With the notation above, there are two functions u 1 (y) and u 2 (y) such that S and ∂Ω are the graphs of u 1 (y) and u 2 (y) over W respectively, u 1 (x) ≥ u 2 (y) and u 1 (0) = u 2 (0). Note that u 1 ∈ C 1,α (W ) and u 2 (x) ∈ C 2 (W ). Because H S ≤ 0, for any nonnegative function φ(y) ∈ C 1 0 (W ) we have 
