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Rounds has defined the class of context-free tree languages and proved its 
closure properties under linear homomorphism and intersection with regular 
sets of trees. The open problem of closure under linear inverse homomorphism 
has just been solved negatively. As for context-free grammars we can define 
Greibach's forms for context-free grammars of tree languages. Unfortunately 
there are context-free tree languages without Greibach's grammar. We define 
tree grammars without left (or on the top) recursivity and show they generate 
exactly the class of Greibach's tree languages. Then we prove the closure of 
that class under linear inverse homomorphism. This result proves that 
Greibach's tree languages are strictly contained in context-free tree languages. 
La classe des for~ts alg6briques ("context-free"), d6finie par Rounds (1970a) 
comme 6tant celle des for6ts engendr6es par des grarnmaires alg6briques, g6n6- 
ralisation au cas des alg~bres libres de la notion classiques de langage alg6brique 
d'un monoide libre, poss~de certaines propri6t6s analogues fi celles de la classe 
des langages alg6briques. On sait par exemple qu'elle est ferm6e par intersection 
avec une for6t reconnaissable et par homomorphisme lin6aire (Rounds, 1970a, b) 
ou qu'elle se caract6rise par un th6or~me de Chomsky-Schutzenberger (Arnold 
et Dauchet, 1977). Par contre, le probl~me de la fermeture par homomorphisme 
lin6aire inverse a longtemps 6t6 ouvert (Maibaum, 1974) et vient d'etre r6solu 
par la n6gative (Arnold et Dauchet, 1978). 
Afin de mieux comprendre quelles sont les raisons profondes de ce r6sultat ~i 
priori surprenant, sur quelles propri6t6s des grammaires alg6briques il s'appuie, 
il serait int6ressant de connaitre des sous-classes de for~ts alg6briques ferm6es 
par homomorphismes lin6aire inverse. 
Nous exhibons ici une sous-classe ayant cette propri6t6: celle des for~ts "de 
Greibach", c'est-~-dire c lles qui sont engendr6es par des grammaires telles que 
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la partie droite de chaque r6gle est un arbre dont la racine est un symbole termi- 
nal. Ce sont aussi les for4ts engendr6es par des grammaires alg6briques strictes 
(c'est-?~-dire sans r6gle de la forme X(xl, . . . ,  x~) -+ xi) et non r6cursives ?t gauche 
(c'est-~-dire t lles qu'i l n'existe aucune d6rivation X(x~ ,..., x~) ~ + X(t~ ..... t~). 
Ces grammaires sont ~ peu de chose pr6s (la strictitude) les grammaires d'arbres 
associ6es aux sch6mas de programme non d6terministes de Greibach 6tudi6s 
par Arnold et Nivat (1977). 
La d6monstration de la propri6t4 de fermeture de cette classe par homo- 
morphisme lin4aire inverse se d6compose en plusieurs 6tapes. On montre d'abord 
que tout homomorphisme st le composg d'homomorphismes alphabdtiques et 
d'homomorphismes appartenant ~ une classe tr6s restreinte, appel4s homo- 
morphismes dldmentaires. On donne alors la construction de la grammaire qui 
engendre l ' image inverse, par un homomorphisme 416mentaire, d'une for4t de 
Greibach donn6e par une grammaire stricte et non r4cursive ~ gauche. Cette 
construction utilise le fait que la grammaire 4rant non r6cursive h gauche il est 
possible d'anticiper la d6rivation de certains ymboles non-terminaux. 
Apr6s une premi6re pattie donnant les d6finitions pr61iminaires nous montrons 
dans la seconde partie qu'on peut se ramener h 4tudier la fermeture des for4ts 
de Greibaeh par une classe restreinte d'homomorphismes lin6aires. La troisihme 
pattie contient quelques propri6t6s des grammaires de Greibach. Dans la quatri- 
hme pattie nous montrons notre r6sultat en ramenant, par une suite de trans- 
formations, toute grammaire de Greibach ?l une grammaire de Greibach dont 
les r6gles ont une forme particuli6re. 
I. PR~LIMINAIRES 
On appelle alphabetgradud tout ensemble fini Z muni d'une application d de Z 
dans N, qui ~ tout 414ment ~ de Z associe un entier d(a) appel6 degrd ou aritd 
de or. On note Z~ l'ensemble d-l(n) des symboles de Z dont l'arit6 est n. 
L'ensemble des arbres sur Z, not6 Tz est le plus petit ensemble contenant Zo , 
d6fini par: 
Tz = {a(tt ..... t ,) I a ~ Z~ et t I ..... t ,  ~ Tz}. 
Toute partie de Tz est une for~t et tout 616ment un arbre. A tout arbre t de Tz 
on associe un mot de Zo* appel6feuillage de t not4 ~(t) et d6fini par: 
- -s i  t eXo ,  4(0 = t; 
- - s i t  = a(tl,..., t,) avec a ~ Z ,  et tl ,... , t ,  ~ T~ ; q~(t) = q~(tl) "-' ~(t,). 
Soit X un ensemble de variables d'arit4 0, dont les 616ments sont g4n6ralement 
not6s x 1 , xz ,..., x,, ,.... On appelle ensemble des arbres sur 27 indexes par X et 
on note T~(X) l 'ensemble Tr~,x. On 6crit souvent Xn au lieu de {xl, x 2 ,..., x~} 
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et [n] au lieu de {1, 2 ..... n}. Pour qu 'un  arbre soit index6 par X~ il suffit qu' i l  ne 
poss~de aucune variable de rang sup6rieur 5 n, donc Tz C Tz(x~) C Tz(X~+I) C 
Tz(X). 
]~tant donn6s un  arbre t de Tz(Xn) et n arbres t l ,  t 2 ..... t~ de Tz(xo) on con- 
struit un nouvel arbre t' = t • [t 1 ..... tn] par l 'op6ration de greffe d6finie par: 
si t = xi , t' = t i , 
s i t  = a~Z0,  t' =a ,  
! ! t 
si t=  7(t; , . . . ,  t~) avec 7 ~Zk et t 1 .... , te ~ Tx(X,  ) alors t '=  7(t£ " [t~ .... , 
t ,]  ..... t;  ' I t  1 ,..., t~]). 
La greffe est une op6ration associative (Boudol, 1975). 
/kiln de g6n6raliser l 'op6ration de greffe, nous util iserons les notations du 
magmoide (Arnold et Dauchet, 1977a). 
Pour tout couple d'entiers p et q on note T(2J)~ un  ensemble dont les ~16ments 
sont de la forme <q; t~ ..... t~) avec t 1 .... , t~ ~ Tz(xq). S'i l  n 'y  a pas d'ambiguit6 
sur q ou si q n 'a  pas d' importance particuli~re on 6crira seulement le vecteur 
[t~ .... , t~] au lieu de <q; t~ ..... t~). T(2J) est par d6finition la r6union de tous les 
ensembles T(27)~ 0 pour tous les entiers pet  q positifs ou nuls. 
Dans T(Z) on d6finit le produit de composition: 
Vp, q, r ~ N Vu = (q; t~ ,..., t~) ~ T(27)~ Vu' = <r; t~ ..... tq) ~ T(Z)~ 
u" u' = @; t 1 " [t~ ,..., t~],..., t~" [t~ ,..., t~]) G T(Z)r ~. 
Ce produit de composit ion est associatif et se r6duit 7t une greffe s ip  = 1. 
Nous util iserons aussi une autre op6ration associative qui, elle, est toujours 
d6finie dans T(Z) et qu 'on appelle le produit tensoriel: 
Vu = <q; t 1 .... , t~) G T(Z)q ~ , Vu' = <s; t' 1 ,..., t ; )  c T(Z)~ 
, . T(yT,~+r u ® u' = <q + s; t~ .... , t~ ,  q [x~+~ ..... x~+,] . . . .  , t ; .  [x~+~ .... , x~+~]> e , _ ,~+,~ 
PROPRI~T~ 1. VU, U', V, C T (Z)  si les produits de composition u • u' et ~ • v' 
sont d~finis alors (u @ v) • (u' @ v') est d~fini et dgal h (u " u') @ (v • v'). 
On dit qu 'un  arbre t de Tz(X~) est init ialsi  les n variables x1 ,..., x~ apparaissent 
une lois et une seule dans cet ordere de gauche ~t droite dans t, c'est-~-dire si
~(t )  = WlXlW2X 2 . . . . .  WnXnW avec wlw 2 ..... WnW ~ Z* .  A tout symbole c~ d'arit6 
n on associe l 'arbre initial a(x 1 ..... x~) et ~ tout symbole # d'arit6 0 l 'arbre 
initial # ( ) .  
On appelle torsion un ~16ment 0 = <q; xil .... , xi~> de T(Z)~ avec V~-c [p], 
ij ~ [q] et on note Oq ~ l 'ensemble des torsions de T(Z)~.  A cette torsion 0 on 
associe une application de [p] dans [q] not6e aussi 0 et d6finie par O(k)= 
i1~, VT~ ~ [p]; on pourra done 6crire 0 = <q; xo(1),,., x0(~)>. On en d6duit que 
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0 • <r; u 1 ,..., uq) = (r; Uo(1) ,..., Uo(~)). Le produit  de composit ion d'une torsion 
0' de O~ ~ et d 'une torsion 0" de Oqp est la torsion 0 = <q, XoO),..., Xo(,)) de 
Ov ~ avec O"(O'(k)), Vk ~ [n]. 
Tout  arbre index6 t contenant p occurenees de variables de Xq peut ~tre 
d6compos6 de fa~on unique en un produit  de composit ion d 'un arbre initial 
de Tz()/~) et d 'une torsion 0 de Oq~: t = ~ • 0. Pour obtenir f i l  suffit de renum& 
roter de gauche 5 droite les p occurences de variables dans t. 
On appelle racine d'un arbre non r6duit h une variable l 'occurence de symbole 
situ6e en son sommet, c'est-5-dire que s i t  = c~(t 1 .... , t~) alors Racine (t) est cc 
S i t  = u • ~(t I .... ,/~(u 1..... un),,., t~) on dit que dans t ~ et 13 sont cons&utifs 
sur une m$me branche et que ~ est situ6 au dessous de oz. Les relations "6tre sur 
une mSme branche" et "~tre situ6 au dessous de"  sont transitives. 
On note I t I la profondeur d'un arbre t d6finie par: 
--  s i tex ,  l t  I =0,  
- -  s i t~Z0, [ t  I = 1, 
- -  s i t  = e~(t 1,..., t~), L t I = 1 + Max(I t 1 [ ..... [t~ l)- 
Une grammaire algibrique d'arbres est un quadruplet G = (V,  27, X0,  R )  
o5 Vet  27 sont deux alphabets gradu6s disjoints, X o un 616ment de V 0 appel6 
axiome et Run  ensemble fini de r@les de production de la forme: 
X(x  1 ..... xn) --~ t = i " 0 avec X ~ V, t ~ T~uv(~n) 
les 616ments de Z sont dits terminaux et ceux de V non-terminaux. ~tant donn6s 
deux arbres u et u' de Tzuv(X) on dira que use d~rive directement en u' par applica- 
t ion de la r~gle r = (X(x  1 ..... x~) --~ t) ~ R et on notera u ~ ~ u' ssi 
- -  $oit u s'6crit X(u  1 ..... u~) et n' = t • [u 1,..., u~] et on dira que le non- 
terminal X a 6t6 r66crit; 
- -  Soit u s'6crit ~ • [u~ .... , u~] off ~ est un arbre initial, u' = ~ • [u[ .... , u'~] et 
t I 
3i ~ [p] tel que u i ~ .  u~ et pour tout j  :/: i, uj = uj.  On dira que la d&ivation est 
descendante t on notera u D ~r  u' ssi 
- -  Soit u s'~crit X(u  I .... , u~) et u' = t - [u:~ ,..., u~]. 
- -  Soit u s'Scrit a(u~ ..... up) avec a ~ 2J~, u' s'Scrit a(u~ ,..., u~) et ~z ~ [p] tel 
que uiD ~ u~ et pour tout j @ i, uj = u i c'est-fi-dire que le non-terminal  r66crit 
n'est situ6 sous aucun autre non-terminal.  
On dira que use  d6rive directement (de fagon descendante) en u' dans Get  on 
notera u ~a u' (uD ~a u'), ou mSme u ~ u' (uD ~ u') s'i l  n 'y  a pas d'erreur 
possible sur la grammaire, s' i l  existe r dans R telle que u ~ u' (uD ~.  u'). 
On note ~*  (D ~*)  la fermeture r6flexive et transitive de ~ (D ~)  et 
~+ (D ~+)  la fermeture transitive. Si u ~*  u' (uD ~*  u') on dit que u se d6rive 
en u' (de fa~on descendante). Toute  d&ivation est le produit  d 'une suite de 
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derivations directes et on appelle longueur d’une dhivation le nombre de deriva- 
tions directes qui la composent. On dit qu’une derivation u =)- * u’ est terminale 
si u’ ne contient plus de symboles non-terminaux. 
On note F(G, X) p our tout Clement X de V la for& engendrke par G depuis X: 
F(G, X) = lt E T,(x) I X *z t>. 11 a ettc montre (Engelfriet et Schmidt, 1975; 
Rounds, 1969) que le fait de se limiter aux derivations descendantes ne changeait 
pas la for&t engendree, c’est-a-dire qu’on a aussiF(G, X) = (t E T,(X) / X D -$ t}. 
On appelle for& algkbbrique engendr&e par G: F(G) = F(G, X0) E Tr . 
LEMME 2. Pour toute dhivation t a* t’ duns G = <V, Z, X0 , R) et pour 
toute d&composition t = u . [ul ,..., us] on peut trouver une dtkomposition t’ = 
u’[u; )..., ui] et une torsion B de 0,” tels que 
- ViE [n], A, =z--* 24; , 
- u=>“u’.8. 
Rkiproquement l’existence de ces deux dkompositions entrahe t 3 * t’. 
Dkmonstration. La propriete sera montree par recurrence sur la longueur des 
derivations. Elle est vraie pour toute derivation de longueur 0, supposons qu’elle 
le soit pour toute derivation de longueur inferieure ou &gale a 1. 
Soit t * * t” =+ t’ une derivation de longueur If 1, t => * t” est de longueur 1. 
Pour toute decomposition t = u . [ur , . . . , u,] il existe une decomposition de t”: 
t” = UN . [UI )...) ui] et une torsion 8” de Opq telles que 
(a) Vii[q]us”(i)‘*u~,u~*un.~. 
De plus u” peut se d&composer en un arbre initial d” et une torsion 6’ E 0,” avec 
n = nombre d’occurences de variables dans u”. 
COR~LLA~RE 3. &ant don&e une .grammaire G = (V, 2, X0 , R) si pour 
l’arbre t de T,,“(x) il existe t de T&x) te ue 1 q p our toute dhivation terminale 
t +* t’ E T(X) il existe une dhivation t 3 * t’ alors pour toute dhivation terminale 
v1 = u . [ul ,..., ui-l , t . w, u~+~ ,..., uk] => * v il existe une dhivation terminale 
v2 = u . [Ul ,..., ui-1 ) t . w, ui+1 )..., UJ ** v. 
Dkmonstration. Posons w = [wr ,..., w,], a la decomposition de v, on fait 
correspondre la decomposition de v don&e par le Lemme 2. 
v = u’ . [u; ,..., 2.43 avec u 9 U’ . e et pour tout j E [q] si e(j) f i, u,tj) f 24; 
et si e(j) = i, u,u) = t . w 9 24; et en appliquant a nouveau le lemnie 2 
t 3 t; . ej et uj’ = tj’ . [w;,r ,..., w],,jl avec wsi(k) 5 w& . 
De plus par hypothese t a* tj . ej pour toutj tel que B(j) = i on peut alors 
apphquer la reciproque du lemme 2 qui entraine va J* v. a 
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On dit qu’une regle est deterministe dans une grammaire, si aucune autre 
regle n’a la m&me partie gauche. 
LEMME 4. Si une rkgle r = Y(x, ,..., x,) -+ t est de’terministe duns G = 
(V, Z, X0 , I?>, si Y est d$@ent de X0 et si t ne contient aucune occuwence de Y, 
on peut retirer le non-terminal Y et la r.?gle q de la grammaire a+ avoir substitue’ 
t d chaque occuwence de Y dans les autres rkgles. Cette transformation ne change pas 
la fop&t engendrke par G. 
D6monstration. 11 est clair que Y =+* u E T,(x) ssi t ** u; done pour toute 
regle r’ = Z--t w . [ul ,..., ui-i , Y(w, ,..., wr), ui+i ,..., uk] le corollaire 3 nous 
montre que w . [ur ,..., uiUl , Y(w, ,..., zur), ui+l ,..., 2.~~1 ** v E T,(X) ssi w . 
[Ul I...) ui-1 ) t . [WI )...) WT], ui+1 )...) Uk] =s- * v; on ne changera done pas la for&t 
engendree par G depuis 2 en remplacant Y’ par x+ w . [ui ,..., ui-i, t . 
[Wl ,..*, %I, Uifl ,..*, %I. 
Si t ne contient pas Y on pourra done faire disparaitre toute occurence de Y 
en partie droite des regles sans changer la production terminale F(G, 2) d’aucun 
non terminal 2. Si Y n’est pas l’axiome, il ne sera alors plus d’aucune utilite dans 
aucune derivation X0 =>* w’. 1 
On dira que v est un sous-arbre de t E Tr si t s’ecrit u . w avec w = [wi ,... , w,], 
u, v, w1 ,..., w, E T,(x) et u contient une occurence de x1 _ Si w est une torsion 
neutre [x1 ,..., xr] alors t = u . v et v est un sous-arbre$nal. Si t = u . [ui ,..., u,] 
on dira que les sous-arbres U, ,..., u, sont indLpendants. 
LEMME 5. Si deux dkrivations successives ont lieu sur deux sous-arbres indipen- 
dants l’ordre dans lequal elles sont faites est ind$@ent. 
DLmonstration. Si u . [tl ,..., ti ,..., tj ,..., t,] +* u . [tl t! t. t >*.*, 2 >.*., 3 ,.‘., 11 ] ** 
u . [ti ,..., t; ,..., t; ,..., t,] alors ti 3 * t; et tj a* ti done u . [tl ,..., ti ,..., tj ,..., 
t,] 3 * u . [tl )...) ti )...) t; ,...) tn] ** u . Et1 )..., t; ,..., t; ,...) tn]. 1 
On dira qu’une regle Y: (X(x, ,..., x,) ---f Z = t . 19) est linkaire si une m&me 
variable n’apparait pas plus d’une fois dans t, c’est-a-dire si Zest initial et si 0 est 
injective. On dira que r est terminale si t ne contient aucun non-terminal. 
LFMME 6. On peut toujours supposer que les rigles lint!aires et terminales seront 
. , applaquees apres to&es les autres duns une de’rivation. 
DLmonstration. 11 suffit de montrer que pour toute derivation t, *r t, ~~9 t, 
avec Y lineaire terminale et r’ quelconque, il existe une derivation t, jr’ t;l a$ t, . 
Posons y = (X(x, ,..., x,) - t = tl . 0) avec i initial. t, = 2.2 * [ui ,..., us] avec 
u” initial et il existe K dans [ p] tel que urC = X(8, ,..., v,), t, = d . [u; ,..., u’,] avec 
u; = t . 0 . [vi ,..., vn] = % [vs(i) ,..., v,(,,j] = Z . [+Ti ,..., V,,] et pour tout i 
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different de k, zcj = ZL~ . Y’ ne peut s’appliquer a tl qui est terminal, trois cas sont 
alors ?t considerer: 
(1) Y’ s’applique a Zz: u” 3 5’ . 8’ avec zi’ initial d’oti t, = S’ . 0’ . [u; ,..., 
ZL’,] = zi’ . [z&,~, ,..., z&&J. Mais d’autre part t1 =s?’ ti’ . [us,(r) ,..., ~e~,(~,j] = t;l ; 
posons I = &l(k) = {ii ,..., im} l’ensemble des indices i tels que B’(i) = k alors 
vj 6 1, %9’(j) JT 4,(j) et Vj $1, all, = z&o1 done ti J$ t, en m derivations 
directes. 
(2) Y’ s’applique a uj avec j # k. Ee lemme 5 montre que dans ce cas on 
peut permuter I’application des regles, done t, +?’ ti sT t, . 
(3) Y’ s’applique a @j et ?Jj Jr, $. 
alors t, = zi . [ZL~ ,,.., Ui] avec z& = t”. [@i ,..., Vj-r , ?$, Bj+i ,..., Y&T] et pour 
tout i different de k, a; = u: = ui . Posons I = 8(j) alors vr = vj et uk J+ 
X(v, ,..., VI-1 , 8;) vzil )...) v,) =-? f. 0 . [VI )...) z&, 8; ) vz+l ,...) vn] = f. 
cv; ,..., vk,] = i& avec vi = 8; si B(h) = 1 et vi = v,’ si B(h) = h’ et h’ # 1. 
Comme la regle Y est lineaire 0 est injective, j est le seul Clement de [n’] dont 
l’image par 6 soit 1. Ceci entraine que v; = vOcn) = V;, si h # j et vj = Vi . Ceci 
entraine ti, = ui et done tl a+. t; +-y t, . 1 
Soit Z un alphabet grad&, Q un ensemble fini d’etats et a( une application qui 
a tout symbole o de .2Y associe une application de Qdco) dans Q; 01 est telle que pour 
tout symbole # de Z,, , a(#) es une constante dans Q. Le couple (Q, CL) d&nit un t 
automate ascendant d sur Z. 
A tout automate LZZ on associe une application p de Tz dans Q appelee @owe 
de l’automate definie par: 
si t==oE2Yo ~(9 = 44 EQ, 
si t = u(t, ,..., tn) PM = 44Pk)Y., PW. 
Une for&t F de TX est reconnaissable s’il existe un automate ~2 = (Q, CL) et un 
partie QF CQ tels que 
II. DECOMPOSITION DES HOMOMOPHISMES LINBAIRES 
Soient Z et il deux alphabets gradues et # une application de ~7 dans T,(x) 
qui a tout Clement g de Z;, fait correspondre l’arbre $(a(xi ,..., x,)) de Td(xn). 
Cette application peut &tre &endue a tout arbre de T,(x) de la faaon suivante: 
- r#(Xi) = xi VXiEX 
- d(@l ,*-*> L)) = &J(% ,..‘, xn)) . Wl),..., 4(64* 
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I1 est clair qu 'une telle application respecte l 'op4ration de greffe dans Tz et 
Ta aussi est-elle appel~e komomorpkisme. 
Soit (~ un homomorphisme de Tz dans Ta ,  posons pour tout a ~ 27 
¢(a(x 1 ..... x~)) = t~ = ~ • 0~ avec ~ initial; si pour tout a dans 27, 
- -  toute variable apparalt au plus une fois dans to c'est-~i-dire si 0~ est injective, 
¢ est lindaire, 
- -  toute variable apparait au moins une fois dans t¢ c'est-~i-dire si 0o est 
surjective, ~ est complet, 
- -  t~ ~= x i , ~ est strict. 
S i¢  est lin~aire complet strict et que l 'ordre des variables est respect~ c'est-~- 
dire si ~o est la torsion identique (n; x 1 ,..., xn}, ¢ est dit de plus ordonn& 
On dira qu 'un  homomorphisme ¢ de Tz dans Ta est alpkabgtique ou est un  
dgmarquage ssi pour tout net  pour tout symbole a de Z n ou bien 4(a) = 8 • 0 
avec 8 ~ d~ et 0 e @n ~ OU bien¢(a)  - -  0 avec 0 ~ @n 1 c'est-~i-dire 0 = (1; xi} avec 
i e [n]. 
Un homomorphisme rr lin6aire complet strict ordonn~ et alphab&ique de Tz 
dans T~ est appe16 ddmarquage propre. Autrement dit rr v~rifie: 
Vne~,V~eX~,~r(a ) - -8  avec 8eA,~.  
Un  homomorphisme ~ est glgmentaire ordonnd ssi: 
3a~27,~8 1 ,3~CA te lsque 
- v rez ,  rv~,¢(7)=~,  
- -~(cr(x  1,..., x~)) = 81(x 1 ..... x~- l ,  82(x~ ..... xk+~-l), xk+~ ..... xn) avec 
81 ~ 8 2 et 8 l ,  8 2~X.  
Pour tout arbre t de T~(X) on note v(t) le nombre d'occurences de symboles 
de z] dans t et pour tout homomorphisme ~ de Tz dans T a on note C(¢) la 
complexit~ de q~ d~finie par C(¢) = ~o~zlv ( t ) -  11 on remarque alors que 
si ¢ est alpbab&ique strict C(¢) = 0 et s i¢  est ~l~mentaire ordonn6 C(¢) = 1. 
LEMME 7. Tout homomorphisme (strict, lindaire, complet ou ordonnd) est le 
compos~ d'un homomorpkisme strict, lindaire, complet et ordonnd et d'un homo- 
morpkisme alphabdtique (strict, lindaire, complet ou ordonnd). 
Dgmonstration. Soit ~ un  homomorphisme de T z dans TA , alors pour tout er 
dans Z ou bien ¢(a) = x~ ou bien ¢(a(x 1 .... , x~)) = [ , -  0 avec 5o initial dans 
Tz(X,,) et 0~ ff {~n m. 
Posons ~Y' = {5 ] a ff Z et ~(~) @ xi} avec ~ disjoint de 27 et A et d(5) = m si 
~¢ est initial dans Tz(xm). 
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On d6finit l 'homomorph isme alphab~tique ¢' de Tz dans T2 par: 
- -  s i  ¢ (a )  = x i ,  ¢ ' (a)  = x i ,  
- -  sinon ¢'(e(x~ ..... x~)) = 5(x~ .... , x. , )"  0~ ; 
puis l 'homomorph isme lin6aire complet strict ordonn6 ¢" de T2 dans T~ par: 
v~ ~ 2 ,  ¢"(~(x~ .... , x~))  = [~. 
Du fait que ~ est disjoint de 2 et A et que pour tout symbole de Z' ¢(a) = 
¢"(¢'(~)) on ddduit que ¢ = ¢"o¢'. De plus ¢" h6ritant des torsion de ¢ i l  Mr i te 
de ses propri6t6s de lin6arit6 compl6tude str ict itude t ordre. | 
LEMME 8. Tout homomorphisme strict (lindaire, complet, ordonnd) de complexitg 
supdrieure h 1 est le composd 'homomorphismes stricts (lindaires, complets, ordonnds) 
de complexitd 1. 
Dgmonstration. Soit ¢un  homomorphisme de Tx dans TA, strict et de 
complexit6 C(¢) > 1. 
La d6monstrat ion se fait par r6currence n montrant  que ¢ = ¢" o ¢'  avec ¢" 
et ¢'  stricts, C(¢") = 1 et C(¢') < C(¢). 
Deux cas sont 7t consid6rer: 
(a) ou bien 3~ ~ Xte l  que v(¢(a)) > 2 alors 3 8 1 , 3 2 e A et¢(a(x  1 ..... x,~)) = 
t"  [u 1 .... , u j ,  8a(v 1,..., vk, 82(wl .... , w~), v~+z ..... vq), u~.+2 ..... u,] avec t, ul ..... 
uj , vl ,..., vk,  wl ..... w~ , wk+2 ..... vq , u~+ 2 .... , u n ~ T~(Xn ) non tous r6duits 
des variables et s i t  est une variable t = xs+ 1 . 
Soit 3 un symbole d'arit6 p + q - -  1 non dans 27 v) A. 
Posons ¢'  un homomorphisme de T~ dans T,~uta} d6fini par Vy ~ 27, ~ =/= 
alors ¢'(7) = ¢(Y) et ¢'(a(x 1 .... , x,)) = t"  [u~ ,..., us, ~(v 1 ..... vk, w~ .... , w~, 
v~+2 ,..., v~), uj+2 ,..., u~]. 
I1 est clair que 1 ~< C(¢') < C(¢) et ¢'  est strict. 
Posons ¢" un homomorphisme de T, ju{~} dans TA d6fini par Vy ~ A, ¢"(y) = y. 
¢"(~(x~,..., x~+o_~)) = ~(~ ..... ~ ,  ~(~+~ .... ,x~+~), x~+~+~ ..... ~+~_~); 
C(¢") = 1, ¢" est strict et le fait que ~ ¢ Z' k) A assure que ¢ = ¢" o ¢'. 
(b) s' i l  n'existe pas a tel que v(¢(a)) > 2 alors 3a, or' E 27 tels que v(¢(e)) = 
v(¢(#)) = 2. 
Soit 5 tel que d(5) = d(~) et 5 ¢ 27 u A. 
Posons ¢'  un homomorph isme de Tz dans T~w{e ~ d6fini par 
v7 ~ z r =~ ~', 4'(7) = Cb') 
et ¢'(cr) = & I1 est clair que 1 ~< C(¢') < C(¢) et ¢'  est strict. 
Posons ¢" un homomorphisme de TAw{e} dans T~ d6fini par 
vr~ ¢"(r) - -  7 
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et 95"(8) = 95(a). C(95") = l et qS" est strict. Le fait que 8 ¢ Z v) A assure que 
¢ - ¢" o¢ ' .  
De plus on remarque que s i¢  est lin6aire, eomplet, ordonn6 et strict ¢' et q~" 
le sont aussi. | 
LEMME 9. Tout homomorphisme lin&ire complet strict ordonnd e complexitd 1
est le composd 'un ddmarquage propre et d' un komomorphisme dldmentaire ordonnd. 
Ddmonstration. Soit 95 lin6aire complet strict ordonn6 de complexit6 1 de 
Tz dans T~. 
3~ ~ 27 et 81,3 2 e A avec d(81) = q, d(82) = p, d(a) = n et n = p + q -- 1 
tels que ¢(a(x 1 .... , x~) = 81(xl ,..., x~, 82(x~+1 ,..., xk+~), x~+~+ 1 .... , x~) et Vy ~ 27, 
y =/- a, 95(y(xa ,..., x~)) =- 8(xl ,..., x~) avec 8 e A. 
Posons 2 = (Z ' - -{a})U{a l ,  %} avec al ,  %~ZUA,  d(~l) = q et 
d(~2) = p. 
On d6finit 95' un homomorphisme 616mentaire ordonn6 de Tz dans T} par: 
- vv  c z - {~}, ¢'(r) = r; 
- 95'(~(~1 ..... x . ) )  = ~( -1  .... , *~, ~(*,~+1 ,..., *~+~), *~+~+~ ..... *4  
et ~r un d6marquage propre de Tk dans T~ par: 
- vv  e z - {~}, ~(r) = 95(~); 
-- ~r(al) = 8 1 et rr(%) : 3 2 . 
ii est clair que95 =~ro95'. | 
LEMME 10. Tout homomorphisme linlaire est le produit d'homomorphismes 
alphabdtiques lindaires et d'homomorphismes dldmentaires ordonn&. 
Ddmonstration. Le lemme 7 nous permet de nous ramener ~ un homomor- 
phisme alphab6tictue linfaire et un homomorphisme strict lin6aire complet 
ordonn6, les lemmes 8 et 9 permettent de transformer l'homomorphisme strict 
lin6aire complet ordonn6 en un produit de d6marquages propres (done alphab6- 
tiques lin6aires) et d'homomorphismes 616mentaires ordonn6s. | 
EXeMPLE. 95 lin6aire de {~,/3, y, #} dans {7, 8, #} d~fini par 
¢(~(x. ,  *2, x~, ~4)) = r(a( .1,  *~), 8( .2,  .4)), 
95(/3(~,, *2, x~)) = v (x l ,  a (#,  #) ) ,  
¢(r (x l ,  *2)) - -  x l ,  
951 alphab6tique lin6aire de {~,/3, y, #} dans {&, fi, #} 
951(~('1, ~2, x~, *4)) = a (* l ,  *3, x2,  x.)  
951(5(~,, *~, ~,)) =/~( '1 )  
951(v(*,, *2)) = xl  
951(#) = ¢7. 
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¢2 616mentaire ordonn6 de {4, 8, #} dans {9, 8,/~,/7} 
62(5(Xl, x~, xa, x4)  --~ 9(6(Xl, x2) , xa, x4) et identit6 sur 1~ et #.  
Ca 616mentaire ordonn6 de {9, 6, ~, #}dans  {9, 8, y, ~, #} 
Ca(l~(Xl)) ----- y(Xl, ~) et identit6 sur ~, 8, #7. 
¢4 d6marquage propre de {~, ~, ~, ~, #7} dans {~, 6, y, ~, #} 
64(#) = # et identit6 sur les autres symboles. 
65 61~mentaire ordonn6 de {¢, 6, 7, ~, #} dans {~, ~, y, g, #,  #} 
65(g) = 3(#) et identit6 ailleurs. 
66 d6marquage propre de {¢, 8, y, g, #,  #} dans {p, 6, y, g, #} 
66(#) = # et identit6 ailleurs. 
6~ 616mentaire ordonn6 de {~, 8, y, ~, #} dans {~, 6, y, 61, #1,  #} 
¢7(~(Xl)) = 8~(x~, #1) et identit6 ailleurs. 
Cs d6marquage propre de {9, 6, y, 61, #1,  #} dans {p, 6, y, #} 
¢~(61(*1, .~)) = 6(~,, ,~) 
Cs(#~) = # et identit6 ailleurs. 
¢~ 616mentaire ordonn6 de {~, ~, y, #} dans {71, ~=, 6, },, #} 
6~(#(**, *~, *~)) = r~(**, a~(*,, ~)) 
et identit6 ailleurs. 
¢~o d6marquage propre de {y~, 63,6, ?,, #} darts {y, 6, #} 
6.o(r~(*l, *~)) = r ( ' , ,  *~) 
6~o(6~(x~, x~)) = 6(x~, x=) et identit6 ailleurs. 
alors ¢ = 610 ° ¢9 ° 68 ° ¢7o ¢6 ° ¢5 ° ¢4 ° ¢3 ° ¢2 ° ¢1 .  
I I I .  FORETS DE GREIBACH 
l~tant donn6e une grammaire G = <V, 27, Xo, R), on d6finit sur les 616ments 
de Vla relation de pr6ordre suivante: 
X > Y ssi il existe une d6rivation descendente 
X(x  1 .... , x~)D ~ Y(t l  ..... t~) avec tl ,..., t~ ~ Tzuv(X~)- 
Si cette relation de pr6ordre est un ordere strict, on dit que la grammaire 
est non rdcurisve ~ gauche. 
Une r~gle X(x  1 ,..., xn) --+ t est stricte s i t  6 X et la grammaire st stricte si 
toutes ses r~gles le sont. 
Une r+gle X(Xl , . . .  , Xn) -+ test  de Greibach si racine (t) ~ 27 et la grammaire st 
de Greibach si toutes ses r&gles le sont. 
I1 est clair que dans ce cas ~X, Y 6 V: X > Y donc la relation > est un ordre 
strict et la grammaire st sans r6cursivit6 gauche, de meme t n'est pas rdduit ~t 
une variable donc une grammaire de Greibach est stricte. 
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PROPOSITION 11. Les for~ts engendrges par les grammaires strictes non ricursives 
h gauche et celles engendrges par les grammaires de Greibach sont les m~mes. 
Ddmonstration. Apr+s la remarque p%c~dente il reste seulement ~ montrer 
que pour toute grammaire stricte non %cursive ~t gauche on peut trouver une 
grammaire de Greibach engendrant la m~me for~t. 
Soit G = (V, Z, Xo, R)  une grammaire stricte non %cursive 5 gauche. 
Pour toute d6rivation descendante 
X(Xl ,..., x~)D => Xl(u11,..., u~)D ~ "'" D ~ X,~(ul~,..., u~) avec X, X~ .... , 
XT~ a V, on a X @ X i et Xi  -~ X j  , Vi, j ~ [k] avec iv~j .  Ceci 5 cause de la 
nonr~cursivit~ gauche de G. On en d6duit clue k < Card(V). 
Done toute d&rivation descendante X(x  1 ..... x~) D ~ * Z(u 1 ,..., uq) D 
a(u'~ ,..., u~) telle que X, Z e Vet  a ~ Zest  de longueur au plus k ~< Card (V). 
Le nombre de d&rivations descendantes de cette forme est done born6 par 
C = (1 @ Card (R)) cara(v). 
Pour tout non-terminal X on d6finit: 
P(X)  {t • Tzwv(X) [ Racine(t) • Z et XD ~ X ' (u  i ,.., u;)D ~ t avec X '~ V} 
P(X)  est fin i puisque Card (P(X))  <~ C. 
Posons G' = ( V, Z, Xo ,  R '} telle que 
R' = {X(x 1 ..... xn) --> t ] X ff Vet  t ff P(X)}. 
I1 est clair que G' est de Greibach, montrons quMle engendre la m~me for~t 
que G. Pour cela nous allons montrer par rficurence sur la longueur des dfiriva- 
tions descendantes terminales que si tD ~ *a t' avec t ~ Tzuv(X) et t' a Tz(X) 
alors tD ~*a, t'. Ceci est manifestement vrai pour toute d~rivation de longueur 0. 
Supposons que cela soit vrai pour toute d~rivation descendante rminale de 
longueur inf6rieure ou ~gale ~ 1. Soit une d6rivation de longueur I ~ 1 : tD ~1 t' 
avec t e Tzuv(X) ett '  e T~(X) alors il existe finitial dans Tz(X) et ul,... , u~ • Tzuv(X) 
tels que Vi • In], racine (ui) ~ V et t = f" [u~ ..... u,,]; posons racine (u~) = X et 
u~ = X(v~ ..... v~), le lemme 5 nous permet de supposer que les d~rivations sont 
menses comme suit: 
t = ~.  [ul  . . . . .  u~_ l ,  x (v l  . . . .  , v , ) ,  u~+,  , . . . ,  us]  
D ~ f -  [Ul ,... , /Ak-1 , X*(wtl, ..., Wq,)" [~dl ,... , g)io], Uk+l . . . . .  /An] 
G 
D ~ f .  [u~ ,...,  Uk_ l ,  ot(w 1 .... , Wq).  [v 1 .... .  7)~o], Uk+l ,... , Un] = T 
G 
D~t '  
G 
avecX '•  Vet~aZ 
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Alors ~(wl ..... wq) ~ P (X)  et la r~gle r '  = (X(Xl,...  , ,7¢n) ~ ~(g01 . . . .  , f/3q)) 
est dans R'  d'ofi tD ~,  8D ~ t' avec l '  < 1 -k 1. Donc par hypoth+se d ' induc-  
t ion tD ~ ~, 3D ~ *. t' soit tD ~ *, t'. On en d~duit F (G)CF(G ' ) .  
R6ciproquement la construction de G'  entraine imm~diatement que si 
t ~a '  t' alors t =>* t' et donc queF(G ' )  CF(G) .  | 
LEMME 12. Soit G ---- (V ,  Z, Xo ,  R )  une grammaire, r ~- (x(x 1 ..... x,,) -+ t) 
uner~g ledeRavect=u. [ t  I .... , t , ] .  
Soient q nouveaux non-terminaux I11 ,..., Yq ~ V avec q ~ p, 0 une application 
strictement croissante de [q] dans [p]  et q + 1 nouvelles rkgles: 
V i ~ [q]  r~ = (Y i (x  I , , , , ,  2¢n)  ~ to ( i )  ) et  
r '  = (X(x~ . . . .  , , , )  ~ u . [ t ;  , . . . ,  t;]) 
, = ttj si j¢O([q]) 
avec tv ~ Yo_~(j)(xl .... , x~) sinon. 
Alors G' - (V  t_) {}71 ,..., Yq}, Z, Xo,  (R - -  (r)) u {r', r~ ..... r~}} engendre 
la m~me for~t que G. S i  G est sans r&ursivitg gauche il en est de m~me de G'. S i  G 
est stricte et si u, too ) ,..., to(q) ne sont pas rgduits h des variables, G' est stricte. 
t t • , • Dgmonstration. On remarque que r 1 ,..., rq sont determmlstes etque I11 ,..., Yq 
apparaissent seuelement dans r '  donc le lemme 4 s'appl ique, G se d6duit de G'  
en r6duisant les rbgles d&erministes r~ ,..., r~ et F(G) = F(G').  
Montrons que si G est sans r6cursivit6 gauche il en est de m~me pour G'. On 
d6finit ¢un  homomorphisme de 27 u V u {I71 ..... Yq} dans 27 k3 V tel que 
Vy ~27~3 V: ¢ (~)=-y  et Vie  [q]~(Yi)-= t i .  Si ¢ (v ' )= v et v'D ~*a, w' alors 
vD ~*a ¢(w'). On en d6duit que pour tout Z dans V si Z(x 1 .... , xn)D ~+,  
Z(u~ ,..., u~) alors Z(x 1 ..... x , )D  ~ + Z(u~ ,..., u',). 
Supposons que pour un Yi on ait Yi(xl  ..... x~)D ~+, Yi(u 1 ..... u~); le second 
Yi ne peut dtre introduit  que par d4rivation de X, la d4rivation s'6crit donc: 
ri(**,..., ~,)D g W" [W,,...,~j_~ ,X(V~ V,),~j+, ..... W~] 
t D ~ w" [wi ..... wj_ l ,  u" [t~" [Vl,... ,v~] .... , t~ 
" [U I~ ' "~ Vn] ]~Wj+I  . . . .  ,Wm]  
D ~ Yi(vl  ..... v , )  avec to(i) = Yi(xl  ,..., x,). 
G'  
I1 faut doric que w - [w 1 .... , 72~j_1 , u " I x  1 . . . . .  x~] ,  w j+ 1 . . . . .  w,~]D =~g, x i . 
La d~rivation ~tant descendante, ceci entraine uD ~* ,  x~ et wD ~* ,  x~ d'ofi  
PROPRIETE DES FORETS ALGt~BRIQUES 121 
avec  
x(~ ~)D *~ ~- [t ; .  [,~,..., ~]  .... ,6"  [~1 ~]]  ) '" ')  Gt , " '~ 
+ 
to(~) = Yi(xl ..... x~)D *> Y~(x 1 ..... x~)D + w 
G" G'  
• [Wl .... , Wj_I, X (v l  .... , v,d , Wj+l,. . . ,  w,~] 
D ~ X(v 1 v~) 
G" ' ' " )  
alors ceci entraine X(x 1 ,..., x~) ~+ X(v 1 ,..., v~) ce qui est impossible si G est 
non r6cursive ~ gauche. 
Par ailleurs, si u, 6(1) ,..., to(a) ne sont pas r6duits ~ une variable, les nouvelles 
r+gles eront strictes et dans ce cas si G est stricte G' le sera. | 
On dit qu'une grammaire st totale si pour tout non-terminal X, la for6t 
engendr6e par X est non vide c'est-fi-dire si
f (a ,  X) -= {t + T~(Z~) 1 X(x l , . . . ,  xn) *~ t} ¢ ~.  
G 
PROPOSITION 13. Toute grammaire striete sans rgcursiviti-gauche t m~me 
de Greibach peut ~tre suppoge totale. 
Ddmonstration. Ceci a &6 ddmontr6 (Arnold et Dauchet, 1976) dans le cas 
des grammaires quelconques, il suffit de montrer que la construction utilis6e ne 
peut engendrer de rScursivit~ gauche et conserve la strictitude. 
De plus dans la construction utilis6e dans la proposition 11, VX + V,F(G, X )  = 
F(G', X ' )  donc si G est totale, G' l 'est aussi, ce qui permet d'affirmer que pour 
toute grammaire stricte sans %cursivitfi gauche on peut trouver une grammaire 
totale et de Greibach engendrant la m~me for~t. | 
l~tant donn@ une grammaire G ~ <V, Z, Xo, R) ,  on dit qu'un non-terminal X 
est inaccessible si pour toute dSrivation X 0 ~*  t, tne  peut s'@rire u • X(ul,... , Un), 
avec u + Tzuv(X1). 
De plus X est d'aritl inutile si dans X une variable x i est inutile c'est-fi-dire si
pour tout arbre t ~F(G, X )  la variable x i n'apparait pas dans t. Ceci a d@i 6t~ 
~tudi~ et dfifini dans le cas des grammaires de Greibach d~terministes (Guessarian 
1978). 
PROPOSITION 14. Toute grammaire de Greibach peut ~tre supposde totale sans 
non-terminaux inaccessibles ou d' aritd inutile. 
Ddmonstration. Les non-terminaux accessibles peuvent 8tre reconnus en 
partant de l 'axiome et en construisant l 'ensemble des non-terminaux accessibles 
en une dSrivation au plus puis en deux d4rivations au plus,... On montre qu'on 
obtient en temps fini la cl6ture de cet ensemble car V et R sont finis. I1 suffit 
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alors d'6ter les r6gles o6 figure un non-terminal inaccessible (de telles r6gles ont 
n4cessairement en partie gauche un non-terminal inaccessible). On remarque 
que cette op4ration e change pas la production terminale des non-terminaux 
accessibles, donc si la grammaire de d6part est totale la grammaire obtenue en 
6tant les non-terminaux inaccessibles sera totale. L'algorithme de r6duction des 
non-terminaux d'arit4 inutile a 4t4 d4crit par Ir6ne Guessarian. I1 est bas6 sur la 
reconnaissance des variables inutiles puis consiste ~ r4duire l'arit4 des non- 
terminaux et fi modifier les r6gles en cons6quence. I1 s'adopte au cas non-d4termi- 
niste. 
IV. FOR~TS DE GREIBACH ET HOMOMORPHISMES LINI~AIRES INVERSES 
PROPOSITION 15. La classe des for~t de Greibach est fermde par hornomorphisme 
lindaire strict et par intersection avec une for8t reconnaissable. 
Ddmonstration. Rounds (1970) l'a d6montr6 dans le cas des for~ts alg6bri- 
ques quelconques en associant 5 toute grammaire Get  fi tout homomorphisme 
lin6aire q~ (respectivement fi route for4t reconnaissable H) une grammaire G' 
(resp. G") qui engendre q~(F(G)) (resp. F(G) t~ H). On remarque que si G et q~ 
sont stricts G' et G" sont strictes et si de plus G est sans r6cursivit4 gauche il en 
est de m~me de G' et G". 
LEMME 16. La classe des forSts de Greibach est fermde par homomorphisme 
lindaire alphabdtique inverse. 
Ddmonstration. Cette propri6t6 a d@i 6t6 d6montr6e dans le cas des for6ts 
alg6briques quelconques (Arnold et Dauchet, 1978). I1 suffit alors de modifier 
16g+rement la construction utilis6e: 
la r~gle E(x)--~ x est supprim6e et pour chaque r&gle X(x .... , x~)--~ 
E(a(u 1 ,..., u~)) on ajoute la r~gle; X(x~ ,..., xn)-+ cr(u 1 ,..., u,,) la r6gle E(x) -+ 
E(E(x)) est supprimfie t pour ehaque r~gle v k = E(x) --* cr(uj .... , Urn) on ajoute 
le nouveau non terminal E k et les r6gles Ek(x ) ~ cr(u~ ..... U.~) et E(x) -~ Ek(E(x)). 
! 
Nous allons maintenant 6tudier la fermeture des for6ts de Greibach par 
h0momorphisme 616mentaire ordonn~ inverse. 
Soient /~ un alphabet gradu6 a, $1, 32 de degr6s no, Po, qo trois symboles 
n'appartenant pas ~ F et tels que P0 = no --  q0 q- 1. 
Posons 
z= ru{~} 
A =/1  u {~ ~} 
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q~ l 'homomorphisme 414mentaire ordonn4 de T~ dans T~ d6fini par: Vy e/~ 
o(~(~1,..., ~,)) = 7( .1  ..... , , )  et 
¢(~(-1 ,..., X-o)) = al(** ,.-., ~o-~,  a~(x~o ,..., ~o+~0-d, *~o+~0, ..., x,o). 
Soit F une for~t de Greibach incluse dans Ta.  
On a ¢-~(F) = ¢ *(Fc~ ~(Tz)). D'autre part q~ est injeetif sur Tz,  ~b a est 
done une bijection entre q~-*(F) e tF  ~ qS(T~) et son inverse est ~. ~b(Tx) est une 
for4t reconnaissable doncF  n q~(Ta) est un for& de Greibaeh d'apr6s la proposi- 
tion 16. I1 sera plus commode de rechercher l' inverse de F ?~ partir de F c~ q~(Tx) 
car alors @ sera une bijection. 
Posons G = (V, A, X0, R)  une grammaire de Greibach qui engendre 
F ~ qi(T~). En partant de cette grammaire on va en eonstruire une autre qui 
sera aussi de Greibaeh et engendrera ~-*(F(G)) = q~-~(F m ~b(T~)) = (/~-I(F). 
On peut supposer G totale, sans non-terminal inaccessible ou d'arit6 inutile, 
ce qui entralne le lemme suivant: 
LEM~aE 17. VX c Vet  Vte  T~wv(X) tels que X ~ ~ t, tne peut contenir l'un 
des sous arbres: 
t 
- 7 (u~ . . . .  , a~(u~, . . . ,  Uqo),.. . ,  uo) avec  r c A - -  {~1}, 
- -  8~(u, .... , u~o_l, y(U; ,..., u'r~),..., u~o ) avec r ~ A -- {32} , 
- -  8,(ux ..... u~_l, 82(u; .... , u'qo),..., U~o avec i v~ k o . 
Ddmonstration. Soit w l 'un des sous arbres pr6c4dents, G 6rant totale il 
existe w' ~ TA(X) tel que w =>*c w' et pour tout w' e TA(X) tel que w ~c* w', w' ne 
peut 8tre un sous arbre d'un arbre de q)(Ts) c'est-~-dire Vu e Ta(X~ ) et 
Vu~ .... , u .  e T~,  u"  w' • [ul ,..., ~]  ~ ~(:e~).  
De plus dans G tout non-terminal est accessible depuis l 'axiome donc il existe 
une d6rivation descendante: XoD ~*~ ~' [%, . . . ,  X(v' 1,..., v'~),..., v~] avec 
t initial terminal donc XoD =>c* ~" [~1 ,..., t"" [v[ ,..., v,~],..., ~7~] avee ~71 ,..., 
~ e T~ = ~" [~7, ..... {"" [v~ ,..., v~],..., ~7~] avec ~" initial et/1 ..... i~ e In] ~ ~* ~ '  
[~1 ,..., {" '  [v-~ ..... v-i' ],... , V,~] = ~Te Ta et U contient w' done ~7¢ q)(Tr) ee qui 
est eontradietoire avec le fait clue ,7 eF(G)  C O(T~). | 
Pour tout alphabet W de non-terminaux, on 4tend ~ ~i ~ un homomorphisme 
614mentaire ordonn4 de T~vm(X) dans T~ww(X) de la fagon suivante: 
vr  e z ,  ~(7) = ¢(r) ,  
vx  e w,  Cb(x(xl ,..., x,)) = X(x l  ..... x,). 
On dira qu'une r6gle r = (X(x>..., Xn)-+t) est inversible selon g) si t~qP(Tveuz(X)) 
et qu'une grammaire st inversible si toutes ses r6gles le sont. 
643/46/z-3 
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LEMME 18. Si  une grammaire G' de Greibach est inversible selon ~ alors 
O-~(F(G')) est une for~t de Greibach. 
Ddmonstration. (~ 6tant injectif sur T~vwz(X), e'est une bijection entre 
Tvcwx(X) et ~(Tvc~x(X)) done s i t  a ~(Tw~x(X)), ~-a(t )  ~ Tv~vx(X). Soit G'  = 
(W,  A, X0,  R ' )  une grammaire de Greibaeh inversible selon (~. A toute r+gle 
r' = X(x l  ,..., x~) --~ t dans R'  correspond la r+gle r" = X(x~ .... , xn) -+ ~-~(t). 
Posons R" l 'ensemble de ees nouvelles r+gles et G" = (W,  ~, Xo ,  R")  qui est 
de Greibach. Alors ~ toute d6rivation dans G' :  
Xo ? 4 ? 4"" 7, t'. 
1 2 n 
correspond une d6rivation dans G": 
o H H 
x0 --. 7 t. 
1 $ n 
t - -  avec t i = q)(t[) car q5 est lin6aire et complet et ne peut que copier les non- 
terminaux sans en engendrer de nouvelles occurences. 
R6ciproquement ~toute d6rivation dans G" correspond une d6rivation dans G'. 
De plus s i t  e Tx ,  ~(t)  ----- O(t) donc q~(f(a")) = F(G'). | 
Par la suite on cherchera une grammaire inversible engendrant la m~me 
for~t que G. On commencera par transformer G de fagon que ses r~gles non 
inversibles aient des formes simples. Pour cela on est amen6 ~ d6finir une partie 
de V: 
17" = {X ~ V ] ~t 1 tqo~ T~(X) et X *~ 82(t 1 ,..., tq0)}. 
L~MME 19. X a l? ssi Vt e T~uv(X) tel que X ~ t, racine (t) = 3~ . 
Ddmonstration. G est de Greibach donc toute r~gle de R a en partie droite 
un arbre dont la racine est un symbole terminal.  Si X a I? il existe an moins une 
r&gle r = X- -~ 3~(v~ ,..., v%). 
I1 existe alors au moins une d6rivation de la forme: 
X o ~ ~" [t 1 ,..., t i_ l ,  X(u  1 ,..., Un), ti+ 1 ,..., t~] = t' 
t 
=~ ~" [t 1 ,..., t i_ l ,  32(t; ..... tq,), ti+1 ,..., t~] 
T 
avec z~ initial terminal.  
Le lemme 17 permet d'aff irmer que ~" Ix 1,..., x~] s'6crit g ' ' [x  1 .... , x~, 
Sa(x~'+l ..... J+eo "" '  x~+~o)'"" x~] avec j  + k 0 = ie t  ~' initial terminal. 
Soit r '~  X(x  1 ..... x~)--+y(w 1 .... , wk) une autre r+gle de R alors X 0 ~*  
t t 
t'  ~r '  if" It1 ,..., ti-1, r(wl ,.--, w~),..., t~] = t" or l" ~- ~' • [[1 .... , i j ,  31([3-+1 ,..., 
t-J+eo_ 1 , 7(w~ .... , w~),..., Z~+~o),... , t~] et le lemme 17 impose que y = 32 . 
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On peut alors d6finir ~ ~- {X c V I Vt ~ T~uv(X) et X =~* t alors Racine 
(t) = 32} et mSme puisque G est de Greibach 
12 = {X a V IVr = (X(x 1 .... , x,)  --+ t) ~ R, Racine (t) = 32}. | 
LEMME 20. Pour toute grammaire G' de Greibach qui engendre F incluse 
dam qb(Tz) il existe une grammaire G de Greibach qui engendre F et vgrifie: 
(a) toute r@le ayant en partie gauche un gldment de I2 est lingaire terminale 
de la forme 
X(x  1 ,..., x~) --* 82(x ~ ,..., xk+vo-1) avec 1 <~ k <~ n --  qo + 1. 
(b) le symbole 82 n'apparait dam aucune autre rbgle que celles de type (a). 
Ddmonstration. On considfrera G' de Greibach totale sans non-terminal 
inaccessible ou d'arit6 inutile. 
[A] Montrons d 'abord  que  si r = (X(x,  ,..., x~) -+ 82(u, ,..., u,0)) est une 
r~gle de G' on peut supposer qu'aucun des u i ne contient d'fl6ment de 82 to 12. 
(1) d'apr& le lemme 12 on peut remplacer r par 
{(X-+~2(u  1 ..... Ui_ 1 ,N j (X l  , . . . ,Xn), Ui+l ..... Uq0)), (Z j -+u i )}  
ainsi si u i contient un 614ment de ~e to 12 on peut l'enlever. 
(2) Si la r4gIe Z~--~ ui n'est pas de Greibach, on la remplace par 
{(Z 5 --+ t) I uiD ~ t}. La grammaire 4tant totale, si la r6gle zj ~ u, est appliqufe 
dans une d6rivation terminale descendante n6cessairement u i sera ensuite d6riv6 
de fagon descendante, l  lemme 5 nous permet alors de supposer que la premibre 
d6rivation descendante de ui aura lieu immfdiatement apr& l'application de la 
r~gle Z~-+ ui, il est alors 4quivalent d'appliquer directement la r~gle Zj ~ t 
avee t tel clue uiD => t. 
(3) I1 reste fi montrer que Z j¢  12, si ce n'&ait pas le cas Zj ~+ 
32(va ..... v%) et alors X ~*a 8~(Ul ,..., ~2(vl .... , v%) ..... u%) ce qui contredirait 
le lemme 17. 
[B] Soient X a 12 et r 1 ,..., r~ les r&gles dont X est partie gauche dans G' 
r~ =x% .... ,~ . )~(u~ ..... ~o), 
r 2 :X (X l~. . .~xn) - - -~2(Uqo+l  .... ~ U2qo)~ 
... 
~ =X(x~ .... , x~) -+~(u(~_~)~o+~, . . . ,  U~o). 
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Appelons C x un nouveau non-terminal d'arit6 k q0 et formons k + 1 nouvelles 
r~gles: 
~; = OX($1  . . . . .  X~q0)'--+32($1 ,..., X%), 
~; = Cx(x ,  ... .  , ~o)  ~ ~(~(~-1)oo+~ .... , ~,~oo), 
~' = X(~ .... , x . )  - - .  C~(~ .... , .~0) .  
(1) On montre que la grammaire G obtenue en remplagant {r 1 ,..., rl~} 
' ' t' alors par {r', r 1 ,..., rk} est 6quivalente fi G. En effet il est clair que si tD ~ 
tD =~/I"D ~r~ t' donc F(G') CF(G). R6ciproquement pour toute d6rivation 
descendante terminale X"  vD ~*~ t on a 
X . vD ~ Cx(u  1 . . . .  , Ukqo) " v r t 
D ~ 3~(u(~_l)qo+l ,..., uj%) • v 
D*~ t 
G 
donc X -  vD ~ 32(u(j_l)%+l ..... uj%) vD ~*o t et par induction sur la longueur 
des d6rivations terminales descendantes on en d6duit que X • vD ~ t et done 
que F(G) = F(G'). 
(2) r' est d6terministe, Cx(ul ,..., u~%) ne contient aucune oecurence de 
X d'apr~s [A] done le lemme 4 s'applique t X peut ~tre retir6 de la grammaire. 
I1 est facile de voir que la grammaire demeure totale, sans non-terminal 
inaccessible ou d'arit6 inutile. En r@6tant eette construction pour tous les 
616ments de IF la grammaire obtenue v&ifie (a). 
[C] s'il existe au moins une r+gle Y--+ t telle que Y q~ IF et t eontient une 
occurenee de 32, formons la r~gle 
D(x 1 .... , Xqo ) --~ 32(x 1 ..... xqo ) ou D est un nouvel element de 17. 
Puis pour toute r~gle Y--+ t avec Y q~ IF replaaons chaque occurence d  32 
dans t par D. Les r+gles ainsi transform6es demeurent de Greibaeh car Y ¢ IF 
entralne Racine (t)=/= 82. Les transformations A, Bet  C permettent alors 
d'obtenir G qui est de Greibach, totale, sans non terminal inaccessible ou d'arit6 
inutile et v~rifie (a) et (b). | 
La grammaire de Greibach obtenue st beaucoup lus maniable car les seules 
r+gles off 32 apparait sont lin~aires et terminales ce qui nous permettra de les 
appliquer en dernier. 
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La grammaire inversible sera construite ~t part ir  des id4es intuitives suivantes: 
si un 61fiment de I7 apparait  dans une r6gle ou une d6rivation c'est n&essairement 
soit sous un symbole 81 soit sous un non-terminal  dans V - -  I?. 
(a) Si X ~ 17 apparait  sous 81 dans une r6gle il suffit de remplacer le sous 
arbre 81(x 1 ,..., x~o_l , X(X~o ,..., X~o+~_l) , x~o + . . . . . .  X~o+~_ 0 par un nouveau non 
terminal  Bx(x  ~ .... , X~o+n_ 0 et de former les r6gles Bx(x  1 , . . . ,  x/)0+n_l) --->- 
81(xx ,..-, xko-1,8~(x~+~o-~ ,..., xk+~o+,0-2) ..... X,o+~_l) pour la r~gle X(Xl ..... x , )  --*- 
8~(xk .... , xk+%_~). Ces nouvelles r~gles permettent  en quelque sorte d'ant ic iper 
la dfr ivat ion de X.  
(b) Si X c 17 apparait  sous Y a V -  17 c'est-5-dire que le sous arbre 
Y(x l  ..... x7~-1, X(&~ ,..., xk+~-l), x~+n ..... x , )  est rencontr4 dans une r&gle, c'est 
que dans toute dfr ivat ion terminale de Y, xT~ est le ki0 eme ills d 'un 81 . On rem- 
placera alors le sous arbre par un nouveau non terminal  et on cr6era de nouvelles 
r~gles qui permettront  d 'ant ic iper la d6rivation de Y. Ce proc6d6 sera r6it6r6 
jusqu'5 ce clue X se trouve sous un 81 (cas a). L 'homomorph isme p qui va &re 
dfcr i t  par la suite a pour but  de r6aliser cette anticipation (en fait c'est p-1 qu i  
la r4alise). 
l~tant donn& la grammaire G ~- (K ,  A, X0,  R )  munie des propri&6s du 
lemme 20 on dff init:  17- u {xl} l 'ensemble des arbres de la forme x 1 ou X(xl, . . . ,  x , )  
avec X ~/7  et n = d(X).  
Pour tout entier n on dff init l 'ensemble des vecteurs d'arbres:  
G = {u = [ul ..... ud = u; ® u; .., ® u; I v i  e In], u; e ~7 w {xl}) 
i ~ [n] alors Card(E~) = (Card(I  7) + 1) ~ d'ofi  E~ est fini. 
Pour tout 616ment u de E~ on d6finit d(u)  comme le nombre de variables dans 
u; par d6finition du produit  tensoriel ce nombre est 6gal ~t 
t l  si u} = x 1 
E d'(u~) avec d'(u'i) =- {d(.X) sinon. 
ie[nJ 
On notera e le seul 616ment de E 0 . 
On d6finit les ensembles: 
= {Yul Y ~ v -  ~7, u G Ed(~) et d (G)  = a(u)}. 
est fini car Vest  fini et pour tout Y ~ V - -  ~, Ea(v) est fini. 
= {Bx I X c ~r et d(Bx) ~- Po A- d(X)  - -  1}, 
w= WuV¢, 
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Posons pun  homomorphisme de Ta dans Tvu~_(~} d6fini par: 
VB~ ~ V¢, p (~x(~ .... , ~,)) = ~(~1 ..... ~o-~ , x (~o ,..., ~o+~-0,  ~o+,  . . . . .  ~ , )  
avee n = d(Bx)  = d(X)  + P0 - -  1 et p ~- d(X);  
w° ~ W, p (Y , (~ .... , ~,)) = Y (~ .... , xs) . [ , i  .... , ,~1 
avee n = d(u), p =-- d(Y)  et u = [u a ,..., us]; 
V~A - -{S l ,  ~2}, P (~(X l  . . . .  , Xn) )  =~(X l , ' " ,  Xn)"  
pest  par construction lin6aire complet strict ordonn6 et injectif sur T e .  
LEMME 21. Soient v ~ Tvv~-{~,}(X) et x e T(£2) tels que: 
(1) si v ~ X alors racine (v) ~ 17" 
(2) Vt ~ Ta~)  tel que v " p(x) ~ * t 3t' e ~(Tz (x )  ) tel que t est un sous arbre 
f inal  de t'. Alors il existe oJ ~ Te(X) tel que p(w) -~ v. 
Dimonstration. Cette d6monstration se fait par induct ion sur la taille de v. 
(A) s iv=x i a lo rsw =xi  
(B.1) s iv=Z(v  1 .... , v~) avee Z ~ V- -  17. 
Pour tout i dans In] on d6finit u~ et vi par: si racine (vi) ¢ l 7 u~ ~- x ie t  v~ = vi, 
t ! 
si racine (v 0 = X ~ ~, u i = X(x  1 ..... x~) avee p : d (X) ,  et v i = [via .... , vi.s] 
t t t 
tels que v i = u i • [via ,..., vi,s] dans ces deux cas vi : ui " vi  • 
On a done 
= z(~ ,..., , , ) .  [~  ,..., ~,1 
t t 
= z(~ ,..., x , ) .  [ , ; .  Vl,.. . ,  , , "  v;]  
= z( ,~, . . . ,  ~ , ) .  M ®""  ® ~]  " [Vl .... , v ; ] .  
! 
Posons u = u~ @' - -  @ u~ = [u 1 .... , u,] ~ En et q = d(u). iv1 ,... , v~] est un 
n vecteur de q arbres qu 'on 6crira plut6t [v~ .... , %]. De plus p(X,) = Z(xt  ,..., x , )  • 
tt [ua .... , us] et Z .  c i f /done  v = p(Z , ) "  [v[ .... , vq]. 
Nous allons montrer  que les arbres v[ .... , v~ v6rifient les hypoth+ses du lemme. 
Tout  v~' avee j  ~ [q] est le k ~eme 61~ment d 'un v i .  Si v~ ~v~ alors par construction 
racine (v~) ¢ I7 done ou bien v~ e )¢ ou bien racine (v~-) q! I7. 
t tt 
Si v i = [vi, 1 . . . .  , v i , s ]  alors il existe s dans [p] tel que vi, 8 = v~ et 
vi = X(vi ,1 .... , vi,s) avec X~ I?. Si vi,s avait pour racine un 61~ment de l 7 
alors v aurait deux 61~ments de /7" cons~cutifs ur une mSme branche, done il 
existerait une d6rivation terminale de v dans G ayant deux 3~ cons6cutifs sur 
une m6me branche et un tel arbre ne pourrait se trouver dans l ' image d 'un 
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arbre de TzOl). Ceci montre que si l 'hypoth&se 2 est vfrifi6e pour v, l 'hypothbse 
1 est v6rifi6e pour v;.' . 
L 'hypoth~se 1 est done vfrifi6e pour v~ ..... vq. 
(B.2) S iv  = ~1(vl ,..., %o)' du fait qu'aucune image d'un arbre de Tp.(X )
ne peut se d6river dans G en un arbre de racine ~,  l 'hypothbse 2 entralne que X, 
la racine de v% appart ient ~ IF. De m~me Vj ~ [P0] avec j :/: k0, racine (vj) 6 IF. 
Done v = 8~(vl .... , "UlCo-1, X(go 1 ,..., u)io ), rico+ 1 ,..., ~)5oo) = p(Bx)  * [v 1 ,..., "TJko_l, 
w 1 ,..., w9, v~o+~ ,..., v~o ) et aucun des w 1 ,..., w~ ne peut avoir pour racine un 
616ment de IF. 
(B.3) S iv  = y(v 1 ,..., %)  off ~ e A - -  {~1, ~2} alors v ---- p(y) -  Iv1 ,..., %] 
et aucun vi ,  i ~ [ p ]ne  peut avoir pour racine un 616ment de V sinon v ne pourrait  
v6rifier l 'hypoth~se 2. 
Darts tous les  cas on a obtenu v = p(w') • [% ,..., %] et les v~ ..... % satisfont 
l 'hypoth&se 1. 
Si vi " (~)~*t~ T~0I ) alors il existe t~ T~0I) tel que v .p (~)=p(w' )  • 
Iv 1 .p(,v) ..... v i .O('~),..., v~ -p(~)] ~*a t et q ue i soit un sous arbre fna l  de t, 
car G est totale et sans non-terminal  d'arit6 inutile. Alors si l 'hypoth~se 2 
s 'appl ique ~ v, elle s 'appl ique ~ vi et dans ce cas on peut appl iquer pour tout i 
de 1 ~ l 'hypoth~se d' induct ion:  
I1 existe co i tel que v I = p(o~i) d'ofl  on d6duit v = p(o~') • [p(o~ 1 .... , p(c%)] 
o(o,'-[~o~,..., ~]) ,  II 
]~tant donn6e la grammaire G ~-<V, A, Xo ,  R} de Greibach totale sans 
non-terminal  inaccessible ou d'arit6 inutile et munie des propri6tfs du lemme 20, 
on appelle R '  l 'ensemble des r6gles ayant en partie gauche un 616ment de IF. 
On va maintenant d6finir une grammaire G' dont on prouvera qu'el le engendre 
la m6me for6t clue Get  qu'el le est inversible. On pose 
R~ = {(Ya ~ t) I Y~ ~ lfV, p(y , )  = y .  u, p(t) = t ' -  u avec (Y ~ t') e R - -  R'} 
R1 est fini car I~ est fini, Rest  fini et p est injectif; 
R2 = {(Bx --~ t) I p(Bx) ~R'  t}. 
Comme p(Bx) =- ~l(Xl .... , X~o_l, X(x%,.. . ,  x%+~_O, x%+~ ..... Xn) avec n ~--- 
d(Bx) et p = d(X)  et que X E IF, toute r~gle dont X est partie gauche est de la 
forme 
X(x  1 ..... x~) ~ 82(Xr ,..., xr+%_l) ( lemme 20) avec 1 ~ r < p - -  qo -{- 1 d'ofl t 
est de la forme 
~(~ .... , x~o-~, 8~(X~o+~+~o-~), ~o+~ ..... ~)  
c'est-~-dire que les r~gles de R 2 sont lin6aires et terminales. 
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et  
On remarquera que les r~gles de R~ et Rz sont inversibles. 
On d6finit 
~. - (Fe, • v ~ - {~,  ~}, Xo~, R~) 
LEMME 22. p(F(G)) = {t ~ T~wa_(a~) F2(o ~*-R" t}. 
Ddmonstration. On montre l ' inelusion dans ehaque sens. 
[A] si t ~ To et t ~r l  t' avec r~ ~ R 1 alors r 1 est de la forme Y~ ~ vet  par 
d6finition de R1, p(Yu) : :  Y" u, p(v) = w • u avec v ~ Tn(x) et r = (Y--+ w) c 
R- -R ' .  
Pour que la r4gle r 1 puisse 4tre appliqu6e 5 t il faut que t s'&rive t = [0 " 
t 
[t 1 , . . . , t  i .... ,t~] avec to initial et t i=  Y , 'u ' ,  alors h~, . l t i - -v 'u '  d'ofl 
t 
t' = [o "[tl ..... ti ,... , t,]. 
Comme v appartient ~ Tg(X) on a t' e T~.  p &ant lin6aire complet ordonn6 
et strict, P(/o) est initial et p( t )= p(io)'[p(tO,..., p(t~),..., p(t,)] avcc p(h)= 
Y" u"  p(u') ~ w " u"  p(u') = p(v) • p(u') =- p(t~) d'ofl p(t) ~,. p(t'). 
I1 suffit alors de remarquer que XoE e To et p(Xoc)= Xo pour montrer par 
induction sur la longueur des d6rivations que Vt tel que Xoc =~c'1 t alors t ~ To 
et X o =>~-R' (t). Si de plus t e T~.~_{~,~} alors p(t) e T~ua_{6d, car s i t  ne 
contient aucun 616ment de ICV, p(t) ne contient aucun 61&ment de V -  V, done 
p(F(Ga)) C {t ~ T~ua_(%) l X o ~ *R--R. t}. 
[B] Posons G=(V- -V ,  PuA- -{32},  Xo,  R - -R '}  alors F (G)= 
{t ~ T~_~a=} I Xo ~*-R, t}. 
On pourra se l imiter aux d6rivations descendantes dans G. 
Soit XoD ~-R" p(t)D ~ t' avec r = (Y --+ v) ~ R - -  R'. 
I1 existe une d~eomposition de t de la fo rmet  = [o " It1 ,..., t~] avec [o initial 
dans T$uz_{~v~} et pour tout i de 1 ~ n racine (p(ti)) c V --  V. Alors p(t) 
P([o) " [p(t~) ..., p(t~)] et p(t0) est initial dans T~a_(e~} , de plus il existe i e In] 
tel que racine (p(t~)) = Yet  la rbgle res t  appliqu6e ~ eette occurenee de Y. 
Puisque p(ti) a pour racine Y c'est que ti = Y. • u '  et p(ti) = Y"  u • p(u');  
on remarque que l'existenee de la d6composition de t entra~ne elle de t i et p 
&ant injectif, ces deux d6compositions sont uniques. 
On a done 
p(t) = Pffo) "D(h) ..... p(t,~), y ,  u .p(u'), p(t,+,),..., p(t,)] 
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et en appl iquant r = (Y--+ v) 5 p(ti) on obtient 
t '  = P(to) ' [P ( t l ) , ' " ,  p(ti-1), ~3" U "p(U'), p( t i+ l ) . .  . p(tn) ] 
et on a v • ~ ~ Tvu~_{~} et racine (v - u) 6 17 car la r&gle res t  de Greibach et 
Y¢~?. 
D'autre  part G &ant totale et les d&ivations descendantes, pour tout w' ~ T~ 
tel que v • u • p(u')  ~*  w' il existe une d6rivation X o ~-R ,  t' ~*  t" ~F(G)  C 
q~(Tz) telle clue t" contient w' done le lemrne 22 s 'appl ique t il existe w ~ Ta(X) 
tel que p(w) = v • u. 
On en d6duit clue la r~gle r~ -= (Y~ -~ w) est dans R~ puisque (Y ---> v) ~ R - -  R'  
et par dgfinition de R i . 
Alors t ~ , l  to " It1 .... , t i_l ,  gv • u' ,  ti+ 1 ..... t~] = t ~ T~ avec p(i) = t'. Uonc 
XoD ~ *~_~, p(t)D ~ (i). 
Par ailleurs X0~ ~ T~ et p(Xo~ ) : Xo ,  on en d~duit par induction sur la longu- 
eur des d6rivations que XoD ~*R--R" t entralne l 'existenee d 'une d~rivation 
Xo~ ~*  i avec p(i) - -  t. 
De plus s i t  ~ T#u,a_{,~}, ~ne peut eontenir d'616ment de I2d et comme i e Tga 
on a l e T#v~a_{q,~=} ce qui entralne clue i ~F(G,)  et donc F (G)  C p(F(G1) ). | 
LEMME 23. G' est inversible et F(G) = F(G').  
Ddmonstration. Le lemme 6 nous permet de supposer que les r~gles de R 2 
qui sont terminales et linfiaires seront appliqu~es apr~s celles de Rl :  
F(G')  = {t ~ T~ I ~t' ~F(G~) tel que t' *~ t}. 
Re 
Et par d~finition de R~ et de p(t') ~ *R~ t ssi p(t') ~ *R" t done F( G') = {t e T ~ I ~t' e 
F(G~) tel que p(t') ~*R, t} et puisque les r~gles de R'  sont terminales et lin6aires 
on a 
F(G) = {te  T~l  ~t" e T~u~_(8 p avec X o *~ t "*~t} .  
R--R" R" 
Le lemme 23 nous montre que p(F(Gi) ) = {t" ~ Tpuz_{~} I Xo ~ *-a, t"} on 
en d6duit que F(G) = F(G').  D'autre  part on a d6j8 vu que par d$finition G' 
6tait inversible. J 
I1 est clair que les r6gles de Rz sont de Greibach. Si une r6gle (Yu --+ t) de R i 
n'est pas de Greibach c'est-h-dire si racine (t) n 'est  pas terminal,  alors, par 
d6finition de R1, p(t) = t' • u avec (Y--> t') ~ R - -  R'  done racine (t') c T~_{~2}. 
Ceei impl ique que Racine (t) ~ l~, alors la rhgle (Y, --~ t) pourra 4tre remplac6e 
par les r~gles (I7. ---* i) pour tout i tel que tD ~R.a t, ce qui aura pour effet de 
d6river ~t l 'avance l'614ment de l~ situ6 au sommet de t, les r~gles de R 2 &ant de 
Greibach, ees nouvelles r6gles seront de Greibach. 
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Des lemmes 23 et 18 ont d6duit imm6diatement que (o-~(F(G)) est engendr6e 
par une grammaire de Greibach, qui est l'image inverse de G'; donc les for~ts de 
Greibach sont ferm6es par homomorphismes 616mentaires ordonn6s inverses. 
De plus les lemmes 16 et 10 compl+tent la preuve du r6sultat suivant. 
THI}OI~ME 24. La classe des forSts de Greibach est ferm& par homomorphisme 
lindaire inverse. 
COROLLAIRE 25. La classe des for~ts de Greibach est strictement incluse dam 
la classe des for~ts algdbriques. 
Le corollaire se d6duit imm6diatement du contre-exemple d  (Arnold et 
Dauchet, 1978). 
EXEMPLE 
27 = {a(xl, x2, Xa) , b(xl ,  x2) , e~(xl) , #} 
A = {81(xl, x2), 82(xl, x2), b(x~, x~), .(x~), #} 
~'(b(<, x~)) = b(x, ,  x~), ~(~(<)) = x,, ¢(#) = # 
la grammaire G de Greibach totale sans non terminal inaccessible ou d'arit6 
inutile: 67 = (A, V, Xo, R) avec V = {Xo, Y(x~), Z(xl), X(xl ,  xz)} 
= {Xo-+ ~(Y(a~(#, #))); Y(x~) -+ ~(Y(X(X l ,  #))); 
y(.1)-+ ~(z(a,(x,, #))); z ( . . )~  ~(Z(b(x~, **))); 
Z(Xl)--~ b(xl, ,%'1); X(Xl, x2)--~ a2(al(Xl, x2), x2); 
X(x ,  , x~) -~ a~(a~(x~ , a,(X(x,  , .~), ~)),  r(x,))} 
On v6rifiera que F(67) C qS(Tx) et 17- = {X}. Les transformations du lemme 21 
nous am&nent h la grammaire G
R = 
G = (A, V, X0, R) 
V = {Xo,  Y(x.),  Z( . , ) ,  S ( . , ,  ,@, C(x . ,  x~, ~3, "4), K (c , ,  x~)); 
{X o ~ a(Y(S(#, #))); Y(x~)-,-o~(Y(C(al(Xl, #), #, K(xl, #), Y(Xl))); 
Y(xa) -+ o~(Z(a~(Xl, #))); Z(x~) -~ a(Z(b(xl , x~))); Z(x~) -+ b(x~ , xl); 
S(x,, x~)~ a=(.~, x~); C(x,, x2, *3, *4 )~ a~(**, x2); 
C(x, , x= , x3 , x4) ~ a~(x3, x4)} 
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et 1V =- {S, C}; 
1~ =- {Xo~ , Ys(x , ,  x2), Yc (x , ,  x~,  x a , x4), Y~,(xl), Zs(x  1 , x2), 
ZC(X l  , x2 , x,3 , x4), Za.l(x,), K[s,o~a](x, x2 , x3), K[~.s] (X ,  , x2 , xa), 
K[c,~sl(x,  x2 , xa , x~ , xs) , K t~,c l (x l  , x2 , Xa , x .  , xa) , 
K[s.c](X,  , x2 , x3 , x4 , xs , xG), K [c ,  sl(Xl , x2 , xa , x4 , xs , xG), 
K[~,~(~](x,, x2), K [s , s l (x , ,  xz,  x 3, x4), K tc .c l (X l ,  x~, xa, x4, x~, x6, xT, xs)}; 
# = {B~(~,, x~, x~), Bdx , ,  ~ ,  ~ ,  ~ ,  xs)}; 
R 1 .-- {Xoc -+ a(Ys(#,  #)) ;  
Ys(X ,  , x2) --~ a (Yc (Bs(x ,  , xz , #) ,  # ,  Ks (X , ,  x2 , #) ,  Ys (x ,  , x2))); 
Y~(x ,  , ~)  -+ ~(Z~l(Bs(x~ , x~ , #))); 
Yc(x~,  x~,  x~,  x~) -+ ~(YdBdx~,  x~,  x~,  x~)#) ,  # ,  
Kc(x , ,  x2 ,  xa ,  x4 ,  #) ,  Yc (x  1 , x z , x 3 , x4))); 
rdx , ,  x~ , x3 , ,q) -+ ~, (Z~(Bo( ,q  , x~ , x~ , x~ , #))); 
K[c.~](x, ,  xz , xa , x ,  , xs) --+ Be(x1 ,  x2 , xa , x4 , Bc (Bc(x ,  , x~ , xa , x4 , xs), 
x~ , Krc .~l (X~ , x2 , x~ , x4 , x.d, Yc (x .  , x~ , x~ , x~), x~)); 
K[S,Xl](Xl, g2 , X3) ~ Bs(x l  , x2 , 3c (Bs(X l  , X2 , X3), X3 , K[s.~](Xl , x2 , xa), 
Ys(x l ,  x~), xa)); 
z~( . , )  -~  ~(&#(x~ , ,q))); 
&,(xO -+ b(~, , ~,)}. 
R= = {Bs(x ,  , x2 , xa)--+ 8,(82(x,, x~), Xa); 
Bc(X l ,  x2,  x3,  x4,  xs)--> ai(a2(xi, x2), Us; 
Bdx. ,  x~,  :%, x4,  ~) -+ a~(a~(.3, x~) ~)} 
G' = (#w #,  2, Xo~, & w R~) 
la grammaire inverse est 
Ginvers e ~- ([/~ k) I/IF, Z, Xo¢ , R, W Ra) 
avec 
Bc(x ,  , x~ , x~ , ~ , ~)  -+  ~(x~ , & , x~)}. 
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