We consider the two-dimenstional Gross-Pitaevskii equation describing a Bose-Einstein condensate in an isotropic harmonic trap. In the small coupling regime, this equation is accurately approximated over long times by the corresponding nonlinear resonant system whose structure is determined by the fully resonant spectrum of the linearized problem. We focus on two types of consistent truncations of this resonant system: first, to sets of modes of fixed angular momentum, and second, to excited Landau levels. Each of these truncations admits a set of explicit analytic solutions with initial conditions parametrized by three complex numbers. Viewed in position space, the fixed angular momentum solutions describe modulated oscillations of dark rings, while the excited Landau level solutions describe modulated precession of small arrays of vortices and antivortices. We place our findings in the context of similar results for other spatially confined nonlinear Hamiltonian systems in recent literature.
INTRODUCTION
Rich and complex dynamical phenomena often emerge when nonlinear waves are subject to spatial confinement. In the absence of dispersal to infinity, wave interactions are reinforced for an unlimited duration of time, giving the system ample opportunities to develop sophisticated traits in its evolution. Such features are especially pronounced for systems with fully resonant linearized spectra of frequencies. In this case, resonant interaction may generate elaborate dynamical phenomena for arbitrarily small nonlinearities, provided that one waits long enough.
The two-dimensional Gross-Pitaevskii equation for a Bose-Einstein condensate in a harmonic trap is an exemplary representative of the type of nonlinear dynamics we have just described. While it is of real-world significance as a model of effective dynamics of cold atomic gases [1] [2] [3] , it is also fascinating from a purely mathematical perspective for its combination of phenomenological complexity and rigid algebraic structure.
The linearized spectrum of the Gross-Pitaevskii equation is simply the perfectly resonant evenlyspaced energy spectrum of the harmonic oscillator, ensuring that significant nonlinear effects survive down to arbitrarily small values of the coupling parameter. Focusing on the small coupling asymptotics, one applies the time averaging method, which generates the corresponding resonant system [4, 5] . The resonant system is a simplified infinitedimensional Hamiltonian system accurately describing the original equation in the weakly nonlinear regime. It possesses extra structure and extra conserved quantities relative to the Gross-Pitaevskii equation.
In our previous work [5] , we focused on the consistent trucation of the resonant Gross-Pitaevskii system to the lowest Landau level which comprises only modes with maximal angular momenum at each energy level. We showed that the resulting lowest Landau level equation [4, 6, 7] admits explicit solutions describing a modulated precession of a single vortex around the center of the harmonic trap. Our purpose in the present article is to demonstrate that a similar picture emerges for two other consistent truncations: first, to sets of modes of fixed angular momentum, and second, to excited Landau levels.
The solutions we present are part of a bigger story that has emerged in recent studies of weakly nonlinear dynamics of resonant PDEs. The resonant system of the Gross-Pitaevskii equation shares its structure [8] with various resonant systems emerging in Anti-de Sitter (AdS) spacetime [9] [10] [11] [12] [13] , in particular those studied in relation to the AdS stability problem [14] [15] [16] . This is no coincidence as the GrossPitaevskii equation can be seen as a non-relativistic limit of AdS wave equations [13] . Some of the resonant systems we have mentioned admit special solutions very similar to the ones we shall present in this paper, and to the ones presented in [5] . This alludes to a common underlying pattern that shall be described elsewhere [17] . We also mention the cubic Szegő equation introduced in [18] as an integrable model of turbulent energy transfer. This equation is algebraically very similar to the class of resonant systems that we focus on and possesses extremely rich dynamics which is analytically tractable due to its complete integrability.
We shall now proceed with our main exposition, split into three sections. The first section reviews the Gross-Pitaevskii equation and the construction of its resonant system, first studied in detail in [4] , while the second and third sections present the solutions in the fixed angular momentum and excited Landau level truncations, which are the main target of our work. Important identities involving Laguerre polynomials and crucial for the construction of our solutions are given in appendices.
THE GROSS-PITAEVSKII EQUATION AND ITS RESONANT SYSTEM
The Gross-Pitaevskii equation
describes the evolution of the Bose-Einstein condensate wavefunction Ψ(t, x, y) subject to an external harmonic potential (x 2 + y 2 )/2 referred to as the 'trap.' (It is understood that in real-world implementations the condensate is narrowly confined in the remaining z-direction.) The condensate self-interaction is characterized by the dimensionless coupling constant g. We shall focus on studying this equation at small values of the coupling 0 < g 1 (the sign of the coupling in fact does not affect the weakly nonlinear dynamics). Equation (1) enjoys a large group of symmetries, known as the Schrödinger group [19, 20] , which is in fact isomorphic to the symmetry group in the absense of any potential. This group includes boostlike generators (an analog of Galilean boosts) that permit, for example, boosting a static solution along classical harmonic oscillator trajectories [21] . We shall see below that extra symmetries emerge in the weakly nonlinear limit.
The linearized problem (g = 0) corresponding to (1) is an ordinary two-dimensional isotropic harmonic oscillator with eigenvalues E n = n + 1 and normalized eigenfunctions (see, e.g., [22] ) given by
(2) Here, the energy level index n is a nonnegative integer and the angular momentum index m ∈ {−n, −n+2, . . . , n−2, n}. The generalized Laguerre polynomials L α n (x) can be defined through the generating function
They are orthogonal with the weight x α e −x on the interval 0 ≤ x < ∞.
As remarked in the introduction, because the linearized solutions oscillate with integer frequencies, there are many resonances and effects of nonlinearities survive down to arbitrarily small coupling values. In such situations, naive expansion of solutions in powers of g leads to growing 'secular' terms that invalidate the naive perturbative expansion at times of order 1/g. In order to capture the interesting weakly nonlinear dynamics, which happens precisely on time scales of order 1/g, an alternative treatment is needed, and the time-averaging method [23] provides a convenient framework. We shall only present a quick practical summary of the time-averaging here, referring the reader to [23] for justification and proofs. One starts by expanding the exact solution Ψ in terms of the linearized solutions
Substituting (4) to (1), one gets
where E = E n + E n1 − E n2 − E n3 and we have introduced
which quantify the mode couplings and shall be called the interaction coefficients. The terms with E = 0 correspond to resonant interactions while those with E = 0 are non-resonant. Time-averaging amounts to introducing the slow time τ = gt and discarding in (5) all non-resonant terms, which oscillate rapidly in terms of τ . The resulting equation (called the time-averaged or the resonant system) takes the form
where from now on an overdot denotes d/dτ .
Standard mathematical results on time-averaging [23] guarantee that solutions of (7) approximate solutions of (1) with arbitrarily high precision on time scales of order 1/g for sufficiently small coupling. (By contrast, on longer time scales, for example 1/g 2 , the two equations do not have to agree, and this is what leaves room for simplifications in the time-averaged system relative to the original equations.) While textbook discussions such as [23] typically phrase their proofs in the context of finitedimensional systems, a mathematical analysis of the validity of time-averaging specifically adapted to nonlinear Schrödinger equations (of which the Gross-Pitaevskii equation is an example) can be found in [24] . General properties of the resonant system (7) have been analyzed in [4] . In particular, it was shown in [4] that (7) enjoys many conservation laws, some of which have no counterparts for the original equation (1), and hence they are only approximately conserved by (1), though the precision of their conservation becomes arbitrarily good for small coupling. We shall see below the restrictions imposed by these general conservation laws on the specific truncations of (7) we are interested in.
We note that because the n-and m-conservation conditions present in the sum in (7), the equation can be consistently truncated to any set of modes satisfying An + Bm = C with arbitrary numbers A, B, C. If only modes satisfying this relation are nonzero in the initial state, no other modes will get excited in the course of evolution. We are specifically concerned with two types of such truncations. First, we can retain only modes of some fixed angular momentum m = µ, which without loss of generality we shall assume to be nonnegative. Second, we can retain modes with n − m = 2L, where L is referred as the 'Landau level' number. (The lowest Landau level has previously received a good amount of attention, including treatments along our present lines in [5, 7] .) The two types of truncations are depicted in fig. 1 .
SOLUTIONS FOR ANGULAR MO-MENTUM TRUNCATIONS
To deal with the resonant system (7) truncated to modes of angular momentum µ, we introduce the following notation for the relevant modes:
while setting all other modes to zero. With these specifications, (7) reduces to
where
(10) (Throughout the article, we ignore in (9) and further equations derived from it purely numerical factors that can be absorbed in a redefinition of time.)
The integral in (10) can in principle be evaluated by substituting explicit expressions for the Laguerre polynomials given by
and evaluating the remaining integrals of the form dρ ρ A e −2ρ . The resulting expression is, however, a quadruple sum with summation ranges depending on n, j, k and l. We have not been able to bring this sum to a manageable form that could be employed in explicit derivations. Instead, our subsequent analysis will rely directly on the integral representation (10) and identities satisfied by the Laguerre polynomials.
Note that the fixed angular momentum truncation to wavefunctions of the form Ψ(r, t)e iµφ is equally valid in the Gross-Pitaevskii equation (1) . This is in contrast to the lowest Landau level truncation of [5] , and the excited Landau level truncations we shall consider below, which hold exactly only within the resonant system (7). One simply substitutes Ψ(r, t)e iµφ in (1), which results in a radial Gross-Pitaevskii equation with the effective potential r 2 + µ 2 /r 2 , sometimes referred to as the 'pseudoharmonic oscillator' potential [25] . The two-dimensional Gross-Pitaevskii resonant system (9) can be alternatively viewed as the resonant system of this effective one-dimensional radial equation. We remark parenthetically that all the formulas we present below hold for any real positive values of µ (even if only integer values arise starting from the two-dimensional Gross-Pitaevskii equation), provided that factorials x! are replaced by the gamma functions Γ(x + 1).
As follows from general considerations of [4] , the resonant system (9) respects conservation of the following quantities: the particle number
the 'linear energy'
the Hamiltonian
and
Motivated by considerations of similar systems in [5, 12, 13] , we shall now look for special solutions of (9-10) in the form
where a, b and p are complex-valued functions of time. While it is by no means obvious that this ansatz provides a consistent truncation of (9) (10) , this can be demonstrated with the use of the following identities:
Proofs of these identities are given in appendix A. Substituting (16) in (7) and using the above summation identities results in a statement that two quadratic polynomials in n equal each other. Equating the coefficients of these polynomials results in three first order ordinary differential equations for the three functions a(τ ), b(τ ) and p(τ ):
where we have rescaled the time τ → (2µ)!/(2 2µ+1 (µ!))τ and introduced an auxiliary quantity y = |p| 2 1 − |p| 2 . Within the ansatz (16) the conserved quantities take the form:
The Hamiltonian can be expressed as
Using the above conservation laws, one can simplify the system (20) (21) (22) to the form
+ (1 + µ)(3 + µ)pZ a ,
This system can be integrated by first solving equa-tion (30) and then substituting p(τ ) into equations (29) and (28), which yields two linear equations for a(τ ) and b(τ ). Here we write only the solution for y(τ ), which is remarkably simple. It follows from (30) thatẏ
Using the conservation laws, we find that the right hand side of (31) is a quadratic function of y with coefficients depending of N, E, and S. The equation thus looks like energy conservation of a harmonic oscillator in the y-direction, and is integrated as
with
Through the conservation laws (23), (24), and (27), the periodic behavior of y(t) is transferred to |a(t)| 2 , |b(t)| 2 , and Re(ābp), and hence to the mode spectrum
The turning points of the oscillations of y(t), given by y ± = B ± A, provide lower and upper bounds for the inverse and direct cascades of energy, respectively. Using (33)-(34), and following the strategy of [12] we obtain a rough bound
which proves that the transfer of energy to high modes is uniformly bounded. The special case A = 0 corresponds to stationary solutions for which |β n | 2 are constant. For such solutions,
where the amplitudes A n are time-independent and the parameters λ and ω are real-valued. Within the ansatz (16) they take the form
Thanks to the phase rotation symmetries of the resonant system (9) β n → e iθ β n and β n → e inθ β n , one can assume without loss of generality that the parameters β, γ, q are real-valued. Substituting (39) into the system (20-22), we get an algebraic system which has four two-parameter families of solutions:
where κ = q 4 − (10 + 4µ)q 2 + 1 and c, q are realvalued parameters. For the solutions (a) and (b) the range of q is 0 ≤ q < 1, while for the solutions (c) 0 ≤ q 2 < 2µ + 5 − 2 µ 2 + 5µ + 6. The stationary states (a) and (c + ) bifurcate at q = 0 from the n = 0 single-mode state, while the states (b) and (c − ) bifurcate from the n = 1 single-mode state.
We remark that the families of stationary solutions (a) and (b) are nothing else but the symmetry orbits of the single-mode states β (0) n = δ n0 e −it and β (1) n = δ n1 e − i 2 (2+3µ)t , respectively, generated by the symmetry β n → e ξD β n , where D is the hamiltonian vector field associated with the conserved quantity Im Z, given by
(The Poisson brackets are evaluated with respect to the symplectic form i n dβ n ∧ dβ n (n + µ)!/n!.) On the three-dimensional invariant subspace (16) this symmetry can be shown to act as follows
Applying this transformation to the single-mode states β (0) (for which b = e −iτ , a = 0, p = 0) and
, we obtain (modulo rescaling) the stationary states (a) and (b) with q = tanh ξ, respectively.
Transformations generated by N , E, Z can in fact be used to convert the stationary states (c ± ) (for which Z = 0) into dynamical solutions within the ansatz (16) . Indeed, solutions (c ± ) have two parameters c and q, quantifying the overall scale of a and b, and the absolute value of p, respectively. By acting with the above transformations generated by Im Z and the following transformations generated by Re Z,
one can adjust the magnitude and the phase of the ratio a/b. Thereafter, the phase rotation symmetries β n → e iθ β n and β n → e inθ β n (generated by N and E) can be used to freely adjust the overall phase of b + an/p and, independently, the phase of p. This construction of dynamical solutions naturally explains the periodicity of y we observed by solving (31) directly through the simple periodicity of p in the stationary states (c ± ).
The state (a) is the ground state in the sense that it is a maximizer of H for fixed N , which follows within the ansatz (16)from (26) . Hence it is orbitally stable [4] (cf. [26] for the proof of the analogous result for the cubic conformal flow on S 3 ). The question of stability of the stationary states (b) and (c ± ) is open. Another interesting open problem is the classification of all stationary states of the resonant system (9) (see [7] and [27] for analysis of the corresponding problem for the LLL equation and the cubic conformal flow on S 3 , respectively).
SOLUTIONS FOR LANDAU LEVEL TRUNCATIONS
Truncation of (7) to the excited Landau levels n − m = 2L is in principle completely straightforward. However, the explicit form of linear wavefunctions (2) is rather inconvenient for this purpose, since both positive and negative values of m are present within each excited Landau level (see fig. 1 ) and hence the absolute values of m present in (2) make dependences on index numbers rather awkward. To remedy this unwelcome feature, we shall start by rewriting (2) in a slightly different form using identities satisfied by the Laguerre polynomials. From (11) , remembering that factorials of negative numbers are infinite, one gets
for any integer α. (Note that L −α α+n does not contain any powers of ρ below ρ α .) Using this formula, we obtain
We then define
with n running from 0 to ∞. The sign factor inserted compensates for the sign factor in (41), simplifies the subsequent expressions, and brings our sign conventions in accord with [4] for the remainder of our treatment. Truncating (7) to the above set of modes results in
We caution the reader that the letters β and S in this and the previous section refer to similar quantities in two different truncations of (7) and should not be identified. As before, S can be computed explicitly using (11), but such expressions contain multiple sums and are of little practical use. Our derivations will rely on identities satisfied by the Laguerre polynomials, and not on awkward explicit expressions for S. We note the following simple generating function, derived explicitly in appendix B, for the sequence of polynomials appearing in (44):
Equation (43) respects the following conserved quantities, in agreement with [4] :
It turns out that (43) is rather similar to the lowest Landau level equation [4, 5, 7] and admits solutions of the form
The closure of the ansatz relies on the following three summation identities, which we prove in appendix B:
Substituting (50) in (43) results (in a repetition of a pattern encountered in the previous section) in a statement that two quadratic polynomials in n equal each other. Equating the three coefficients of these polynomials results in three first order ordinary differential equations for a, b, p.
It is convenient to present the equations for a, b, p in a compact form that takes into account the conservation laws. Within the ansatz (50), the conserved quantities are:
There are two distinct cases to consider. First, for
τ , the equations for a, b, p are written in the forṁ
All solutions of this system are stationary and of the form
The equation forṗ is independent of L, as are the conserved quantities (54-56) within the ansatz (50). Hence, |b| 2 , |a| 2 , Re(abp) and p have exactly the same behavior for any L > 1 as they do for the lowest Landau level L = 0, and so does the spectrum |β n | 2 . Since solutions at the lowest Landau level have already been treated in detail in [5] , we shall not repeat the derivations here.
DISCUSSION
We have considered truncations of the GrossPitaevskii resonant system (7) to sets of modes at fixed angular momentum and fixed Landau level ( fig. 1 ) and demonstrated that such truncations admit special analytic solutions similar to the ones previously seen specifically for the lowest Landau truncation [5] . The construction of our new solutions relies on sophisticated nonlinear identities satisfied by Laguerre polynomials and analyzed in the appendices. Similar solutions have recently appeared in the context of a number of other resonant systems [12, 13] , while the general underlying theory has been developed concurrently with this article in [17] .
It is instructive to examine the position space form of our solutions. For fixed angular momentum truncations within the ansatz (16), one finds (omitting an irrelevant overall phase factor)
Using (3), one obtains
(64)
where s(t) = p(gt)e −2it , and a, b, p are functions of the slow timegt, as explicitly shown. (We have absorbed the µ-dependent time rescaling factor mentioned under (22) into the modified couplingg.) This represents rapidly oscillating rings of wavefunction density with the superposed slow periodic parameter modulations. For nonzero angular momentum (µ > 0 in our conventions), the wavefunction vanishes at r = 0 because of the usual angular momentum barrier. More interestingly, there is at most one more value of the radial coordinate where the wavefunction has a node; such a node appears if the expression in parentheses in (64) has a zero for positive r 2 . Otherwise, there is not quite a node but just a dip in density. Snapshots of the condensate density of representative solutions can be seen on fig. 2 . In the literature, such objects have been referred to as 'ring dark solitons,' see e.g. [28] . They have been mostly studied, however, in the presence of strong nonlinearity, where the solitons are supported by nonlinear effects and the harmonic trap is merely a perturbation. In contrast, in our weakly nonlinear regime, the 'solitons' are mainly supported by the harmonic trap, with the nonlinearities giving rise to slow modulation of the parameters; see e.g. [29] and [30] for discussions of other dark solitons near the linear regime.
Analogously, for excited Landau levels, using (2), (4), (41-42), (45) and (50), we find (omitting an irrelevant overall phase factor)
where z ≡ re i(φ−t) . Direct evaluation yields
where we have explicitly displayed the dependence of a(gt), b(gt), p(gt) on the slow timegt. (Again, the L-dependent time rescaling factor mentioned above (60) has been absorbed by introducingg instead of g.) This expression describes periodically modulated (due to slow time dependence of a, b, p) precession around the origin of an array consisting of a degree L − 1 antivortex at z =p and a vortex-antivortex pair whose location is given by the two zeros of the second line of (65). Snapshots of the corresponding wavefunction density are given in fig. 3 . A.B. thanks Javier Mas and the support of the Spanish program "Ayudas para contratos predoctorales para la formación de doctores 2015" associated to FPA2014-52218-P and its mobility program for his stay at Jagiellonian University, where part of this project was developed. 
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Appendix A: Identities for the interaction coefficients of angular momentum truncations
We shall now demonstrate how one can derive (17) (18) (19) . The possibility to perform these sums explicitly ultimately relies on the following relation satisfied by the generating function (3):
Expanding in powers of t, one obtains the summation identity
Hence, it follows from (10) that
We shall need below the values of Laguerre polynomials and their derivatives at the origin. From (3),
From (69), we infer that
where P n+j−1 is a polynomial of degree n + j − 1. Since L 2µ+1 n are orthogonal with respect to the measure ρ 2µ+1 e −ρ , one concludes that
The following integration identity can be derived from (3):
Once the integral in (73) has been thus evaluated, one obtains (17) . The next identity we have to prove, which is (18), in fact follows from (17) if one recalls the symmetry of S under permutation of the third and fourth indices [17] . We shall nonetheless derive it directly in a way that parallels the above derivation of (17) .
We first notice that
Hence,
Therefore,
From (69-70),
where P n+j−2 is a polynomial of degree n + j − 2. Since L α n are orthogonal with respect to the measure ρ α e −ρ , one obtains
With (74), this is evaluated to yield (18) . To prove the last summation identity (19), we observe that
Expanding in powers of t gives
where P n+j−3 is a polynomial of degree n + j − 3. Substituting this in (83), dropping all terms involving P n+j−3 on account of orthogonality, and evaluating by (74) gives (19) .
Appendix B: Identities for the interaction coefficients of Landau level truncations
We start by establishing (45) as a consequence of (3):
The last equality can be obtained by first noticing that
Computing its derivatives at x = 0 straightforwardly shows that the first L − 1 derivatives vanish, while the Lth derivative is L!(−1)
L . Hence the polynomial is simply (−x) L , which gives the desired result.
From the above expression,
Since the s-derivatives act on an expression that only depends on s − ρ, each ∂ s can be identically traded for −∂ ρ , after which s is straightforwardly set to 0 (independently of the remaining ρ-differentiations). This yields
Integrating by parts (n + m) times gives
The (n + m) derivatives now act on a polynomial of degree (n + m) in ρ, hence the only nonvanishing contribution can come from the highest power of ρ, which in turn comes from the highest powers of ρ in L Evaluating the last integral gives (51). The next identity (52) in fact follows from (51) due to the symmetries of S [17] , but we shall prove it explicitly for completeness. One has The strategy is to remove all ρ-factors outside the ∂ s -derivatives, so that the latter act on an expression depending exclusively of s − ρ and can be traded for −∂ ρ , as in our proof of the first identity. This yields n+m k=0 k n!m! k!(n + m − k)! S nmk,n+m−k (90)
We need terms of degrees 2L and
as follows from (11) . Then, integrating by parts (n + m) times and evaluating the remaining elementary integrals yields (52).
For the last identity (53), we write One again integrates by parts (n + m) times, but now we need terms of degree 2L, 2L − 1 and
Putting everything together yields (53).
