Plasmonic nanoapertures generate strong field gradients enabling efficient optical trapping of nanoobjects. However, because the infrared laser used for trapping is also partly absorbed into the metal leading to Joule heating, plasmonic nano-optical tweezers face the issue of local temperature increase.
Plasmonic nanostructures and nanoantennas can confine the light down into sub-wavelength dimensions and locally generate strong field gradients exceeding by far those achievable with conventional diffraction-limited optics. 1 These intense field gradients enable efficient nano-optical trapping of nanoparticles and even single molecules. [2] [3] [4] [5] [6] [7] Such unprecedented ability to locate a nanoparticle and/or a quantum emitter with nanometer accuracy opens promising opportunities for many applications in biosciences and quantum information processing. [8] [9] [10] [11] [12] [13] [14] Among the different plasmonic nanostructures used for nano-optical trapping, single and double nanoholes milled in gold films have been widely used. 2, 3, [15] [16] [17] [18] [19] [20] [21] The single nanohole structure benefits from a self-induced back action (SIBA) where the presence of the trapped object helps to further improve the restoring force into the trap. 15 Additionally, the double nanohole (and similarly the bowtie aperture) structures benefit from enhanced field gradients at the apex joining the two apertures to further sharpen the trapping potential. 2, 17, 19, 20 A common feature to all plasmonic devices are the absorption and Ohmic losses into the metal leading to Joule heating of the surrounding environment. 22, 23 This has led to the fruitful area of thermoplasmonics, where the heat generation in plasmonic nanostructures is used to control the local temperature distribution and realize heat-induced applications. [24] [25] [26] However, in the case of optical trapping, a local temperature increase and a temperature gradient around the trap can lead to unwanted effects affecting the trapping potential and/or the trapped object. [27] [28] [29] Therefore, low-loss alternative antennas based on dielectric materials are being explored. [30] [31] [32] [33] However, while metal plasmonic nanostructures remain largely used, the question of measuring the local temperature increase in single and double nanoholes remains open. Recently, numerical simulations have been reported for double nanoholes, indicating a temperature increase around 10°C at the typical 10 mW/µm² intensity used for nano-optical trapping. 21 This somehow contradicts the generally believed argument that the temperature increase in the case of nanoholes remains below a few degrees as the metal layer acts as an efficient heat sink to further dissipate the Joule heating. 12, 29 Therefore, we believe that a clear experimental investigation is needed to assess the temperature increase in nanohole-based optical tweezers.
Here, we use fluorescence spectroscopy to locally measure the temperature into single and double nanoholes milled in gold films and quantify the temperature increase induced by the 1064 nm trapping beam. We discuss the implementation of three different fluorescence readouts: the fluorescence intensity, diffusion time and fluorescence lifetime. While these readouts are largely independent from each other, we show that they all lead to similar results and can be used in an equivalent way. Our measurements stand in excellent agreement with numerical simulations, and indicate that temperature increases around 10°C can be reached even at the moderate intensities of 2 mW/µm² typically used for nano-optical trapping. We also show that the temperature increase is largely independent of the aperture size, double-nanohole gap and heating laser polarization. In other words, the temperature increase is largely governed by the absorption of the 1064 nm laser into the metal layer, and does not depend on the plasmonic properties of the nanohole. The ability to accurately and remotely control the temperature into nanoholes of sub-femtoliter volumes opens their use for a broad range of biochemical applications from biosensing to crystallization.
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Theory
Many different techniques have been developed to probe the temperature at a sub-micron scale, well below the spatial resolution limit of classical thermometers and thermocouples. 26, [38] [39] [40] Readouts based on fluorescence combine the advantage of high sensitivity, low invasiveness and good spatial resolution (when conducted on a confocal microscope). 38, 41 We describe here the underlying physical principles and assumptions behind the three different measurements used experimentally, based on fluorescence lifetime, intensity and diffusion time.
Fluorescence lifetime.
For many fluorescent molecules, such as Alexa Fluor 647 used here, a temperature change will affect the non-radiative decay rate, leading to a change in the apparent fluorescence lifetime. 42, 43 The fluorescence lifetime of Alexa Fluor 647 in a homogeneous water medium at a temperature T can be written as:
where and are the radiative and non-radiative decay rates. Here, we assume that the radiative decay rate is constant with the temperature:
The agreement between our different temperature measurements (based on lifetime, intensity and diffusion time) validates this assumption a posteriori. By measuring the fluorescence lifetime for a homogeneous solution set at different temperatures (Fig. 2f) , and knowing the 33% quantum yield of Alexa Fluor 647 at 21°C, the the non-radiative decay rates ( ) can be calibrated at different temperatures. A more convenient alternative is to express the temperature increase Δ as a function of the change in the non-radiative decay rates:
This calibration will be used to compute the temperature increase in nanoholes based on fluorescence lifetime measurements.
The presence of a plasmonic nanostructure affects the fluorescence lifetime by enhancing the radiative decay rate (Purcell effect) and opening new decay pathways to the free electrons in the metal. 23 Within the nanohole, the fluorescence lifetime is changed to * , the radiative rate is increased to * and an additional nonradiative decay rate * is introduced to account for the plasmonic losses due to the presence of the metal structure:
In this equation, * describes the nonradiative energy transfer to the free electrons in the metal (quenching phenomenon) while ( ) describes the nonradiative decay internal to the molecule (internal conversion). Our primary interest here is to measure the temperature change induced by the presence of an external infrared laser beam in the nanostructure environment. For a given nanohole size, the presence of a heating laser will increase the temperature and thus the non-radiative decay rate , leading to an supplementary reduction of the fluorescence lifetime * in the nanohole as compared to the fluorescence lifetime 21° * still in the nanohole but without the infrared laser heating. We assume here that the radiative rate * and the plasmonic loss rate * are not noticeably affected by the temperature. Therefore, the temperature increase can be determined solely from the relative change of the non-radiative decay rates inside the nanohole, deduced from the fluorescence lifetimes * and 21° * measured in the nanohole with and without the heating laser:
Combining then equations (2) and (4), we can express the relationship linking the temperature increase ∆ with the fluorescence lifetimes * and 21° * in the nanohole (respectively with and without the infrared heating laser): 
Here * and 21° * are expressed in nanoseconds, and we have used the fact that (21°) = 0.67 ns -1 using the 1.0 ns lifetime and 33% quantum yield of Alexa Fluor 647 at room temperature. The validity of this approach will be demonstrated in the Results and Discussion section by comparing to the results found with the numerical simulations and the two other experimental methods based on the fluorescence intensity and diffusion time.
Fluorescence intensity.
As a consequence of the change in the balance between the radiative and non-radiative decay rates, the net quantum yield of the emission process changes with the temperature, leading to a variation of the detected fluorescence intensity. 39, 41, 44 Other processes may also affect the total detected fluorescence intensity such as the triplet blinking kinetics and photo-isomerization rates which were reported to be temperature-dependent in the case of cyanine5 (an analog to Alexa Fluor 647). 54 All these processes contribute to decrease the net fluorescence intensity detected for Alexa Fluor 647 as the temperature is increased. The temperature dependence of the fluorescence intensity has been calibrated on a spectrofluorometer (Fig. 2a,d ). Based on numerical interpolation of this calibration data, we empirically find the following relationship linking the relative temperature increase ∆ with the fluorescence intensity drop:
While this calibration has been recorded for homogeneous solutions, we apply it also for single and double nanoholes to determine the temperature increase ∆ from the ratio in the measured fluorescence intensities * ( )/ * (21°) with and without the infrared heating laser. This is an approximation as the presence of the metallic nanostructure will affect the different decay rates, modifying the apparent quantum yield and also the dark state (triplet) kinetics. As we show below, in the case of the single and double nanoholes used here, the temperatures inferred with this approach are well within the range found with the two other experimental methods and the numerical simulations. The reason why this approach remains valid is that for nanoholes of 200-500 nm diameters as well as double nanoholes with 30-40 nm gap sizes, the modification of the radiative and loss decay rates due to the presence of the plasmonic nanostructure ( * and * ) remains moderate as compared to the intrinsic nonradiative rate of Alexa Fluor 647. 55, 56 The situation could be different if a high quantum yield dye was used in conjunction with a highly resonant dimer plasmonic nanoantenna. 57 The main advantage of the approach using Eq. (6) 
Fluorescence diffusion time.
Beyond the changes in the non-radiative decay rate leading to a reduction in both the lifetime and the quantum yield, the translational 45 and rotational 46 diffusion of the molecules will also be modified by a temperature change. The molecular diffusion coefficient D depends on the temperature T according to the Stokes-Einstein relationship:
where D is the diffusion coefficient, k the Boltzmann constant, and r the hydrodynamic radius. The viscosity η of the medium surrounding the molecules also depends on the temperature. Assuming that the viscosity of Alexa Fluor 647 solution with a micromolar concentration is similar to the viscosity of pure water, the temperature dependence of the viscosity can be described as:
where the constants A, B and C are 2.414·10 −5 Pa·s, 247.8K and 140K respectively. 58 Fluorescence correlation spectroscopy (FCS) is a well-established technique to probe the molecular translational diffusion and record the mean diffusion time of the fluorescent dyes across the detection volume. [47] [48] [49] [50] Since the FCS diffusion time is proportional to 1/ ( ), the change in the FCS diffusion time can then be computed back into a temperature change using the Stokes-Einstein equation (7). 43, 45, [51] [52] [53] Here we neglect the influence of the convection phenomenon as it has been reported that convection flows played a negligible role inside the nanoaperture. 21, 59 Specifically, for any given experimental geometry (confocal, single or double nanohole…), the ratio between the diffusion time without the infrared laser at the room temperature (294.15K, heating laser off) and the one at a certain temperature T (in the presence of the heating infrared laser) is given by: 
Hence the absolute temperature T can be derived once known the relative change in the measured FCS diffusion times with/without the heating infrared laser. This ratio does not depend much on the model equation used to fit the FCS data (the FCS correlation function width at half-maximum should suffice), the only requirement is that the triplet (or dark state) blinking kinetics can be readily differentiated in the FCS curve from the diffusion process. This is well the case even for the smallest nanoholes investigated here as the triplet blinking time is below 2 µs while the diffusion time is above 30 µs (Supporting Information Fig. S7 ).
As we discuss below, all three fluorescence-based readouts -intensity, diffusion and lifetime -can be easily implemented with single and double nanoholes to quantitatively record the temperature change induced by the trapping laser beam. 
Results and Discussion
Our experimental approach combines an optical tweezer with a fluorescence microscope. Single nanohole (SNH) structures milled in gold are set at the focus of a high NA oil immersion objective (Zeiss 40x, NA=1.3) where two laser beams are overlapped: one 1064 nm continuous laser used for optical trapping/heating and one 635 nm pulsed laser used for fluorescence excitation (Fig. 1a) . This configuration allows to record the evolution of the fluorescence from Alexa Fluor 647 molecules in water solution as a function of the 1064 nm intensity in conditions similar to the ones commonly used for optical trapping. [1] [2] [3] 15, 16, 21 As compared to the Rhodamine B dye widely used for nanothermometry, 41 the choice for a red-emitting cyanine dye such as Alexa Fluor 647 is better suited to preserve the plasmonic properties of the gold film and avoid the metal photoluminescence found for gold layers below 600 nm. 26 Due to the relatively small intensity of the red excitation laser (typically 20 μW/μm²) as compared to the IR intensity (5 mW/μm²), we neglect here the heating effect induced by the red laser and focus on the 1064 nm intensity influence.
A simulation model using COMSOL Multiphysics is first introduced to predict the IR laser heating in a single 300 nm nanohole milled in gold. Maps of the intensity enhancement, heat source density and temperature increase are presented in Fig. 1c -e respectively. The local field intensity enhancement appears maximum at the aperture edges along the illumination polarization where the electrons tend to accumulate. Conversely, the heat source density is higher at the aperture edges in the direction perpendicular to the excitation polarization, where the power dissipated by the light-induced electron current is maximum. 60 This behavior can be intuitively explained by reminding that the heating comes from the velocity motion of the electrons, which is maximum in the middle between the two accumulation points at the aperture edges along the excitation polarization. The Joule heating accumulated around the SNH leads to the temperature increase indicated in Figure 1e . At a 2 mW/μm² IR illumination, an increase of 11.7°C is predicted at the center of the SNH. The slight difference (0.7°C) of temperature between the wall and the center of the SNH can be explained by the diffusive nature of heat that cannot remain as confined as a light field. The temperature decreases with the distance from the nanoaperture, with a typical reduction by 50% at a 2 µm lateral distance (Supporting Information Fig. S1 ). With such thermal gradients, it has been reported that thermal convection induces a negligible fluid velocity increase below 10 nm/s, 61 and that the fluid velocity should even display a minimum at the nanohole position. 21, 59 Therefore, we hereafter neglect the influence of the convection phenomenon. The temperature change with respect to the IR intensity is drawn in Fig. 1f and follows a linear behavior as expected from the linearity of the heat-diffusion equation and the independence of the thermal conductivities over this temperature range. 26 Notably, at 4 mW/μm² IR illumination, the temperature raise in the SNH is predicted to exceed 20°C. This non-negligible value shows that the metal layer is not efficient enough to fully dissipate the heat generated by focused IR illumination.
In order to experimentally verify these numerical predictions, we first calibrate the temperature dependence of Alexa Fluor 647 fluorescence without the presence of the gold film (Fig. 2) . These experiments are performed with a heating stage to accurately control the sample temperature and record the evolution of the fluorescence intensity and lifetime as the temperature is gradually increased. The calibration results are summarized in Fig. 2d -f. As expected for common cyanine-based organic fluorophores, Alexa Fluor 647 non-radiative decay rate increases with temperature, inducing a reduction in the fluorescence lifetime, quantum yield and detected brightness (Fig. 2d,f) .
Simultaneously the viscosity of the medium decreases for higher temperatures, leading to faster molecular diffusion and reduced FCS diffusion times (Fig. 2e) . Importantly the curves in Fig. 2d -f allow us to calibrate the evolution of the fluorescence intensity, diffusion time and lifetime (detailed formulas are provided in the Theory section) which will be used to infer the temperature increase in the plasmonic nanoholes under IR illumination. We have also carefully checked that the 1064 nm laser (Fig. 1f) . While the temperature can also be increased in conventional optical traps due to water absorption, 45, 62, 63 the temperature rise is typically of 5°C at 100 mW/µm² (Supporting Information Fig.   S2 ). With nanoholes, greater temperature increases can be achieved with significantly less optical power, which can be an additional benefit for temperature-related applications including biochemistry 28 and biosensing.
35-37 The experimental errors for the measurements of intensities, diffusion times and lifetimes mainly stem from the small mechanical drifts of the laser focus and the uncertainties induced by the noise during the curve-fitting process. As the fluorescence lifetime does not depend much on the detected intensity and laser focus, this method appears relatively more accurate than the two other readouts. However, the calibration formula (Eq. (5)) requires the knowledge of the reference quantum yield and lifetime of Alexa 647 at 21°C. We have found that changing the reference quantum yield of Alexa 647 at 21°C form 33% to 30% induced a modification in the measured temperature by 0.5°C, and should be accounted for in the possible experimental uncertainties. On the contrary, a 5% uncertainty on the reference lifetime of Alexa 647 at 21°C does not lead to any significant effect on the final measured temperature (uncertainty below 0.1°C). While comparing the different techniques, it should also be mentioned that the fluorescence lifetime implementation is comparatively more expensive (need for pulsed laser and time-correlated single photon counting electronics). It is interesting to note that a readout based only on the total detected fluorescence intensity (Fig. 3d) is very simple to implement and readily provides an estimate of the temperature increase.
Our numerical simulations do not indicate any major change of the temperature increase with the nanohole diameter for diameters below 350 nm (Supporting Information Fig. S4 ). For this range of diameters, the temperature increase is essentially the same than for a continuous gold film. For diameters above 350 nm, the temperature elevation starts to go down with the SNH diameter as the infrared light transmission through the SNH increases. We verify these predictions by measuring SNHs of different diameters (similar to the ones used for SIBA-trapping 15 ) under similar illumination conditions (Fig. 3g) . For SNH diameters ranging from 200 to 500 nm, our experimental results indicate a temperature change below 15%, in good agreement with the numerical simulations. Altogether, these results indicate that the heating effect in the SNH is primarily a consequence of the absorption and Joule losses into the metal layer, which do not significantly depend on the transmission or resonance properties of individual nanoholes for diameters below 350 nm. As compared to the 1 µm² illumination area, the SNH surface accounts for less than 10% for diameters below 350 nm (Supporting Information Fig. S5 ), which explains in part the relative independence of the heating with the SNH diameter. Looking into more details, the numerical simulations and our experimental observations indicate that 300 nm is the largest SNH diameter to maximize the heating, suggesting that for this diameter the field enhancement for the infrared laser compensates for the smaller metal surface illuminated. Interestingly, 300 nm corresponds to the cut-off diameter for the transmission at 1064 nm, 64 and was also reported to be the optimum diameter for SIBA trapping. 15 We next focus on the temporal dynamics of the fluorescence signal (and the temperature) on a millisecond timescale. To this end, the 1064 nm laser beam is modulated at 30 Hz with a rotating chopper blade. Figure 3h shows a typical fluorescence intensity time trace similar to the one in Fig. 3a but with faster dynamics and better temporal resolution aiming to estimate the heating and cooling
times. The transient evolution is well described by a model based on the error function erf (√ / )
where τ is a constant describing the heating/cooling timescale and t denotes the time variable. (Fig. 4a ).
These structures correspond to the ones typically used in nano-optical tweezers, 2, 3, 18, 21 and are also representative of bowtie nanoapertures. 16, 17, 20 Numerical simulations for the field intensity enhancement and temperature increase for a 40 nm gap DNH are displayed on Fig. 4a,b . When the IR laser polarization is set parallel to the metal apex between the holes, the intensity enhancement reaches a maximum while it nearly vanishes when the polarization is turned by 90° to be aligned with the main axis joining the two holes (Fig. 4b) . This behavior confirms that the DNH structure with 40 nm gap follows the expected trend for a plasmonic antenna. 2, 56 Interestingly, the temperature increase in the DNH follows a completely different behavior with the laser polarization orientation (Fig. 4b) .
Although the intensity enhancement displays a huge difference between 0° and 90°, the temperature increase remains nearly constant around 8.5°C under 2 mW/μm² IR laser illumination, suggesting that the plasmonic response of the gap mode in the DNH plays almost no role in the heat generation. For all these experiments, the 635 nm laser polarization used to excite the fluorescence is set parallel to the apex between the holes (θ = 90°).
To verify the simulations predictions, we measure the temperature increase in the DNH using all three fluorescence readouts. Figure 4c -e show the raw experimental data. Similarly, we convert the three readouts to the temperature increases based on the calibration from Fig. 2d-f . Experimental data points found for parallel and perpendicular polarization overlap with each other with the tolerance of the experimental uncertainties (Fig. 4f) . This indicates that the temperature increase does not depend on the incident polarization, in excellent agreement with the numerical simulations (Fig. 4b ) and other independent measurements on bowtie nanoapertures. 37 We also probe two different gap sizes and find again similar temperature increases (Fig. 4g) . This experimental finding confirms the trend observed for the SNH where the temperature was nearly independent of the nanohole diameter (Fig.   3g ). We also find that SNH and DNH structures feature similar temperature gains for the same IR illumination intensity (typically ~8°C at 2 mW/μm²). The temperature increase for a bowtie aperture milled in a 100 nm thick gold film was recently measured at 3.6°C for 3.75 mW/µm² intensity at the objective focus spot. 37 This value is lower than the one that we measure experimentally, we ascribe this difference to the presence of the titanium adhesion layer in our case, while no adhesion layer was used in ref. 37 Interestingly, this observation suggests new routes to tune the local temperature increase, which we are currently exploring. It should still be noted that the temperature increase in the presence of a continuous metal film 29 remains always significantly lower than for isolated structures such as nanoparticles 25 or nanoantennas. 35 Altogether, our results emphasize that the temperature increase is mainly ascribed to the IR Ohmic losses into the metal layer and does not depend on the plasmonic properties of the aperture structures.
Conclusions
We have developed three independent methods based on molecular fluorescence to quantify the local temperature increase occurring in single and double nanoholes illuminated by a focused infrared laser beam. Our setup reproduces the configuration and laser power typically used for nano-optical trapping experiments. We show that despite the presence of the gold metal layer acting as a heat sink, the local temperature in the nanohole can be increased by several degrees Celsius even at the moderate mW/μm² infrared laser intensities. In excellent agreement with numerical simulations, we show that the local temperature increase is mainly due to the Ohmic losses into the metal layer and does not significantly depend on the geometry of the nanohole structure. We also discuss the use of three independent fluorescence readouts based on the fluorescence intensity, diffusion time and lifetime.
While they all lead to similar results, the fluorescence intensity of Alexa Fluor 647 molecules is certainly the easiest and cheapest method to implement to obtain a first estimate of the local temperature without requiring advanced temporal analysis of the fluorescence emission statistics. The fastest time resolution to investigate temperature kinetics using our photon-counting technique is around 50 µs, and is set by the minimum time needed to record 100 photons at a 2 Mcounts/s detection rate just below the photodiode saturation level. Altogether, our results are relevant to better understand nanooptical trapping experiments. 3, 15 They also open the way to use nanoholes as heat-controlled nanoreaction chambers for specific chemical applications including controlled nucleation and polymerization, crystal growth and phase separation. 28 For biosensing applications, the thermal gradients can improve the translocation through nanopores [35] [36] [37] or further promote trapping. 14, 65 For single molecule analysis or FCS, the nanoholes add the possibility to easily and locally bring the temperature to the physiological 37°C temperature, which appears especially interesting for the study of lipid or protein species bound to the plasma cell membrane.
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Methods
Sample fabrication
The samples are prepared on 0.15 mm thick borosilicate glass coverslips (refractive index 1.52). First, a 5 nm titanium layer is deposited by electron-beam evaporation to serve as adhesion layer for the gold film. Then, a 100 nm thick gold layer is deposited by thermal evaporation (Oerlikon Leybold Univex 350). Finally, the single and double nanohole structures are milled by gallium-based focused ion beam (FEI dual beam DB235 Strata) using 30 kV energy and 10 pA beam current. We have not observed any photodamage to our nanostructures for the 0-5 mW/µm² CW intensities at 1064 nm used here (the damage threshold for gold films is expected to be around 50 mW/µm² at 1064 nm).
Numerical simulations
"Electromagnetic Waves, Beam Envelopes" and "Heat Transfer in Solids" modules of COMSOL Multiphysics are used and coupled via the "Electromagnetic Heat Source" module in 3D geometry. The thermal parameters for glass, titanium, gold and water are taken from the COMSOL material library and assumed to be temperature independent. The complex refractive index for Au (100nm thick) and Ti (10nm thick) are taken from Johnson and Christy 67 for bulk materials (i.e. nAu=0.25846 + i6.9654, nTi=3.4654 + i4.0085), the refractive index of water and glass are taken as 1.33 and 1.52 respectively.
The incident laser beam at 1064 nm follows a Gaussian amplitude profile of 1 µm waist with linear polarization. In the case of a focused beam on a continuous thin film, the polarization is not expected to have a significant influence on the absorption by the thin film (Supporting Information Fig. S6 ).
Experimental setup
The experimental setup is based on an inverted confocal microscope featuring two overlapping excitation beams: one continuous wave (CW) 1064 nm laser (Ventus 1064-2W) and one 635 nm pulsed laser diode (Picoquant LDH-P-635) at 80 MHz repetition rate. The infrared beam is used for optical trapping and heating while the red laser is used to excite the fluorescence of Alexa Fluor 647 molecules.
Typically, the 1064 nm laser power is in the mW range while the 635 nm laser power is in the µW range. Both lasers are focused by a high NA microscope objective (Zeiss Plan-Neofluar 40x, NA 1.3, oil immersion). By recording images of SNH with 200 nm diameter, we estimate that the laser spot sizes at the objective focus are 1 µm and 0.6 µm in diameter for the 1064 and 635 nm lasers respectively.
The illumination power is expressed in intensity units (mW/µm²) at the objective focus. Hence, our values take into account the 50% transmission of the objective at 1064 nm (information provided by the supplier).
The same microscope objective is used to collect the fluorescence, which is filtered from backscattered laser light by a set of dichroic mirrors, long pass filters, 30 µm confocal pinhole and bandpass filters. 
FCS analysis
We fit the FCS correlation data using a three dimensional Brownian diffusion model with an additional blinking term:
where N is the total number of molecules, Tds the fraction of dyes in the dark state, the dark state blinking time, the mean diffusion time and the aspect ratio of the axial to transversal dimensions of the nanohole volume. While the assumption of free 3D diffusion is obviously not truly fulfilled in the nanoholes, the above model equation was found to empirically describe well the FCS data with single and double nanoholes, provided that the aspect ratio constant is set to = 1 as found previously. 55, 56 The Supporting Information Fig. S7 shows representative FCS correlation functions and their numerical fits for 300 nm nanoholes at different infrared intensities. The diffusion time and the dark state blinking time always differ by a factor greater than 30×, enabling the straightforward distinction between the blinking and translational diffusion contributions in the FCS correlation.
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Supporting Information
Thermal gradient for a 300 nm nanohole, infrared laser influence on Alexa 647 photophysics, nanohole diameter influence on the temperature increase, incidence angle and polarization influence on the absorption by a continuous gold film, triplet and isomerization kinetics in nanoholes, quantitative temperature estimates using the measured fluorescence intensities and the nonradiative rate calibration. Figure S1 . Numerical simulation of the evolution of the temperature increase with the distance from the center of a 300nm single nanohole under 2 mW/µm² of infrared illumination. The temperature increase is reduced by 50% at 2 µm from the center of the nanohole. The inset image shows the temperature increase map on a larger spatial scale, the scale bar is 1 µm.
S2. Infrared laser influence on Alexa 647 photophysics
Here we investigate the potential influence of the 1064 nm illumination on the Alexa Fluor 647 sample in water solution (without the nanoapertures or metal layer). Figure S2 summarizes our main results. It was shown earlier that CW illumination at 1064 nm of water lead to a local temperature increase, 1 and we retrieve here similar values. However, one has to use intense IR power in order to observe a significant change in the fluorescence photophysics of Alexa Fluor 647. Even at the IR intensity of 80 mW/μm 2 , the fluorescence intensity, diffusion time and lifetime are only reduced by a factor 0.88 ( Fig.   S2d-f ). In the regime below 5mW/μm 2 used in the main article, the 1064 nm illumination induces a reduction below 2% in the absence of the metal layer. This means that despite relatively intense IR intensity, the absorption of Alexa 647 is nearly insensitive to the 1064 nm radiation.
Additionally, we check that the 1064 nm laser does not induce any fluorescence emission from Alexa 647 with two-photon excitation (Fig S3a) , and that even under 5mW/μm² infrared illumination the fluorescence intensity of Alexa 647 scales linearly with the 635 nm excitation power (Fig. S3b) , showing no sign of saturation or photobleaching. Figure S4 . Numerical simulations of the temperature increase inside a single nanohole as a function of the nanohole diameter. The infrared intensity is constant at 2 mW/µm² with a beam waist of 1 µm². The temperature remains almost constant when the nanohole diameters are below 350nm and similar to the case of a continuous gold film. For diameters above 350 nm, the temperature elevation goes down with the SNH diameter as the infrared light starts to be transmitted through the SNH and less metal is illuminated. Figure S5 . Calculation of the ratio of the nanohole geometric area divided by the total illuminated area used experimentally. Nanoholes with diameters below 350 nm account for only a few percents of the illuminated gold surface, which in part explains the relative independence of the temperature increase with the SNH diameter (Fig. S4) . Figure S6 . Absorbance of the TE and TM polarization in the gold film with respect to the incident angles. The solid curve is the average value of TE and TM modes. The surface plasmon at the gold-water interface is only excited at 1.36 NA which is larger than our 1.3 objective NA.
S3. Nanohole diameter influence on the temperature increase
S4. Incidence angle and polarization influence on the absorption by a continuous gold film
S5. Triplet and isomerization kinetics in nanoholes
In addition to the FCS data shown in Fig. 3b , we detail here FCS functions and their numerical fits for time ranges from 100 ns to 10 ms. The use of two avalanche photodiodes as well as FLCS background correction ensures that the phenomenon of afterpulsing does not affect this FCS data and that accurate information about triplet blinking and cis-trans isomerization can be retrieved. The FCS data in Fig. S7 shows that the fast blinking and isomerization kinetics can be readily distinguished from the diffusion contribution in the FCS traces. It also shows that the dark state (triplet) population fraction Tds in the case of the SNH is increased by 30% when the temperature is increased by ~20°C (Fig. S7b,d) . Simultaneously, we also monitor a decrease of the triplet blinking time by 60%, which scales with the diffusion time and the viscosity of the water medium. Similar observations were reported while performing temperature-dependent FCS measurements on an Alexa 647 analog, 2 which further confirms the validity of our measurements. Figure S7 . FCS correlation (red curves) and numerical fits (black) following the model in Eq. (10) for the confocal reference and a 300 nm gold nanohole at different infrared intensities. The fit parameters are described for each panel. The concentration for the confocal experiment was diluted 10 times.
S6. Quantitative temperature estimates using the measured fluorescence intensities and the nonradiative rate calibration
The variation in the nonradiative rate induced by the temperature (Eq. 2,5) tends to lower the quantum yield and the fluorescence intensity. Thus quantitative temperature measurements should be achieved using the measured fluorescence intensities based only on the nonradiative rate calibration (Eq. 2,5), i.e. not relying on the empirical formula relating fluorescence intensity and temperature in a homogeneous medium (Eq. 6). This is especially relevant in the case of plasmonic nanostructures which are known to modify the radiative and nonradiative decay rates, thus affecting the apparent quantum yield of fluorescence.
The detected fluorescence intensity depends on the quantum yield = / = (where = 1/ is the fluorescence lifetime) and also on additional terms such as the collection efficiency , the number of molecules in the bright state (given by (1 − ) as measured from FCS, see Eq (10)) and the excitation intensity :
where is the excitation cross-section (which we assume to be temperature-independent) and is the saturation intensity (which depends on the temperature as it is related to the triplet photokinetics). To relate the variations of the fluorescence intensity with the change of the quantum yield with the temperature, it is important to take the additional terms also into account (which means that at least an additional FCS analysis is needed such as in 
Assuming that the radiative decay rate is independent of the temperature (within the temperature ranges probed here), the ratio of quantum yields . After a bit of algebra, this ratio can be expressed as: 
Here we use the superscript * to indicate that the corresponding variable is taken in the presence of the plasmonic nanostructure. The link connecting the ratio of quantum yields in the nanohole to its counterpart in a homogeneous medium can be written explicitly: * ( ) * (21° 
In this equation (S5), the temperature influence acting on the quantum yield in nanohole is entirely given by the ratio ( ) (21°) (calibrated from lifetime) and the additional knowledge of the initial 33% quantum yield of Alexa 647 at room temperature and the lifetime reduction * (21°) (21°) due to the presence of the nanostructure at room temperature. This lifetime ratio amount to 0.72 for Alexa 647 in a 300 nm nanohole milled in a gold film, in agreement with earlier independent measurements. 3 Combining the equations (S2) and (S5) with the additional quantification of the FCS parameters (Fig.  S7) , we have everything to compute back the temperature increase based on the measured fluorescence intensities. This approach bridges the gap between the intensity and lifetime methods, and does not rely on the intensity calibration Eq. (6) . Only the nonradiative rate calibration with temperature (Eq. (2)) is used here. Figure S8 summarizes our results and compares between the temperature measurements based on the different approaches. The results based on rigorous analysis of the fluorescence intensity (red disks, Eq. S2 and S5) agree remarkably well with the lifetime measurements (blue squares, same as Fig.  3f ) for all infrared intensities. Interestingly, the results derived using the simple intensity calibration (red circles, Eq. 6) tend to overestimate the temperature by ~2°C, yet this appears as a remarkable result given the extreme simplicity of this approach. Figure S8 . Temperature increase ∆ for different infrared intensities measured from the lifetime data and the nonradiative rate calibration (Eq. 5), using the empirical approach calibrated from the intensity temperature dependence (Eq. 6) and using the rigorous intensity dependence derived from Eq. (S2) and (S5).
