Triangle singularities are Fuchsian singularities associated with von Dyck groups, which are index two subgroups of Schwarz triangle groups. Hypersurface triangle singularities are classified by Dolgachev, and give 14 exceptional unimodal singularities classified by Arnold. We introduce a generalization of triangle singularities to higher dimensions, show that there are only finitely many hypersurface singularities of this type in each dimension, and give a complete list in dimension 3.
Introduction
Let p = (p, q, r) be a triple of positive integers satisfying
The Schwarz triangle group ∆ = a, b, c a 2 = b 2 = c 2 = (ab) p = (bc) q = (ca) r = e (1.2)
is the reflection group generated by reflections along edges of the hyperbolic triangle in the upper half plane H with angles π/p, π/q, and π/r. The von Dyck group Γ = x, y, z | x p = y q = z r = xyz = e (1.3)
is the subgroup of ∆ of index two consisting of products of even numbers of reflections. It is a cocompact Fuchsian group, and the orbifold quotient X = [H/Γ] has three orbifold points with stabilizers Z/pZ, Z/qZ, and Z/rZ. The triple p = (p, q, r) is called the signature of the Fuchsian group Γ. Smooth rational orbifolds are studied in detail by Geigle and Lenzing [GL87] under the name of weighted projective lines. In particular, the orbifold X can be described as 
(1.7)
Here the grading is given by X ∈ T X , etc. The dualizing element is defined by
and the canonical ring of the orbifold X is given by
The isolated singularity at the origin of the scheme Spec R is called the triangle singularity with signature p = (p, q, r).
The dimension of the vector space m/m 2 is called the embedding dimension of R. It is known that the embedding dimension of R coincides with the minimum number of generators of R (see Lemma 2.1). A graded ring is said to be a hypersurface if the embedding dimension is greater than the Krull dimension by one.
Theorem 1.1 ( [Dol75] , cf. also [Mil75, Wag80] which describes the Milnor lattice of the singularity [Gab74] . This leads to the discovery of strange duality by Arnold, which states that exceptional unimodal singularities come in pairs in such a way that the Dolgachev number and the Gabrielov number are interchanged. Strange duality is described in terms of an exchange of the algebraic lattice and the transcendental lattice of a K3 surface by Dolgachev and Nikulin [Dol83, Nik79] and Pinkham [Pin77] , and is now considered as a precursor of mirror symmetry.
In this paper, we consider the following generalization of triangle singularities. Let n be an integer greater than 3 and p = (p 1 , . . . , p n ) be a sequence of integers called a signature. In what follows, we assume that p satisfies
Consider the ring
which is graded by the abelian group
of rank one. Here the grading is given by X i ∈ T X i for all i ∈ {1, . . . , n}. The dualizing element is defined by 13) and the canonical ring is defined by
(1.14)
The singularity of Spec R is a higher-dimensional generalization of triangle singularities. The main result in this paper is the finiteness of hypersurface singularities of this type: The a-invariant a = a(R) ∈ Z of a graded Gorenstein ring R is defined by
where K R is the graded canonical module of R. If R is a hypersurface generated by n elements of degrees a 1 , . . . , a n with one relation of degree h, then the a-invariant of R is given by Let p = (p 1 , . . . , p n ) be a signature such that R is a hypersurface, and
be a polynomial ring graded by the abelian group L in (1.12). The Veronese subring of T over Z ω is denoted by
We write
for a pair (i, j) of integers with i ≤ j. Let ϕ : T → T = T / F be the natural projection, where
The restriction ϕ| R : R → R = R/ F will also be denoted by ϕ by abuse of notation. We write
Any element v ∈ L can be written uniquely as
where ℓ ∈ Z and 0 ≤ a i ≤ p i − 1 for any i ∈ [1, n]. This defines functions ℓ : L → Z and
and P ∈ C Y 1 , . . . , Y n ℓ is a homogeneous polynomial of degree ℓ.
forms a basis of the vector space m/m 2 . By the following Lemma 2.1, the ring R is generated by Ξ over C. Proof. Let CS denote the vector space spanned by S. If S generates R, that is,
Hence the image of S spans m/m 2 . Conversely, assume that the image of S spans m/m 2 . In order to prove that S generates R by induction,
We also set 
that the pure power of X i contained in R N i is X 
we have a i (k ω) = 1, so that there exists a monomial G ∈ T k ω− X i such that X i G ∈ R k and X i ∤ G. By applying Lemma 2.4, we have
Assume for contradiction that q i > 1. By comparing terms of degree 1 in the variable X i in (2.12), we obtain
is not a monomial, the right hand side of (2.13) is not a monomial. This contradicts the fact that the left hand side is a monomial, and Lemma 2.5 is proved.
Lemma 
by Lemma 2.4. Let π : C X 1 , . . . , X n → C X i , X j be the surjective ring homomorphism defined by
By projecting (2.14) by π, we obtain
It follows from the assumption of Lemma 2.6 that the only element in Ξ whose image by π does not vanish is a polynomial in X j . Hence we have π Q ∈ C X j . If π Q = 0, then the right hand side of (2.16) is not a monomial, which contradicts the fact that the left hand side is a monomial. Hence we have π Q = 0, so that X m j ∈ Ξ for some m ∈ N. This implies m = q j by Corollary 2.3. It follows from (2.16) that X
Together with the fact that π Q ∈ C X j , this implies that M q i X i = 1. Hence p i divides q i , and Lemma 2.6 is proved. . . , X n → C X i , X j , X k be the surjective homomorphism defined by
We can write
where
We shall show that X j | A l for all l ∈ [1, q − 1]. It follows from the assumption that every monomial appearing in π(Q) is either divisible by X i X j or consists only of X k . Since all monomials appearing in Y j + Y k A q−1 are not divisible by X i , they must be in C[X k ]. This implies that A q−1 = 0. Since all monomials appearing in A q−1 + Y j + Y k A q−2 Y i contains X i , they must be divisible by X i X j . Hence we must have X j | A q−2 . By repeating the same argument, we obtain X j | A l for all l ∈ [1, q −1]. In particular, one has X j | A 1 . It follows that the monomial Y q−1 i
do not cancel with any other terms. Since this monomial is neither divisible by X i X j nor consists only of X k , this is a contradiction, and Lemma 2.7 is proved.
The following lemma is the key to proving Theorem 1.2. Set
(2.20)
Lemma 2.8. If n ≥ 4, then we have |I| ≥ n − 1.
Proof. Assume for contradiction that n ≥ 4 and r := n − |I| ≥ 2. If i = j and i, j ∈ I, then we have X a i X b j ∈ Ξ for some a, b ≥ 1 by Lemma 2.6. It follows that
Similarly, Lemma 2.7 implies that Proof. If R = T , we have q i = 1 for all i ∈ [1, n] by Lemma 2.2. Hence
Since νN is an integer, it follows that
If R T , then we have X q i i ∈ Ξ for some i ∈ [1, n] by Lemma 2.5. Since we have X Let π : C X 1 , . . . , X n → C X i , X j , X k be the surjective homomorphism defined by If we write q = q i /p i , then the same argument as in the proof of Lemma 2.7 shows
If follows from (2.29) that
By projecting (2.30) by π, we obtain
which together with (2.31) and (2.32) gives
It follows from (2.32) and (
, this implies q j | p j and q k | p k . Hence both p j /q j = 1/νN j and p k /q k = 1/νN k are integers. The product u := νN is an integer by the definitions of ν and N in (2.7). The definitions of N j , N k and N in (2.7) and the fact that both 1/νN j = N/uN j and 1/νN k = N/uN k are integers imply u = 1, and Proposition 2.9 is proved. Corollary 2.10. We have q i = gcd(p i , N i ) and, in particular,
Proof. It follows from (2.7) and ν = 1/N that
(2.36)
Corollary 2.11. We have either
(1) R = T and
(2) R = T and there exists i ∈ [1, n] such that q i = p i and
It follows from (2.7) and Proposition 2.9 that
Hence we have
. If R = T , then we have |I| = n − 1 by Lemma 2.8, and there exists i ∈ [1, n] such that x j = X q j j for j ∈ [1, n] \ {i}. Note that we have F ∈ T c and c = N ω. We can remove X k such that q k = 1 from n k=1 X k to obtain an element q k =1 X k , which is one of the generators of R. Hence
Lemma 2.12. For any positive integer n, there exist only finitely many sequences (p 1 , . . . , p n ) of n positive integers satisfying
Proof. We may assume p 1 ≤ p 2 ≤ · · · ≤ p n . Then we have p 1 ≤ N and
so that
Hence there are only finitely many possibilities for p 1 . If we fix p 1 , then we have
since p 2 ≤ N. This leaves only finitely many possibilities for p 2 . By repeating the same argument, we can see that there are only finitely many possibilities for (p 1 , . . . , p n ).
Proof of Theorem 1.2. For any n ≥ 4, Proposition 2.9 and Lemma 2.12 give a finite list of possible signatures for hypersurface generalized triangle singularities, and Theorem 1.2 is proved.
For each signature p = (p 1 , . . . , p n ) with ν = 1/N, we can check if R is a hypersurface as follows: If q i = 1 for any i ∈ [1, n], then we have R = T and R is a hypersurface.
If R is a hypersurface and R = T , then there exists i ∈ [1, n] such that q i = p i and 
Proof of Theorem 1.3
We keep the same notations as in Section 2. Given a signature p = (p 1 , . . . , p n ), we define a group G ⊂ GL n (C) by
The group G acts naturally on T in such a way that diag(α 1 , . . . , α n ) ∈ G maps X i ∈ T to α i X i for i ∈ [1, n].
Lemma 3.1. If n ≥ 4 and R is a hypersurface, then R coincides with the invariant ring T G .
Proof. We have N ω = Nν c, which is equal to c by Proposition 2.9. This shows that
It follows that
This allows us to identify L/Z ω with the group of characters of G, so that the ring R, which is the Veronese subring over ω, is exactly the G-invariant part of T .
Proposition 3.2. If n ≥ 4 and R is a hypersurface, then R has an isolated singularity if and only if R = T .
Proof. The 'if' part is clear since T has an isolated singularity. To prove the 'only if' part, assume that R T . Then we have s := gcd(p i , p j ) = 1 for some 1 ≤ i < j ≤ n by Lemma 2.2 and Corollary 2.10. Define a subset of
Then the stabilizer subgroup of any point in P with respect to the action of G is given by
This is isomorphic to a cyclic subgroup of SL 2 (C), so that Spec R = (Spec T )/G has a nonisolated family of A s−1 -singularities along P/G.
Now we prove Theorem 1.3:
Proof of Theorem 1.3. To prove the 'if' part, assume that we have (1.15). Then we have
It follows that for any i ∈ [1, n], we have
This implies q i = 1 since q i is a positive integer by definition. Hence we have R = T (Lemma 2.2), which clearly has an isolated singularity at the origin. To prove the 'only if' part, assume that R has an isolated hypersurface singularity. Then Proposition 3.2 shows R = T , which implies q i = 1 for any i ∈ [1, n] by Lemma 2.2. Then one has ν = 1/N and gcd(p i , N i ) = 1 for any i ∈ [1, n] by (2.27), which implies N = lcm {p i | i ∈ [1, n]} = n i=1 p i and (1.15) by (2.7).
Proof of Theorem 1.4
Since we assume that n ≥ 4 and R is a hypersurface, we have
by Proposition 2.9. Define a function m : Z → Z by
where the function ℓ : L → Z is defined by (2.5). Recall that we have
where M (k ω) is defined by (2.6). Therefore the Hilbert series of R is given by Proof of Theorem 1.4. If R is generated by elements of degrees a 1 , . . . , a n with one relation of degree h, then the Hilbert series of R is given by
. A related discussion can be found in [Wag80, Theorem 2.6].
