Spektrin aistinta ja aaltomuotojen luokittelu kepstrianalyysia käyttäen by Jäntti, Joona
Joona Jäntti
Spectrum Sensing and Waveform
Classification Using Cepstral Analysis
School of Electrical Engineering
Thesis submitted for examination for the degree of
Master of Science in Technology.
Espoo 26.6.2014
Thesis supervisor:
Prof. Visa Koivunen
Thesis advisor:
D.Sc. (Tech.) Sachin Chaudhari
aalto university
school of electrical engineering
abstract of the
master’s thesis
Author: Joona Jäntti
Title: Spectrum Sensing and Waveform Classification Using Cepstral
Analysis
Date: 26.6.2014 Language: English Number of pages: 10+80
Department of Signal Processing and Acoustics
Professorship: Signal Processing Code: S-88
Supervisor: Prof. Visa Koivunen
Advisor: D.Sc. (Tech.) Sachin Chaudhari
Current usable radio frequency spectrum is beginning to be heavily crowded
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Lisensoitujen taajuskaistojen tehoton käyttö sekä langattoman tiedonsiirron
nopea kasvu on ruuhkauttanut nykyisen käytettävissä olevan radiospektrin.
Radiospektrin tehokkaammaksi ja joustavammaksi hyödyntämiseksi on ke-
hitetty kognitiivisia radiojärjestelmiä, jotka antavat toissijaisille käyttäjille
luvan käyttää lisensoituja taajuuskaistoja, kunhan käytöstä ei aiheudu hait-
taa ensisijaisille käyttäjille. Jotta toissijaiset käyttäjät voisivat hyödyn-
tää vapaita taajuuskaistoja tehokkaasti, tulisi niiden pystyä keräämään in-
formaatiota ja muodostaa tilannetietoisuutta radioympäristöstä aistimalla
spetriä.
Tämä diplomityö keskittyy spektrin aistintamenetelmiin, jotka pohjautu-
vat kepstrianalyysiin. Menetelmät soveltuvat monikantoaaltoteknologiaan
perustuvien ortogonaalista taajuusjako-multipleksausta (OFDM) käyttävien
signaalien aistimiseen. OFDM on merkittävin nykyisten ja tulevaisuuden
langattomien tiedonsiirtojärjestelmien käyttämä modulaatiomenetelmä.
Työssä johdetaan analyyttiset jakaumat kohinaisessa kanavassa ole-
van OFDM-signaalin kepstrikertoimille. Vapaan spektrin löytämi-
nen mallinnetaan tilastollisena hypoteesin testausongelmana, jonka
ratkaisemiseksi esitetään kaksi kepstrianalyysiin pohjautuvaa OFDM-
signaalin ilmaisumenetelmää. Lisäksi työssä esitetään menetelmät sekä
OFDM-symbolin datapituuden että syklisen etuliitteen pituuden esti-
moimiseksi. Lopulta kaikki ehdotetut yhden aistijan menetelmät laajen-
netaan hajautettuun monen sensorin aistimisongelmaan. Monen sensorin
käytöllä pyritään parantamaan päättelyn luotettavuutta vaativissa radioym-
päristöissä. Esitettyjen algoritmien suorituskykyä sekä teoreettisten ana-
lyysien tuloksia tarkastellaan kattavien simulaatioiden avulla.
Avainsanat: Ilmaisu, kepstrianalyysi, kognitiivinen radio, luokittelu,
spektrin aistinta
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Chapter 1
Introduction
1.1 Background
The usable radio frequency (RF) spectrum has become crowded due to the
rigid spectrum allocation policy and the rapid growth of wireless technologies.
In addition, some licensed spectrum bands are in fact highly underutilized,
which makes the overall spectrum utilization inefficient [1,2]. Cognitive radios
(CR) are developed to overcome this underutilization problem by allowing the
secondary users (SUs) to exploit unoccupied primary bands opportunistically
through dynamic spectrum access (DSA) along with flexible allocation policy.
Furthermore, the number of heterogeneous networks is going to rise in the
future [1]. In such scenarios, acquiring awareness of the spectrum state such
as identifying idle spectrum and classifying different users (for example primary
or secondary users) in the network is of utmost importance.
Orthogonal frequency division multiplexing (OFDM) is a key wideband
digital transmission technology for the present as well as future wireless sys-
tems [3]. Therefore, it is reasonable to assume that many licensed and sec-
ondary spectrum users will transmit OFDM waveforms with different param-
eters. Thus, detection and classification of OFDM waveforms are important
research problems for spectrum monitoring and coexistence of heterogeneous
networks.
The cepstrum can capture information on periodicities or on the rate of
change in different spectrum bands in a signal. Cepstral processing was first
used for characterizing the seismic echoes resulting from earthquakes [4]. Since
then, it has also been used in various applications such as radar and sonar,
speech processing, and deconvolution of two or more signals [5]. It has often
been used in speech processing applications such as pitch estimation for voice
coding, voice activity detection or speech recognition [6, 7].
The cepstrum has the ability to distinguish periodicities in a signal. The
insertion of the cyclic prefix (CP) in an OFDM symbol induces periodicities
in the signal which can be detected by the cepstrum. This property motivates
the use of cepstrum when sensing OFDM signals. It is shown that there are
distinct differences in the mean and the variance of the cepstra of OFDM signal
1
2and additive white Gaussian noise (AWGN), which is a property that can be
utilized both in detection and classification purposes.
1.2 Contributions of the thesis
In this thesis, the use of cepstral analysis for OFDM signal sensing is studied in
detail. A theoretical analysis of the distributions of the cepstral coefficients for
an OFDM signal in a noisy channel is presented. Moreover, novel algorithms
are proposed for detecting OFDM signals and estimating their transmission
parameters based on cepstral analysis. The performances of the proposed al-
gorithms as well as the results from theoretical analysis are examined and
justified by extensive simulations. A few of the results related to the pro-
posed algorithms for cepstrum-based detection and parameter estimation were
published in [8].
The main contributions of this thesis are summarized as follows:
• The distributions of cepstral coefficients for AWGN only and OFDM
signal in AWGN are derived theoretically. It is shown that in addition
to the DC peak, the mean of the OFDM cepstrum has peaks at the
indices of integer multiples of the data length in an OFDM symbol. In
addition, the variance of the cepstrum when OFDM signal is present has
triangular shaped peaks that appear at the indices corresponding to the
symbol length. On the other hand, the mean (except the DC index) and
the variance are constant valued when only AWGN is received.
• Based on the differences between the cepstra of an OFDM signal and
noise, two OFDM detection schemes are proposed in this thesis. The
distributions of the two test statistics are established so that both the
threshold value and the probability of detection for a Neyman-Pearson
detector can be calculated analytically. The performances of these de-
tectors are compared with the classical energy detector (ED) both in the
absence and the presence of noise uncertainty. It is shown that the first
detector is robust to noise uncertainty and outperforms the energy de-
tector even in the case of small noise uncertainty while the performance
of the second detector is closer to that of the ED.
• Algorithms for estimating the data length and the CP length of an
OFDM symbol based on cepstral analysis are proposed. The parame-
ters of data length and CP length in an OFDM symbol are generally
distinct for different wireless standards and therefore can be used for
classifying OFDM signals. This is an added advantage over the energy
detection scheme which cannot distinguish between different signals. It
is shown through simulations that the expected values of the proposed
estimates converge to their desired values and their variances converge
to zero as the SNR increases.
3• The proposed local signal detection and parameter estimation algorithms
are extended into a cooperative scenario where multiple distributed sen-
sors operate simultaneously and their sensing results are combined in
a fusion center. Cooperation is shown to improve both detection and
estimation performances over the single-user scenario.
1.3 Outline of the thesis
The organization of this thesis is as follows. In Chap. 2, a brief introduction
to CR systems, its functions and dynamic spectrum access is given. After
that, the basics of cepstrum analysis and OFDM waveforms are presented in
Chap. 4. In Chap. 5, the analytical distributions of the cepstral coefficients are
derived for both AWGN and for OFDM signal in AWGN. In Chapters 6 and
7, novel cepstrum-based detection and parameter estimation algorithms are
presented for both single-user and cooperative sensing scenarios. Moreover,
the performance results of each proposed algorithm are presented with Matlab
simulations. Chap. 8 concludes the thesis.
Chapter 2
Overview on Cognitive Radio
Systems
The usable RF spectrum is a valuable natural source - which unfortunately is
of limited extent. Problematically, the ever increasing demand for high-speed
wireless communication results in a growing need for the spectrum. In addition,
it has been shown that the current rigid spectrum allocation cannot meet the
increased demand for usable frequency bands and is also partly causing the
lack of usable spectrum [9]. Furthermore, there is significant underutilization
in the spectrum since many licensed users do not use their frequency bands
most of the time [10]. Cognitive radio CR systems are developed to offer a
novel solution to the spectrum underutilization since they aim to utilize the
available RF spectrum in an efficient way through acquiring awareness of the
spectrum and accessing free spectrum dynamically [11]. In CR systems, also
unlicensed users have a possibility to use licensed spectrum, as long as they
do not harm the licensed users.
In this chapter, the main concepts of CR systems are discussed. First, a
brief introduction to the definitions of CR is given, after which the framework
and the most important functions of CR systems are introduced. After that,
the usage of CR in dynamic spectrum access and the current regulatory and
standardization efforts regarding CR are reviewed. Additional information on
CR systems and DSA can be found for instance in [11–14].
2.1 Introduction
The term CR was first introduced by Joseph Mitola III in 1998, while he
had already promoted the term soft-ware defined radio (SDR) five years ear-
lier [14]. Practically, a software-defined radio means a multiband radio that
supports multiple air interfaces and is reconfigurable through software run on
digital signal processor or general-purpose microprocessors [15]. In 1999, Mi-
tola published an article where CR was introduced to be an enhancement for
the flexibility of personal wireless systems, and it was discussed more in detail
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5in Mitola’s doctoral dissertation in May 2000 [15]. Simon Haykin defined CR
in his survey [15] as an intelligent wireless communication system that learns
from the environment by understanding-by-building methodology. By Haykin
et al. [11], the objective of CR is twofold:
• provide highly reliable communication for all users whenever and wher-
ever needed;
• facilitate efficient utilization of the radio spectrum in a fair-minded and
cost-effective manner.
Another popular definition of CR systems is given by the Federal Commu-
nications Commission (FCC), which states that CR is a radio or system that
senses its operational electromagnetic environment and can dynamically and
autonomously adjust its radio operating parameters to modify system operation,
such as maximize throughput, mitigate interference, facilitate interoperability,
access secondary markets [16].
The main idea in CR systems is to exploit opportunities in the licensed
spectrum bands. The cognitive SUs try to detect whether the primary users
(PUs) are transmitting or not so that they could utilize primary frequency
bands. According to the CR approach, the SUs can use spectrum bands al-
located for the PUs as long as their secondary transmissions do not interfere
with the PUs.
Next, the basic CR framework and its main functions are briefly introduced.
After that the general concepts regarding DSA, the main application of CR
networks, are discussed.
2.2 Cognitive radio framework
In order to provide reliable communication and maintain the required quality
of service (QoS) for primary users, CR networks have to follow certain design
challenges. According to [17], CR networks should avoid interfering with the
PUs, provide seamless communication regardless of the appearance of the PUs,
and support QoS-aware communication considering the dynamic and hetero-
geneous network. To address these challenges, one can divide the spectrum
management process into four different categories: spectrum sensing, spectrum
decision, spectrum sharing and spectrum mobility [17]. Fig. 2.1 presents how
the CR network can be modeled with these four categories.
The first step in the cognitive cycle is spectrum sensing where cogni-
tive SUs try to obtain awareness of the state of the spectrum and whether
the PU transmission is present or not. The goal of spectrum sensing is to
find exploitable spectrum holes and to determine how to access licensed spec-
trum without causing harmful interference to the PU receivers [18]. Spectrum
sensing is one of the most essential functions in CR systems, for which it is
discussed more in detail in Chap. 3.
6 Spectrum sensing: A CR user can be allocated to only an
unused portion of the spectrum. Therefore, a CR user
should monitor the available spectrum bands, and then
detect spectrum holes. Spectrum sensing is a basic func-
tionality in CR networks, and hence it is closely related
to other spectrum management functions as well as lay-
ering protocols to provide information on spectrum
availability.
 Spectrum decision: Once the available spectrums are
identiﬁed, it is essential that the CR users select the most
appropriate band according to their QoS requirements. It
is important to characterize the spectrum band in terms
of both radio environment and the statistical behaviors
of the PUs. In order to design a decision algorithm that
incorporates dynamic spectrum characteristics, we need
to obtain a priori information regarding the PU activity.
Furthermore, in CRAHNs, spectrum decision involves
jointly undertaking spectrum selection and route
formation.
 Spectrum sharing: Since there may be multiple CR users
trying to access the spectrum, their transmissions
should be coordinated to prevent collisions in overlap-
ping portions of the spectrum. Spectrum sharing pro-
vides the capability to share the spectrum resource
opportunistically with multiple CR users which includes
resource allocation to avoid interference caused to the
Fig. 3. The CRAHN architecture and the cognitive radio cycle are shown in (a) and (b), respectively.
Fig. 4. Spectrum management framework for CRAHNs.
I.F. Akyildiz et al. / Ad Hoc Networks 7 (2009) 810–836 813
Figure 2.1: The main functions in CR networks, from [19].
Spectrum decision is done based on spectrum sensing data. During this
phase, the SU basically decides when to start operation and chooses the op-
erating frequency and its corresponding transmission parameters [20]. It is
essential to select the most appropriate band according to the QoS require-
ments and channel characteristics [19, 21]. Based on those requirements, the
data rate, acceptable error rate, delay bound, transmission mode, and the
transmission bandwidth can be determined [21].
Spectrum mobility is related to the change of operating frequency band
of the SUs [13]. When a PU starts transmitting in a frequency band that is
currently being used by a SU, the SU must immediately vacate the spectrum
band and change its transmission frequency. In order to maintain seamless
communication, the function of spectrum mobility must try to ensure that the
secondary transmission can continue without errors in the new spectrum band.
The final component of the categorized CR functions is spectrum shar-
ing, which handles the situations where multiple cognitive users operate in
the same frequency band. CR network access should be coordinated in such
way that the collisions between users transmitting in overlapping frequency
bands would be prevented [17]. Efficient spectrum sharing can be managed by
implementing different DSA strategies which are explained in the next section.
2.3 Dynamic spectrum access
Currently, the RF spectrum is strictly allocated for different licensed users.
The allocation is done and supervised in each country by some national orga-
nization, for example FCC in the USA or Finnish Communications Regulatory
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Authority (FICORA) in Finland. Fig. 2.2 shows the current RF spectrum al-
location in Finland regulated by FICORA.
As the number of wireless transmission technologies has grown significantly,
it is clear that the rigid spectrum allocation cannot meet the growing demand
for free spectrum bands [12]. In addition, some of the spectrum bands are not
used frequently by their licensed PUs. According to measurements done by
the FCC’s Spectrum Policy Task Force [10], the rigidly allocated RF spectrum
is in fact heavily underutilized, which gives opportunity for cognitive users to
exploit bands that are unoccupied. The frequency bands that are allocated to,
but in some location at some times are not utilized by their licensed users are
called spectrum holes or spectrum opportunities [13].
The classic approach is that the spectrum holes can be exploited in three
different dimensions: time, frequency and space. However, in [2] it is sug-
gested that one can also exploit such dimensions as code (spread spectrum
signals, time or frequency hopping codes), angle (beamforming) or polariza-
tion. An effective cognitive system should be able to identify opportunities in
all dimensions for the most efficient spectrum utilization.
The approach of opportunistically utilizing idle spectrum and therefore
improving the spectral efficiency is termed as dynamic spectrum access. In
contrast to the legacy wireless systems that were designed to operate on a
8Time
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spectrum
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Frequency
Spectrum in use
“Spectrum hole”
Power
Figure 2.3: The concepts of dynamic spectrum access and spectrum holes, from [17].
certain frequency band, the main objective of CR is to optimize the wireless
transmission by adaptively changing its transmission parameters [13]. Fig. 2.3
illustrates how DSA can be performed by utilizing spectrum holes.
The DSA strategies can be divided into three different models: dynamic
exclusive use model, open sharing model and hierarchical access model [14,18],
which are briefly explained next.
Dynamic exclusive use model is based on the current static spectrum
regulation policy where spectrum band are licensed to PUs for exclusive use.
However, the spectrum efficiency is improved by introducing flexibility with
two ways: spectrum property rights and dynamic spectrum allocation. The
first of these approaches allows users to sell and trade technology and to freely
choose technology [14]. On the other hand, dynamic spectrum allocation tries
to improve spectral efficiency by utilizing the spatial and temporal statistics
of different services [18].
Open sharing model (also referred to spectrum commons model) assumes
that all users have equal rights to use the spectrum. Thus, the spectrum can
be shared with cooperation - or simply by co-existing. When the spectrum is
shared cooperatively, users need to employ a common inter-networking proto-
col and communicate with each other [20].
Hierarchical access model gives all SUs free access to licensed spectrum
bands with a constraint that the interference caused to the PUs is limited [20].
This can be done using one of the three approaches: interweave, spectrum
underlay or spectrum overlay [23]. In spectrum underlay approach, the SUs
operate below the noise floor of PUs for example by spreading the transmis-
sion power over a wide frequency band [20]. An overlay approach allows also
9higher transmit powers for SUs but permits the transmission only at times or
locations where the spectrum is unutilized by the PUs [18]. The interweave
strategy uses the spatial domain for spectrum exploitation by utilizing the pri-
mary spectrum in locations where primary activity is absent, for example in
TV broadcasting and cellular networks [18]. Especially in hierarchical access
model, the interference management should be carefully taken into considera-
tion.
Interference management
The main constraint in opportunistic spectrum reuse is the fact that the op-
portunistic secondary transmission must not cause harmful interference to the
primary receivers. One approach to reduce the caused interference is to spec-
ify and to obey a set of two parameters: maximum level of interference power
perceived by a PU and a maximum probability that the interference level ex-
ceeds that [14]. Another method in measuring interference was proposed by
the FCC. It includes a parameter called interference temperature that serves
as an upper bound of the interference caused to PUs and consists of both
random noise power level and interference level from other transmitters [13].
According to the model, each PU has a limit temperature that guarantees a
certain quality of service [23]. However, the locations of the primary receivers
may not be known and they can be passive. Hence, the interference levels may
be difficult to characterize in practice. The interference management in CR
systems is studied in more detail in [24].
2.4 Cognitive radio in wireless transmission stan-
dards
In recent years, the interest in cognitive radio systems as a part of the wireless
transmission standards has risen significantly. Various cognitive features have
already been included in current wireless communication standards. Several
standardization organizations such as the International Telecommunication
Union (ITU), the Institute of Electrical and Electronics Engineers (IEEE), Eu-
ropean Telecommunications Standards Institute (ETSI), SDR forum and Euro-
pean Association for Standardizing Information and Communication Systems
(ECMA) are all working on CR related standards in different scenarios [25].
Next, a few of the main standards that incorporate CR techniques are pre-
sented.
IEEE 802.22 standard (known as cognitive radio standard) is one of the
earliest standardization efforts that is developed based on cognitive radios
[12]. It defines techniques to exploit white spaces in TV broadcast bands
in wireless regional area networks (WRANs). The same IEEE 802 working
group has also prepared the IEEE standards 802.11y/af and 802.19 that define
how to share wireless local area network (WLAN) frequency bands with other
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users and how to operate in the coexistence of networks belonging to various
different wireless standards in the unlicensed band [12]. Dynamic Spectrum
Access Networks Standards Committee (DySPAN - SC) (formerly known as the
IEEE Standardization Coordination Committee 41, SCC41) has also developed
definitions, architecture and conditions for dynamic spectrum access in wireless
communication. [23,25].
Other international standards that involve CR are for example ITU-R WP
1B and ITU-R WB 5A that include definitions on spectrum management and
DSA as well as description of CR systems in the land mobile service [12, 25].
ETSI TC RSS group also provided standardization for regulatory aspects of CR
systems and coexistence architecture for CR networks in ultra high frequency
(UHF) white space frequency bands [25].
Chapter 3
Spectrum Sensing in Cognitive
Radio
As stated earlier, in a CR system, the opportunistic SUs must sense the spec-
trum in order to determine whether the primary receiver is transmitting or not.
Spectrum sensing is defined in [2] as the task of obtaining awareness about the
spectrum usage and existence of PUs in a geographical area. The awareness
indicates in this context both measuring the RF content in the spectrum as
well as acquiring information about the type of the transmitted signals [2].
In order to apply DSA and not to cause harmful interference to the primary
transmission, SUs must be able to detect the presence of the PUs effectively,
which implies that spectrum sensing is one of the most essential elements in
CR [26]. Hence, an advanced SU should both be able to detect other radio
transmissions in its proximity and to be capable of classifying whether the
detected signal is a primary or another secondary transmission or some other
interfering signal.
This chapter is organized as follows. In the next two sections, an overview
of the currently used detection and classification techniques in CR is presented.
The final section of the chapter introduces the aspects in collaborative spec-
trum sensing.
3.1 Signal detection
In this section, a brief overview of classical signal detection theory is presented,
after which some commonly used signal detection techniques are introduced.
In this section, only a single sensor case is considered and the detection is
performed under a binary hypothesis test which is explained next.
3.1.1 Binary hypothesis test
The detection of a PU signal is essentially a classical statistical problem that
can be formulated as a binary hypothesis test. In a binary hypothesis test,
the absence of the target signal is denoted as a null hypothesis H0 whereas an
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alternative hypothesis H1 states that the target signal is present. Therefore
the binary hypothesis problem can be written as:{
H0 : x(n) = w(n)
H1 : x(n) = s(n) + w(n),
(3.1)
where x(n) is the received signal, w(n) denotes AWGN and s(n) is the signal to
be detected. Here n stands for the discrete time index. Since the measurements
are affected by random noise, they can be modeled as random variables with
a certain distribution. The distributions associated with both hypotheses are
assumed to be different which allows for the detection of the distribution from
which an observed sample is generated.
In a binary hypothesis test, the receiver always decides based on some de-
cision statistic whether the observed data come from H0 (decision D0) or from
H1 (decision D1). Since the received signal is affected by random continuously
distributed noise, an observed value can in fact be drawn from either of the
possible distributions. Therefore, there can occur four different decision cases
that are shown in Table 3.1.
Table 3.1: Four different decision scenarios under a binary hypothesis test.
True Hypothesis
.
1
Decision
H0
(only noise)
H1
(noise and target signal)
Correct Decision Missed Detection
D0 Probability: Probability:
P (D0|H0) Pm = P (D0|H1)
False alarm Correct Detection
D1 Probability: Probability:
Pf = P (D1|H0) Pd = P (D1|H1)
Optimally, the decision rule should be formulated so that it would mini-
mize the decision errors. However, in practice the suitable detection strategy
depends on the nature of the decision making problem at hand. For example,
in telecommunication applications it may be irrelevant whether the error hap-
pens when detecting 0 bit or 1 bit, whereas in radar detection numerous false
alarms may overwhelm the whole radar system. There exists many different
design criteria for detection. For more information, one can refer to [23,27–29].
If the distributions of the received signal under both hypotheses are known,
the optimal test based on the i.i.d. observations x(1), x(2), . . . , x(M) is a
likelihood ratio test (LRT) which is given by
Λ(x) =
∏M
n=1 f(x(n)|H1)∏M
n=1 f(x(n)|H0)
=
L(x|H1)
L(x|H0)
choose H1
≷
choose H0
η (3.2)
where f(x(n)|Hi) denotes the conditional probability density function (PDF)
of x(n) under Hi (i = 0, 1) and η denotes a (scalar) threshold value. The
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likelihood function (LF) under Hi (i = 0, 1) for a given observation vector x is
marked with L(x|Hi). The test statistic Λ(x) is said to be a simple likelihood
ratio (LR) when both of the distributions are completely known. However,
if the distributions contain unknown parameters, it is said to be a composite
LR. If one uses maximum likelihood estimates for the unknown parameters
in the LRT, the test is then called the generalized LRT (GLRT) which is not
necessarily optimal test but often works highly reliably.
In spectrum sensing, controlling the false alarm rate parameter is crucial
since false alarms can lead to inefficient spectrum reuse [23,30]. On the other
hand, a good detector should also have high probability of detection since
missed detections lead to retransmissions by PU and SU and may reduce the
QoS for PU, too. Therefore, the detection criterion considered in this thesis is
Neyman-Pearson (NP) criterion which maximizes the probability of detection
with a constraint on the maximum false alarm probability Pf [27]. Thus, the
NP lemma is given as "the LRT that rejects H0 in favor of H1 when" [13]:
Λ(x) =
L(x|H1)
L(x|H0) ≥ η where P (Λ(x) ≥ η|H0) = α, (3.3)
where α denotes the specified maximum allowed Pf . It should be noted that
in order to design a NP detector one needs to know only the distribution of
the received signal under H0 [23].
There exists also other common approaches for the detection criteria. For
example, Bayesian strategy uses prior probabilities and conditional densities of
the two hypotheses in order to minimize the Bayesian risk. The approach where
the Bayes decision rule corresponding to the least favorable prior probability
assignment is used to minimize the Bayes risk is called minimax strategy [23].
However, these and other possible decision strategies are not covered here in
more detail for brevity. Detailed information on different detection criteria can
be found for example in [27,28].
3.1.2 Signal detection techniques
Signal detection techniques for CR can be roughly divided into three cate-
gories: energy detectors, matched filter detectors and feature detectors [23,30].
In this section, the basics of each detector group are briefly given. Naturally,
there also exists numerous other detection techniques. For more information
on the current state-of-the-art detection techniques, one can for example refer
to [2, 12, 23, 26, 30]. It should also be noted that since the field of spectrum
sensing is still relatively new, novel methods are still being developed.
Energy detection (ED), which is also known as a radiometry, is probably the
most elementary signal detection technique [28]. Basically, the ED just mea-
sures the energy of the received signal over a given time interval and compares
the result to a threshold value that is based on the energy of the background
noise.
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The main benefit of the ED is its simplicity and applicability to all kinds
of signals. It is also stated that assuming i.i.d. Gaussian noise channel with
known noise power, the ED is at least a GLRT for unknown random signals or
even optimal detector when the signal is an uncorrelated Gaussian signal [30].
However, the ED cannot distinguish between different waveforms (e.g. be-
tween primary and secondary users or interference) and is highly susceptible
to noise power uncertainties. When the signal-to-noise ratio (SNR) falls un-
der a certain level of noise power uncertainty (known as the SNR wall), it is
impossible to detect the signal even with infinitely long measuring time [31].
The ED technique is fairly well researched detection technique and interested
readers can find more details on it in [32,33].
Matched filtering is the optimal detection method when the transmitted
waveform is completely known as it maximizes the SNR in AWGN transmis-
sion channel [34]. In matched filtering, the received signal is correlated with
a known signal sequence and the result of that is then compared with a pre-
defined threshold value. Due to the coherent nature of the detector, detection
can be very fast with matched filters [13].
As matched filtering works for only one type of a known signal, one needs a
bank of them for detecting several types of waveforms, which naturally causes
implementation issues [23]. Another limitation in practical use is the fact that
a matched filter needs to know the properties of the detected waveform (i.e.
preambles, pilot signals) and background noise statistics perfectly in order to
operate. In addition, matched filtering is highly sensitive to synchronization
errors [30].
Feature-based detectors look for certain features in the received signal in
order to detect them. Since most man-made signals are cyclostationary and
have periodic patterns caused by modulation and coding operations, for ex-
ample by symbol rate, chip rate or channel coding, they can also be detected
based on them [26]. For example, the insertion of the CP in an OFDM signal
induces nonstationarity, which makes its autocorrelation function (ACF) time-
varying and nonzero valued at time lags corresponding to the symbol length.
This nonstationary feature can be exploited and used as a basis for signal
detection. Such ACF-based detectors are proposed in a number of papers,
e.g. [35–37]. The detection schemes that are proposed in Chap. 6 are likewise
based on the cyclostationary features of OFDM signals.
The benefit of feature-based detectors is that they can distinguish between
different waveforms. In addition, feature-based detectors can be used for de-
tecting a wide variety of different waveforms. However, they can be relatively
complex to design as compared to the ED, and the detection time can be
rather long in comparison to the matched filtering. Typically, the signal also
needs to be oversampled with relation to the chip or symbol rate to detect
cyclostationarity.
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3.2 Signal classification
Different modulation techniques are used in different wireless communication
systems. Moreover, many wireless systems employ adaptive modulation and
coding in link adaption. Thus, the automatic recognition of the used waveform
done by an intelligent radio receiver can prove to be very useful both in civilian
and military applications [38]. For example, in military applications signal
classification can be used in threat analysis or electronic warfare to classify
adversary radio emitters, whereas some commercial applications are spectrum
management in spectrum surveillance and signal source identification [39,40].
Identifying different kinds of signal waveforms is also an important part
of CR networks [11]. If a cognitive user has detected a wireless transmission
signal, it is valuable to distinguish what type it is, since it can be transmitted
by either primary or secondary users. In some cases, there can even exist
malicious SUs that ignore or disobey the spectrum sharing rules. In those
situations, one needs to identify such users in order to locate and exclude them.
Thus, utilizing signal classification techniques for hostile user identification is
also considered as a major task in CR networks [41].
In addition, the coexistence of heterogeneous networks where many differ-
ent types of signals are transmitted simultaneously gives another motivation
for developing signal classification methods. In order to control dynamic spec-
trum access efficiently and to optimize the coordination and coexistence among
different SUs in heterogeneous networks, one needs not only to detect different
wireless transmissions but also to distinguish among them [42]. Furthermore,
an intelligent SDR can also adjust its demodulator part of the receiver if it
successfully classifies the received signal modulation type [43].
In this section, the basics of automatic modulation classification and signal
identification are presented. For additional information on signal classification
in CR systems, one can refer [38,40,44–47].
3.2.1 Automatic modulation classification techniques
Automatic modulation classification (AMC) is a method that targets to iden-
tify the modulation type of a given wireless communication system with high
probability, short decision time, and large SNR range [38, 46]. Typically the
modulation types that are used in wireless communications and need to be clas-
sified are amplitude shift keying (ASK) phase shift keying (PSK), frequency
shift keying (FSK) and quadrature amplitude modulation (QAM) with differ-
ent constellation sizes. Inter-class modulation classification refers to the case
where the identified modulation types can vary (e.g. ASK, FSK or PSK),
whereas in intra-class modulation classification identification is done within a
single modulation class (e.g. BPSK or QPSK) [48].
AMC techniques can be traditionally divided into two broad classes: likelihood-
based methods and feature-based methods [44, 46]. From these the former
introduces a statistical decision theoretical approach, while the latter offers
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more practically oriented statistical pattern recognition approach [40]. Next,
the elementary information about these two categories is presented. Further
information on AMC can be found in [49–51].
Likelihood-based modulation classification is basically a multiple com-
posite hypothesis testing problem, which is based on the idea that the PDF
of the observed waveform, conditioned on the embedded modulated signal,
contains all information required for the modulation classification done with a
composite LRT [38, 44]. In this multiple hypothesis problem each hypoth-
esis Hi corresponds to the case that the signal is of ith modulation type
(i = 1, . . . , Nmod, where Nmod is the total number of modulation types). The
unknown parameters in the composite LRT, depending on the classification
scheme, can be for example carrier phase, timing offset, phase jitter, sig-
nal level, signal power, signal power spectral density or some combination
of them [38].
In likelihood-based AMC, the likelihood function is calculated for each
modulation type. Under the assumption of equal priors, the decision is made
based on which modulation type maximizes the likelihood function [43]. In the
literature, three different variations of LRTs for the likelihood-based AMC are
usually proposed : average likelihood ratio test (ALRT), generalized likelihood
ratio test (GLRT) and hybrid likelihood ratio test (HLRT) [38].
In ALRT, all unknown parameters (assumed to be mutually independent of
each other) are treated as random variables with certain PDFs which are then
used for averaging the LF under each modulation type (or hypothesis) [43].
The LF under hypothesis Hi is then given by [38]:
L
(i)
A [x(n)] =
∫
L[x(n)|vi, Hi]p(vi|Hi)dvi, (3.4)
where L[x(n)|vi, Hi] is the conditional LF of the noisy received signal x(n)
under Hi, conditioned on the unknown parameter vector vi, and p(vi|Hi) is
the a priori PDF of vi under Hi. In Bayesian sense, if the chosen a priori PDF
is the same as the true PDF of vi, ALRT results in an optimal classifier [52].
Furthermore, if the PDF of vi is known, the problem reduces to a simple
hypothesis-testing problem by integrating over vi [38]. However, usually the
problem with ALRT is the high computational complexity of multidimensional
integration that may render it to be impractical in many practical situations
[38].
In GLRT based classification the unknown parameters are treated as un-
known deterministic quantities and are estimated. For example, maximum
likelihood estimates (MLEs) of the parameters are typically used in the LRT.
The LF under Hi in this case is then given by [38]:
L
(i)
G [x(n)] = maxvi
L[x(n)|vi, Hi]. (3.5)
Now, instead of multidimensional integration, the LF consists of multidi-
mensional maximization. Unfortunately, the estimation of the unknown pa-
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rameters may lead to the same LF value for the nested constellations (e.g.
BPSK and QPSK or 16-QAM and 64-QAM), which may cause classification
errors [38].
HLRT approach is basically a combination of ALRT and GLRT techniques.
Thus, the LF in HLRT approach is [38]:
L
(i)
H [x(n)] = maxvi1
∫
L[x(n)|vi1,vi2, Hi]p(vi2, |Hi)dvi2, (3.6)
where vi = [vTi1,vTi2]T and vi1 and vi2 are vectors of unknown quantities mod-
eled as unknown deterministic parameters and random variables respectively.
Hence, HLRT offers a reasonably reliable classification performance without
the computational complexity of ALRT [43]. It should be noted that there are
also proposed quasi-HLRT schemes which are based on non-MLE estimation
methods to avoid heavy computational workload [43].
Feature-based modulation classification is the broader and more diverse
class of AMC. Basically, the classification is now done based on different fea-
tures that uniquely represent each modulation format [43]. For example, mod-
ulation classification schemes have been proposed based on such features as
signal statistics [52], higher order signal statistics (e.g. moments, cumulants,
kurtosis) [53, 54], wavelet transform [48], cyclostationarity [55], zero crossing
intervals [56], multi-fractals [57] and time-frequency analysis [58]. Some pro-
posed AMC techniques also include techniques based on entropy, fuzzy logic,
moment matrix and constellation shape recovery [38]. In [39], it is suggested
that the classification based on different features can be done with pattern
recognition tools. The procedure consists then of three parts: sensing, feature
extraction and decision procedures. The pattern recognition based decision
procedures can also include use of neural networks or subspace classifiers.
There are many different algorithms for feature-based modulation classifi-
cation. A survey of cyclostationarity feature-based modulation classification
techniques can be found in [59]. In [38], a comprehensive list of different
feature-based AMC methods is presented. Additional information on feature-
based AMC in CR can also be found in [40,44,47].
As shown, there are numerous different techniques for signal modulation
classification. However, in practice, the algorithm must be chosen based on
the scenario at hand since there is not a single method that can distinguish
among all different modulation types optimally [44]. AMC can be utilized also
in signal detection purposes. For example, a detection scheme utilizing AMC is
proposed in [60]. It is based on the fact that all PU signals use one modulation
form or another, and hence the ability of detecting any modulation scheme is
sufficient for declaring the presence or absence of the PU. There have also
been proposed such spectrum sensing schemes that combine both detection
and AMC, for instance in [52].
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3.2.2 Signal transmission parameter estimation
In situations where the receiver knows the type of the received signal it is also
important to distinguish or estimate what transmission parameters are being
used. This problem is usually referred to signal parameter estimation. As cog-
nitive networks are usually based on exploiting the frequency band of a certain
known primary signal with known transmission parameters (for example ter-
restrial digital video broadcasts), by estimating some waveform parameters
one can easily determine whether the received signal consists of the primary
signal or not. Furthermore, and similarly as with the AMC, estimating sig-
nal transmission parameters helps in spectrum monitoring and distinguishing
adversary or illegal transmissions [61].
In heterogeneous networks, various different transmissions that use the
same modulation method can be present simultaneously. For example, sec-
ondary cellular Worldwide Interoperability for Microwave Access (WiMAX) or
Long-Term Evolution (LTE) transmissions can operate in the same network
with terrestrial digital video broadcasting (DVB-T and DVB-T2) signals, all
of which utilize OFDM modulation. However, each signal uses its own OFDM
transmission parameters such as the number of subcarriers, symbol duration,
or the length of the CP. Thus, by estimating the transmission parameters of
the received signal, cognitive users can distinguish among different waveforms.
For example, a joint detection and classification of mobile LTE and WiMAX
OFDM signals in CR networks is proposed in [62]. In addition, a method
for distinguishing between DVB-T and LTE signal (OFDM-based) as well as
programme-making and special events (PMSE) signal (QPSK modulated) is
proposed in [63].
Various techniques for estimating OFDM transmission parameters have
been proposed in the literature. Usually, the estimation is performed based
on the cyclostationarity that is induced by the insertion of the CP [61]. For
example, methods for finding the symbol duration based on the distance be-
tween peaks in the autocorrelation function and for estimating the CP length
based on the entropy of the time-frequency transform of the received signal
are proposed in [64]. On the other hand, in [65], symbol duration estimation
may be done based on cyclic correlation algorithm and the CP length is found
by performing a correlation test. When the symbol length is known, a method
for finding the CP length using autocorrelation of the received signal with its
delayed copy is proposed in [66]. As shown later in Sec. 4.2.1, in theory such
autocorrelation function has non-zero elements only at the part that falls into
the guard interval. Thus, by calculating the power ratio between guard time
and symbol duration, one can estimate the CP length (assuming that the SNR
level is known) [66].
The performance of a given estimator can be measured with basic estima-
tion theory tools. It is desirable that an estimate θˆ of an unknown parameter
θ would on average be as close as possible to the true value. The bias of an
estimator is the average error that it gives:
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TABLE II
COMPARISON OF SINGLE-RADIO AND DUAL-RADIO SENSING
ALGORITHMS.
Single-Radio Double-Radio
Advantages - Simplicity
- Lower cost
- Higher spectrum effi-
ciency
- Better sensing accuracy
Disadvantages
- Lower spectrum effi-
ciency
- Poor sensing accuracy
- Higher cost
- Higher power consump-
tion
- Higher complexity
in Table II. One might prefer one architecture over the other
depending on the available resources and performance and/or
data rate requirements.
There are already available hardware and software platforms
for the cognitive radio. GNU Radio [20], Universal Software
Radio Peripheral (USRP) [21] and Shared Spectrum’s XG
Radio [22] are some to name. Mostly energy detector based
sensing is used in these platforms because of its simplicity.
However, there are not much detail in literature on the exact
implementation. Second generation hardware platforms will
probably be equipped with more sophisticated techniques.
B. Hidden Primary User Problem
The hidden primary user problem is similar to the hidden
node problem in Carrier Sense Multiple Accessing (CSMA). It
can be caused by many factors including severe multipath fad-
ing or shadowing observed by secondary users while scanning
for primary users’ transmissions. Fig. 2 shows an illustration
of a hidden node problem where the dashed circles show
the operating ranges of the primary user and the cognitive
radio device. Here, cognitive radio device causes unwanted
interference to the primary user (receiver) as the primary
transmitter’s signal could not be detected because of the
locations of devices. Cooperative sensing is proposed in the
literature for handling hidden primary user problem [23]–[25].
We elaborate on cooperative sensing in Section V.
C. Detecting Spread Spectrum Primary Users
For commercially available devices, there are two main
types of technologies: fixed frequency and spread spectrum.
The two major spread spectrum technologies are frequency-
hoping spread-spectrum (FHSS) and direct-sequence spread-
spectrum (DSSS). Fixed frequency devices operate at a sin-
gle frequency or channel. An example to such systems is
IEEE 802.11a/g based WLAN. FHSS devices change their
operational frequencies dynamically to multiple narrowband
channels. This is known as hopping and performed according
to a sequence that is known by both transmitter and receiver.
DSSS devices are similar to FHSS devices, however, they use
a single band to spread their energy.
Primary users that use spread spectrum signaling are diffi-
cult to detect as the power of the primary user is distributed
over a wide frequency range even though the actual informa-
tion bandwidth is much narrower [26]. This problem can be
partially avoided if the hopping pattern is known and perfect
synchronization to the signal can be achieved as discussed
Fig. 2. Illustration of hidden primary user problem in cognitive radio systems.
in Section II. However, it is not straightforward to design
algorithms that can do the estimation in code dimension.
D. Sensing Duration and Frequency
Primary users can claim their frequency bands anytime
while cognitive radio is operating on their bands. In order
to prevent interference to and from primary license owners,
cognitive radio should be able to identify the presence of
primary users as quickly as possible and should vacate the
band immediately. Hence, sensing methods should be able
to identify the presence of primary users within a certain
duration. This requirement poses a limit on the performance of
sensing algorithm and creates a challenge for cognitive radio
design.
Selection of sensing parameters brings about a tradeoff
between the speed (sensing time) and reliability of sensing.
Sensing frequency, i.e. how often cognitive radio should
perform spectrum sensing, is a design parameter that needs to
be chosen carefully. The optimum value depends on the capa-
bilities of cognitive radio itself and the temporal characteristics
of primary users in the environment [27]. If the statuses of
primary users are known to change slowly, sensing frequency
requirements can be relaxed. A good example for such a
scenario is the detection of TV channels. The presence of a TV
station usually does not change frequently in a geographical
area unless a new station starts broadcasting or an existing
station goes offline. In the IEEE 802.22 draft standard (see
Section VII), for example, the sensing period is selected as
30 seconds. In addition to sensing frequency, the channel de-
tection time, channel move time and some other timing related
parameters are also defined in the standard [28]. Another
factor that affects the sensing frequency is the interference
tolerance of primary license owners. For example, when a
cognitive radio is exploiting opportunities in public safety
bands, sensing should be done as frequently as possible in
order to prevent any interference. Furthermore, cognitive radio
should immediately vacate the band if it is needed by public
safety units. The effect of sensing time on the performance
of secondary users is investigated in [29]. Optimum sensing
durations to search for an available channel and to monitor a
used channel are obtained. The goal is to maximize the av-
erage throughput of secondary users while protecting primary
Figure 3.1: The hidden PU problem, from [2].
B(θˆ) = E[θˆ]− θ. (3.7)
An estimator is said to be unbiased if its bias is equal to zero for all values
of parameter θ. However, the unbiasedness itself does not guarantee the good
quality of the estimator, since a preferable estimator should have the smallest
variance possible. Thus, a useful me sure of the quality of an estimator is the
mean squared erro (MSE), which can be calculated as
MSE(θˆ) = E[(θˆ − θ)2] = Var(θˆ) +B(θˆ)2. (3.8)
Alternatively, one can apply a constraint that the estimator is unbiased and
minimize the variance under such constraint. For unbiased estimator, the MSE
is simply its variance.
3.3 Collaborative spectrum sensing in cognitive
radio
It is shown that the spectrum sensing performance can be improved signifi-
cantly with cooperation [23, 26]. In cooperative sensing, multiple geograph-
ically distributed SUs cooperate in sensing a common PU transmission [23].
For example, such multipath propagation effects as shadowing or fading can be
mitigated with cooperation [23,26]. The increased spatial diversity of many co-
operating sensors help addressing these problems, since it is highly improbable
that all cooperating SUs experience a radio channel in deep fade or shadowing
simultaneously. Cooper tion also helps in improving th dete tion sensitivity,
robustness to non-id alities and addressi g the situ tion called the hidden PU
problem. [23,26]
The hidden PU problem (or the hidden node problem), depicted in Fig. 3.1,
is a common situation that can be very problematic in single-user spectrum
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sensing. It happens when the cognitive user is located outside the reach of the
primary transmitter and hence does not detect the PU transmission. How-
ever, if the SU starts transmitting at that frequency band, it may disrupt the
primary receivers that are both in the reach of the primary and the secondary
transmission. The hidden primary user problem can also occur for example
because of severe multipath fading or shadowing [2].
In cooperative sensing, many cognitive users share their spectrum sensing
information with others. The architecture of cooperative sensing can follow
either centralized or decentralized strategy [12,23]. In centralized strategy, one
cognitive user serves as a fusion center (FC) and makes decisions based on the
collected data that contains all the observations from all other users in the
collaborative network [12, 23]. After the FC has made a decision whether the
primary signal is present or not it communicates it to all cooperating CR users.
On the other hand, the decentralized strategy introduces a more sophisticated
structure where the individual sensors process the data locally before sending
a summary of it to the FC [12, 23]. Usually, the algorithms for data fusion
in the FC are derived under the assumption of the independence of the local
observations conditioned on either of the possible hypotheses [23].
The centralized topology offers a simple network where classical optimiza-
tion theory can be applied in order to solve the most efficient cooperative
spectrum access [13]. However, because in a centralized system each user
sends all its observations to the FC, it requires more bandwidth for reporting
than the decentralized strategy. Furthermore, the power consumption is also
higher when more data is being transmitted [23]. It is also stated that the
information loss in summarizing the local observations causes minimal perfor-
mance degradation for the decentralized system compared with the centralized
system [23].
The data that is sent to the FC can consist of either binary decisions (hard
decisions) or some other representation (for example some sufficient statis-
tic) of the current state of the sensed spectrum band (soft decisions). After
receiving the data, the FC then combines the received data with some fu-
sion rule in order to make decisions. For example, in the case of hard com-
bining can be done based on traditional Boolean fusion rules (OR, AND or
MAJORITY) [67]. In the case of soft combining, such existing receiver diver-
sity techniques as equal gain combining (EGC) and maximal ratio combining
(MRC) can be utilized, for example [67].
Further reading about collaborative spectrum sensing can be found for ex-
ample in [23,67] and about distributed detection in [68,69]. A survey regarding
the performance analysis of hard decision and soft decision based cooperative
sensing in imperfect reporting channels is presented in [70].
Chapter 4
Basics of Cepstral Analysis and
OFDM Signals
In this chapter, the basics of the cepstral processing and its applications are
introduced. After that, a brief overview of the popular OFDM transmission
method is given.
4.1 Cepstrum
The cepstrum was first introduced by Bogert, Healy and Tukey in 1963 [4]
to detect echoes in a time-series of seismic waves. They discovered that a
logarithmic spectrum of a signal containing echos has an additive periodic
component depending only on the size and the delay of the echo, and taking
a further spectrum of that log-spectrum allows for detecting the presence and
the "frequency" of that echo [4,71]. At the same time, they also introduced the
paraphrased terms the cepstrum to represent the spectrum of the log-spectrum
and the quefrency to stand for the frequency of the spectral ripples caused by
the echoes and thus to be the unit of the cepstrum [72].
4.1.1 Cepstrum definitions
There exists different definitions for the cepstrum in the literature. Commonly,
the cepstrum is defined to be an inverse Fourier transform of the logarithmic
magnitude spectrum of a signal [4, 7, 71, 73, 74]. Because of the different def-
initions, there exists also different nomenclature for it such as the complex
cepstrum, the real cepstrum, the power cepstrum, and the phase cepstrum.
Next, the different cepstrum forms are briefly presented. Interested readers
are suggested to refer [71,75] for more details.
Complex cepstrum
Sometimes the cepstrum is defined as the Fourier transform of the logarithmic
spectrum of a signal [76, 77]. Since taking the spectrum of a signal gives
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DFT Log{} IDFT x(n) 
X(k) Log{X(k)} 
cc(n) 
DFT abs log IDFT x(n) 
X(k) |X(k)| log|X(k)| 
cc(n) + 
arg 
j arg[X(k)] 
j 
Figure 4.1: Block diagram of the complex cepstrum.
complex output, the logarithmic operation must be the complex logarithm,
which yields the nomination the complex cepstrum. The exact definition of
the complex cepstrum cc(n) of the discrete-time input signal x(n) is given
by [71,75]
cc(n) =
1
2pi
∫ pi
−pi
Log
{
X(ω)
}
ejωndω, (4.1)
where X(ω) is the discrete-time Fourier transform (DTFT) of x(n) given by
X(ω) =
∞∑
n=−∞
x(n)e−jωn, (4.2)
where ω denotes the angular frequency (−pi < ω ≤ pi). The complex logarithm
Log{Z} of a complex quantity Z is defined as
Log
{
Z
}
= log |Z|+ j arg[Z], (4.3)
where log stands for the natural logarithm and arg for the argument operator.
However, in practice, the cepstrum is usually computed using the discrete
Fourier transformation (DFT) instead of the DTFT. In addition, it is typically
computed using the fast Fourier transform (FFT) algorithm. The definition of
the complex cepstrum in terms of DFT and inverse discrete Fourier transform
(IDFT) is then the following [78]:
xˆ(n) = F−1
{
Log
{F{x(n)}}}
=
1√
Nr
Nr−1∑
k=0
(
log |X(k)|+ j arg[X(k)])ej 2piknNr (4.4)
for n = 0, 1, . . . , Nr − 1, where F and F−1 denote the DFT and the IDFT
respectively and Nr is the number of data points used in the transforms when
computing the cepstrum. The term X(k) represents the DFT of x(n) which is
computed as [71]
X(k) =
Nr−1∑
n=0
x(n)e−j
2pikn
Nr . (4.5)
The process of calculating the complex cepstrum with the DFT and the
IDFT is illustrated in Fig. 4.1. It should be noted that since the DFT is
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a sampled version of the DTFT, the complex cepstrum calculated with the
DFT is due to the quefrency domain aliasing (resulting from the sampling)
an approximation of the ”true” complex cepstrum defined in Eq. (4.1) [71].
However, by utilizing FFT algorithms, one can make the quefrency aliasing
reasonably insignificant by using sufficiently large values of Nr [79].
The main issue in computing the complex cepstrum is the implementa-
tion of the complex logarithm, and more specifically the computation of the
phase angle arg[X(k)] of the spectrum X(k) [71, 80]. Usually, the angle of a
complex value is specified as a modulo of 2pi (called the principal value of the
angle). This causes problems as a proper and invertible complex cepstrum
would need a continuous phase function which would need an ”unwrapping” of
the phase function [71, 77, 81]. Unfortunately, the implementation of accurate
unwrapping has proven to be challenging and hence the use of the complex
cepstrum might be impractical. However, because of the invertibility property
of the complex cepstrum, it is used frequently in such processing that involve
homomorphic deconvolution or homomorphic filtering for example in speech
processing, image processing or seismic data processing [5].
Real cepstrum
The difficulties in the implementation of the complex cepstrum, the real cep-
strum is usually used in practice instead of the complex cepstrum [77]. In fact,
in the literature the term cepstrum generally refers to the real cepstrum. The
exact definition of the real cepstrum is given by [71]
cr(n) =
1
2pi
∫ pi
−pi
log
∣∣X(ω)∣∣ejωndω, (4.6)
Again, using the DFT instead of the DTFT, one can write the real cepstrum
as
cr(n) = F−1{log |F{x(n)}|}
=
1√
Nr
Nr−1∑
k=0
log |X(k)|ej 2piknNr . (4.7)
Now, as |X(k)| is a real valued function, the phase argument is ignored and
hence unwrapping is not needed. Fig. 4.2 shows the block diagram of the
cepstral process, which is now simpler than with the complex cepstrum.
DFT abs log IDFT x(n) 
X(k) |X(k)| log|X(k)| 
c(n) 
Figure 4.2: Block diagram of the real cepstrum.
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It should be noted that discarding the phase components creates the output
of the DFT to be symmetric across the zero-point [82]. Hence, the real cep-
strum is also always symmetrical. It can also be proved that the real cepstrum
sequence is in fact the even part of the complex cepstrum [82], i.e.,
cr(n) =
cc(n) + cc(−n)
2
. (4.8)
Note also that throughout this thesis, the real cepstrum that is computed
with the DFT/IDFT implementation shown in Eq. (4.7) is used. Since the real
cepstrum is symmetrical, only the first half of the cepstrum sequence need to
be taken into account in derivations. Furthermore, the real cepstrum is also
referred simply as the cepstrum and cr(n) is denoted by c(n) for convenience.
Power cepstrum
The power cepstrum was first described by Bogert et al. in their article [4]
in 1963, in which the whole concept of the cepstrum was first introduced.
The power cepstrum is defined as a square magnitude of an inverse Fourier
transform of the logarithmic square magnitude spectrum (i.e. logarithmic
power spectrum) of a signal [4, 5, 83]:
cp(n) =
∣∣F−1{log |F{x(n)}|2}∣∣2 = ∣∣∣∣∣ 1√Nr
Nr−1∑
k=0
log
∣∣X(k)∣∣2ej 2piknNr ∣∣∣∣∣
2
. (4.9)
Fig. 4.3 shows the algorithm of computing the power cepstrum.
DFT abs log x(n) 
X(k) |X(k)| log|X(k)|2 
square 
|X(k)|2 
IDFT square abs cp(n) 
cp’(n) |cp’(n)| 
Figure 4.3: Block diagram of the power cepstrum.
Among different cepstrum definitions, the power cepstrum is a relatively
frequently used technique in practical applications. For example, it is used to
analyze the periodic effects that are caused by a vibrating machine (e.g. fault
detection in a turbine blade or a gearbox) [84].
Phase cepstrum
The phase cepstrum is defined as an inverse DFT of the phase of the complex
logarithm [5]. Hence it is given by
ca(n) = F−1
{
I
[
log
{F{x(n)}}]} = 1√
Nr
Nr−1∑
k=0
arg[X(k)]ej
2pikn
Nr , (4.10)
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where I{·} and arg[·] denote the imaginary part and the argument of a complex
number. Fig. 4.4 illustrates the algorithm of computing the phase cepstrum.
The arg-operator in Eq. (4.10) is simply the imaginary part of the complex
logarithm.
DFT Log{} Im IDFT x(n) 
X(k) Log{X(k)} arg X(k) 
ca(n) 
Figure 4.4: Block diagram of the phase cepstrum.
Unfortunately, the phase cepstrum is as difficult to compute as the complex
cepstrum since they both require the unwrapping of the phase. It is also shown
in [5] that empirical experiments have shown that the phase cepstrum does
not perform as well as the power cepstrum in the determination of echo arrival
times. Hence, the usage of the phase cepstrum in practical applications is
relatively minimal.
4.1.2 Applications of cepstral analysis
The cepstrum has found most of its usage in the field of speech processing.
For example, applications such as pitch estimation, voice activity detection,
voiced/unvoiced speech detection, speech recognition and vocoding utilize the
properties of the cepstrum [6,7,85,86]. Another remarkable area where the cep-
strum is used is the analysis of different kinds of signals that include harmonic
components, such as seismic waves [4], motor vibration signals [83, 84, 87] or
electrocardiograph (ECG) signals [88].
Next, the main applications that use cepstral analysis are presented. First,
the speech processing applications are discussed, after which the applications
in the field of communications and cognitive radios are introduced. Finally,
other cepstrum applications are briefly presented.
Applications in speech processing
The cepstrum has properties that are extremely suitable for the processing
of speech signals. Traditionally, a speech signal is considered to consist of a
source signal which is convolved with a filtering vocal tract impulse response
function [71, 75, 86, 88]. After taking a DFT and a logarithm, the convolution
turns into a simple addition, which allows for easy separation of the cepstra of
the excitation signal and the vocal tract impulse function.
The process of removing one of the above mentioned components of the
speech production model is called homomorphic filtering [71, 75, 79, 86]. Fig.
4.5 shows an example of homomorphic filtering where an envelope of a voice
spectrum is obtained by cutting out the high quefrencies of the cepstrum.
When the resulting cepstrum is converted back to the spectral domain, the
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Figure 4.5: Cepstra (a, c) and logarithmic spectra (b, d) of a voiced speech signal
and an unvoiced speech signal, from [71].The red curves illustrate the homomorphic
filtering process.
smoothened spectrum that represents the slow-varying vocal tract transfer
function has remained.
Since the behaviour of the vocal tract transfer function can be efficiently
presented with only a few cepstral coefficients, it is a useful tool in applica-
tions such as speech coding (vocoding) [72,89] and speech recognition [90,91].
Especially in speech recognition applications, the spectrum of the speech sig-
nal is mapped to a mel-frequency spectrum that corresponds better with the
human hearing system [91]. Hence, those applications utilize special cepstral
coefficients called the mel-frequency cepstral coefficients (MFCC).
Another remark from the Fig. 4.5 is that the voiced sound induces a peak
in the cepstrum, which corresponds with the fundamental period of the speech.
This distinctive feature can be used for applications such as pitch detection [72],
voiced/unvoiced speech detection [92,93] and voice activity detection [94].
Applications in communications
The homomorphic abilities of cepstral analysis have been utilized also in com-
munications applications. For example, in [95] the channel response of a fre-
quency selective multipath channel is estimated utilizing cepstral analysis. In
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addition, prefiltering for time delay estimation in reverberant environment for
two or more microphones is implemented utilizing cepstral processing in [96].
In both cases, the homomorphic deconvolution offered by cepstral processing
is used for determining channel properties.
The use of the cepstrum in cognitive radio systems or radio frequency signal
detection or classification purposes has been relatively minimal. In [97], the
authors propose a method for the automatic recognition of different OFDM
waveforms based on cepstral features. In 2012, Al-Makhlasawy et al. [98]
suggested a method for an automatic OFDM signal modulation type detector
based on MFCCs. To my knowledge, there are not any other cognitive radio
applications that use cepstral analysis, which makes the scope of this thesis
relatively novel.
Other applications
Cepstral processing is also utilized in many other applications that involve
periodic signals. Historically, it was used for analyzing seismic waves [4]. In
machine and power industry, the cepstrum is used to discriminate failures in
a rotating machine from the vibration signal, since most of the abnormalities
cause harmonic vibration that can be distinguished with the cepstrum [83,
84, 87]. Also medical applications use cepstral analysis. In [88], it is shown
that homomorphic filtering and cepstral analysis can be used for example in
diastolic heart sound analysis for the detection of coronary artery disease and
ECG pattern classification. In addition, also applications, such as radar for
determining the arrival time of the incoming wavelet and marine exploration
for ocean bottom mapping both use cepstral analysis [88].
4.2 OFDM signal model
Current mobile and wireless transmission applications are in need of high rate
transmission schemes. Multicarrier modulations are used in most of the current
and emerging high data rate wireless system such as LTE,WiMAX andWLAN.
The key idea in multicarrier transmission is to reduce channel distortion by
spreading the useful data over a large number of carriers. That way, the
symbol duration could be guaranteed to be longer than the maximum delay
of the channel [99]. This feature is used to reduce the distortion caused by
multipath propagation as a frequency selective broadband channel was turned
into multiple narrowband subchannels that experience flat fading.
OFDM is a widely used multicarrier transmission scheme in current wire-
less communications. For example, it is the basis of digital radio broadcasting
(DAB in Europe), digital video broadcasting (DVB-T and DVB-T2) trans-
missions, 4G mobile transmissions (LTE), wireless local or metropolitan area
networks (WLAN and WMAN) as well as wired digital subscriber line (DSL)
internet access schemes. Hence, the vast popularity of the OFDM waveform
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in current communication systems justifies why this study is concentrated in
processing of OFDM signals.
Next, the basics of OFDM transmission and its properties are given. In
addition, some popular standards that use OFDM waveforms are introduced
and the criteria to choose different transmission parameters is briefly presented.
Interested readers can refer [3] for more details on OFDM systems.
4.2.1 OFDM implementation
Fig. 4.6 shows the OFDM system model on a discrete time baseband level.
The transmitter side of it includes a serial-to-parallel transformation, Nd-point
IDFT, insertion of Nc samples long CP and a parallel-to-serial transformation.
After that the digital baseband data is fed to a RF transmitter through a
digital-to-analog converter. If S(0), . . . , S(Nd − 1) are Nd complex QAM (or
PSK) symbols, then the output of the IDFT is given by
s(n) =
1√
Nd
Nd−1∑
k=0
S(k)e
j2pikn
Nd (4.11)
for n = 0, 1, . . . , Nd − 1. Here n is the discrete time index while k is the
discrete frequency index. Generally, the FFT/IFFT are used instead of the
DFT/IDFT for efficient implementation [3].
The receiver side of the OFDM transceiver is an inversed version of the
transmitter. Thus, after RF transmitter, analog-to-digital converter and tim-
ing and frequency synchronization, an OFDM receiver includes serial-to-parallel
transformation, removing of the CP, Nd-point DFT, parallel-to-serial transfor-
mation and symbol detection. More detailed information of OFDM transceiver
implementation can be found in [3].
IDFT S/P 
X[0] 
X[Nd-1] 
X s[0] 
s[Nd-1] 
D/A 
s(n) 
Add CP 
s[Nd-Nc] 
 P/S 
Remove 
CP 
and  
S/P 
DFT 
X 
P/S 
x[0] 
x[Nd-1] 
x(n) 
X[Nd-1] 
X[0] 
Detect Sync A/D 
Figure 4.6: A simplified discrete-time-baseband model of an OFDM transceiver.
In an OFDM signal, a high-rate serial data stream is split up into a set of
low-rate substreams [3]. Thanks to the orthogonality used in OFDM, subcarri-
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ers can overlap in frequency domain without causing interference to each other,
which guarantees near optimal spectral efficiency [99]. Naturally, this gives a
better spectral efficiency than with traditional frequency division multiplexing
(FDM) scheme which has to use guard bands between subcarrier to prevent
inter-carrier-interference (ICI). The bandwidth saving in OFDM scheme can
be almost 50 % compared to the FDM transmission [3].
However, due to the required orthogonality, OFDM is relatively sensitive
to the synchronization errors, phase noise or frequency offset caused by im-
perfections in the transceiver hardware or Doppler shift [3, 100]. According
to [3], one additional drawback with OFDM compared to the single carrier
modulation schemes is a relatively large peak-to-average power ratio, which
may reduce the efficiency of the RF power amplifier.
In order to increase cyclic redundancy and to decrease inter-block inter-
ference (IBI) from previous OFDM blocks caused by the delay spread of the
transmission channel a CP is inserted in an OFDM symbol [101]. A complete
OFDM symbol is created by prefixing the Nd symbols long IDFT output with
its own last Nc samples as shown in Fig. 4.7. If OFDM signal contains B
OFDM symbols each of Ns = Nc + Nd samples, then the total number of
samples in an OFDM signal is M = B(Nc +Nd).
The samples in a CP in an OFDM symbol are copies from the last Nc data
samples, which naturally induces correlation in the signal. Using n = p+ bNs,
the accurate correlation of an OFDM signal for different lags τ ∈ Z is simply:
E[s(p+bNs)s∗(p+bNs−τ)] =
{
σ2s τ = ±Nd, p = 0, 1, . . . , Nc − 1
0 otherwise, (4.12)
where σ2s represents OFDM signal power, p is a sample index inside an OFDM
symbol and b is the index of that OFDM symbol (b = 1, . . . , B).
Techniques based on this correlation have been used for various purposes
related to OFDM systems. For example, it may be utilized in synchronization
and estimation of different channel parameters [36].
4.2.2 OFDM applications and standards
OFDM is used in various wireless applications. It was first used in digi-
tal audio broadcast (DAB) systems, for example in Digital Radio Mondi-
ale (DRM) and EUREKA 147. Nowadays, OFDM is included in numerous
IEEE standard working groups, such as IEEE 802.11a/g/n/ac/ad (WLAN),
IEEE 802.15.3a (wireless personal area networks, WPAN) and IEEE 802.16d/e
(WiMAX) [101]. Furthermore, OFDM is used in terrestrial TV systems such as
DVB-T, DVB-T2, T-DMB and ISDB-T and in current mobile communication
standards 3GPP LTE, 3GPP UMTS, 4G and Flash-OFDM cellular systems.
Table 4.1 shows the basic transmission parameters for three popular current
wireless digital communication standards that use OFDM waveforms.
OFDM is also used in some wireline applications such as Asymmetric Dig-
ital Subscriber Line (ADSL) and Very high speed Digital Subscriber Line
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CP           Data          Data CP          Data CP 
1 2 B 
Nc Nd Ns= Nd+Nc 
s(n) 
E[s(n)s*(n-Nd)] 
E[s(n)s*(n+Nd)] 
0 
𝜎𝑠
2 
0 
𝜎𝑠
2 
0 
Nc-1 
Nd-1 Ns+Nc-1 
Ns-1 Ns+Nd-1 
2Ns-1 (B-1)Ns+Nc-1 
(B-1)Ns-1 (B-1)Ns+Nd-1 
BNs-1 
Figure 4.7: E[s(n)s∗(n+Nd)] and E[s(n)s∗(n−Nd)], when s(n) is an OFDM signal.
Expressions have nonzero outcome σ2s only at the indices where the samples in the
data match with the samples in the cyclic prefix.
Table 4.1: Basic parameters of three different OFDM standards [103–105].
Standard name DVB-T2 IEEE 802.11ac(WLAN)
IEEE 802.16e
(WiMAX)
Year 2007 2013 2005
Bandwidth, B,
(MHz) 1.7, 5, 6, 7, 8, 10 20, 40, 80, 160 1.75, 3.5, 5.5, 7
Subcarrier
spacing, fSC ,
(kHz)
279 – 8929 312.5 10.9
FFT size, Nd,
(k = 1024)
1k, 2k, 3k,
4k, 8k, 16k, 32k 64, 128, 256, 512 256
CP length
symbol length
1/4, 1/8,
1/16, 1/32 1/4, 1/8
1/4, 1/8,
1/16, 1/32
Modulation
types
QPSK, 16QAM,
64QAM, 256QAM
BPSK, QPSK,
16QAM, 64QAM,
256QAM
QPSK,
16QAM, 64QAM
(VDSL) broadband internet access and Multi-media over Coax Alliance (MoCA)
home networking.
Choice of OFDM transmission parameters
When choosing the suitable parameters for an OFDM transmission, one should
take the delay spread of the channel and the Doppler shift due to move-
ment into account. The symbol frequency in an OFDM transmission should
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be significantly greater than the Doppler frequency to prevent inter-carrier-
interference (ICI), which gives [3, 101]
Ts  1
fd
, (4.13)
where Ts and fd represent the symbol duration and the Doppler frequency
respectively. Furthermore, in order to decrease ISI, one should guarantee that
the guard interval Tc is greater than the maximum channel delay τc. Hence,
we can set the limit for the cyclic prefix length
Tc > τc. (4.14)
However, increasing the CP length increases transmission overhead. Hence,
also the payload data length in an OFDM symbol should be taken into account
when choosing the CP length. Usually, Tc is an integer fraction of the payload
data length Td (for example in DVB-T: TcTd =
1
4
, 1
8
, 1
16
, 1
32
) [107].
Usually, the DFT/IDFT used in OFDM modulation and demodulation
is implemented as the FFT/IFFT, which gives a significant benefit in the
computational complexity [3]. Hence, it is a reasonable assumption that the
subcarrier length Nd is [101]
Nd = 2
m, m = dlog2Me, M ∈ Z+, (4.15)
since facilitating an efficient FFT involves such a point length.
Chapter 5
Cepstral Analysis of OFDM
Signals
This chapter involves studying the cepstrum of an OFDM signal in additive
white Gaussian noise (AWGN) channel. The basic observations of the cep-
strum for both AWGN and OFDM in AWGN are stated and their distributions
are derived using analytical tools. The results obtained from the analysis are
verified with simulations.
5.1 Cepstrum of an OFDM signal
In this section, the basic observations of the cepstrum when the processed
signal is either AWGN or OFDM signal in AWGN are shown. The motivation
for using cepstum in sensing purposes lies in the fact that the periodicity
inducing CP is typically inserted into an OFDM signal. This periodicity may
be seen as a distinct peak in cepstrum when an OFDM signal is present. If the
received signal is only uncorrelated noise, no such peak occurs. Furthermore,
traditional speech processing applications pitch detection and voiced/unvoiced
detection are analogous to the methods proposed in this thesis and have thus
inspired the use of the cepstrum for detecting and classifying OFDM signals.
Fig. 5.1a shows the mean of the cepstral coefficients for AWGN and an
OFDM signal in AWGN channel for the SNR of 10 dB (SNR = 10 log10
σ2s
σ2w
).
There can be found clear differences when OFDM signal is either present or not
in the received signal. The mean of the real part of the cepstrum for AWGN
has only one peak appearing at the zeroth index (or the DC index) while other
values are zero. On the other hand, the mean of the real part of the OFDM
cepstrum shows distinct peaks at the indices of the integer multiples of Nd
in addition to the DC peak. It can be suggested that this property can be
exploited in designing detection and classification methods for OFDM signals.
However, the peaks do not appear in the imaginary part of the cepstrum, which
justifies the use of the real part of the cepstrum only. Furthermore, if the CP
is removed from the OFDM signal, all additional peaks disappear from the
32
33
0 100 200 300 400
0
2
4
64 = Nd
128 = 2Nd
n
E
[ R
e {
c (
n )
} ]
Nd = 64, Nc = 16, B = 26, Nr = 2048, SNR = 10 dB, 10000 realizations
H1: OFDM + AWGN
H0: Only AWGN
(a) The mean of the AWGN cepstrum has only one peak at the DC peak, while
all other coefficients are zero mean. When an OFDM signal is present, there are
additional peaks at the indices of multiples of Nd.
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H0: only AWGN
H1: AWGN + OFDM
Ns
(b) The presence of OFDM causes the variance of the cepstrum to have triangular
shapes peaking at the integer multiples of Ns while for AWGN it is constant valued.
Figure 5.1: a) The mean and b) the variance of the real part of the cepstrum c(n)
(zoomed to only first 400 indices) when the received signal is AWGN and OFDM
signal in AWGN under hypotheses H0 and H1. The results are averaged over 10000
realizations and the simulation parameters areNd = 64, Nc = 16, B = 26, Nr = 2048
and SNR = 10 dB.
cepstrum sequence. This implies that the additional peaks are caused by the
periodicity that is induced by the insertion of the CP in an OFDM symbol.
It can be seen from Fig. 5.1b that also the variance of the cepstrum sequence
is distinctively different with noise only or OFDM signal in AWGN. The real
parts of the coefficients have constant variance under H0, which is not the
case under H1. When OFDM signal is present the variances start to rise at
the indices of lNs − Nd (l = 1, 2, 3, . . .), peaking at the indices of lNs. Also
variances at the indices smaller than Nd are significantly lower than under H0.
Similar behavior is observed also in the imaginary parts of the coefficients. It
can be suggested that these effects can be for example used to estimate the
CP length of an OFDM symbol.
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The variance sequence of c(n) is found to be dependent on the FFT size
used in calculating the cepstrum. It is observed that when the used FFT size is
too large and the received signal samples are zero-padded to match the length
of the FFT, the base level of the variances stops being constant for AWGN.
It is observed from Fig. 5.2 that the base level of the variance sequence stops
being flat when the FFT size is larger than the total number of the received
signal samplesM = BNs. Furthermore, in that case the triangular peaks seem
to decrease as the index increases. The effect is observed to appear stronger
as the FFT size increases with relation to M .
From these observations, we can conclude that the used FFT size should be
less than or near to the total data sample size in order to maintain the flat base
level of variances. Hence, it is assumed in all simulations that regardless of the
OFDM transmission parameters the number of the received signal samples is
equal to the FFT size Nr used in cepstral processing and hence no zero-padding
is performed.
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(a) Here, Nr = M, which means that DFT is used instead of FFT. The
base line is flat and the peaks are similar with each other.
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(b) Here, Nr/2 ≤M ≤ Nr. The base level of variances is not flat anymore.
There is descending slope at the beginning which reaches to the index of
Nr −M . After that the variances are at constant level.
(c) Here, M ≤ Nr/2. The level of variances decreases linearly until the
index M , after which the decrease is nonlinear.
Figure 5.2: Illustration of how the receiver FFT size affects the variances of the
cepstral coefficients.
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5.2 Distributions of cepstral coefficients
In this section, the distribution of the cepstrum c(n) is derived under the two
hypotheses. We begin with the null hypothesis, after which the alternative
hypothesis is considered. In both cases, the obtained results are verified with
simulations.
5.2.1 Distributions of cepstral coefficients under H0
In this subsection, the noise only case is considered. Hence, the received signal
x(n) = w(n), where
w(n) ∼ Nc(0, σ2w) (5.1)
and σ2w is the noise variance. After taking the unitary DFT transform, the
distribution remains the same and therefore
X(k) ∼ Nc(0, σ2w). (5.2)
Since X(k) is a zero mean complex circular Gaussian random variable with
variance σ2w, its absolute value |X(k)| follows a Rayleigh-distribution with the
scale parameter σX = σw/2. Hence,
|X(k)| ∼ Rayleigh(σX). (5.3)
The next step in the cepstral process involves taking a natural logarithm of
the |X(k)|. In [108], the logarithm of a Rayleigh distributed random variable
is shown to follow circular Log-Rayleigh distribution, i.e.,
Z(k) = log |X(k)| ∼ Log-Rayleigh(σ2X/2), (5.4)
where σ2X = σ2w in the presence of AWGN only. The probability distribution
function for a circular Log-Rayleigh random variable Z is given in [108] by
pZ(z) =
(ez)2
β2
exp
(
−(e
z)2
2β2
)
, (5.5)
where β2 = σ2X/2 is the location parameter. The circular Log-Rayleigh dis-
tribution is characterized by a property that all its central moments of order
higher than one are independent of localization parameter [108]. The mean
and the variance of Z are given by
µz = log β +
log 2
2
− γ
2
and σ2z =
pi2
24
,
(5.6)
where γ is the Euler’s constant (γ ≈ 0.577216). Now, c(n) is the IDFT of
log |X(k)|. Substituting Z(k) = log |X(k)|, we can rewrite Eq. (4.7) as
c(n) =
1√
Nr
Nr−1∑
k=0
Z(k)ej
2pikn
Nr . (5.7)
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Figure 5.3: Distribution of R{c(Nd)} when only AWGN signal is present. The
theoretical and the simulated distributions are on par.
Since c(n) is a sum of i.i.d. rotated Log-Rayleigh random variables Z(k)ej
2pikn
Nr ,
assuming Nr to be sufficiently large we can use the central limit theory (CLT)
to infer that the distribution of c(n) under the null hypothesis is Gaussian.
The mean of c(n) is:
E[c(n)] =
1√
Nr
Nr−1∑
k=0
E[Z(k)]ej
2pikn
Nr =
1√
Nr
µz
Nr−1∑
k=0
ej
2pikn
Nr . (5.8)
Noting that
∑Nr−1
k=0 e
j pikn
Nr = Nr for n = 0 and 0 otherwise, we get
E[c(n)] =
{
µz
√
Nr, n = 0
0 n 6= 0. (5.9)
Since the DFT is a unitary transform, the variances of all c(n) coefficients
come straight from the Log-Rayleigh distribution
Var[c(n)] =
1
Nr
Nr−1∑
k=0
Var[Z(k)] = σ2z =
pi2
24
. (5.10)
Hence, we get the following distribution for c(n) for AWGN
c(n) ∼
{ N (µz√Nr, pi2/24), n = 0
N (0, pi2/24), n 6= 0. (5.11)
The results from the analysis are verified by simulations in Fig. 5.3. It can
be seen that the theoretical and simulated distributions are on par. Note that
R{c(Nd)} ∼ N (0, pi2/48) ≈ 0.2056. Note also that irrespective of the noise
power σ2w the variance of c(n) for AWGN is a constant σ2z = pi2/24. Hence, the
distribution of c(n) remains the same for any noise power under the AWGN
assumption (when n 6= 0).
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5.2.2 Distributions of cepstral coefficients under H1
In this subsection, the analytical expressions for the distributions of cepstral
coefficients are derived under hypothesis H1. It is shown that the coefficients
of the real cepstrum follow Gaussian distribution also under H1, but in order
to have the explicit expressions one needs to know their means and variances.
Now, we assume that the received signal consists of an OFDM signal and
AWGN, i.e., x(n) = s(n) + w(n). Assuming sufficiently large IDFT size for
the OFDM signal and invoking the CLT, s(n) can be said to be Gaussian
distributed
s(n) ∼ Nc(0, σ2s). (5.12)
Therefore, the distribution of the received signal under H1 is given by
x(n) ∼ Nc(0, σ2s + σ2w). (5.13)
Since c(n) is the DFT of log |X(k)|, assuming a sufficiently large DFT size
Nr and invoking the CLT, the distribution of c(n) can be approximated to be
Gaussian. Therefore, the distribution of c(n) is fully specified by its mean and
variance. For this purpose the distributions of X(k), |X(k)|, log |X(k)| and
c(n) are derived step-by-step in that order.
Since X(k) is the DFT of x(n), assuming sufficiently large DFT size Nr and
invoking the CLT, X(k) also follows a complex Gaussian distribution. Noting
that E[x(n)] = 0, the mean of X(k) is also
E[X(k)] = 0, ∀k. (5.14)
The variance of X(k) is given by
Var[X(k)] = E[|X(k)|2]− E2[X(k)] = E[X(k)X∗(k)]
= E
[ 1
Nr
Nr−1∑
n=0
Nr−1∑
m=0
x(n)x∗(m)e−j
2pik(n−m)
Nr
]
=
1
Nr
Nr−1∑
n=0
Nr−1∑
m=0
E[x(n)x∗(m)]e−j
2pik(n−m)
Nr .
(5.15)
As shown in Sec. 4.2.1, the insertion of the CP induces periodicity, for which
we have the following correlation in an OFDM signal in AWGN:
E[x(p+bNs)x∗(p+bNs−τ)] =

σ2x τ = 0
σ2s τ = ±Nd, p = 0, 1, . . . , Nc − 1
0 otherwise,
(5.16)
where p is a sample index inside an OFDM symbol and b is the index of that
OFDM symbol (b = 1, . . . , B). Using Eq. (5.16), and solving Var[x(n)] in three
parts, where m = n, m = n−Nd and m = n+Nd, we get:
Var[X(k)] = σ2x
(
1 + 2ρxcos(
2pikNd
Nr
)
)
, (5.17)
39
0 50 100 150 200
0
0.5
1
1.5
2
Index n
V
a r
[ X
( k
) ]
Nd = 16, Nc = 4, B = 12, Nr = 240, SNR = 0 dB, 10000 realizations, x2 = 1.
 
 
Simulated Var[X(k)]
Analytical Var[X(k)]
Figure 5.4: Analytical and simulated variance of R{X(k)} sequence. The analytical
and simulated results are on par. Simulation parameters are: Nd = 16, Nc = 4, B =
12, Nr = 240, SNR = 0 dB and σ2x = 1.
where ρx = NcNc+Nd
σ2s
σ2w+σ
2
s
[36]. The detailed derivation of Eq. (5.17) is given in
Appendix A. Therefore, the distribution of X(k) can be written as
X(k) ∼ Nc(0, σ2k), (5.18)
where σ2k = Var. Fig. 5.4 shows the analytical and the simulated variance of
the real part of X(k) sequence. It shows that the results match very well.
Now, X(k) and X(l) are correlated random variables and therefore finding
cross-correlation between them is important. The cross-correlation between
X(k) and X(l) is given by
E[X(k)X∗(l)] = E
[
1
Nr
Nr−1∑
n=0
Nr−1∑
m=0
x(n)x∗(m)e−j
2pi(kn−lm)
Nr
]
. (5.19)
Using Eq. (5.16), and again solving E[X(k)X∗(l)] in three parts, where m = n,
m = n+Nd, and m = n−Nd, we have:
E[X(k)X∗(l)] = σ2xδ(k − l) +
σ2s∆
Nr
(
ej
2pilNd
Nr + e−j
2pikNd
Nr
)
. (5.20)
Here, δ(n) represents the discrete unit impulse function
δ(n) =
{
1, n = 0
0, n 6= 0 (5.21)
and ∆ is defined as
∆ =

BNc, |k−l|=0,
Be−jθkl(Nc−1) sin(θklNc)
sin(θkl)
, |k−l|=B,2B,...,(Ns−1)B
0, otherwise.
(5.22)
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where
θkl =
pi(k − l)
Nr
. (5.23)
The full derivation of Eq. (5.20) can be found in Appendix B. It should be
noted that for k = l, the equation collapses to that for variance of X(k).
Fig. 5.5 shows theoretical E[X(k)X∗(l)] matrix and a Frobenius norm from
squared error matrix between simulated and analytically derived matrices. The
Frobenius norm is calculated with the following equation:
‖ A ‖2F=
√√√√ Nr∑
i=1
Nr∑
j=1
|aij|2, (5.24)
where aij is the (i, j)th element of the squared error matrix A. It can be
observed from Fig. 5.5 that the analysis matches well with simulation and the
Frobenius norm of the error matrix is small-valued and stays constant as the
SNR changes.
When E[X(k)X∗(l)] is known, one can easily calculate the cross-correlation
matrix ρX,kl of X(k):
ρX,kl =
E[(X(k)− µk)(X(l)− µl)∗]
σkσl
=
E[X(k)X∗(l)]
σkσl
= δ(k − l) +
σ2s∆
(
ej
2pilNd
Nr + e−j
2pikNd
Nr
)
Nr(σ2s + σ
2
w)
, (5.25)
for k, l = 0, 1, . . . , Nr − 1.
Since X(k) is Gaussian distributed, Z(k) = log |X(k)| follows Log-Rayleigh
distribution [108], i.e.,
Z(k) ∼ Log-Rayleigh(σ2X/2). (5.26)
The next step in the cepstrum process involves finding E[Z(k)Z∗(l)]. The sec-
ond moment of Log-Rayleigh distributed random variables Z(k) and Z(l) can
be calculated with using a probability density function of bivariate Rayleigh
distribution given in [109]:
fR1R2(r1, r2|Ω1,Ω2, ρr)
=
4r1r2
Ω1Ω2(1− ρr) exp
(
− 1
1− ρr
( r21
Ω1
+
r22
Ω2
))
× I0
(
2
√
ρrr1r2
(1− ρr)
√
Ω1Ω2
)
,
(5.27)
where r1 and r2 are Rayleigh distributed random variables, Ωi = E[r2i ], and
ρr is the correlation coefficient between r21 and r22. I0(·) stands for the zeroth
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Figure 5.5: a) Analytical E[X(k)X∗(l)] matrix. b) The Frobenius norm of the
squared error matrix between simulated and analytical E[X(k)X∗(l)] for different
SNR values. Values in the plot are normalized with a Frobenius norm of the analyt-
ical matrix. Simulation matches with the analysis very well. Simulation parameters
are: Nd = 16, Nc = 4, B = 12, Nr = 240, SNR = 10 dB and σ2x = 1. The results are
averaged over 10000 realizations.
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order modified Bessel function of the first kind. In [110], it is suggested that if
ρn is the correlation coefficient between normal bivariate random vectors, then
the correlation coefficient between the squared sum of the random vectors is
ρc = ρ
2
n. Using Eq. (5.27) with ρr = ρ2X,kl, one can calculate the second moment
between Z(k) and Z(l)
E[Z(k)Z∗(l)]
=
∫ ∞
0
∫ ∞
0
log r1 log r2 fR1R2(r1, r2|Ω1,Ω2, ρr)dr1dr2
(5.28)
Unfortunately, there is no closed form solution for Eq. (5.28) and it has to
be solved numerically. Fig. 5.6 shows theoretical E[Z(k)Z∗(l)] matrix and a
Frobenius norm from squared error matrix between simulated and analytical
matrices. It can be seen, that the analysis matches well with the simulation
result.
Note that c(n) is the sum ofNr random variables. Therefore its distribution
can be approximated to be Gaussian using the CLT. The mean of c(n) is given
by
E[c(n)] = µn =
1√
Nr
Nr−1∑
k=0
E[Z(k)]ej
2pikn
Nr
=
1√
Nr
Nr−1∑
k=0
µz(β1)e
j 2pikn
Nr
=
1√
Nr
Nr−1∑
k=0
[
log
√
σ21
2
+
log(2)
2
− γ
2
]
ej
2pikn
Nr
=
1
2
√
Nr
Nr−1∑
k=0
[
log
σ2x
2
+ log 2− γ
]
ej
2pikn
Nr
+
1
2
√
Nr
Nr−1∑
k=0
log
(
1 + 2ρxcos(
2pikNd
Nr
)
)
ej
2pikn
Nr
(5.29)
where Z(k) is Log-Rayleigh distributed random variable and µz(β1) is the
mean of Log-Rayleigh distribution with location parameter β21 = σ2k/2. From
Eq. (5.29) we can easily derive the expressions for the real and the imaginary
parts of c(n). Noting that the sum of rotating cosine makes the expected value
of c(n) zero when n 6= 0, Nd, 2Nd, . . ., we can write the expected value of the
real part of c(n) as
E[R{c(n)}] =
{
1√
Nr
∑Nr−1
k=0 µz(β1) cos(
2pikn
Nr
) n = 0, Nd, 2Nd, . . .
0 otherwise.
(5.30)
The sum of rotating sine makes the expected value of the imaginary part of
c(n) zero with all n:
E[I{c(n)}] = 1√
Nr
Nr−1∑
k=0
µz(β1)sin(
2pikn
Nr
) = 0. (5.31)
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Figure 5.6: a) Analytical E[Z(k)Z∗(l)] matrix. b) Frobenius norm of the squared
error matrix between simulated and analytical E[Z(k)Z∗(l)] for different SNR values.
Values in the plot are normalized with a Frobenius norm of the analytical matrix.
Simulation matches with the analysis very well. Simulation parameters are: Nd =
16, Nc = 4, B = 12, Nr = 240, SNR = 10 dB and σ2x = 1. The results are averaged
over 10000 realizations.
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Figure 5.7: a) Analytical and simulated means of the real parts of the cepstral
coefficients under hypothesisH1. b) Analytical and simulated means of the imaginary
parts of the cepstral coefficients under hypothesis H1. In both cases the simulated
results match the analysis very well. Simulation parameters are: Nd = 16, Nc =
4, B = 12, Nr = 240, SNR = 10 dB and σ2w = 1.
Fig. 5.7 shows the analytical and simulated means of cepstral coefficients. The
results match very well.
The variance of the cepstrum sequence c(n) is
Var[c(n)] = σ2n = E[|c(n)|2]− E2[c(n)]. (5.32)
where the second moment of the real cepstrum c(n) is given by
E[|c(n)|2] = E
[
1√
Nr
Nr−1∑
k=0
Z(k)ej
2pikn
Nr
1√
Nr
Nr−1∑
l=0
Z∗(l)e−j
2piln
Nr
]
=
1
Nr
Nr−1∑
k=0
Nr−1∑
l=0
E[Z(k)Z∗(l)]ej
2pi(k−l)n
Nr .
(5.33)
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The variance of c(n) can now be calculated with Eq. (5.32). Fig. 5.8 shows
the numerically solved analytical and the simulated variance of the cepstrum
sequence c(n) for an OFDM signal in AWGN. The analytical version can be
seen to match the simulated result quite well except at the end points of the
sequence. The difference very likely results from the numerical errors in the
implementation of Eq. (5.28).
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Figure 5.8: Analytical and simulated variance of the real cepstrum sequence c(n).
The analytical version matches quite well with the simulated one except at the end
points of the sequence, which results from the numerical errors in the implementation
of (5.28). Simulation parameters are: Nd = 16, Nc = 4, B = 12, Nr = 240, SNR = 10
dB and σ2w = 1.
5.3 Summary of the statistical properties of the
cepstrum
In Sect. 5.2.1 the distribution of the cepstrum c(n) is derived step-by-step for
AWGN and an OFDM signal in AWGN. The distributions in each step of the
cepstrum process are summarized in Table 5.1. Note that for AWGN, x(n) =
w(n) and σ2z is constant
pi2
24
. For OFDM signal in AWGN, x(n) = w(n) + s(n),
µn = E[c(n)] and σ2n = Var[c(n)].
Figs. 5.9 and 5.10 show the simulated and the analytical distributions of
AWGN and OFDM signal in AWGN in each step of the cepstrum process.
Index n is selected to be 0, Nd, 2Nd and an arbitrary irrelevant index 34 in
the example. In all situations, the analytical and the simulated distributions
match very well.
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Figure 5.9: Simulated and analytical distributions of AWGN and OFDM signal in
AWGN (SNR = 10 dB) in each step of the cepstrum process. Note that only the
real parts of x(n), X(k) and c(n) are displayed. Also, the noise power is adjusted so
that the both received signals have the same power. In all situations, analytical and
simulated distributions are on par.
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Figure 5.10: Simulated and analytical distributions of AWGN and OFDM signal in
AWGN (SNR = 10 dB) in each step of the cepstrum process. Note that only the
real parts of x(n), X(k) and c(n) are displayed. Also, the noise power is adjusted so
that the both received signals have the same power. In all situations, analytical and
simulated distributions are on par.
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Table 5.1: Distributions of the output at each step in the cepstrum process for AWGN
and ODFM signal in AWGN.
AWGN OFDM in AWGN
1. Received signal x(n) ∼ Nc(0, σ2x) x(n) ∼ Nc(0, σ2x)
2. DFT X(k) ∼ Nc(0, σ2x) X(k) ∼ Nc(0, σ2k)
3. ABS |X(k)| ∼ Rayleigh(σ2x/2) |X(k)| ∼ Rayleigh(σ2k/2)
4. LOG Z(k) ∼ Log-Rayleigh(σ2x/2) Z(k) ∼ Log-Rayleigh(σ2k/2)
5. IDFT c(n) ∼
{
Nc(µz
√
Nr, σ
2
z) n = 0
Nc(0, σ2z) n 6= 0.
c(n) ∼ Nc(µn, σ2n)
Chapter 6
Cepstrum-Based Detection of
OFDM Waveforms
In this chapter, two cepstrum based schemes for detecting OFDM waveforms
in AWGN channel are proposed. The detection schemes are first proposed
assuming that a single SU is sensing, after which they both are extended into a
collaborative sensing scenario where multiple distributed sensors are observing
the spectrum simultaneously.
The detection of an OFDM signal is formulated as a binary hypothesis
test introduced in Sec. 3.1 and the assumed detection strategy is chosen to
follow the Neyman-Pearson criterion. Now, the target signal s(n) in the binary
hypothesis test is an OFDM signal. Thus, the distribution of x(n) under the
two hypotheses is given by
H0 : x(n) ∼ Nc(0, σ2w)
H1 : x(n) ∼ Nc(0, σ2s + σ2w). (6.1)
where x(n) is the received signal, s(n) is an OFDM signal and w(n) is AWGN.
Furthermore, it is assumed that s(n) and w(n) are independent of each other.
For the distribution of the cepstrum under the binary hypothesis assumption
we have:
H0 : c ∼ Nc(µ0,C0)
H1 : c ∼ Nc(µ1,C1)
(6.2)
where c is a vector containing all cepstrum coefficients c(n), µ0 = E[c|H0],
µ1 = E[c|H1] and the covariance matrices C0 = E[(c− µ0)(c− µ0)T |H0] and
C1 = E[(c − µ1)(c − µ1)T |H1]. When dealing with a Gaussian problem, the
optimal decision test statistic would be [27]:
Topt = (c− µ0)TC0(c− µ0)− (c− µ1)TC1(c− µ1). (6.3)
Since obtaining a closed form solution of C1 is difficult, the suboptimal test
would be a generalized log likelihood ratio (GLLRT) where the covariance
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matrix of the cepstrum under H1 is estimated to be the same as under H0 (i.e.
Cˆ1 = C0). In that case, the test statistic for the GLLRT is as follows [27]:
TG = c
TC0∆µ (6.4)
where ∆µ = µ1 − µ0. Since C0 is in fact a diagonal matrix with constant
diagonal values of pi2
24
, we can ignore the multiplicative constant and rewrite
Eq. (6.4) as [27]:
TG = ∆µ
Tc. (6.5)
As shown earlier, most of the elements of ∆µ are zeros, which motivates us to
design detectors based on only those cepstral coefficients that have non zero
means (i.e. indices n = 0, Nd, 2Nd, . . . ). Next, two simple cepstrum based
detection algorithms which are based on two of the most significant non zero
meaned cepstral coefficients c(Nd) and c(0) are proposed.
6.1 Detection based on the cepstral coefficient
c(Nd)
The mean of the real part of the OFDM cepstrum has peaks at integer mul-
tiples of Nd in addition to the DC peak while those peaks are not present in
AWGN cepstrum. The first cepstrum based sensing scheme is proposed on
this distinguishing factor. Note that although there are multiple peaks, the
magnitudes of the peak values decrease rapidly after the first peak at index
Nd. Therefore, it is suggested to use the following test statistic based on only
the first peak at index Nd
T1 = R{c(Nd)}. (6.6)
As seen in Eq. (5.11), a real part of a cepstral peak value c(Nd) follows
zero mean Gaussian distribution with a variance of pi2/48 for AWGN. Using
this knowledge, we can calculate a threshold value η for NP detection strat-
egy. Starting from Gaussian distributed cumulative distribution function and
inserting µ = 0 and σ2 = pi2/48 we have:
F (x) =
1
2
[
1 + erf
(
x− µ√
2σ2
)]
=
1
2
[
1 + erf
(
x√
pi2/24
)]
, (6.7)
where erf denotes the error function. A value for a fixed probability of false
alarm Pf can be calculated with Eq. (6.7):
Pf = 1− F (η) = 1− 1
2
[
1 + erf
(
η√
pi2/24
)]
=
1
2
erfc
(
η√
pi2/24
)
, (6.8)
where erfc denotes the complementary error function. Therefore, the desired
threshold value η for a given Pf is
η1 =
√
pi2
24
erfc−1(2Pf ), (6.9)
51
where erfc−1 denotes the inverse of the complementary error function.
It can be seen that the threshold value is independent of the noise power σ2w.
Hence, the proposed detector is a constant false-alarm rate (CFAR) detector,
which states that the prespecified Pf can be maintained without knowing the
noise power [26]. Moreover, that property is very valuable in practical scenarios
since it means that the proposed detector is robust to noise power uncertainty.
Assuming that for low SNR values Var[R{c(Nd)}] ≈ σ2z2 = pi
2
48
, we can write
the probability of detection Pd,1 = P (T1 > η1|H1) as
Pd,1 =
1
2
erfc
(
η1 − µ1√
pi2/24
)
, (6.10)
where µ1 , E[R{c(Nd)|H1}] given by Eq. (5.30).
6.2 Detection based on the cepstral coefficient
c(0)
It was seen in Sec. 5.1 that the mean of the cepstral coefficient c(0) increases
in the presence of OFDM signal as compared to AWGN alone. Using this
property, a detection scheme with the following test statistic is proposed
T2 = c(0). (6.11)
From the distribution of Eq. (5.11), T2 ∼ N (µz
√
Nr, pi
2/24). Using Eqs. (6.7)
and (6.8) and inserting µ = µz
√
Nr and σ2 = pi2/24, the threshold for a NP
detector using test statistic T2 is given by
η2 =
√
pi2
12
erfc−1(2Pf ) +
√
Nr(log β +
log 2
2
− γ
2
). (6.12)
In this scheme, the location parameter β2 = σ2w/2 and thus the threshold
depends on the noise power σ2w. Therefore the algorithm is not robust to the
noise power uncertainty, which is a drawback when compared to the scheme
based on c(Nd).
Assuming that for low SNR values Var[c(0)] ≈ σ2z = pi
2
24
, we can write the
probability of detection Pd,2 = P (T2 > η2|H1) as
Pd,2 =
1
2
erfc
(
η2 − µ2√
pi2/12
)
, (6.13)
where µ2 , E[c(0)|H1] given by Eq. (5.29).
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6.3 Collaborative detection using multiple sen-
sors
In this section, the two proposed detection methods are extended to a collabo-
rative sensing with multiple distributed sensors. The main aim of this section
is to demonstrate, through simulations, the improvement obtained by extend-
ing the proposed detection schemes to the collaborative scenario. The topic
of optimality of the cooperative detection strategy is out of the scope of this
thesis and is not therefore discussed in detail.
The considered distributed sensing system follows a parallel topology with
a FC as shown in Fig. 6.1. In this scenario, each SU sends the decision statistics
corresponding to the two proposed single-sensor detection schemes (i.e. T1 and
T2) to the FC where they are fused to obtain the test statistics for collaborative
sensing. Since the proposed detectors are based on the GLLRT given in Eq.
(6.5), a reasonable fusion rule is the SUM rule.
u1 
u2 
uU 
FC 
   𝑁 𝑐,𝑐𝑠 
   𝑇2,𝑐𝑠   𝑇1,𝑐𝑠 
  𝑁 𝑑,𝑐𝑠
Figure 6.1: System model for the proposed cooperative sensing and estimation
schemes. We consider the parallel topology with a fusion center (FC). Values that
are sent to the FC by each uth single sensor are: T1,u, T2,u, Nˆd,u and Nˆd,u.
It is now assumed that all test statistics from all individual sensors are
conditionally independent, conditioned on either of the two hypotheses. Using
the SUM rule, the combined test statistic Tcs of U number of single user test
statistics Tu is as follows:
Tcs =
U∑
u=1
Tu, (6.14)
where u denotes the cooperating user index. With the first scheme, which uses
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the real part of c(Nd) cepstral coefficient, we have:
T1,cs =
U∑
u=1
T1,u, (6.15)
where T1,u = R{cu(Nd)}. Since all T1,u ∼ N (0, pi2/48) are independent and the
combined test statistic is a sum of them, we can say that T1,cs ∼ N (0, Upi2/48).
The threshold value has then similar form as Eq. (6.9):
η1,cs =
√
Upi2
24
erf−1(2Pf ). (6.16)
Again, the threshold does not depend on the noise power σ2w, which makes this
collaborative scheme also robust to noise power uncertainty.
For the second scheme, which uses c(0) cepstral coefficient, we have:
T2,cs =
U∑
u=1
T2,u, (6.17)
where T2,u = cu(0). Since all T2,u ∼ N (
√
Nrµz, pi
2/24) and the combined
test statistic is a sum of them, we can say that T2,cs ∼ N (U
√
Nrµz, Upi
2/24).
Again, it is assumed that conditional independence, conditioned on the two
hypotheses, holds for the individual test statistics. The threshold value has
then similar form as Eq. (6.12):
η2,cs =
√
Upi2
12
erf−1(2Pf ) + U
√
Nr
(
log
√
σ2w
2
+
log 2
2
− γ
2
)
. (6.18)
Again, the threshold does in this case depend on the noise power σ2w, which
makes the collaborative scheme susceptible to noise power uncertainty.
6.4 Simulation results
In this section, simulation results for all of the proposed cepstrum based
schemes for detecting OFDM waveforms in AWGN channel are presented. The
schemes are simulated both under single-user as well as cooperative sensing sce-
nario. In all simulations, NP strategy is used. Simulations are implemented in
Matlab environment, and the parameters shown in Table 6.1 are used in all of
the simulations unless stated otherwise. It is also assumed that synchroniza-
tion is not needed when receiving the processed signal.
Fig. 6.2 shows a plot for the probability of detection with respect to the SNR
for both proposed detection schemes in a single-user case. It can be seen that
the results from the theoretical analysis and from the simulations are very close
for both detectors. The scheme based on c(0) is observed to perform better
than the scheme based on c(Nd) when the noise power in AWGN channel is
assumed to be known perfectly.
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Table 6.1: Simulation parameters.
Parameter Value
FFT size, Nr 2048
Data length, Nd 64
Cyclic prefix length, Nc 16
Number of blocks, B 26
False alarm rate, Pf 0.05
Noise power, σ2w 1
Num. of realizations 10000
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Figure 6.2: Probability of detection with respect to the SNR for both proposed
detection schemes. Theoretical analysis and simulated results are close. Noise power
is assumed to be known and NP strategy is used.
Next, the performances of the proposed single-user detectors are compared
to the traditional ED method. Fig. 6.3 shows the probability of detection
vs SNR curves for the proposed cepstrum based schemes and the ED when
the noise power is assumed to be known. However in practice, noise level
is always uncertain and needs to be estimated [31]. Hence, detection results
are also included with noise power uncertainty of 1 dB. It can be seen that
the detection scheme based on the cepstral coefficient c(Nd) performs worse
than the ED when the noise power is perfectly known. However, even when
a small uncertainty of 1 dB is present in the noise power, the performance of
the ED degrades drastically. On the other hand, the scheme based on c(Nd)
is insensitive to noise uncertainty and is very valuable for practical scenarios
as it provides a good trade-off between detection performance and robustness.
Although the performance of the detection scheme using c(0) is close to that
of the energy detector, the performance degrades similar to energy detector in
the presence of noise uncertainty. When compared to the empirical GLLRT
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Using c(Nd), NU = 1 dB
Using c(0), NU = 1 dB
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Figure 6.3: Probability of detection vs. SNR for the two proposed cepstrum based
sensing schemes in addition to the ED. Neyman-Pearson detection strategy is used
for all of the detectors. Under low SNR, the probability of detection for each detector
does not rise above the desired false alarm rate. The scheme based on the cepstral
coefficient c(Nd) is robust to noise uncertainty and performs better than the ED even
in the presence of noise uncertainty of only 1 dB. The performance of the proposed
scheme based on the cepstral coefficient c(0) is close to that of the ED and empirical
GLLRT based cepstrum detector.
based cepstrum detector, the proposed scheme using c(0) does not perform
significantly worse.
Fig. 6.4 shows how the proposed detection schemes perform with different
OFDM transmission parameters. In the example, we consider the following
two existing wireless standards: LTE [106] and WLAN IEEE 802.11a [104]:
• LTE: Nd = 256, Nc = 18, µ = 0.07
• WLAN: Nd = 64, Nc = 16, µ = 0.2
It can be seen that the detection performance depends highly on the proportion
of the CP length from the data length, which is marked as µ = Nc
Nc+Nd
. In this
case, WLAN signal (µ = 0.2) is detected significantly better than LTE signal
(µ = 0.07), even when the processed sample size remains the same (Nr = 2048).
The detection performance is notably improved when collaborative sensing
is introduced, which can be seen in Fig. 6.5 that shows the probability of
detection curves for 1 user and 5 or 10 collaborative users.
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Figure 6.4: Probability of detection vs. SNR for the two proposed cepstrum based
sensing schemes with LTE (µ = 0.07) and WLAN (µ = 0.2) signals. The performance
improves when µ is higher, i.e. when the correlation is stronger in the signal.
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Figure 6.5: Probability of detection vs. SNR for the two proposed cepstrum based
sensing schemes with single user and 5 or 10 cooperating users. The performance
improves notably when more users are collaborating, which shows as SNR gain and
steeper slopes of the Pd curves.
Chapter 7
Cepstrum-Based Estimation of
OFDM Parameters
In this chapter, estimation methods for finding the data length and the CP
length in an OFDM symbol based on the cepstrum features of OFDM are
proposed. Like in the previous chapter, the schemes are first derived for a
single-user case, after which they are extended into a collaborative scenario.
Finally, the performances of the derived estimation methods are displayed with
simulations.
7.1 Estimation of OFDM data length
It was seen in Fig. 5.1a that the mean of the real part of the OFDM cepstrum
has a dominant peak at Nd in addition to the DC peak. This feature can
be used to extract data size Nd from an unknown OFDM signal by searching
the index of the highest real cepstral coefficient value excluding the DC peak.
Therefore the estimate of Nd is given by
Nˆd = arg max
n
R{c(n)}, n = 1, . . . ,
⌊
Nr
2
⌋
. (7.1)
Note that being the DFT of a real signal, the cepstrum is symmetrical and
hence only the first half of the cepstral coefficients are used for classification
purposes.
The error of the estimate will depend on the set of allowed values. Generally
there are only few possible values of Nd and Nc for each OFDM signal. For
example, DVB-T has option of 2048 and 8192 values for Nd while Nc can take
values from 1/4, 1/8, 1/16 and 1/32 of Nd [107]. The accuracy of the estimate
can be improved if the estimate Nˆd is limited to take values from a finite
set of possible values. Without loss of generality, we consider a set containing
powers of two because generally the number of subcarriers in an OFDM symbol
is a power of 2 since it facilitates efficient FFT/IFFT implementation [101].
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Limiting the set of values allowed for Nˆd, the estimate of Nd is given by
Nˆd = arg max
n
R{c(n)}, n = 2m,m ∈ (1, 2, . . . , log2
⌊
Nr
2
⌋
). (7.2)
7.2 Estimation of the CP length in OFDM
As seen in Fig. 5.1b, the variance sequence of the cepstrum has a repetitive
pattern when an OFDM signal is present. The period of the triangular peaks
is Ns samples, which can be estimated by finding the highest correlation for
different lags τ by
Nˆs = arg max
τ∈A
Nd+Mv∑
n=Nd
Vc(n)Vc(n+ τ), (7.3)
where Vc(n) is the variance of R{c(n)}, Mv < Nr/2 − Nd and A is set of all
integers between Nd + 1 and 3Nd2 under a reasonable assumption that Nc can
take integer values between 1 and Nd
2
, and Nd is an even number. Finally, the
estimate of the CP length can be easily calculated with Nˆs:
Nˆc = Nˆs −Nd. (7.4)
Similar to the case of Nd, it is also possible to limit the possible values for
Nˆc to be integer powers of 2 less or equal thanNd/2. In such case, A = Nd+2m,
where m = {0, 1, 2, . . . , log2
⌊
Nd
2
⌋}.
7.3 Collaborative estimation of OFDM parame-
ters
In this section the proposed two detection methods introduced in Secs. 7.1 and
7.2 are extended into a collaborative sensing scenario for demonstrating the
improvement in the estimation performance that is obtained by collaboration.
The considered distributed sensing system follows the same topology that was
introduced with the cooperative detection and shown in Fig. 6.1. In that
scenario, each SU sends values of the local estimates Nˆd and Nˆc to the FC. At
the FC, cooperative estimates (Nˆd,cs and Nˆc,cs) are calculated from the received
values from each individual sensor.
When multiple estimates of the same parameter are available and it is
assumed the estimates are uncorrelated and have similar statistical properties
(i.e. same mean and variance), it is a reasonable procedure to combine them
by averaging [102]. If the mean of each local estimator is E[θˆu] and the variance
is Var[θˆu], the mean of the combined estimate θˆ is
E[θˆ] = E[θˆu] (7.5)
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and the variance is
Var[θˆ] =
Var[θˆu]
U
, (7.6)
where U is the total number of local estimates. Thus, as more estimates are
averaged, the variance will decrease [102].
Hence, assuming that the above mentioned conditions are met, the pro-
posed cooperative estimate of Nd is a sample mean of U number of SU esti-
mates that is rounded towards the nearest value belonging to the allowed set
of values.
Nˆd,ave =
[
1
U
U∑
u=1
Nˆd,u
]
A
, (7.7)
where [·]A denotes the operator of rounding towards the nearest value in the
set of allowed values A. Using the same strategy, the cooperative estimate of
Nc is:
Nˆc,ave =
[
1
U
U∑
u=1
Nˆc,u
]
A
. (7.8)
The combination can also be done by using order statistics such as sample
median or mode. In those cases we have the following combined estimates for
Nd:
Nˆd,md = Md(Θˆd), (7.9)
and
Nˆd,mo = Mo(Θˆd), (7.10)
where Θˆd = {θˆd,1, θˆd,2, . . . , θˆd,U} and Md(·) and Mo(·) denote the sample me-
dian and mode operator respectively. Similarly, for Nc we have:
Nˆc,md = Md(Θˆc), (7.11)
and
Nˆc,mo = Mo(Θˆc), (7.12)
where Θˆc = {θˆc,1, θˆc,2, . . . , θˆc,U}.
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7.4 Simulation results
In this section, the simulation results for the derived estimation algorithms
both in a single-user and a collaborative estimation scenario are shown. The
simulation setting and the used parameters are the same as in Sec. 6.4.
Single-user estimation results
Figs. 7.1 and 7.2 show the means and the variances of the single-user estimates
Nˆd and Nˆc with respect to the SNR. It can be seen that both of the estimates
converge to their desired values and their variances converge to zero as the
SNR increases. In both cases, limiting the set of the allowed values induces
better estimation performance. Note that both Nd and Nc are integer values.
The variance sequence used in the estimation of Nc is calculated from 200
cepstrum realizations in the example.
Note that in the low SNR regime, the estimates of Nd and Nc behave like
uniform discrete random variables and hence their mean and variance depend
on the set of their allowed values. For example, the mean and the variance for
a uniform discrete random variable Y over the set A′ ∈ {1, 2, 4, 8, 16, 32} are
calculated as:
E[Y ] =
∑
i∈A′
yif(yi) =
1
6
(1 + 2 + 4 + 8 + 16 + 32) = 10.5 (7.13)
and
Var[Y ] =
∑
i∈A′
y2i f(yi)− E[Y ]2
=
1
6
(12 + 22 + 42 + 82 + 162 + 322)− 10.52
= 117.25,
(7.14)
which match with the mean and the variance of the simulated Nˆc under low
SNR region in Fig. 7.2.
The variance of the estimate Nd in Fig. 7.1 slightly increases in the SNR
range of −5 to −10 dB before falling to zero with higher SNR values. This
is a property of a uniform distribution with one biased value that has higher
probability mass than other values. Fig. 7.3 shows the distribution of Nˆd for
SNRs of -10 dB, -5 dB and 0 dB. It can be seen that all indices except Nd
behave like uniform random variables. In Fig. 7.3, analytical variances for such
"biased" uniform distributions are calculated and compared to the simulated
variances of Nˆd. The results match, which explains the increase in the variance
plot.
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Figure 7.1: Mean and variance of the estimate Nˆd. The mean converges to the
correct value 64 and the variance converges to zero as the SNR increases.
Figure 7.2: Mean and variance of the Nˆc value. The mean converges to the correct
value 16 and the variance reduces as the SNR increases. When the set of possible
Nc values is limited, the variance of Nˆc converges to zero.
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a)
b)
Figure 7.3: a) Histograms of Nˆd for the SNRs of -10 dB, - 5 dB and 0 dB. They
are distributed as a uniform distribution that has one biased value. b) Simulated
variance of Nˆd and theoretical variance of similar "biased" uniform distributions.
Results match, which explains the slight increase in the variance in the middle of the
plot.
Collaborative estimation results
In Fig. 7.4, the mean and the variance of the three different proposed collab-
orative estimators for Nd w.r.t. the SNR are presented when 5 and 10 SUs
are cooperating and the set of the allowed values is either {1, 2, . . . , ⌊Nr
2
⌋} or
2m, where m ∈ {1, 2, . . . , ⌊log2 Nr2 ⌋}. As more SU estimates are combined,
the variances of the cooperative estimates decrease faster, which naturally is
a benefit. Fig. 7.5 presents the mean and the variance of the three different
proposed collaborative estimators for Nc when 5 and 10 SUs are cooperat-
ing and the set of the allowed values is either {1, 2, . . . , ⌊Nd
2
⌋} or 2m, where
m ∈ {1, 2, . . . , ⌊log2 Nd2 ⌋}. Similar observations can be done as with the collab-
orative estimation of Nd. Thus, the estimation results are notably improved
when cooperation is introduced.
From the three proposed fusion rules, mode seems to perform the best as
its mean converges to its desired value and its variance decreases to zero fastest
as the SNR increases.
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(a) Possible Nˆd: {1, 2, . . . ,
⌊
Nr
2
⌋}.
(b) Possible Nˆd: 2m, where m ∈ {1, 2, . . . ,
⌊
log2
Nr
2
⌋}.
Figure 7.4: The mean and the variance of Nˆd w.r.t. the SNR for single-user and 5 or
10 cooperating users when the allowed set of values is a) {1, 2, . . . , ⌊Nr2 ⌋} or b) 2m,
where m ∈ {1, 2, . . . , ⌊log2 Nr2 ⌋}. The performance improves notably when coopera-
tion is introduced, which shows as a smaller variance and as a faster convergence to
the real value with more users.
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(a) Possible Nˆc: {1, 2, . . . ,
⌊
Nd
2
⌋}.
(b) Possible Nˆc: 2m, where m ∈ {1, 2, . . . ,
⌊
log2
Nd
2
⌋}.
Figure 7.5: The mean and the variance of Nˆc w.r.t. the SNR for single-user and 5 or
10 cooperating users when the allowed set of values is a) {1, 2, . . . ,
⌊
Nd
2
⌋
} or b) 2m,
where m ∈ {1, 2, . . . ,
⌊
log2
Nd
2
⌋
}. The performance improves in both cases notably
when cooperation is introduced, which shows as a smaller variance and as a faster
convergence to the real value with more users.
Chapter 8
Conclusions
The current wireless networks are based on a fixed spectrum allocation pol-
icy. However, in practice the overall utilization of the assigned spectrum can
be very low. This underutilization of the licensed spectrum along with the
limited usable radio frequency spectrum leads to problems since the need for
RF spectrum is on the rise. Cognitive radios are developed to solve the in-
efficiency in the spectrum usage by exploiting licensed spectrum in an agile
manner through dynamic spectrum access. In dynamic spectrum access, the
secondary users can use the underutilized licensed spectrum as long as they do
not interfere with the primary users. In order to access spectrum dynamically,
cognitive users must acquire awareness of the radio environment through spec-
trum sensing. Spectrum sensing includes both detecting whether the spectrum
is occupied or not and acquiring information about the type of the transmitted
signals.
The cepstrum is a signal processing tool that is historically used mainly
in speech processing applications. The ability of cepstrum to effectively dis-
tinguish periodicities in a signal is found to be useful for detecting man-made
signals since almost all of them include periodicities due to modulation and
coding operations.
This thesis is focused on studying how spectrum sensing can be performed
based on cepstral analysis. First, the cepstrum of an OFDM signal in AWGN
channel is examined. It is shown that the cepstrum has distinctive differences
when an OFDM signal is either absent or present in the received signal. When
OFDM transmission is present, peaks corresponding to the OFDM data length
appear in the mean of the cepstrum. However, that does not occur when
only AWGN is received. In addition, the variance of the cepstrum for OFDM
signal shows triangular shapes related to the symbol length as opposed to the
constant valued variance of AWGN cepstrum. In this thesis, the distributions
for the cepstrum coefficients for both AWGN and OFDM in AWGN are derived
analytically.
Based on the distinctive features in the cepstrum when OFDM transmission
is either present or not, two cepstrum-based detection algorithms are proposed
in this thesis. The detection is formulated as a binary hypothesis problem and a
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Neyman-Pearson decision strategy is applied. The distributions of the decision
statistics under two alternative hypotheses are derived analytically. The first
detection scheme is based on the peak at the cepstrum coefficient at the index
corresponding to the OFDM data sample length while the second detector is
based on the DC cepstral coefficient that corresponds to the received signal
power. For both detectors, the threshold values for decision making are derived
analytically and their performances are compared with the energy detector.
Based on the properties of the cepstrum of an OFDM signal, the first detector
is found to be independent of the noise power, for which it is robust to noise
power uncertainties and performs thus better than ED when noise power is
uncertain. The second detector, based on the DC value, performs close to the
classical energy detector and is thus susceptible to noise power uncertainties.
An algorithm for estimating OFDM data length is proposed based on the
peak in the mean of the cepstrum. Since the peak corresponds to the data
length in an OFDM symbol, the estimation can be implemented by searching
the maximum cepstral coefficient, excluding the DC coefficient. Furthermore,
a method for finding the cyclic prefix length is proposed based on the triangular
shapes in the variance of the cepstrum when OFDM is present. An estimate
for an OFDM symbol length is found by searching the lag that maximizes the
autocorrelation function of the cepstrum variance sequence. The cyclic prefix
length is then calculated by simply subtracting the data length value for the
obtained symbol length estimate. It is shown through simulations that the
expected values of the proposed estimates converge to their desired values and
their variances converge to zero as the SNR increases.
All proposed detection and parameter estimation algorithms are extended
into a cooperative scenario where multiple users operate simultaneously. The
cooperative algorithms are designed for a distributed sensing system that fol-
lows a parallel topology. In that scenario, each individual SU processes its
local decisions or parameter estimates and sends them to a fusion center. In
the fusion center, a cooperative decision or estimate is calculated according to
a fusion rule. In each case, the performance of the detection or the estimation
is found to be better when cooperation is included.
As future work, the performances of cepstrum-based spectrum sensing tech-
niques in different multipath channels or for sensing other waveforms than
OFDM would be interesting research topics. In addition, issues regarding
the practical implementation of the proposed detection and classification al-
gorithms could be studied more deeply.
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Appendix A
Derivation of Var[X(k)]
Using Eq. (5.16), Eq. (5.15) can be written in three parts, where m = n,
m = n−Nd and m = n+Nd:
Var[X(k)] =
1
Nr
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Appendix B
Derivation of E[X(k)X∗(l)]
Using Eq. (5.16), E[X(k)X∗(l)] can be written in three parts, where m = n,
m = n+Nd, and m = n−Nd:
E[X(k)X∗(l)] =
1
Nr
Nr−1∑
n=0
E[x(n)x∗(n)]e−j
2pi(k−l)n
Nr
+
1
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Nr
+
1
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n=0
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2pi(kn−l(n−Nd))
Nr
= I + II + III (B1)
The first part of Eq. (B1) that corresponds to n = m (marked as I ) is simply:
1
Nr
Nr−1∑
n=0
E[x(n)x∗(n)]e−j
2pi(k−l)n
Nr =
{
0 k 6= l
σ2x k = l.
(B2)
The second part of Eq. (B1) for m = n + Nd (marked as II ) depends on
E[x(n)x∗(n+Nd)] which gives non zero values only when the samples included
in the cyclic prefix are taken into account. Fig. 4.7 shows how E[x(n)x∗(n±Nd)]
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can have only binary set of possible values (0 and σ2s). From that we have
II =
1
Nr
Nr−1∑
n=0
E[x(n)x∗(n+Nd)]e−j
2pi((k−l)n−lNd)
Nr
=
1
Nr
Nr−1∑
n=0
E[x(n)x∗(n+Nd)]e−j
2pi(k−l)n
Nr ej
2pilNd
Nr
=
1
Nr
B−1∑
b=0
Nc−1∑
p=0
E[x(p+ bNs)x∗(p+ bNs +Nd)]ej
2pilNd
Nr
·e−j 2pi(k−l)(p+bNs)Nr
=
σ2s
Nr
ej
2pilNd
Nr
( B−1∑
b=0
e−j
2pi(k−l)bNs
Nr︸ ︷︷ ︸
A
)(Nc−1∑
p=0
e−j
2pi(k−l)p
Nr︸ ︷︷ ︸
B
)
. (B3)
Here we have used change of variable n = p + bNs where Ns is number of
samples in one OFDM symbol (or block), b denotes OFDM symbol (or block)
index, while p denotes sample index inside an OFDM symbol. Noting that
Nr = BNs for the considered scenario, part A of Eq. (B3) becomes
A =
B−1∑
b=0
e−j
2pi(k−l)bNs
Nr =
{
B, |k−l|=0,B,2B,...,(Ns−1)B
0, otherwise. (B4)
For the case k 6= l, using θkl = pi(k−l)Nr , part B of Eq. (B3) is:
B =
Nc−1∑
p=0
(e−j2θkl)p =
1− e−j2θklNc
1− e−j2θkl
=
e−jθklNc
e−jθkl
ejθklBNs − e−jθklNc
ejθkl − e−jθkl
= e−jθkl(Nc−1)
sin(θklNc)
sin(θkl)
(B5)
Therefore, we have:
B =
{
Nc, |k − l| = 0,
e−jθkl(Nc−1) sin(θklNc)
sin(θkl)
, otherwise. (B6)
Using Eqs. (B4) and (B6) in Eq. (B3) we have:
II =
σ2s
Nr
ej
2pilNd
Nr ∆, (B7)
where
∆ =

BNc, |k−l|=0,
Be−jθkl(Nc−1) sin(θklNc)sin(θkl) , |k−l|=B,2B,...,(Ns−1)B
0, otherwise.
(B8)
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The third part of Eq. (B1) for m = n − Nd (marked as III ) depends on
E[x(n)x∗(n−Nd)] which gives non zero values only when the samples included
in the cyclic prefix are taken into account as shown in Fig. 4.7. Similar to the
second part, the third part of Eq. (B1) can be derived as
III =
σ2s
Nr
e−j
2pikNd
Nr ∆, (B9)
Finally substituting Eqs. (B2), (B7), and (B9) in Eq. (B1) we finally get:
E[X(k)X∗(l)] = σ2xδ(k − l) +
σ2s∆
Nr
(
ej
2pilNd
Nr + e−j
2pikNd
Nr
)
, (B10)
where δ(n) represents the discrete unit impulse function
δ(n) =
{
1, n = 0
0, n 6= 0. (B11)
