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This paper presents a comprehensive system modeling and analysis approach for both pre-
dicting queuing delay and controlling average queuing delay of a single buffer to a required
value in a multiple traﬃc source network environment. This approach could effectively en-
hance the QoS performance of delay sensitive applications. A discrete-time analytical model
that approximates the multi-source arrival process with a binomial distribution has been
developed to analyze the relationship between the queuing threshold and average queuing
delay. A control strategy with dynamic queue thresholds based on the analytical result is
then used to control the average queuing delay to a required value within the buffer. Packet
dropping is treated as implicit congestion feedback to the arrival process for rate adjust-
ment. The feasibility of the system has been validated by comparing theoretical analysis
with a diverse set of simulation results. Following from the simulation results, a set of
statistical analyses has been performed to evaluate the eﬃciency and accuracy of the pro-
posed scheme. In addition, a user-friendly graphical user interface has been developed to
allow user-conﬁguration of the simulation process and display simulation results.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The Quality of Service (QoS) perceived by users is one of the major concerns in packet–switched networks. There are
different levels of QoS being provided to the users either based implicitly on application requirements or explicitly on
speciﬁed Service Level Agreements (SLA) between the users and the network service providers. The QoS requirements for
applications may vary based on the importance and urgency of the data generated by the applications and also sensitivity
of the data to network delay.
Perceived QoS can be measured via a few key metrics, such as packet loss, throughput, delay and jitter. Various QoS
provisioning schemes have been used to control the delivery delay from source to destination in order to fulﬁll the QoS
requirements of the applications. Delay is considered to be one of the vital measures of QoS and it can be sub-divided into
queuing delay, processing delay, transmission delay and propagation delay. Of these delays, the queuing delay is the most
controllable.
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tions. Controlling queuing delay at intermediate nodes is therefore one of the most effective way to enhance the perfor-
mance for delay sensitive applications. There have been several buffer management schemes been developed to manage
packets queuing both proactively and reactively. The traditional approach in packet–switched networks is referred to as
Tail Drop (TD), which sets a maximum length in each queue based on the memory resources available or based on the
Bandwidth-Delay Product (BDP) rule; then once the buffer is full, the subsequent incoming packets will be dropped. For this
simple buffer management scheme, QoS provisioning goals will usually not be fulﬁlled.
With QoS requirements in mind, a number of Active Queue Management (AQM) schemes have been proposed, such as
Random Early Detection (RED) [11], Gentle Random Early Detection (GRED) [6], Dynamic Random Early Detection (DRED) [1],
Random Early Marking (REM) [3,19], and Loss and Queuing Delay Controller (LQD) [20]. Most of the schemes provide queue
management using different mechanisms for enqueuing and dropping packets.
Queuing delay maintaining schemes not only apply in TCP network [13,17], but also in other kind of networks, such
as TDMA wireless networks, as in [16]. Kitatsuji et al. in [18] provide an effective approach to minimize the total queuing
delay by distributing ﬂows into appropriate paths with the same traﬃc characteristics. But et al. in [8] present an approach
to reduce queuing delay by assigning priorities to delay sensitive VoIP and network game traﬃc.
Apart from the algorithmic approaches described above, mathematical models have also been used widely to solve and
analyze related QoS problems [1,10,4,12,15,9,13,22,21]. For instance, a Markov chain modeling process is popularly used, to
solve network congestion in [1], delay in [10,4,12] and packet loss in [15,9].
In order to control queuing delay effectively and eﬃciently, a buffer management scheme that makes uses of an analytical
model has been proposed in this paper. The aim of the proposed scheme is to constrain the queuing delay at the core router
via a movable queuing threshold based on the relationship between queuing delay and queuing threshold that is derived
from the analytical model. A closed-loop feedback mechanism is adopted in the scheme to adjust the queuing threshold
periodically based on the target required queuing delay and measured queuing delay.
The rest of the paper is organized as follows: Section 2 discusses on related work, Section 3 describes the system archi-
tecture of the proposed scheme, Section 4 describes the analytical modeling of the proposed scheme, Section 5 explains the
simulation strategy, Section 6 shows the performance validation results, Section 7 discusses the ﬁndings on further inves-
tigations, Section 8 analyzes simulation results statistically, Section 9 describes the Graphical User Interface (GUI) built for
the simulation and analytical modeling of the proposed scheme and ﬁnally, the paper is concluded with recommendations
for future work in Section 10.
2. Related work
For the traditional TD scheme, the subsequent incoming packets will be dropped once the buffer is full. This may lead
to high packet queuing delay as well as high packet loss rate, especially for bursty traﬃc. To overcome the drawbacks
of the TD scheme, AQM schemes, such as RED, GRED, DRED, REM, and LQD are proposed. RED is the most popular and
widely adopted of these schemes. Nevertheless, Brandauer et al. [6] demonstrate that although RED has more advanced
management mechanisms compared to TD, there is no signiﬁcant performance improvement. Bonald et al. [5] point out
that the probability of consecutive packets drop in RED is higher than in TD, and RED increases the jitter of non-bursty
packet streams when controlling the delay.
RED and RED-variants calculate dropping probabilities based on the queue threshold and current/average queue length.
There are many approaches which calculate dropping probabilities differently, such as based on target packet loss rate (LQD)
and link utilization (REM). LQD aims to balance the queuing delay and packet dropping rate at a router to improve network
and application performance. LQD increases the queuing delay temporarily to give a low loss rate when network congestion
occurs and can also increase the loss rate to maintain the queue length to its target if the congestion is persistent. However,
queuing delay and queue length are not one-to-one mapping, as the queuing delay also depends on throughput of the
system. Therefore, LQD is not able to bound the average queuing delay effectively.
In this paper, a buffer management scheme that can bound average queuing delay in multi-source computer networks
with Binomial traﬃc distribution is proposed. In previous works [13,2,14], Guan et al. [13,14] bound the average queuing
delay through queuing threshold adjustment in a single source computer network by using a single Markov Modulated
Bernoulli Process in the analytical model. Whereas Al-Jaber et al. [2] establish the similar delay maintaining mechanism but
in a multi-source network. However, implicit congestion indication feedback was not taken into account in the simulation
for arrival rate adjustment in that work. The proposed scheme in this paper takes implicit congestion indication feedback
into account, and presents a more comprehensive validation and performance analysis via a diverse group of simulation
scenarios. It is further validated with NS-2 simulation in addition to Matlab simulation. In addition to that, a user-friendly
GUI has been developed using Matlab for simulation and analytical analysis purposes.
3. System architecture
Fig. 1 illustrates the simulation system with a multi-client environment sending any number of packets into the network
across a core router. The network device provides best-effort services and guarantees the speciﬁed queuing delay by pre-
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dicting and controlling operations in the buffer. The threshold is dynamically adjusted to an appropriate queue size position
within the buffer according to the predicted queuing delay value.
All of these processes are performed by the Delay Processing Unit (DPU), which is the kernel component responsible for
controlling queuing delay. DPU consists of three sub-components namely Queuing Delay Predictor (QDP), Delay Processor
(DP) and Packet Dropper (PD). QDP has two main operations, the ﬁrst is to predict the next delay value for the forthcoming
time window and the second is to adjust the threshold position according to the predicted delay value. DP calculates the
realtime average queuing delay in each time window. PD discards incoming packets which are unacceptable from the buffer
and implicitly adjusts the arrival rate for clients.
4. Theoretical modeling
4.1. Markov transition scheme
The proposed theoretical model set up is based on the prototypes of Markov transition scheme [13,2,14]. In Markov
transition scheme, the discrete-time queuing process is analyzed to generate the target delay value with the corresponding
threshold position in the next time window. In this way, the next delay value can be predicted and controlled at the required
level.
There are four parameters utilized in the modeling system, namely, the number of packet sources n, the probability
of arrival rate α, the probability of service rate β and the maximum buffer size MaxSize. n (n = 0,1,2, . . .) number of
clients generate packets with the arrival probability α according to the binomial distribution, which is a discrete probability
distribution. Each individual client sends either 0 or 1 packet into network. β indicates the probability of packets being
dispatched out of the buffer. Whereas MaxSize indicates the maximum packets storage capability of buffer.
Fig. 2 displays the general transition diagram of the proposed model with i (i = 0,1, . . . ,MaxSize) states. Each state
indicates the number of the packets in the system. For instance, state 0 represents no packet in the queue. By the effects
of probability of arrival rate α and service rate β , the state can change in each time slot relating to the corresponding
parameter settings. A number of sub-arrival probability values are generated with binomial distribution according to the
probability of an arrival α. The sub-arrival probability {αi; i = 0,1, . . . ,n} indicates the probability of i packets arrivals.
Expression (1) shows the generation of the sub-arrival probability αi :
αi =
(
n
i
)
× αi × (1− α)n−i . (1)
4.2. Scenario model analysis
This scenario has a ﬁnite buffer size with the maximum length of 6 packets and 4 traﬃc sources. The state transition
diagram is given in Fig. 3, which illustrates that each state can transit into other states with corresponding transition
probabilities. The queue length process {xn; n = 0,1,2, . . . ,6} is a Markov chain with a ﬁnite state space and clearly satisﬁes
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Fig. 3. Scenario transition diagram analysis.
the conditions to have a unique stationary probability distribution. The transition mechanism guarantees changes within the
buffer boundary with a predeﬁned probability scheme.
Five sub-arrival probabilities {αi; i = 0,1,2,3,4} are derived based on expression (1) with arrival rate α. The sub-arrival
rate αi indicates that i packet sources send packets into the queue. With α0, the system receives 0 packet from sources and
thus stays in State 0. State 0 transits into State 1 with α1, which indicates the system receives 1 packet from sources. With
the related combination of sub-arrival probabilities {αi; i = 0,1,2,3,4} and service rate β , the state {xn; n = 0,1,2, . . . ,6}
can transit into any predeﬁned corresponding states.
4.3. Delay prediction and calculation
4.3.1. Delay prediction
The utilized delay prediction mechanism is the same as the one introduced in our previous work [14]. The proposed
mechanism operates in a discrete time window environment, k = 1,2, . . . . There are three key parameters relating to the
delay prediction, namely Required Delay Dr , Observed Mean Delay Dk and Delay Error Gk in time window k. The calculation
of Dk is to divide the cumulated buffer content in each time slot by the deﬁned number of time slots in one time window.
Dr through the whole observed time window period can be expressed as:
Dr = D1 + D2 + · · · + Dk
k
. (2)
Then, the next target mean delay Dk+1 of next time window k + 1 proposed to satisfy:
Dr = D1 + D2 + · · · + Dk+1
k + 1 . (3)
The delay error in each time window k is calculated as Dr − Dk . Whereas the cumulated Gk can be expressed as:
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k∑
i=1
Di . (4)
Also, Gk can be calculated iteratively on a window by window basis as:
Gk = (Dr − Dk) + Gk−1. (5)
From Eq. (3) to Eq. (5), the target mean delay Dk+1 in the next time window k + 1 can be predicted:
Dk+1 = 2Dr − Dk + Gk−1, k = 1,2, . . . , and G0 = 0. (6)
4.3.2. Delay calculation
The mechanism of delay value calculation is based on Little’s Law and previous work [2]. The main idea is to ﬁnd out the
value of Mean Queue Length (MQL), which indicates the average number of enqueued packets in the buffer in each time
window, and the value of Throughput (TP), which indicates the number of packets successfully transmitted through the
buffer per time window. The measured queuing delay value equals MQL divided by TP. Both MQL and TP are derived based
on the state probability distribution, which represents the probabilities of number of i = 0,1, . . . ,MaxSize packets in the
buffer. It is important to note that the summation of all these distribution values equals to 1. The probability distribution
states are:
P = [P (0), P (1), P (2), . . . , P (MaxSize)]. (7)
The measured average delay value is thus obtained:
Delay = MQL/TP. (8)
Whereas MQL and TP are given as:
MQL =
MaxSize∑
i=0
i × P (i), (9)
TP = [1− P (0)]× β. (10)
5. Simulation control strategy
This section describes the proposed control strategy of the simulation experiments, which operates in the discrete-
time environment. Round Trip Time (RTT) is deﬁned as the most fundamental time unit, Time Slot (TS), in our proposed
discrete-time mechanism. A group of integral TSs makes up a Time Window (TW). A random number of data packets are
generated and send into the buffer of simulation system by the packet sources in every TS according to the probability
of α. The simulation system dispatches queued data packets into the network according to the probability of β . At the
end of each TW, the system calculates the value of observed delay in the current TW and predicts the next delay for the
following TW. Simultaneously, the threshold position and the arrival rate adjust to new values for the next TW based on the
relations obtained from the theoretical model. These operations repeat through whole simulation period in each TW until
the simulation completes, with the measured mean delay controlled around the required value.
According to the simulation implementation sequence, QDP sets the initial threshold position at the very beginning of
simulation. The initial position is set according to the relationship between the theoretical delay value and corresponding
threshold position from the Markov transition scheme. The incoming packets are then being accepted into the buffer or
being dropped based on the current queue length at each time slots. At the end of each TW, the DP calculates the measured
delay value for the currently TW. In addition, PD discards the unacceptable packets and adjusts the arrival rate for the
packet sources in the next TW. Finally, QDP forecasts the delay value of the next time window and tunes the threshold.
6. Performance validation
This section shows how simulation results match the theoretical analysis results based on ﬁve case study comparisons.
The ﬁrst three cases examine arrival rate α, service rate β and the number of sources n respectively. The fourth case
checks ﬁve groups of different initial parameter settings. The delay values from the theoretical analysis and simulation
measurements are generated by Matlab programs. The last sub-section describes the validation that has been carried out by
NS-2 simulation and comparisons had been made between NS-2 simulation results and Matlab simulation results.
6.1. Case 1: Different value of initial arrival rate
The simulation and theoretical analysis results are shown in Fig. 4(a) with different values of arrival rate α. Initial arrival
rate α, is set to 0.1, 0.15, 0.2, 0.25, and 0.3 successively, then allowed to vary dynamically according to the simulation
strategy. Other parameters are initialized as β = 0.5, MaxSize = 40, n = 5, Dr = 15, and TW = 10,000 slots. Fig. 4(a) clearly
shows that both theoretical and simulation results matched well with all results around the required delay.
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6.2. Case 2: Different value of service rate
The value of service rate β is set up differently in this case. Other conditions are set as follows: α = 0.3, MaxSize = 40,
n = 5, Dr = 15 and TW = 10,000 slots. Fig. 4(b) shows the results. No matter how service rate β changes, all of the
theoretical results and simulation results matched well and all close to the required delay value.
6.3. Case 3: Different number of sources
This case is based on different values of n, the number of sources. Other initial parameter settings are: α = 0.3, β = 0.5,
MaxSize = 200, Dr = 15, and TW = 10,000 slots. The source numbers are set as 5, 13, 25, 30, and 35 respectively. From
Fig. 4(c), it looks like there are signiﬁcant gaps between each pair of results but the scale is in fact much smaller in the
y-axis, the theoretical results and simulation results are in fact close to each other and near to the required delay value.
6.4. Case 4: Group analysis
The comparisons are made within ﬁve groups, which containing randomly set parameters. The values of initial parame-
ters are set as shown in Table 1. Fig. 4(d) shows the group comparison results. The simulation and theoretical results match
well still and all close to the required delay value.
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Initial parameter settings.
Group α β MaxSize n Dr
G1 0.2 0.3 15 4 13
G2 0.35 0.5 50 8 16
G3 0.3 0.55 240 19 19
G4 0.2 0.6 80 25 5
G5 0.25 0.45 180 40 13
Fig. 5. Simulation results comparison between theoretical model, Matlab and NS-2.
6.5. NS-2 simulation
The MQL and mean queuing delay (MQD) of the proposed scheme are recorded from NS-2 simulation with different
service rate β ranging from 0.5 to 0.9 as shown in Figs. 5(a) and 5(b). It has been validated that the MQL obtained from NS-
2 simulation matches that obtained from the Matlab theoretical model. However, the measured MQD deviated from Matlab
theoretical analysis and simulation. This is due to that NS-2 simulator assuming an ideal transmission scenario where the
service rate is always one whenever the router is not idle. It is different from the Matlab simulation that can vary the
departure rate according to the probability of service rate. In order to match the Matlab model, NS-2 library need to be
modiﬁed to enable departure with probability. However, it is not part of the scope of this work. Therefore, the MQD in NS-2
is recalculated by a simple division of MQL with the service rate. Fig. 5(b) clearly illustrates that the recalculated MQD with
our speciﬁed service rate matches the MQD obtained in Matlab.
In summary, the simulation results and theoretical results matched well in all investigated cases, with all values close to
the required delay. This serves to validate the simulation approach against the theoretical model. Section 7 will show how
the simulation program can be used to achieve the target of queuing delay constraining around a required value.
7. Further simulation investigations
This section outlines a number of further simulation investigations. We utilized two packet dropping strategies separately
to drop packets during simulations. The ﬁrst is the Whole Batch Dropping (WBD) strategy, which means the simulation system
will discard all of the incoming packets as an integrated batch. The second strategy is Partial Batch Dropping (PBD), which
means the simulation system will accept a number of incoming packets with respects to buffer space available and discards
the rest of the packets when the buffer is full. Note that we fully concentrate on the simulation of packets dropping behavior
rather than directly choosing which packets should be dropped or accepted. Section 7.1 examines simulation outputs of
the Slow Start Section, where the measured delay value increases from zero towards the required value at initial 200 TWs
duration. Section 7.2 gives the simulation results of the Stable Section where the measured delay value rises from the lowest
point to the required value in a very short period of time and then stays around the speciﬁed value for the remaining of
TWs. Section 7.3 describes the combined result of both the Slow Start Section and the Stable Section.
7.1. Slow Start Section
7.1.1. Scenario 1
The initial parameter settings of Scenario 1 are α = 0.3, β = 0.5, n = 8, MaxSize = 40, Dr = 20 and TW = 200. The
simulation system utilizes WBD in this scenario. As shown in Fig. 6(a), the measured delay value starts to drop gradually
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from the peak point (around the 60th TW) as the TW increase due to the mean packet size becoming less in the system.
Obviously, WBD is not realistic in a real network and therefore, the PBD scenario is investigated below.
7.1.2. Scenario 2
The initial parameter settings of Scenario 2 are exactly the same as in Scenario 1 but the PBD strategy is implemented
here instead of WBD. In this scheme, a partial batch of incoming packets ﬁll in the spare spaces within the buffer, but the
simulation system discards unacceptable packets when the queue is full. In Fig. 6(b), it is clearly shown that the measured
delay value increases dramatically into the highest point as we expected, approaching to the required value. Compared with
WBD in Scenario 1, PBD leads to more packets entering into the system with larger mean queue length in each TW.
7.2. Stable Section
The queuing delay will increase exponentially if large number of packets are allowed to traverse the core router without
any control. The objective here is to predict and control queuing delay through the buffer at the speciﬁed Dr value so
that the QoS for delay sensitive applications can be guaranteed. Scenario 3 presents the measured delay being constrained
around a required value. The value of Mean, Variance, Mean Square Error (MSE) and Squared Coeﬃcient Variance (SCV) of
the measurement delay introduced here will be further analyzed in the next section.
7.2.1. Scenario 3
In this scenario, the pre-deﬁned parameter settings are α = 0.3, β = 0.5, n = 12, MaxSize = 90, Dr = 11, TS/TW =
1000 and TW = 250. Fig. 7(a) displays the results of this scenario, which clearly shows that the measured delay has
been successfully maintained around the required value of Dr = 11. The measured mean value of the queuing delay is
10.695631999999996 across 250 TWs, whereas the value of variance achieved is 2.04207606400, MSE is 2.042076064000002
and SCV is 0.017850855.
7.3. Overall results
This section unites both the Slow Start Section and the Stable Section in order to simulate a more realistic network
performance. Essentially, the packet queue in an empty buffer increases until it reaches the maximum buffer size. Hence,
the combined simulation implements the Slow Start Section ﬁrst and then executes the Stable Section after that. Here, we
only conduct the PBD dropping mechanism in the simulation.
7.3.1. Scenario 4
The initial settings are α = 0.3, β = 0.5, n = 8, MaxSize = 40, Dr = 20 and TS/TW = 10,000. Fig. 7(b) illustrates the
measured results by using PBD. According to the outcome, the measured delay value increase from 0 in the ﬁrst TW, to
20 (the required delay value) in the 200th TW. After that, the result is maintained around 20 except for a huge spike
between the 201st TW and the 205th TW, which is the combination point of the Slow Start Section and Stable Section. This
phenomenon is due to the performance of the delay calculation algorithm. Since the buffer is almost full in the last time
window of the Slow Start Section, the ﬁrst time window in the Stable Section records limited runtime information about
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accepted incoming packets. Therefore, MQL, which leads the lower measured delay value, is less than the expected value.
Nevertheless, the situation changes in the next few TWs and the measured results return to normal.
8. Statistical analysis
8.1. Statistical equations
The Variance is a measure of the difference between the measured delay value in each time window and the mean.
Variance =
TW∑
i=0
(Measured Delay− Average Delay)2
TW
. (11)
The Mean Square Error (MSE) quantiﬁes the amount by which the mean measured queuing delay differs from the
required delay value. It is important to note that the variance used in MSE should be the one between the measured
delay and the required delay in each time window.
Variance =
TW∑
i=0
(Measured Delay− Required Delay)2
TW
, (12)
MSE = Variance+ (Measured Delay− Average Delay)2. (13)
According to Breunig [7], the squared coeﬃcient of variation (SCV) is used as an example and its sampling properties, bias,
and mean squared error are provided. SCV is shown to be downward biased for positively skewed distributions. Eq. (14) shows the
expression of SCV:
SCV = Variance
Mean2
. (14)
8.2. Optimization
Observed from the simulation results in Scenario 3, the ﬂuctuations in the measured delay are signiﬁcant. This phe-
nomenon is contributed by the TW length settings (e.g. TS/TW = 1000). When the TW length increases, the ﬂuctuations in
measured delay are reduced and the value of measured variance and MSE become smaller. Hence, the variance and MSE
can be reduced by using a larger TS/TW value.
Fig. 8(a) shows the simulation enhancements for Scenario 3 by using a longer TW (e.g., TS/TW = 10,000), with
other parameter settings being the same. The mean value of the measured delay is 10.690661794938480, the variance
is 1.622102445152851, the MSE is 1.622102445152852 and SCV is 0.014192833, which are smaller compared to the results
obtained in Scenario 3. Fig. 8(b) displays the measured curve where TW is increased to 1,000,000 TS. The mean measured
delay obtained is 10.690650400491624, the measured variance is 1.583930966772070, the MSE is 1.583930966772071 and
SCV is 0.013858876. Both of the measured curves are more stable compared to Fig. 7(a). The measured variances, MSEs and
SCV are also smaller than Scenario 3.
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Table 2
Statistical analysis of measured delay in Scenario 4.
TS/TW Mean Variance MSE SCV
100 6.983300000 1.927523910 1.928081690 0.039525591
500 6.984808000 0.440028851 0.440490445 0.009019287
1000 6.984157218 0.305464376 0.305966363 0.006262281
5000 6.984695896 0.171752406 0.172220837 0.003520528
8.3. Scenario 5: Further statistical analysis
The four statistic analysis metrics, mean, variance, MSE and SCV, are further investigated in Scenario 5. The mean is
a way to describe the average value of the measured queuing delay across the whole simulation experiment period. The
variance captures the ﬂuctuation in the measured delay value in each TW compared to the mean. The MSE is the amount
by which the mean measured queuing delay differs from the required value. The initial parameter settings of Scenario 5
are α = 0.3, β = 0.5, MaxSize = 40, n = 5, Dr = 7 and TS/TW range from 100 to 5000. Table 2 shows the corresponding
measurement delay values in terms of statistic metrics mean, variance, MSE and SCV.
9. Graphical user interface
In order to provide a user-friendly simulation environment, a Graphical User Interface (GUI) has been developed by using
the Matlab GUI tool. The GUI allows the selection of the maintained Stable Section, the Slow Start Section and the Overall
Combination Section. It also allows the simulation operator to set up the initial parameters (although it also provides a set
of default values). Fig. 9(a) displays the main menu of GUI.
All of the simulation GUI has the same style of interface. Six inputs value boxes are displayed on the right-hand side
associated with other three functional buttons. Fig. 9(b) shows the snapshot generated by selecting the “Plot” button in the
Slow Start Section. Fig. 9(c) displays a snapshot of the simulation interface in the Stable Section. This shows a graph of the
comparison of results between the measured delay and the required delay. The graphical output of the overall combination
is illustrated in Fig. 9(d).
10. Conclusions and future work
This paper describes an approach for constraining the queuing delay to a required value within a network buffer with
multiple traﬃc sources. A discrete-time queue control mechanism operates on the buffer in cooperation with the delay
processing unit, which can predict the delay value in successive time windows and adjust the position of the threshold
according to its relation with the theoretical delay. The arrival rate of incoming packets for the subsequent time window are
also adjusted based on the implicit congestion feedback from packet drops. The experimental scenarios given in this paper
show that the simulation results and theoretical results matched well in all cases investigated, with all values close to the
required delay. Finally, a user-friendly GUI has been developed to provide easier simulation with user set parameters.
In the next stage of work, a real-time test-bed will be set up to embed the existing prediction and control algorithm into
a programmable hardware device to further investigate the practicality of this QoS enhancement approach.
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