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Abstract
We consider the problem of computing homogeneous coordinates of points in a zero-
dimensional subscheme of a compact toric variety X. Our starting point is a homogeneous
ideal I in the Cox ring of X, which gives a global description of this subscheme. It was
recently shown that eigenvalue methods for solving this problem lead to robust numerical
algorithms for solving (nearly) degenerate sparse polynomial systems. In this work, we
give a first description of this strategy for non-reduced, zero-dimensional subschemes of X.
That is, we allow isolated points with arbitrary multiplicities. Additionally, we investigate
the regularity of I to provide the first universal complexity bounds for the approach, as
well as sharper bounds for weighted homogeneous, multihomogeneous and unmixed sparse
systems, among others. We disprove a recent conjecture regarding the regularity and prove
an alternative version. Our contributions are illustrated by several examples.
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value theorem, symbolic-numeric algorithm
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1 Introduction
The problem of solving a system of (Laurent) polynomial equations is ubiquitous in both pure and
applied mathematics and in several engineering disciplines [Cox20]. An extensive overview of existing
techniques for tackling this problem can be found in the books [CCC+05, Stu02, EM07] and references
therein. In many applications, the coefficients of the equations come from (noisy) measurements and
extremely short computation times are required. Moreover, it is often sufficient to have numerical
approximations of the solutions to the system. This establishes a need for the development of robust,
numerical algorithms for solving these problems in floating point arithmetic [Cox20, Chapter 2]. Ex-
isting numerical methods include homotopy continuation algorithms [Li97, Ver99, BSHW13, BT18],
which solve the problem using continuous deformation techniques, and algebraic algorithms [Laz81,
MS95, JV05, Ste04, KSW04, SK07, DBDM12, NNT15, Mas16, VSDL17, TMVB18], which solve the
system by performing numerical linear algebra computations.
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It is well-known that methods exploiting the polyhedral structure of the equations often lead to
much more efficient algorithms than the classical, ‘total degree based’ approaches. In the context
of homotopy solvers, this explains the great success of polyhedral homotopies [VVC94, HS95] as an
alternative for the more classical total degree homotopies [BSHW13, Sec. 2.1.4]. In algebraic meth-
ods, exploiting these structures leads to smaller matrix constructions. Examples are toric or sparse
resultant matrices as opposed to the classical Macaulay resultant matrix [EM99, Mas16], matrices in
sparse Gro¨bner basis algorithms [BFT18, BFT19] and matrices representing truncated normal forms
[TMVB18].
Whereas polyhedral methods are used to increase the efficiency of both symbolic and numerical
algorithms, a strategy to improve the robustness of numerical solvers is to compactify the solution space.
Homotopy path tracking in (multi-)projective spaces has the advantage that there are no diverging
paths [BSHW13, Sec. 5.1] and ill-conditioned matrices in normal form methods can be avoided by
using (multi-)homogeneous interpretations [TMVB18, Sections 5 and 6].
Our objective is to generalize the classical numerical eigenvalue methods for root finding, see e.g.
[Ste04], by using polyhedral techniques as well as a compactified solution space. The first steps towards
this objective were taken in [Tel20], where homogeneous coordinates of the solutions are computed on
a compact normal toric variety X which comes from the polyhedral structure of the equations. More
precisely, the setting is as follows. A square system (i.e., the number of equations equals the dimension
of the solution space) of (Laurent) polynomial equations
fˆ1 = · · · = fˆn = 0, fˆi ∈ C[t±11 , . . . , t±1n ]
is considered. The toric variety X is the projective toric variety associated to the Minkowski sum of
the Newton polytopes of the fˆi. The functions fˆi are homogenized to obtain homogeneous elements fi
in the Cox ring S of X. In this way, a homogeneous ideal I = 〈f1, . . . , fn〉 ⊂ S is obtained. The ring S
is graded by the divisor class group Cl(X) of X. For ‘large enough’ degrees α ∈ Cl(X), homogeneous
coordinates of the solutions can be computed from the eigenvalues of linear maps (S/I)α → (S/I)α
representing multiplication with a rational function on X in the degree α piece of the graded algebra
S/I. Some important limitations of the method in [Tel20] are the following.
1. A ‘large enough’ degree α ∈ Cl(X) to work in is only conjectured (see Conjecture 1).
2. The subscheme VX(I) of X defined by I is assumed to be zero-dimensional and reduced.
In this paper, we address both these limitations. In order to state more precisely what it means for
α ∈ Cl(X) to be ‘large enough’, we use the following notion of regularity.
Definition 1.1. Consider a homogeneous ideal I ⊂ S defining a zero-dimensional subscheme VX(I) ⊂
X of degree δ+. Let B ⊂ S be the irrelevant ideal of the Cox ring of X. The regularity of I is
Reg(I) = {α ∈ Cl(X) | dimC(S/I)α = δ+, Iα = (I : B∞)α, no point in VX(I) is a basepoint of Sα}.
A tuple (α, α0) ∈ Cl(X)2 is called a regularity pair if α, α + α0 ∈ Reg(I) and no point in VX(I) is a
basepoint of Sα0 .
In this definition, a point p ∈ X is called a basepoint of Sα if all elements f ∈ Sα vanish at p. We
discuss other definitions of regularity in Subsection 2.5. Our first main result (Theorem 3.3) motivates
our definition of regularity and our interest in computing regularity pairs. It is a generalization of
the classical eigenvalue theorem. The statement uses the notation idCδ+ for the identity map on C
δ+ ,
Pic(X) ⊂ Cl(X) for the Picard group of X and U ⊂ X for the open toric subvariety of X corresponding
to the largest simplicial subfan of the fan of X (see Section 2.2).
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Theorem 1.1 (Toric eigenvalue theorem). Let I ⊂ S be a homogeneous ideal such that VX(I) ⊂ U is
zero-dimensional of degree δ+. Let ζ1, . . . , ζδ denote the points in VX(I) and let µi be the multiplicity of
ζi (δ
+ = µ1+· · ·+µδ). Let α, α0 ∈ Pic(X) be such that (α, α0) is a regularity pair. For g, h0 ∈ Sα0 such
that the rational function φ = g/h0 is regular at VX(I), the map Mφ : (S/I)α → (S/I)α representing
‘multiplication with φ’ satisfies
det(λidCδ+ −Mφ) =
δ∏
i=1
(λ− φ(ζi))µi .
Theorem 1.1 generalizes [Tel20, Theorem 5.1] in the sense that VX(I) is allowed to be non-reduced. In
its proof, we present an explicit description of the eigenstructure of the multiplication maps in terms
of differential operators defining the multiplicity structure. We also show how to obtain regularity
pairs in the case where I = 〈f1, . . . , fn〉 is generated by only n elements (Theorem 4.1).
Theorem 1.2. Let I = 〈f1, . . . , fn〉 ⊂ S with fi ∈ Sαi such that αi ∈ Pic(X) is basepoint free and
VX(I) is zero-dimensional. Then for α = α1 + · · ·+αn and for any basepoint free α0 ∈ Pic(X), (α, α0)
is a regularity pair.
Theorem 1.2 is a weaker version of Conjecture 1 in [Tel20] (Conjecture 1), which we prove to be false
in general by providing a counterexample (Example 7). We also prove that the conjecture is true in
the case where X is a fake weighted projective space, which means that the corresponding polytope is
a simplex (Theorem 4.4).
The dimension of Sα+α0 , where (α, α0) ∈ Cl(X)2 is as in Theorem 1.1, determines the complexity
of our eigenvalue algorithm as described in Section 3.3. We are therefore interested in finding regu-
larity pairs (α, α0) for which dimC Sα+α0 is as small as possible. By Theorem 1.2, this dimension can
be bounded by dimC Sα0+α1+···+αn for any basepoint free α0 ∈ Pic(X). However, this bound may be
pessimistic, leading to unnecessarily big matrices. For this reason, we study sparse polynomial systems
with some extra structure and obtain regularity pairs (α, α0) related to smaller matrices. These sys-
tems include unmixed sparse polynomial systems, weighted homogeneous systems, multihomogeneous
systems and sparse polynomial systems where not all the variables appear in each polynomial. With
this improvement, the complexity of our approach is (asymptotically) equal to that of using Gro¨bner
bases or sparse resultants. Our approach relies on the relation between the vanishing of higher sheaf
cohomologies and the regularity pairs (Lemma 4.2).
In addition, we prove several results about homogeneous ideals I ⊂ S defining zero-dimensional
subschemes and their associated saturated ideals (I : B∞) which can be used to check whether a
degree α is in the regularity and which may be of independent interest.
The paper is organized as follows. In Section 2, we review the notation and results on toric varieties
that we will need in the rest of the paper. In Section 3, we consider sparse systems of polynomials
defining (possibly non-reduced) zero-dimensional subschemes of toric varieties. We generalize the
toric eigenvalue theorem [Tel20, Theorem 5.1] to this context. For that, in Section 3.1, we review the
classical theory for affine polynomial systems. In Section 3.2, we present our generalization of this
idea and in Section 3.3 we describe a robust algorithm to solve sparse polynomial systems numerically.
We illustrate these results on a classical example (Example 5) of intersection theory which states that
there are 27 lines on a general cubic surface in P3. In Section 4, we investigate the regularity of
zero-dimensional complete intersections on toric varieties. In Section 4.1, we study the elements in the
Picard group of the toric variety belonging to the regularity of the ideal and derive a general bound
for them. Additionally, in Example 7, we disprove [Tel20, Conjecture 1]. In Section 4.2, we introduce
an effective criterion related to the multigraded Hilbert function of S/I to check which elements in the
class group lead to regularity pairs. Moreover, we study the regularity of B-saturated homogeneous
ideals. In Section 4.3, we compare our definition of regularity with the one in [Tel20] in the context
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of reduced schemes. We show that the bounds that we derive in this work are also bounds for the
regularity in the sense of [Tel20]. In Section 4.4, we prove [Tel20, Conjecture 1] in the context of fake
weighted projective spaces and, for weighted projective spaces, we improve the bound given by this
conjecture. Finally, in Section 4.5, we study the regularity of systems with some extra structure to
obtain better bounds in these cases, leading to a significant increase of efficiency for the algorithm.
2 Preliminaries
In this section we recall some basic facts from toric geometry, introduce the Cox ring of a complete
toric variety, discuss homogenization and regularity in the toric setting, give some notation related
to divisors and present an eigenvalue theorem for root finding on toric varieties. The reader who is
unfamiliar with concepts from toric geometry can find more details in [CLS11, Ful93]. More details
on solving equations using Cox rings and eigenvalues can be found in [Tel20]. To avoid confusion, for
an ideal I and a variety X we denote by VX(I) the subscheme of X defined by I and by VarX(I) the
subvariety of X defined by I.
2.1 Basic toric geometry
We write T = (C∗)n for the algebraic torus with character lattice M = HomZ(T,C∗) ' Zn and cochar-
acter lattice N = M∨ = HomZ(C∗, T ). A rational polyhedral fan Σ in N ⊗Z R = NR ' Rn defines a
normal toric variety XΣ. This variety is complete (or equivalently, compact) if and only if the support
of Σ is NR [CLS11, Theorem 3.4.6]. In the rest of this paper, X = XΣ is a normal toric variety
corresponding to a complete fan Σ, and we will sometimes write the subscript Σ for emphasizing this
correspondence.
The toric variety XΣ admits an affine open covering given by the affine toric varieties {Uσ | σ ∈ Σ}
corresponding to the cones of σ. These affine varieties are defined as follows. For each cone σ ∈ Σ, the
dual cone σ∨ ⊂MR = M ⊗Z R ' Rn gives a saturated semigroup σ∨ ∩M whose associated C-algebra
C[σ∨ ∩M ] = C[Uσ] is the coordinate ring of the affine toric variety Uσ. The way these affine varieties
are glued together to obtain XΣ is encoded by the fan Σ, see [CLS11, Chapter 3].
The fan Σ also encodes how XΣ is stratified by torus orbits. Let Σ(d) be the set of d-dimensional cones
of Σ. By the orbit-cone correspondence [CLS11, Theorem 3.2.6], each σ ∈ Σ(d) corresponds to a torus
orbit Oσ in XΣ whose closure Oσ has codimension d in X, such that if σ is a face of σ
′ ∈ Σ, Oσ′ ⊂ Oσ.
In particular, the codimension one torus orbits correspond to the rays Σ(1) = {ρ1, . . . , ρk} and the
orbit closures Di = Oρi generate the free group DivT (XΣ) ' Zk of torus invariant Weil divisors on
XΣ. Each ρi ∈ Σ(1) has a unique primitive ray generator ui ∈ N . It is convenient to collect the ui in
a matrix
F = [u1 · · · uk] ∈ Zn×k.
2.2 The Cox Construction
Characters m ∈M are rational functions on XΣ whose divisor is given by
div(m) =
k∑
i=1
〈ui,m〉Di ∈ DivT (XΣ),
see [Ful93, page 61]. Here 〈·, ·〉 : N×M → Z denotes the natural pairing between N and M . Identifying
DivT (XΣ) ' Zk and denoting Cl(XΣ) = An−1(XΣ) for the divisor class group of XΣ, there is a short
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exact sequence [Ful93, page 63]
0→M F>−→ Zk −→ Cl(XΣ)→ 0
where the first map is F> = div and the second map takes a torus invariant divisor to its class in
Cl(XΣ). Taking HomZ(−,C∗) gives a map pi : (C∗)k → (C∗)n of tori, constant on orbits of the group
G = HomZ(Cl(XΣ),C∗) ⊂ (C∗)k. This map is given by
pi = F ⊗Z C∗ : (x1, . . . , xk) 7→ (xF>e1 , . . . , xF>en), (2.1)
where ei is the i-th standard basis vector of Zn consisting of zeroes and 1 in the i-th position and
x(b1,...,bk) = xb11 · · ·xbkk . From (2.1) we find an explicit description of G = kerpi as the subgroup
G = {g ∈ (C∗)k | gF>ei = 1, i = 1, . . . , n} ⊂ (C∗)k.
The map pi is the map of tori associated to the linear map FR = F ⊗Z R : Rk → NR defined by the
matrix F . this map sends the rays of the positive orthant in Rk to the rays in Σ(1). In fact, one can
check that FR is compatible with a subfan Σ
′ of the positive orthant in Rk and our fan Σ, in the sense
that for each cone σ′ ∈ Σ′ there is σ ∈ Σ such that FR(σ′) ⊂ σ. The fan Σ′ consists of all faces σ′
of the positive orthant in Rk whose rays ρ′ ∈ σ′(1) satisfy F (ρ′) ⊂ σ for some σ ∈ Σ. The associated
toric variety XΣ′ is Ck \Z, where Z is a coordinate subspace of Ck. The action of G on (C∗)k extends
to an action on Ck \ Z and from the above discussion and [CLS11, Theorem 3.3.4] we conclude that
pi extends to a map
pi : Ck \ Z → XΣ, with pi(g · x) = pi(x),∀g ∈ G. (2.2)
In [Cox95], Cox shows that the map (2.2) realizes XΣ as a good categorical quotient of Ck \Z by the
action G (that is, every G-invariant map Ck \ Z → Y for some variety Y factors through XΣ, and
for every x ∈ XΣ, pi−1(x) contains exactly one Zariski closed G-orbit). In fact, the quotient is a good
categorical quotient that behaves particularly nicely: it is an almost geometric quotient. This follows
from the fact that there is a Zariski open subvariety U ⊂ XΣ such that
1. U is ‘very large’: codimXΣ(XΣ \ U) ≥ 3 and
2. pi|pi−1(U) : pi−1(U)→ U is a geometric quotient:
{ G-orbits in pi−1(U) } 1:1←→ { points in U }.
We note that U = XΣ whenever XΣ (or, equivalently, Σ) is simplicial. The terminology we will use
for this quotient construction is the following. The space Ck is the total coordinate space of XΣ, with
base locus Z. The complement Ck \ Z of the base locus in the total coordinate space is called the
characteristic space of XΣ. The group G is called the reductive group. We conclude the geometric
construction (which we refer to as the Cox construction) and introduce the corresponding algebra by
means of the familiar example XΣ = P2.
Example 1. The primitive ray generators of the fan Σ corresponding to P2 are given by
F =
[
1 0 −1
0 1 −1
]
.
This gives the map FR : R3 → NR = R2 compatible with the fans Σ′ and Σ, where Σ′ consists of
the 2-dimensional cones of the positive orthant in R3 and their faces. This is illustrated in Figure 1.
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FR=
[
1 0 −1
0 1 −1
]
−−−−−−−−−−−→
Figure 1: An illustration of the linear map FR : R3 → NR ' R2 from Example 1. The rays of Σ′,Σ are
depicted as red generating vectors and two dimensional cones are colored in blue, green and yellow.
Note that the 3-dimensional cone σ′ = R3≥0 does not belong to Σ′ since FR(σ′) 6⊂ σ, ∀σ ∈ Σ. The map
pi|(C∗)3 = F ⊗Z C∗ : (C∗)3 → T = (C∗)2 is given by (x1, x2, x3) 7→ (x1x−13 , x2x−13 ), with kernel
G = {(g1, g2, g3) ∈ (C∗)3 | g1g−13 = g2g−13 = 1} = {(g, g, g) | g ∈ C∗} ' C∗.
The group G acts by g · (x1, x2, x3) = (gx1, gx2, gx3), g ∈ C∗. The map pi|(C∗)3 extends to
pi : C3 \ {0} → P2 : (x1, x2, x3)→ (x1 : x2 : x3)
where (x1 : x2 : x3) is a set of homogeneous coordinates for a point in P2, and pi(g ·x) = pi(x),∀g ∈ G.
Since Σ is simplicial, this realizes P2 as the classical geometric quotient (C3 \ {0})/C∗.
On the algebra side, a natural ring to associate to the space P2 is the polynomial ring in three
variables S = C[x1, x2, x3], which is called its homogeneous coordinate ring. In order to do this we must
equip S with a grading S =
⊕
α∈Z Sα and an irrelevant ideal B = 〈x1, x2, x3〉 ⊂ S. This is because
only homogeneous functions f ∈ Sα have well-defined zero-sets on P2, and a point (x1, x2, x3) ∈ C3
corresponds to a point in P2 if and only if it is not in VarC3(B) = {0} ⊂ C3. These observations
correspond, in the language of the Cox construction introduced above, to the facts that the zero locus
of homogeneous elements f ∈ Sα is closed under the action of G: f(g ·x) = gdeg(f)f(x), and VarC3(B)
is precisely the base locus Z = {0}. 4
Let S = C[x1, . . . , xk] be the polynomial ring with k variables. Each of these variables xi corre-
sponds to a ray ρi in Σ(1): ρi is the image of R≥0 · ei under pi. For each cone σ ∈ Σ, we define a
square-free monomial xσˆ ∈ S as follows:
xσˆ =
∏
ρi 6∈σ
xi.
The variety VarCk(x
σˆ) is the complement in Ck of the toric variety whose cone is mapped surjectively
onto σ under FR. Equivalently, the points in VarCk(x
σˆ) are exactly those points of the characteristic
space whose image under pi is not in Uσ ⊂ XΣ. By construction, we have that
Ck \ Z =
⋃
σ∈Σ
pi−1(Uσ) =
⋃
σ∈Σ
(Ck \VarCk(xσˆ)) = Ck \VarCk(B) (2.3)
where B = 〈xσˆ | σ ∈ Σ〉 = 〈xσˆ | σ ∈ Σ(n)〉. We conclude that B is the vanishing ideal of Z. The ideal
B is called the irrelevant ideal of S.
6
For an element α = [
∑k
i=1 aiDi] ∈ Cl(XΣ), we define the vector subspace
Sα =
⊕
F>m+a≥0
C · xF>m+a ⊂ S,
where the sum ranges over all m ∈ M satisfying 〈ui,m〉 + ai ≥ 0, i = 1, . . . , k. One can check that
this definition is independent of the chosen representative for α. Moreover, as the fan Σ is complete,
the points {m ∈ M : F>m + a ≥ 0} are the lattice points contained in a polytope Pα ⊂ Rn [CLS11,
Prop. 4.3.8]. The action of G on Ck induces an action of G on S: for g ∈ G, f ∈ S, (g·f)(x) = f(g−1·x).
We observe that an element f ∈ Sα defines an affine subvariety VarCk(f) that is stable under the action
of G:
f(x) =
∑
F>m+a≥0
cmx
F>m+a = 0⇒ (g · f)(x) =
∑
F>m+a≥0
cmx
F>m+ag−F
>m−a
= g−a
∑
F>m+a≥0
cmx
F>m+a
= g−af(x) = 0.
Note that g−F>m = 1 by the definition of the reductive group. From this observation, it follows that
an element f ∈ Sα has a well-defined zero set on XΣ, given by
VarXΣ(f) = {ζ ∈ XΣ | f(x) = 0 for some x ∈ pi−1(ζ)}.
This is our motivation to equip S with its grading by the class group: S =
⊕
α∈Cl(XΣ) Sα. The ring
S, together with this grading and its irrelevant ideal, is called the Cox ring, homogeneous coordinate
ring or total coordinate ring of XΣ. The homogeneous ideals of S, that is, the ideals generated by
elements that are homogeneous with respect to the Cl(XΣ)-grading, define the closed subschemes of
XΣ [CLS11, Prop. 6.A.6]. Given a homogeneous ideal I ⊂ S, we denote the corresponding closed
subscheme by VXΣ(I). It also follows from the above discussion and (2.3) that homogeneous elements
of the localization Sxσˆ (which inherits the Cl(XΣ)-grading from S) have well defined zero sets on Uσ,
and elements of degree 0 are regular functions on Uσ. By [Cox95, Lemma 2.2] we have (Sxσˆ)0 ' C[Uσ].
Remark 2.1. In this construction, there is a one-to-one correspondence between the variables x1, . . . , xk
of S, the rays ρ1, . . . , ρk of Σ, the columns u1, . . . , uk of F and the torus invariant prime divisors
D1, . . . , Dk. We have that Di = VarXΣ(xi) and pi(x) ∈ Di ⇔ xi = 0.
2.3 Homogenization
The C-algebra C[M ] over the lattice M is the ring C[t±11 , . . . , t±1n ] of n-variate Laurent polynomials.
Our starting point in this paper will be s elements fˆ1, . . . , fˆs of C[M ]. These elements define a system
of relations fˆ1 = . . . = fˆs = 0 on T , which extends to a system of relations on a toric compactification
X ⊃ T , which we will define in this subsection. In case s = n, the system is called square.
For each fˆi, let Pi ⊂ MR = Rn be its Newton polytope, i.e., the convex hull in MR of the characters
appearing in fˆi with a nonzero coefficient. Let P = P1 + . . . + Ps be the Minkowski sum of all these
polytopes. We will assume that P is full-dimensional. The normal fan ΣP of P defines a complete,
normal toric variety X = XΣP . We will use the same notation as in Section 2.2 for the rays, primitive
ray generators, etc. To each of the polytopes Pi, we associate a torus invariant divisor DPi ∈ DivT (X)
as follows. Let ai = (ai,1, . . . , ai,k) ∈ Zk be such that
ai,j = min
Z
c s.t. Pi ⊂ {m ∈MR | 〈uj ,m〉+ c ≥ 0}.
7
We set DPi =
∑k
j=1 ai,jDj ∈ DivT (X). One can check that with this construction, the DPi are Cartier
divisors, which means that they locally come from rational functions on X. The group of Cartier di-
visors modulo linear equivalence is a subgroup of Cl(X) called the Picard group. We will denote it
by Pic(X) ⊂ Cl(X) and we have that αi = [DPi ] ∈ Pic(X). On top of being Cartier, the divisors
DPi are also basepoint free (see Definition 2.1). For each top dimensional cone σ ∈ ΣP (n), there is a
rational function fσi ∈ C(Uσ) such that [div(fσi )|Uσ ] = [(DPi)|Uσ ] ∈ Cl(XΣ). We will give an explicit
description of the fσi in the remainder of this subsection.
We start by ‘homogenizing’ the fˆi to the Cox ring S of X. For this, we observe that by construction
fˆi ∈
⊕
m∈Pi∩M
C · tm '
⊕
F>m+ai≥0
C · tm '
⊕
F>m+ai≥0
C · xF>m+ai = Sαi .
This gives a canonical way of homogenizing1 the fˆi:
fˆi =
∑
F>m+ai≥0
cm,it
m 7→ fi =
∑
F>m+ai≥0
cm,ix
F>m+ai .
The subvariety VarX(fi) ⊂ X is the closure of VarT (fˆi) in X. It is the divisor of zeroes of fˆi as a
global section of the algebraic line bundle OX(αi). The f
σ
i are the restricted sections corresponding
to the trivialization of OX(αi) on the open cover X =
⋃
σ∈ΣP (n) Uσ. We will now make this explicit.
By the fact that DPi is Cartier and basepoint free, for each cone σ ∈ Σ there is mσ,i ∈ Pi ∩M such
that 〈uj ,mσ,i〉+ ai,j = 0 for each ρj ⊂ σ [CLS11, Theorem 6.1.7]. Note that for σ ∈ ΣP (n), mσ,i is a
unique vertex of Pi. Let x
σˆ,i = xF
>mσ,i+ai . It is straightforward to check that
fσi =
fi
xσˆ,i
∈ (Sxσˆ)0 ' C[Uσ].
This gives a homogeneous ideal I = 〈f1, . . . , fs〉 ⊂ S and an ideal Iσ = 〈fσ1 , . . . , fσs 〉 ⊂ C[Uσ] for each
σ ∈ ΣP (n). In fact, by [Cox95, Section 3], the ideal I gives an ideal sheaf I on X with
H0(X,I ) = I ⊂ S and H0(Uσ,I ) = Iσ ⊂ C[Uσ].
This in turn defines a closed subscheme VX(I) of X, which can be investigated locally by working
with the ideals Iσ ⊂ C[Uσ]. We will assume that VX(I) is 0-dimensional, which is equivalent to the
assumption that dimC(C[Uσ]/Iσ) <∞ for all σ ∈ Σ(n).
2.4 Divisors
It will be convenient to have a notation for subsets of the divisor class group that are of interest:
Cl(X) divisor class group of X
Cl(X)+ divisor classes of effective divisors:{α ∈ Cl(X) | α = [
∑k
i=1 aiDi], ai ≥ 0}
We will work with a subclass of these divisors given by the basepoint free divisors.
1This map can be defined for any divisor
∑k
i=1 ciDi and it identifies the graded pieces of S with the vector
spaces of global sections of divisoral sheaves on X [CLS11, Proposition 4.3.2, Proposition 5.3.7]:
S[
∑k
i=1 ciDi]
' H0
(
X,OX
(
k∑
i=1
ciDi
))
=
⊕
F>m+c≥0
C · tm.
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Definition 2.1. For a fixed degree α ∈ Cl(X), a point ζ ∈ X is called a basepoint of Sα if ζ ∈ VX(f)
for all f ∈ Sα. The degree α ∈ Cl(X) is called basepoint free if it has no basepoints. A torus invariant
divisor D ∈ DivT (X) is called basepoint free if [D] ∈ Cl(X) is basepoint free.
We introduce a similar notation for subsets of the Picard group, and the (in general larger) subgroup
of Cl(X) consisting of the divisor classes of Q-Cartier divisors on X. Note that, as X is a complete
toric variety, nef Cartier divisors correspond to basepoint free Cartier divisors [CLS11, Thm. 6.3.12]
and nef Q-Cartier divisors corresponds to divisors such that a multiple of them is nef and Cartier
[CLS11, Lem. 9.2.1].
Pic(X) Picard group of X
Pic(X)+ divisor classes of effective Cartier divisors: Pic(X) ∩ Cl(X)+
Pic◦(X) divisor classes of nef Cartier divisors: {α ∈ Pic(X) | α is basepoint free }
QPic(X) divisor classes of Q-Cartier divisors: {α ∈ Cl(X) | `α ∈ Pic(X) for some ` ∈ N>0}
QPic(X)+ QPic(X) ∩ Cl(X)+
QPic◦(X) divisor classes of nef Q-Cartier divisors: {α ∈ Cl(X) | `α ∈ Pic◦(X) for some ` ∈ N>0}
Note that if α ∈ Cl(X) \Cl(X)+, we have that Sα = {0}, and hence every ζ ∈ X is a basepoint of Sα.
We have the following diagram of inclusions.
Pic◦(X) ⊂ Pic(X)+ ⊂ Pic(X)
∩ ∩ ∩
QPic◦(X) ⊂ QPic(X)+ ⊂ QPic(X)
∩ ∩
Cl(X)+ ⊂ Cl(X)
Example 2. Consider the double pillow surface, which is the complete toric surface given by the fan
in R2 whose rays are generated by
F = [u1 u2 u3 u4] =
[
1 −1 −1 1
1 1 −1 −1
]
.
We will encounter this variety again in Example 4 and the fan is depicted in Figure 2. One can check
that in this example, QPic(X) = Cl(X) (which is true whenever X is simplicial), α0 := [D2 + D4] ∈
QPic◦(X) \ Pic◦(X), 2α0 ∈ Pic◦(X), −α0 ∈ Pic(X) \ Pic(X)+. Moreover, Sα0 is not basepoint free:
Sα0 = C · x2x3 vanishes on VX(x2) ∪ VX(x3). For more on the double pillow surface, see [Sot17,
Sec. 3.3]. 4
2.5 Regularity for zero-dimensional closed subschemes
As we mentioned above, there is a relation between homogeneous ideals in the Cox ring and closed
subschemes of the toric variety X. Unfortunately, this relation is not a one-to-one relation: different
homogeneous ideals may define the same closed subscheme.
Example 3. Consider the toric variety X = P1, whose Cox ring is C[x, y] =
⊕
i∈ZC[x, y]i. The
ideals I :=
〈
x2, x y
〉
and J := 〈x〉 both correspond to the point (0, 1) ∈ P1, but I 6= J . In degree 1,
dimC(I1) = 0, but dimC(J1) = 1. However, for any degree d > 1 we have Id = Jd. 4
Example 3 suggests that different homogeneous ideals defining the same subscheme of X do seem
to agree at certain degrees. The (Castelnuovo-Mumford) regularity formalizes this intuition in the
context of Pn. Roughly speaking, the regularity of an ideal is the set of degrees at which we can
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recover from our ideal its geometric nature. For an introduction to this subject, see e.g. [Eis04,
Sec. 20.5].
Even though this concept is well understood when our toric variety is Pn, in general, the notion
of regularity over the Cox ring is not uniquely defined; equivalent definitions on Pn, i.e. vanishing of
local cohomology and Betti numbers, do not agree over other toric varieties. For example, in [MS03],
the authors defined the regularity of homogeneous ideals related to simplicial toric varieties in terms
of the vanishing of certain local cohomology modules. In contrast, in [SVT06], the authors define the
(resolution) regularity of the product of projective spaces in terms of the multigraded Betti numbers.
Other works, e.g. [Ha`07, SVTW06], try to unify these approaches and to generalize them [BC17].
When restricted to zero-dimensional closed subschemes of toric varieties, [HVT04, SVTW06] studies
alternative definitions for fat points in multiprojective space and [S¸S16] studies the regularity (in the
sense of [MS03]) of homogeneous ideals generated by regular sequences over simplicial toric varieties.
Besides the previous definitions, in [Tel20], the author defines the regularity of an ideal defining a
zero-dimensional reduced subscheme in terms of its Hilbert function, its radicality and its saturation.
This definition of regularity only considers the ideal at a specific degree, in contrast to other definitions
as [MS03, Def. 4.1] where the local cohomology modules of the ideal have to vanish at many different
degrees. In our work, we adopt an approach similar to [Tel20].
Definition 2.2. The multigraded Hilbert function of a homogeneous ideal I ⊂ S is given by
HFS/I : Cl(X)→ N : α 7→ dimC(Sα/Iα).
Our definition of regularity is as follows.
Definition 2.3. Consider a homogeneous ideal I ⊂ S defining a zero-dimensional subscheme VX(I) ⊂
X of degree δ+. The regularity of I is given by
Reg(I) = {α ∈ Cl(X) | HFS/I(α) = δ+, Iα = (I : B∞)α, no point in VX(I) is a basepoint of Sα}.
Remark 2.2. Definition 2.3 differs from [Tel20, Def. 4.3] as in the latter there is an additional
restriction, i.e. Iα = (
√
I : B∞)α. Although in [Tel20] it is assumed that VX(I) is reduced, we will see
that this does not necessarily mean that (I : B∞) =
√
I : B∞. However, in Section 4.3, we show that,
when VX(I) is reduced, the definitions agree at many degrees.
As we explain in Section 2.6, we will focus on certain pairs of degrees in the regularity.
Definition 2.4. We say that (α, α0) ∈ Cl(X)2 is a regularity pair of I if α, α+α0 ∈ Reg(I) and none
of the points in VX(I) are basepoints of Sα0 .
2.6 Multiplication maps in S/I
In [Tel20], Telen describes an algorithm for finding homogeneous coordinates of the points in VX(I)
under the assumptions that VX(I) is zero-dimensional, reduced and contained in U ⊂ X, where U is
the largest simplicial toric subvariety of X as in Section 2.2. The correctness of the algorithm depends
upon a conjecture related to the regularity of I. We briefly recall the main results.
In what follows, let δ be the number of points defined by I on X and let J = (I : B∞) be the saturation
of I with respect to the irrelevant ideal. The ideal J is homogeneous and I ⊂ J .
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Lemma/Definition 2.1 ([Tel20]). Let I be an ideal as described above and fix α ∈ Cl(X). Then
α ∈ Reg(I) and I = (√J)α if and only if the map ψα : (S/I)α → Cδ given by
ψα(f + Iα) =
(
f
h
(ζ1), . . . ,
f
h
(ζδ)
)
(2.4)
is well-defined and an isomorphism for generic h ∈ Sα. For such α, we define the homogeneous
Lagrange polynomials of degree α as
`j + Iα = ψ
−1
α (ej),
where ej = (0, . . . , 1, . . . , 0) is the j-th canonical basis vector of Cδ. We denote the dual basis of
(S/I)∨α = HomC((S/I)α,C) by {v1, . . . , vδ}, that is, vi(`j + Iα) =
{
0 i 6= j
1 i = j
.
Definition 2.5 (Multiplication map). For α, α0 ∈ Cl(X), g ∈ Sα0 we define the multiplication map
representing ‘multiplication with g’ as
Mg : (S/I)α → (S/I)α+α0 such that Mg(f + Iα) = fg + Iα+α0 .
The following theorem is the main motivation for our interest in describing the regularity Reg(I).
It relates the regularity, the eigenvalues of the multiplication maps and the closed points in VX(I).
Theorem 2.1 ([Tel20]). Let I ⊂ S be a homogeneous ideal such that VX(I) = {ζ1, . . . , ζδ} is zero-
dimensional, reduced and contained in U ⊂ X. For a regularity pair (α, α0) of I, such that Iα = (
√
J)α
and Iα+α0 = (
√
J)α+α0, and generic h0 ∈ Sα0, Mh0 is invertible and for any g ∈ Sα0,
(M−1h0 ◦Mg)(`j + Iα) =
g
h0
(ζj)(`j + Iα)
vj ◦ (M−1h0 ◦Mg) =
g
h0
(ζj)vj ,
where `j + Iα are the homogeneous Lagrange polynomials from Lemma/Definition 2.1 and vj are the
dual basis for (S/I)∨α.
Theorem 2.1 is used in [Tel20] for finding the homogeneous coordinates of the points ζj via eigen-
value computations. It is clear from this theorem that the complexity of computing the multiplication
matrices depends on the regularity Reg(I). Indeed, we need to work in the graded pieces (S/I)α,
(S/I)α+α0 such that (α, α0) is a regularity pair, Iα = (
√
J)α, and Iα+α0 = (
√
J)α+α0 . The following
conjecture is an adaptation of [Tel20, Conjecture 1] for the case where VX(I) is a complete intersection
(i.e. s = n).
Conjecture 1. Let I = 〈f1, . . . , fn〉 ⊂ S be a homogeneous ideal obtained as in Section 2.3 such that
VX(I) is a zero-dimensional, (not necessarily reduced) complete intersection subscheme of U ⊂ X. Let
αi = deg(fi) ∈ Pic(X) be the degrees of the generators. Then β = α0 + α1 + · · ·+ αn ∈ Reg(I) for all
α0 ∈ Cl+(X) such that no point in VX(I) is a basepoint of Sα0 .
The statement is known to hold true in the cases where X is projective space [Laz83] or a product
of projective spaces [BFT18, Sec. 4].
In this paper, we generalize Theorem 2.1 to the case where VX(I) is not reduced. Moreover, we
prove that Conjecture 1 is true when the polytope of X is a simplex (but not necessarily the standard
simplex). This corresponds to the cases where X is the projective space, a weighted projective space, or
more generally, a fake weighted projective space. In a more general framework, we present a counter-
example that disproves this conjecture when α0 is not basepoint free. Moreover, we prove a weaker
version of Conjecture 1 where Cl(X)+ in the last line is replaced by Pic
◦(X). For special families of
systems, we improve the regularity bounds of Conjecture 1, obtaining smaller matrices for solving our
polynomial systems and improving the complexity of our strategy.
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3 Toric eigenvalue methods in the non-reduced case
In this section we consider the case where the homogeneous ideal I = 〈f1, . . . , fs〉 ⊂ X coming from a
system of relations fˆ1 = · · · = fˆs = 0 on T defines a zero-dimensional, possibly non-reduced subscheme
VX(I) ⊂ U ⊂ X. That is, some of the points in the scheme have multiplicity > 1. Such points are
sometimes called fat points. Note that we are assuming that all points of VX(I) are contained in
U ⊂ X, which is the largest simplicial open subvariety of X as in Section 2.2. We will motivate this in
Remark 3.1. We write {ζ1, . . . , ζδ} ⊂ U ⊂ X for the underlying set of VX(I) and µi for the multiplicity
of ζi. The number of solutions, counting multiplicities will be denoted by δ
+ = µ1 + · · ·+ µδ ≥ δ.
We will give an explicit description of the eigenstructure of toric multiplication maps in the presence
of fat points. First, in Section 3.1 we recall what happens in the affine case. The approach is similar
to [MMM93, MS95], in the specific case of a zero-dimensional subvariety of an affine toric variety.
Although this subsection does not contain new results, it fixes some notation and it is instructive for the
homogeneous case. In Section 3.2, we describe explicitly how the eigenstructure of the homogeneous
multiplication maps is a ‘gluing’ of the affine constructions. Finally, in Section 3.3 we present an
algorithm for computing homogeneous coordinates of the points in VX(I) via eigenvalue computations.
For a C-vector space V , we denote V ∨ = HomC(V,C) for the dual vector space.
3.1 Fat points on an affine toric variety
Let Iσ := 〈fσ1 , . . . , fσs 〉 ⊂ C[Uσ] be an ideal in the coordinate ring of the normal affine toric variety Uσ
coming from the full dimensional cone σ ⊂ NR. Let A = {m1, . . . ,m`} ⊂ M be a set of characters
such that σ∨ ∩M = N · {m1, . . . ,m`}. The ring C[Uσ] can be realized as a quotient ring C[Uσ] '
C[y1, . . . , y`]/IA , where the variables yi correspond to the characters mi and IA is the toric ideal
corresponding to the embedding of Uσ in C` given by A [CLS11, Chapter 1]. Therefore, the ideal
Iσ corresponds to an ideal in C[y1, . . . , y`]/IA , which in turn corresponds to an ideal in C[y1, . . . , y`]
containing IA . In other words, the subscheme of Uσ defined by I
σ is embedded in C` via
C[y1, . . . , y`]→ C[y1, . . . , y`]/IA ' C[Uσ]→ C[Uσ]/Iσ.
We will think of VUσ(I
σ) as a subscheme of C` given by this embedding and denote the defining ideal
by Iσy . That is,
VUσ(I
σ) = Spec(C[y1, . . . , y`]/Iσy ) = Spec(C[Uσ]/Iσ)
and IA ⊂ Iσy ⊂ C[y1, . . . , y`]. The reason why we embed VUσ(Iσ) in C` is that the multiplicity structure
of fat points in affine space have a nice, explicit description in terms of differential operators. We will
now recall how this works. For every ζ ∈ C`, let mζ ⊂ C[y1, . . . , y`] be the corresponding maximal
ideal. Assuming that VUσ(I
σ) is zero-dimensional, defining δσ points {ζ1, . . . , ζδσ} ⊂ C`, the primary
decomposition of Iσy is given by
Iσy = Q1 ∩ · · · ∩Qδσ
where Qi is mζ-primary. By the Chinese remainder theorem [KR00, Lemma 3.7.4] this gives
C[y1, . . . , y`]/Iσy = C[y1, . . . , y`]/Q1 ⊕ · · · ⊕ C[y1, . . . , y`]/Qδσ . (3.1)
The multiplicities µi of the points ζi are given by
µi = dimC (C[y1, . . . , y`]/Qi) .
We denote δ+σ = µ1 + · · · + µδσ = dimC(C[y1, . . . , y`]/Iσy ). For an `-tuple a = (a1, . . . , a`) ∈ N` we
define the C-linear map ∂a : C[y1, . . . , y`]→ C[y1, . . . , y`] given by
∂a(f) =
1
a1! · · · a`!
∂a1+···+a`f
∂ya11 · · · ∂ya``
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and D = spanC(∂a, a ∈ N`). For each a ∈ N`, we also define the antidifferentiation operator sa : D →
D by
sa
(∑
b
cb∂b
)
=
∑
b−a≥0
cb∂b−a.
These operators allow for a very simple formulation of Leibniz’ rule, which says that for ∂ ∈ D ,
∂(fg) =
∑
b∈N`
∂b(g)(sb(∂))(f). (3.2)
Definition 3.1. A C-vector subspace V ⊂ D is closed if dimC(V ) <∞ and for each ∂ ∈ V and each
a ∈ N`, sa(∂) ∈ V .
Note that if V ⊂ D is closed, then ∂0 = id ∈ V .
Theorem 3.1. Let ζ ∈ C` and let mζ ⊂ C[y1, . . . , y`] be the corresponding maximal ideal. There
is a one-to-one correspondence between mζ-primary ideals of C[y1, . . . , y`] and closed subspaces of D .
Explicitly, the correspondence is given by
Q ⊂ C[y1, . . . , y`] 7→ {∂ ∈ D | ∂(f)(ζ) = 0, ∀f ∈ Q}
and
V ⊂ D 7→ {f ∈ C[y1, . . . , y`] | ∂(f)(ζ) = 0, ∀∂ ∈ V }.
Moreover, we have that dimC V = dimCC[y1, . . . , y`]/Q.
Proof. See [MMM93, Theorem 2.6].
For ζ ∈ C`, let evζ ∈ HomC(C[y1, . . . , y`],C) = C[y1, . . . , y`]∨ be the linear functional defined by
evζ(f) = f(ζ). It follows from Theorem 3.1 that, for each i ∈ {1, . . . , δσ}, there is a closed subspace
Vi ⊂ D such that,
Qi = {f ∈ C[y1, . . . , y`] | (evζi ◦ ∂)(f) = ∂(f)(ζi) = 0,∀∂ ∈ Vi}.
For each Qi, we define the set of linear functionals Q
⊥
i as follows,
Q⊥i := {v ∈ C[y1, . . . , y`]∨ | v(f) = 0, ∀f ∈ Qi} = {evζi ◦ ∂ | ∂ ∈ Vi} = evζi ◦ Vi.
From basic linear algebra, it follows that
evζi ◦ Vi = Q⊥i ' (C[y1, . . . , y`]/Qi)∨ ⊂ (C[y1, . . . , y`]/Iσy )∨.
In other words, we can interpret elements evζi ◦Vi as elements of (C[y1, . . . , y`]/Iσy )∨, because for ∂ ∈ Vi
(for any i),
evζi ◦ ∂ : C[y1, . . . , y`]/Iσy → C given by (evζi ◦ ∂)(f + Iσy ) = (evζi ◦ ∂)(f)
is well defined.
Lemma 3.1. For i = 1, . . . , δσ, let (∂i1, . . . , ∂iµi) be a basis for Vi. The linear map C[y1, . . . , y`]/Iσy →
Cδ
+
σ given by
f + Iσy 7→ ((evζ1 ◦ ∂11)(f), . . . , (evζ1 ◦ ∂1µ1)(f), . . . , (evζδσ ◦ ∂δσ1)(f), . . . , (evζδσ ◦ ∂δσµδσ )(f))
is an isomorphism of vector spaces.
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Proof. The map is injective because f ∈ Iσy ⇔ f ∈ Q1∩· · ·∩Qδσ , which is equivalent to (evζi ◦∂)(f) =
0, ∀∂ ∈ Vi, i = 1, . . . , δσ.
Definition 3.2. For g ∈ C[y1, . . . , y`], the multiplication map Mg : C[y1, . . . , y`]/Iσy → C[y1, . . . , y`]/Iσy
is defined as
Mg(f + I
σ
y ) = fg + I
σ
y .
For a differential operator ∂ =
∑
a ca∂a ∈ D we define ord(∂) = maxca 6=0(a1 + · · ·+a`). We denote
by (Vi)≤d = {∂ ∈ Vi | ord(∂) ≤ d} the subspace of differential operators in Vi of order bounded by d.
For giving explicit descriptions of the eigenstructure of multiplication maps, it is convenient to work
with a special type of basis for the spaces Vi (see [MS95, Section 5]).
Definition 3.3. Let V ⊂ D be a closed subspace. An ordered tuple (∂1, . . . , ∂µ) with ∂j ∈ V, j =
1, . . . , µ is called a consistently ordered basis for V if for every d ≥ 0 there is jd such that {∂1, . . . , ∂jd}
is a C-vector space basis for V≤d.
Note that a consistently ordered basis always exists for any closed subspace V , its first differential
operator is always ∂0 and it is a C-vector space basis for V . For i = 1, . . . , δσ, let (∂i1, . . . , ∂iµi) be a
consistently ordered basis for Vi. Note that by Leibniz’ rule, for all f + I
σ
y ∈ C[y1, . . . , y`]/Iσy we have
((evζi ◦ ∂ij) ◦Mg)(f + Iσy ) = evζi(∂ij(fg)) = (evζi ◦
∑
b∈N`
∂b(g)sb(∂ij))(f + I
σ
y ). (3.3)
In particular, for ∂i1 = ∂0 = id we get
evζi ◦Mg = g(ζi) evζi ,
which shows that the evaluation functionals evζi are (left) eigenvectors of Mg with eigenvalues g(ζi).
In general, by the property of being closed, sb(∂ij) can be written as a C-linear combination of
∂i1, . . . , ∂iµi . For b 6= 0, by the property of being consistently ordered and ord(sb(∂)) < ord(∂), sb(∂ij)
can be written as a C-linear combination of ∂i1, . . . , ∂i,j−1 (in fact, we only need the differentials of
order < ord(∂ij)). Therefore, we can write
evζi ◦
∑
b∈N`
∂b(g)sb(∂ij) = g(ζi)(evζi ◦ ∂ij) +
j−1∑
k=1
c
(k)
ij (evζi ◦ ∂ik)
for some complex coefficients c
(k)
ij . Then, in matrix notation, (3.3) becomes
Vi ◦Mg =

evζi ◦ ∂i1
evζi ◦ ∂i2
...
evζi ◦ ∂iµi
 ◦Mg =

g(ζi)
c
(1)
i2 g(ζi)
...
. . .
c
(1)
iµi
c
(2)
iµi
. . . g(ζi)


evζi ◦ ∂i1
evζi ◦ ∂i2
...
evζi ◦ ∂iµi
 = Li ◦ Vi. (3.4)
Here the notation Vi is (ab-)used for the linear map represented by a consistently ordered basis for
Q⊥i = evζi ◦ Vi. Putting the equations (3.4) together for i = 1, . . . , δσ we get
V1
V2
...
Vδσ

︸ ︷︷ ︸
V
◦ Mg =

L1
L2
. . .
Lδσ

︸ ︷︷ ︸
L
◦

V1
V2
...
Vδσ

︸ ︷︷ ︸
V
. (3.5)
14
By observing that the map V in (3.5) is exactly the map from Lemma 3.1, we get that any matrix
representation of Mg is similar to the lower triangular matrix L, whose diagonal is
g(ζ1), . . . , g(ζ1)︸ ︷︷ ︸
µ1 times
, . . . , g(ζδσ), . . . , g(ζδσ)︸ ︷︷ ︸
µδσ times
.
The following theorem follows easily (see for instance [CLO05, Ch. 4, §2, Proposition 2.7]).
Theorem 3.2. For any matrix representation of the multiplication map Mg : C[y1, . . . , y`]/Iσy →
C[y1, . . . , y`]/Iσy , we have that
det(λ id
Cδ
+
σ
−Mg) =
δσ∏
i=1
(λ− g(ζi))µi .
3.2 Toric eigenvalue theorem in the non-reduced case
Recall that X is a complete toric variety coming from a fan Σ in NR ' Rn. For α = [
∑k
i=1 aiDi] ∈
Pic(X) and σ ∈ Σ(n) consider the dehomogenization map
ηα,σ : Sα 7→ (Sxσˆ)0 ' C[Uσ] given by f 7→
f
xσˆ,α
where xσˆ,α = xF
>m+a for the unique lattice point m ∈ M satisfying 〈ui,m〉 + ai = 0, ρi ∈ σ(1). In
what follows, we fix a homogeneous ideal I = 〈f1, . . . , fs〉 defining a 0-dimensional closed subscheme
VX(I) = {ζ1, . . . , ζδ} ⊂ U ⊂ X such that ζi has multiplicity µi and we define δ+ := µ1 + · · ·+ µδ.
Remark 3.1. Assume VX(I) ⊂ U . Then, for α ∈ Cl(X) and f, g ∈ Sα, it is natural to define the
value of the rational function f/g at ζ ∈ U \ VX(g) ⊂ X as
f
g
(ζ) =
f(z)
g(z)
for any z ∈ pi−1(ζ).
This is well defined because pi−1(ζ) is a G-orbit for ζ ∈ U and f/g is G-invariant. For points in X \U ,
whose fiber over pi may consist of multiple G-orbits, defining evaluation is more subtle. In this section,
we will therefore assume that VX(I) ⊂ U for simplicity.
We can write VX(I) as a union of affine closed schemes Y1, . . . , Yδ, where Yi corresponds to the
(fat) point ζi in VX(I). For each i = 1, . . . , δ, we denote by Qi, the ideal sheaf of Yi on X, that
is, the ideal sheaf Qi such that OYi ' OX/Qi. Note that, for any σ ∈ Σ, Qi(Uσ) = H0(Uσ,Qi) is
the primary ideal of C[Uσ] corresponding to the point ζi in VUσ(Iσ) if ζi ∈ Uσ, and Qi(Uσ) = C[Uσ]
otherwise. To see how these primary ideals relate to the primary ideals Qi in Section 3.1, we note that
the decomposition (3.1) corresponds to
C[Uσ]/Iσ =
⊕
ζi∈Uσ
C[Uσ]/Qi(Uσ) '
⊕
ζi∈Uσ
C[y1, . . . , y`]/Qi.
and (C[Uσ]/Qi(Uσ))∨ ' Qi(Uσ)⊥ ' Q⊥i = evζi ◦ Vi, with
Qi(Uσ)
⊥ := {v ∈ C[Uσ]∨ | v(fσ) = 0, for all fσ ∈ Qi(Uσ)}
and with Vi ⊂ D a closed subspace of differential operators. This allows us to write elements of
Qi(Uσ)⊥ as evζi ◦ ∂, with ∂ ∈ Vi. For an element α ∈ Pic(X) we denote by I⊥α the vector space
I⊥α := {v ∈ S∨α | v(f) = 0, for all f ∈ Iα} ' (S/I)∨α.
As in Subsection 2.3, we write fσi := ηαi,σ(fi) and I
σ := I (Uσ) = 〈fσ1 , . . . , fσs 〉 ⊂ C[Uσ].
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Lemma 3.2. Consider Qi(Uσ) = H0(Uσ,Qi) for some σ ∈ Σ(n) such that ζi ∈ Uσ. For any α ∈
Pic(X), an element evζi ◦ ∂ ∈ Qi(Uσ)⊥ gives an element evζi ◦ ∂ ◦ ηα,σ ∈ I⊥α = (S/I)∨α.
Proof. Suppose evζi ◦ ∂ ∈ Qi(Uσ)⊥. For any f ∈ Iα we have ηα,σ(f) ∈ Iσ ⊂ Qi(Uσ). Hence
evζi ◦ ∂ ◦ ηα,σ ∈ I⊥α .
Lemma 3.3. Consider α ∈ Reg(I) ∩ Pic(X) and let fσ := ηα,σ(f). We have that f ∈ Iα if and only
if fσ ∈ Iσ, for all σ ∈ Σ(n).
Proof. It is clear that f ∈ Iα ⇒ fσ ∈ Iσ,∀σ ∈ Σ(n). Conversely, suppose that fσ ∈ Iσ, for all
σ ∈ Σ(n). Then we can find gσ1 , . . . , gσs ∈ C[Uσ] such that
fσ = gσ1 f
σ
1 + · · ·+ gσs fσs .
Note that this is an equality in the localization Sxσˆ , and clearing denominators shows that there is ` ∈ N
such that (xσˆ)`f ∈ I for each σ ∈ Σ(n). Since B = 〈xσˆ | σ ∈ Σ(n)〉, we have that f ∈ (I : B∞) = J .
Since f ∈ Sα and α ∈ Reg(I), this implies f ∈ Iα.
Corollary 3.1. Fix α ∈ Pic(X)∩Reg(I). For each ζi ∈ VX(I), consider σi ∈ Σ(n) such that ζi ∈ Uσi
and let {evζi ◦ ∂i1, . . . , evζi ◦ ∂iµi} be a basis for Qi(Uσi)⊥. For f ∈ Sα, we have that f ∈ Iα if and
only if
(evζi ◦ ∂ij ◦ ηα,σi)(f) = 0, i = 1, . . . , δ, j = 1, . . . , µi. (3.6)
Proof. As for Lemma 3.3, one implication is obvious. Note that the statement is independent of the
choice of σi ∈ Σ(n) such that ζi ∈ Uσi by the fact that the Qi are coherent sheaves. Suppose that f
satisfies (3.6). We have that fσ ∈ Iσ if and only if fσ ∈ Qi(Uσ) for all i such that ζi ∈ Uσ, which is
true for all σ ∈ Σ by assumption. Therefore, by Lemma 3.3, we have f ∈ Iα.
In what follows, for each ζi ∈ VX(I), we fix σi ∈ Σ(n) such that ζi ∈ Uσi . As in Subsection 3.1,
let {∂i1, . . . , ∂iµi} be a consistently ordered basis for Vi with Qi(Uσi)⊥ ' evζi ◦Vi (Definition 3.3). We
introduce the notation vij,α ∈ (S/I)∨α for the functional given by (evζi ◦ ∂ij ◦ ηα,σi) (see Lemma 3.2).
We define the map ψα : (S/I)α → Cδ+ by
ψα(f + Iα) = (vij,α(f + Iα) | i = 1, . . . , δ, j = 1, . . . , µi).
If VX(I) is reduced, this is the map ψα from (2.4) up to an invertible diagonal scaling. By Corollary
3.1, ψα is invertible if α ∈ Reg(I) ∩ Pic(X). The following lemma uses Definition 2.4.
Lemma 3.4. Let (α, α0) ∈ Pic(X)2 be a regularity pair and let h0 ∈ Sα0 be such that VX(I)∩VX(h0) =
∅. Then Mh0 is invertible.
Proof. We show that there is an invertible linear map φ : Cδ+ → Cδ+ which makes the diagram
(S/I)α (S/I)α+α0
Cδ+ Cδ+
Mh0
ψα ψα+α0
φ
commute. Note that
vij,α+α0(h0f + Iα) = (evζi ◦ ∂ij ◦ ηα+α0,σi)(h0f)
and ηα+α0,σi(h0f) = ηα0,σi(h0)ηα,σi(f) = h
σi
0 f
σi . By Leibniz’ rule we have
∂ij(h
σi
0 f
σi) =
∑
b∈N`
∂b(h
σi
0 )sb(∂ij)(f
σi)
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and hence, by consistent ordering there are complex coefficients c
(k)
ij such that
(evζi ◦ ∂ij)(hσi0 fσi) = hσi0 (ζi)(evζi ◦ ∂ij)(fσi) +
j−1∑
k=1
c
(k)
ij (evζi ◦ ∂ik)(fσi).
As in (3.4), this shows that ψα+α0 ◦Mh0 = φ ◦ψα where φ is represented by a lower triangular matrix
with diagonal
hσ10 (ζ1), . . . , h
σ1
0 (ζ1)︸ ︷︷ ︸
µ1 times
, . . . , hσδ0 (ζδ), . . . , h
σδ
0 (ζδ)︸ ︷︷ ︸
µδ times
.
Since ζj /∈ VX(h0), j = 1, . . . , δ, φ is invertible. Since α, α+ α0 ∈ Pic(X) ∩Reg(I), also ψα and ψα+α0
are isomorphisms. The lemma now follows from the diagram above.
Theorem 3.3 (Toric eigenvalue theorem). Let (α, α0) ∈ Pic(X)2 be a regularity pair. For any g ∈ Sα0
and h0 ∈ Sα0 as in Lemma 3.4, consider the linear map Mg ◦M−1h0 : (S/I)α+α0 → (S/I)α+α0. We
have
det(λidCδ+ −Mg ◦M−1h0 ) =
δ∏
i=1
(
λ− g
h0
(ζi)
)µi
.
Proof. Our strategy is to prove that there exist linear maps Lh0 and Lg : Cδ
+ → Cδ+ such that
Lh0 ◦ ψα+α0 ◦Mg = Lg ◦ ψα+α0 ◦Mh0 , the map Lh0 is invertible and
det(λidCδ+ − L−1h0 ◦ Lg) =
δ∏
i=1
(
λ− g
h0
(ζi)
)µi
. (3.7)
For σ ∈ Σ(n), let hσ0 = ηα0,σ(h0), gσ = ηα0,σ(g) and for any f ∈ Sα, fσ = ηα,σ(f). We have that
vij,α+α0(gf) = (evζi ◦ ∂ij ◦ ηα+α0,σi)(gf) = (evζi ◦ ∂ij)(gσifσi).
By Leibniz’ rule we have
∂ij(h
σi
0 g
σifσi) =
∑
b∈N`
∂b(h
σi
0 )sb(∂ij)(g
σifσi) =
∑
b∈N`
∂b(g
σi)sb(∂ij)(h
σi
0 f
σi).
Composing with evζi , by consistent ordering of the ∂ij , as in (3.4) we get
hσi0 (ζi)
c
(1)
i2 h
σi
0 (ζi)
...
. . .
c
(1)
iµi
c
(2)
iµi
. . . hσi0 (ζi)

︸ ︷︷ ︸
Li,h0

(evζi ◦ ∂i1)(gσifσi)
(evζi ◦ ∂i2)(gσifσi)
...
(evζi ◦ ∂iµi)(gσifσi)

=

gσi(ζi)
d
(1)
i2 g
σi(ζi)
...
. . .
d
(1)
iµi
d
(2)
iµi
. . . gσi(ζi)

︸ ︷︷ ︸
Li,g

(evζi ◦ ∂i1)(hσi0 fσi)
(evζi ◦ ∂i2)(hσi0 fσi)
...
(evζi ◦ ∂iµi)(hσi0 fσi)

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σ1
y3y2y1
y22 = y1y3
Figure 2: Illustration of the fan Σ (left) of the toric variety from Example 4, and of the semigroup algebra
C[Uσ1 ] ' C[y1, y2, y3]/
〈
y22 − y1y3
〉
corresponding to the (dual cone of the) blue cone (right).
for some complex coefficients c
(k)
ij , d
(k)
ij . Putting all the equations together for i = 1, . . . , δ, we get
L1,h0
L2,h0
. . .
Lδ,h0
 ◦ ψα+α0 ◦Mg =

L1,g
L2,g
. . .
Lδ,g
 ◦ ψα+α0 ◦Mh0 , (3.8)
which is the desired relation Lh0◦ψα+α0◦Mg = Lg◦ψα+α0◦Mh0 . Indeed, by construction, hσi0 (ζi) 6= 0,∀i
and g
σi
h
σi
0
(ζi) =
g
h0
(ζi), so Lh0 is invertible and (3.7) is satisfied.
Example 4. Let n = 2, C[M ] = C[t±11 , t
±1
2 ] and consider the equations
fˆ1 = t1 − t−12 + t2 + t−11 , fˆ2 = 2t1 + t−12 − t2 − t−11 .
There are no solutions of fˆ1 = fˆ2 = 0 in (C∗)2 (note that fˆ1 + fˆ2 is a unit in C[M ]). The mixed volume
of the Newton polygons P1, P2 is 4 and the associated toric variety X is the double pillow surface (see
Example 2). The fan Σ is depicted in Figure 2. We arrange the primitive ray generators of Σ(1) in
the matrix
F = [u1 u2 u3 u4] =
[
1 −1 −1 1
1 1 −1 −1
]
.
Our equations homogenize to
f1 = x
2
1x
2
4 − x23x24 + x21x22 + x22x23, f2 = 2x21x24 + x23x24 − x21x22 − x22x23
in the Cox ring S of X. The degrees αi = deg(fi) are α1 = α2 = [
∑4
i=1Di]. The scheme VX(f1, f2)
consists of two points, each with multiplicity two. These points correspond to the orbits of
z1 = (0, 1, 1, 1), z2 = (1, 1, 0,
√−1).
Let α = 2α1 and α0 = α1. As we will see (Theorem 4.1), (α, α0) is a regularity pair for I. One can
check that in the bases
Bα = {x43x44 + Iα, x1x2x33x34 + Iα, x1x32x33x4 + Iα, x41x42 + Iα}
Bα+α0 = {x22x63x44 + Iα+α0 , x1x32x53x34 + Iα+α0 , x1x52x53x4 + Iα+α0 , x41x62x23 + Iα+α0}
of (S/I)α and (S/I)α+α0 respectively, multiplication with x
2
2x
2
3, x1x2x3x4 ∈ Sα0 looks like this:
Mx22x23 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , Mx1x2x3x4 =

0 0 0 0
1 0 0 1
0 0 0 −1
0 0 0 0
 .
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Let σ1 be the blue cone in Figure 2. The ideal I
σ1 = 〈fσ11 , fσ12 〉 ⊂ C[Uσ1 ] corresponds to the ideal
Iσ1y =
〈
y1y3 − y22, y22 − y1 + y3 + 1, 2y22 + y1 − y3 − 1
〉 ⊂ C[y1, y2, y3].
The ordering of the variables yi is clarified in the right part of Figure 2. Only the solution ζ1 corre-
sponding to the orbit of z1 is contained in Uσ1 , which explains that dimCC[y1, y2, y3]/Iσ1y = 2. It has
coordinates (y1, y2, y3) = (1, 0, 0), and a consistently ordered basis for Q
⊥
1 is
{evζ1 ◦ ∂(0,0,0), evζ1 ◦ ∂(0,1,0)} = {evζ1 , evζ1 ◦
∂
∂y2
}.
composing these functionals with dehomogenization of degree α + α0 and representing them in the
basis Bα+α0 we get [
v11,α+α0
v12,α+α0
]
=
[
evζ1 ◦ ηα+α0,σ1
evζ1 ◦ ∂∂y2 ◦ ηα+α0,σ1
]
=
[
1 0 0 0
0 1 1 0
]
,
which follows from ηα+α0(Bα+α0) = {y1, y1y2, y21y2, y1y42}. For any g ∈ Sα0 , the lower triangular matrix
L1,g is given by
L1,g =
 gσ1(ζ1) 0
∂gσ1
∂y2
(ζ1) g
σ1(ζ1)
 ,
which gives, for g = x1x2x3x4, h0 = x
2
2x
2
3,
L1,g =
[
0 0
1 0
]
, L1,h0 =
[
1 0
0 1
]
,
which follows from gσ1 = y2, h
σ1
0 = y1. This gives for the rows of (3.8) corresponding to ζ1:
[
1 0
0 1
] [
1 0 0 0
0 1 1 0
]
0 0 0 0
1 0 0 1
0 0 0 −1
0 0 0 0
 = [0 01 0
] [
1 0 0 0
0 1 1 0
]
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
In order to complete this equation with the rows corresponding to ζ2, one has to work in the chart
corresponding to either one of the orange or the yellow cone in Figure 2. 4
Remark 3.2. In the proof of Theorem 3.3 we represented ψα+α0 : (S/I)α+α0 → Cδ
+
as a vector of
linear functionals vij,α+α0. Fixing bases for (S/I)α and (S/I)α+α0, (3.8) can be written as the matrix
equation
Lh0VMg = LgVMh0 ,
where V represents ψα+α0 in the chosen basis. We now relate Theorem 3.3 to Theorem 2.1. We have
that
V (MgM
−1
h0
)V −1 = L−1h0 Lg and so VMh0(M
−1
h0
Mg)M
−1
h0
V −1 = L−1h0 Lg.
If VX(I) is reduced (δ = δ
+), then L−1h0 Lg is a diagonal matrix containing the evaluations of the rational
function (g/h0)(ζi), which are the eigenvalues of M
−1
h0
◦Mg corresponding to the left eigenvectors given
by the functionals (evζi ◦∂0◦ηα+α0,σi)◦Mh0 (these are the rows of VMh0 in the matrix representation).
We observe that
((evζi ◦ ∂0 ◦ ηα+α0,σi) ◦Mh0)(f + Iα) =
h0
xσˆi,α0
(ζi)
f
xσˆi,α
(ζi) =
h0h
xσˆi,α+α0
(ζi)vi(f + Iα),
where h, vi are as in Lemma 2.1 and Theorem 2.1.
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3.3 Algorithm
To conclude this section, we use the results from Section 3.1 and Section 3.2 to design an algorithm
for computing homogeneous coordinates of the points in VX(I). The strategy is based on [Tel20].
Let I = 〈f1, . . . , fs〉 ⊂ S be such that VX(I) = {ζ1, . . . , ζδ} where ζi has multiplicity µi and set
δ+ := µ1 + · · · + µδ. We write αi = deg(fi) ∈ Pic(X). For a regularity pair (α, α0) ∈ Pic(X)2 and
some h0 ∈ Sα0 for which VX(I)∩VX(h0) = ∅, we fix a basis for (S/I)α and compute the multiplication
matrices
Mxb/h0 = M
−1
h0
◦Mxb , for all xb ∈ Sα0 .
This can be done as follows [Tel20, Theorem 6.1]. Consider the map
Res : Sα+α0−αi × · · · × Sα+α0−αs → Sα+α0 given by (q1, . . . , qs) 7→ q1f1 + · · ·+ qsfs.
This map has the property that im Res = Iα+α0 , and hence a cokernel map N : Sα+α0 → Cδ
+
satisfies
kerN = im Res = Iα+α0 . Such a cokernel map can be computed, for instance, using the SVD. We
define the map Nh0 : Sα → Cδ
+
by setting Nh0(f) = N(h0f) and for x
b ∈ Sα0 we define the map
Nb : Sα → Cδ+ by Nb(f) = N(xbf). For any δ+-dimensional subspace W of Sα such that (Nh0)|W is
invertible, we let
Mxb/h0 = (Nh0)
−1
|W ◦ (Nb)|W .
It is crucial for the numerical stability of the algorithm to choose W such that (Nh0)|W is well-
conditioned. This can be done, for instance, by using QR with column pivoting or SVD on the matrix
Nh0 , see for instance [TVB18, TMVB18, MTVB19]. Using a reordered Schur factorization of a random
C-linear combination of {Mxb/h0}xb∈Sα0 , we can compute an orthogonal matrix U such that for each
xb ∈ Sα0 ,
UMxb/h0U
H =

∆b1 × · · · ×
0 ∆b2 · · · ×
0 0
. . .
...
0 0 . . . ∆bδ
 (·H denotes the Hermitian transpose)
is block upper triangular with the matrices ∆bi ∈ Cµi×µi on the diagonal. The matrices ∆bi are such
that they only have one eigenvalue, which is xb/h0 evaluated at ζi. This eigenvalue can be computed
as Trace(∆bi)/µi. In the reduced case, where µi = 1 for all i, the eigenvalues can be read off the
diagonal of UMxb/h0U
H . See [CGT97] for the details on how this works. Having computed these
eigenvalues, a set of homogeneous coordinates of the points ζ1, . . . , ζδ can be computed by solving
some binomial systems of equations, provided that α0 is ‘large enough’. To give an intuition about
what ‘large enough’ means, we point out that if ζi ∈ T ⊂ X is contained in the dense torus of X,
it suffices that the lattice points in the polytope associated to α0 affinely span the lattice M . More
details can be found in [Tel20, Section 5]. The following example illustrates the algorithm and shows
that our approach can be used to understand the ‘defect’ of the solution count with respect to the
BKK number for some families of polynomial systems.
Example 5 (27 lines on a cubic surface). A classical result in intersection theory states that a general
cubic surface in P3 given by
c0w
3 + c1w
2z + c2wz
2 + c3z
3 + c4w
2y + c5wyz + c6yz
2 + c7wy
2
+c8y
2z + c9y
3 + c10w
2x+ c11wxz + c12xz
2 + c13wxy + c14xyz
+c15xy
2 + c16wx
2 + c17x2z + c18x
2y + c19x
3 = 0
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contains 27 lines, see for instance [EH16, Subsection 6.2.1]. As detailed in [PSS19, Section 4], these
lines correspond to the solutions of the polynomial system given by fˆ1 = · · · = fˆ4 = 0 with
fˆ1 = c0t
3 + c1t
2v + c2tv
2 + c3v
3 + c4t
2 + c5tv + c6v
2 + c7t+ c8v + c9,
fˆ2 = c0s
3 + c1s
2u+ c2su
2 + c3u
3 + c10s
2 + c11su+ c12u
2 + c16s+ c17u+ c19,
fˆ3 = 3c0st
2 + 2c1stv + c2sv
2 + c1t
2u+ 2c2tuv + 3c3uv
2 + 2c4st+ c5sv + c10t
2
+ c5tu+ c11tv + 2c6uv + c12v
2 + c7s+ c13t+ c8u+ c14v + c15,
fˆ4 = 3c0s
2t+ c1s
2v + 2c1stu+ 2c2suv + c2tu
2 + 3c3u
2v + c4s
2 + 2c10st+ c5su
+ c11sv + c11tu+ c6u
2 + 2c12uv + c13s+ c16t+ c14u+ c17v + c18.
The relations defined by fˆ1, . . . , fˆ4 on (C∗)4 extend naturally to a toric compactification X = XΣ ⊃
(C∗)4, where XΣ is the toric variety coming from the fan Σ that we will now describe. We define
F =

0 0 −1 0 1 0
0 0 0 −1 0 1
1 0 −1 0 0 0
0 1 0 −1 0 0
 = [u1 u2 u3 u4 u5 u6] and a =

0
0
6
6
0
0
 .
For i = 1, . . . , 4, let Pi ⊂ R4 be the Newton polytope of fˆi and define the convex polytope P :=
P1 + · · ·+ P4 ⊂ R4. We compute that P is given by
P = {m ∈ R4 | F>m+ a ≥ 0}.
The fan Σ is the normal fan of P . It has 6 rays, whose primitive generators ui are the columns of F .
The toric variety XΣ is isomorphic to the multiprojective space P2 × P2 and its class group is Z2. We
use the identification
[
6∑
i=1
ciDi] = (c1 + c3 + c5, c2 + c4 + c6) ∈ Z2.
This way, the homogenization of the Laurent polynomials fˆ1, . . . , fˆ4 gives us homogeneous polynomials
f1, . . . , f4 in the Cox ring of XΣ of degrees (0, 3), (3, 0), (1, 2) and (2, 1) respectively.
The mixed volume MV(P1, P2, P3, P4) is 45. The toric version of the BKK theorem, see [Ful93,
§5.5], tells us that the maximal number of isolated solutions of f1 = · · · = f4 = 0 on X is 45.
However, we know from intersection theory that for generic parameter values c0, . . . , c19, there are
only 27 solutions in (C∗)4. Solving a generic instance of our system using a Matlab implementation
of the algorithm described in this section, we find that there are in fact 45 isolated solutions on X
(counting multiplicities), of which 18 are on the boundary X \ (C∗)4. As we will see in the next
section (Theorem 4.1), we have that (α, α0) = ((6, 6), (1, 1)) is a regularity pair for I. Figure 3 shows
the computed coordinates. The figure suggests clearly that there are indeed 27 solution in the torus,
and 18 solutions that are on the intersection of the 3rd and 4th torus invariant prime divisors, which
we will denote by D3, D4 ⊂ X. These are the divisors corresponding to u3 and u4. In fact, having
a closer look at the intermediate computations, there should be only 3 solutions on D3 ∩ D4, each
with multiplicity 6. These multiplicities become apparent when the U matrix in the ordered Schur
factorization of a generic linear combination of the Mxb/h0 brings the matrices Mxb/h0 into block upper
triangular instead of upper triangular form, as described above. One of the matrices UMxb/h0U
H
is shown in Figure 4. It is clear that this is a numerical approximation of a block upper triangular
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Figure 3: Absolute value of the computed homogeneous coordinates of 45 solutions. The i-th row corresponds
to the i-th torus invariant prime divisor, associated to the ray generated by ui, and the j-th column corresponds
to the j-th computed solution. Dark colors correspond to small absolute values.
Figure 4: Absolute values of the entries of the block upper triangularized form of one of a homogeneous
multiplication matrix Mxb/h0 in Example 5. Dark colors correspond to small absolute values.
matrix with three 6× 6 blocks on its diagonal. We now explicitly compute the three solutions on the
boundary by solving the face system2 corresponding to u3 and u4:
(fˆ1)u3,u4(s, u, t, v) = c0t
3 + c1t
2v + c2tv
2 + c3v
3,
(fˆ2)u3,u4(s, u, t, v) = c0s
3 + c1s
2u+ c2su
2 + c3u
3,
(fˆ3)u3,u4(s, u, t, v) = 3c0st
2 + 2c1stv + c2sv
2 + c1t
2u+ 2c2tuv + 3c3uv
2,
(fˆ4)u3,u4(s, u, t, v) = 3c0s
2t+ c1s
2v + 2c1stu+ 2c2suv + c2tu
2 + 3c3u
2v.
One can see from these equations that D3 ∩D4 ' P1 × P1, with coordinates (s : u) and (t : v) on the
first and second copy of P1 respectively. The bidegrees of the equations are (0, 3), (3, 0), (1, 2), (2, 1).
We now interpret (fˆ1)u3,u4 as an equation on P1 and consider its three roots (t∗j : v∗j ), j = 1, 2, 3 (for
which we can write down explicit expressions) and we define ζj = ((t
∗
j : v
∗
j ), (t
∗
j : v
∗
j )) ∈ P1 × P1. It is
clear that (fˆ1)u3,u4(ζj) = (fˆ2)u3,u4(ζj) = 0. If we substitute s = t, u = v in (fˆ3)u3,u4 , (fˆ4)u3,u4 we find
2This is the system defined by the terms of the fˆi with exponents m for which both 〈u3,m〉 and 〈u4,m〉
are minimized. This gives a system of equations in a 2-dimensional lattice which can be interpreted as the
restriction of the original system to the dense torus of D3 ∩D4. See for instance [HS95].
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that
(fˆ3)u3,u4(t, v, t, v) = (fˆ4)u3,u4(t, v, t, v) = 3(fˆ1)u3,u4(s, u, t, v).
From this it is clear that also (fˆ3)u3,u4(ζj) = (fˆ4)u3,u4(ζj) = 0, j = 1, . . . , 3, and we have identified the
three solutions on D3 ∩D4. 4
4 Regularity
In this section we describe the regularity Reg(I) of a homogeneous ideal I ⊂ S in the Cox ring
S = C[x1, . . . , xk] of X defining a zero-dimensional subscheme of X. Our objective is to characterize
regularity pairs in order to apply the results from Section 3 and [Tel20]. Most (but not all) of our results
apply for complete intersections over X. In Section 4.1 we prove a weaker version of Conjecture 1;
instead of considering effective α0 ∈ Cl(X)+, we focus on basepoint free α0 ∈ Pic◦(X). Moreover,
we give a counterexample to show that the conjecture is not true in its full generality. In Section 4.2
we introduce a criterion related to the Hilbert function of S/I to check which α0 ∈ Cl+(X) lead
to regularity pairs. Moreover, we study the regularity of saturated ideals. In Section 4.3, we restrict
ourselves to the reduced case and compare our definition of regularity with the one proposed in [Tel20];
we show that, in the cases considered in this paper, both definitions agree. In Section 4.4 we prove
Conjecture 1 for fake weighted projective spaces and improve it for weighted projective spaces. Finally,
in Section 4.5 we prove some better bounds on the regularity for systems with extra structure, such as
multihomogeneous and unmixed sparse systems. These results allow us to speed up the computations
in Example 5 by a factor of 25.
4.1 Regularity in Pic◦(X)
We first derive some results for degrees in Pic◦(X) ⊂ Cl(X) corresponding to basepoint free Cartier
divisors (Lemmas 4.1 and 4.2). The proofs require techniques from homological algebra. The strategy
is similar to the one in [GKZ94] for defining the resultant and to [Mas16] for solving affine sparse
systems. That is, we will consider a resolution of the sheaf OY , associated to the scheme Y = VX(I),
and use an ‘abstract de Rham theorem’ for sheaves [GH14, Ch. 3, Sec. 5] to derive the exactness of
the associated complex of global sections. In the terminology of [ZES17], what we do is construct a
virtual resolution for S/I.
We say that the subscheme Y = VX(I) is a complete intersection if I can be generated by codim(Y )
many homogeneous elements. In particular, a zero-dimensional subscheme Y is a complete intersection
if Y = VX(I) with I = 〈f1, . . . , fn〉 ⊂ S. The following lemma is a particular case of [Eis04, Exercise
17.20].
Lemma 4.1. Let I = 〈f1, . . . , f`〉 ⊂ S with fi ∈ Sαi for αi ∈ Pic◦(X). Consider the OX-module map
φ :
⊕`
i=1OX(−αi) → OX such that, for every open Uσ ⊂ X, φ|Uσ : (g1, . . . , g`) 7→
∑
gi · fi|Uσ . Let
K(f1, . . . , f`) be the Koszul complex associated to φ,
K(f1, . . . , f`)• : 0→ OX(−
∑`
i=1
αi)→ · · · →
⊕
J⊂{1,...,`}
#J=j
OX(−
∑
i∈J
αi)→ · · · →
⊕`
i=1
OX(−αi)→ OX
Let Y = VX(I) and denote its structure sheaf by OY . If Y is a complete intersection, then the Koszul
complex of sheaves K(f1, . . . , f`)• is a resolution for OY . That is, the following augmented complex is
exact,
K(f1, . . . , f`)• → OY → 0.
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Proof. By definition, a complex of sheaves F• is exact if for every closed point ζ ∈ X, the complex of
stalks induced by F• is exact [Har77, page 64]. Consider the complex K(f1, . . . , f`)• → OY → 0. For
any ζ ∈ X and i = 1, . . . , `, let fi,ζ be the image of fi in the stalk OX,ζ .
If ζ 6∈ Y , then 1 ∈ 〈f1,ζ , . . . , f`,ζ〉 ⊆ OX,ζ because one of the f1, . . . , f` does not vanish at ζ. Hence,
OY,ζ = 0 and the augmented Koszul complex localized at ζ 6∈ Y is exact [Eis04, Proposition 17.14].
If ζ ∈ Y , then each fi,ζ belongs to the maximal ideal of OX,ζ . If the dimension of OY,ζ =
OX,ζ/ 〈f1,ζ , . . . , f`,ζ〉 is n − `, then (f1,ζ , . . . , f`,ζ) forms a regular sequence in OX,ζ [BH98, Theorem
2.1.2] and so the corresponding Koszul complex is exact [Har77, Proposition III.7.10A]. To show that
the dimension of OX,ζ/ 〈f1,ζ , . . . , f`,ζ〉 is n− `, we recall that the dimension of X is the maximum over
the dimensions of the local rings OX,ζ , for all ζ ∈ X. As X is irreducible and Cohen-Macaulay [CLS11,
Theorem 9.2.9], for any closed point ζ ∈ X, the local dimension agrees with the global dimension.
Since the dimension of Y is n − `, the dimension of OY,ζ = OX,ζ/ 〈f1,ζ , . . . , f`,ζ〉 is at most n − ` for
each closed point ζ ∈ Y . By Krull’s principal ideal theorem [AM69, Corollary 11.16], the dimension
of the quotient ring is also at least n − `, since OX,ζ is irreducible, dimOX,ζ = n, and 〈f1,ζ , . . . , f`,ζ〉
is generated by ` elements. We conclude that OX,ζ/ 〈f1,ζ , . . . , f`,ζ〉 has dimension n− `.
In what follows, we consider a homogeneous ideal I ⊂ S defining a zero-dimensional subscheme
VX(I) of X. We assume that VX(I) has degree δ
+. We consider the irrelevant ideal B ⊂ S and define
the ideal J = (I : B∞) ⊂ S as the homogeneous, B-saturated ideal associated to I. Clearly, I ⊆ J .
The following classical observation will be useful in our next lemma.
Observation 4.1. Consider an exact complex F• of sheaves of OX-modules and a Cartier divisor
β ∈ Pic(X). As OX(β) is locally free and therefore flat, the twisted complex F• ⊗OX OX(β) is also
exact.
Lemma 4.2. Let I = 〈f1, . . . , fn〉 ⊂ S with fi ∈ Sαi such that αi ∈ Pic◦(X) and VX(I) is a complete
intersection. Let β ∈ Pic(X) be such that
For every p > 0 and J ⊂ {1, . . . , n}, Hp(X,OX(β −
∑
i∈J
αi)) = 0. (4.1)
Then, Iβ = Jβ, HFS/I(β) = δ
+ and the twisted Koszul complex of global sections
H0(X,K(f1, . . . , fk)⊗OX OX(β))
is a free resolution of (S/I)β, i.e., the following complex is exact
0→ S(β−∑ni=1 αi) → · · · →
n⊕
i=1
S(β−αi) → Sβ → (S/I)β → 0. (4.2)
Additionally, if none of the points in VX(I) is a basepoint of Sβ, then β ∈ Reg(I).
Proof. We recall that taking sheaf cohomology commutes with direct sums [Har77, Prop. III.2.9,
Remark III.2.9.1], so
Hp
X, ⊕
J⊂{1,...,n}
#J=j
OX(β −
∑
i∈J
αi)
 ' ⊕
J⊂{1,...,n}
#J=j
Hp(X,OX(β −
∑
i∈J
αi)).
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Hence, our hypothesis implies that, for p > 0,
Hp
X, ⊕
J⊂{1,...,n}
#J=j
OX(β −
∑
i∈J
αi)
 = 0.
Recall that H0(X,OX(β −
∑
i∈J αi)) = Sβ−
∑
i∈J αi [CLS11, Proposition 5.3.7.]. Since Y = VX(I)
is a complete intersection and I is generated by n elements, Y is zero dimensional. As Y is a closed
subscheme of X, by [CLS11, Ex. 9.0.6], Hp(X,OY ) = H
p(Y,OY ). Moreover, as Y is zero dimensional,
it is an affine scheme, so by Serre’s criterion [Har77, Thm. III.3.7], Hp(X,OY ) = 0 for p > 0. Also,
given any line bundle OX(β), as it is locally trivial, H
p(X,OY ⊗ OX(β)) = Hp(X,OY ), for p ≥ 0.
As we discussed in Observation 4.1, twisting a complex by a line bundle does not affect its exactness.
Hence, by Lemma 4.1, the twisted augmented Koszul complex
K(f1, . . . , fn)• ⊗OX OX(β)→ OY ⊗OX OX(β)→ 0.
is exact. By the assumption and the discussion above, every higher cohomology in the twisted aug-
mented Koszul complex vanishes. By [GKZ94, Chapter 2, Lemma 2.4], the complex (4.2) is exact,
where
H0
X, ⊕
J⊂{1,...,n}
#J=j
OX(β −
∑
i∈J
αi)
 ' ⊕
J⊂{1,...,n}
#J=j
Sβ−∑i∈J αi
and (S/I)β ' H0(Y,OY ). The last isomorphism follows from the fact that the image of the map⊕n
i=1H
0(X,OX(β − αi))→ H0(X,OX(β)) is Iβ. Hence, HFS/I(β) = dimC(H0(Y,OY )) = δ+.
It remains to show that Iβ = Jβ. Consider the 0-th local cohomology module of S/I with respect
to B:
H0B(S/I) = {f + I ∈ S/I | Bi (f + I) = 0 for some i ≥ 0} = J/I.
The exact sequence relating local and sheaf cohomology [CLS11, Theorem 9.5.7], together with the
isomorphism (S/I)β ' H0(Y,OY ), implies that H0B(S/I)β = 0 and so Iβ = Jβ. Finally, if none of the
elements in VX(I) are base points of Sβ, by Definition 2.3 we have β ∈ Reg(I).
Using Lemma 4.2 we can prove a result very similar to Conjecture 1, where we replace ‘α0 ∈ Cl(X)+
such that no point in VX(I) is a basepoint of Sα0 ’ by ‘α0 ∈ Pic◦(X)’.
Theorem 4.1. Let I = 〈f1, . . . , fn〉 ⊂ S with fi ∈ Sαi such that αi ∈ Pic◦(X) and VX(I) is a zero-
dimensional. For any α0 ∈ Pic◦(X), the degree β =
∑n
i=1 αi + α0 belongs to the regularity Reg(I). In
particular,
∑n
i=1 αi ∈ Reg(I). In other words, (α, α0) is a regularity pair for I.
Proof. The degree
∑n
i=1 αi + α0 corresponds to a basepoint free Cartier divisor. Hence, it suffices to
prove that (4.1) is satisfied, that is Hp(X,OX(β −
∑
i∈J αi)) = 0 for p > 0 and J ⊂ {1, . . . , n}.
First note that, for any J ⊂ {1, . . . , n},
β −
∑
i∈J
αi =
∑
i∈{1,...,n}\J
αi + α0 ∈ Pic◦(X).
By Demazure vanishing (see Proposition 4.5), Hp(X,OX(β −
∑
i∈J αi)) = 0 for p > 0. The rest of
the proof follows from Lemma 4.2.
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Note that Theorem 4.1 implies Theorems 4.2 and 4.3 in [Tel20]. Moreover, this theorem also bounds
the regularity of S/I in the sense of [MS03, Def. 3.1]. Following their notation, if NC ⊆ Pic◦(X), S/I
is (
∑
i αi)-regular.
When X is smooth, that is, when Cl(X) = Pic(X) [CLS11, Prop. 4.2.6], Theorem 4.1 tells us that
for any numerically effective α0 ∈ Cl(X), that is α0 ∈ Pic◦(X), (
∑n
i=1 αi, α0) is a regularity pair for I.
Example 6 (Cont. of Example 5). The pair ((6, 6), (1, 1)) is a regularity pair for I as (6, 6) corresponds
to the sum of the degrees of the polynomials f1, . . . , f4 and (1, 1) ∈ Pic◦(XΣ). 4
This theorem is a weaker version of our conjecture. Unfortunately, as we show in the follow-
ing example, the conjecture can still fail when we consider effective Cartier divisors which are not
numerically effective.
Example 7 (Counter-example to Conjecture 1). Consider the normal complete toric variety XΣ
associated to the polytope P shown in Figure 5 together with its normal fan Σ. This toric variety
P u1
u2
u3u4
Figure 5: Polytope P and its normal fan Σ.
is smooth and corresponds to a Hirzebruch surface [CLS11, Example 3.1.16]. The Cox ring of this
variety is S = C[x1, x2, x3, x4], where xi corresponds to the ray generated by ui, and to the torus
invariant prime divisor Di. Consider the following sparse polynomials fˆ1, fˆ2 ∈ C[M ] with Newton
polytope P1 = P2 = P , {
fˆ1 := −1 + t1 + t21 + t2 + t1 t2,
fˆ2 := −2 + 2 t1 + 3 t21 + 4 t2 + 5 t1 t2.
We homogenize fˆ1, fˆ2 to obtain f1, f2 ∈ Sα1 = Sα2 where α1 = α2 = [D3 +2D4]. We consider the ideal
I := 〈f1, f2〉 ⊂ S. The closed subscheme associated to S/I is a zero-dimensional variety consisting of
3 points on X, all of them lying in its dense torus T ⊂ X. In the coordinates (t1, t2) on T , we have
VX(I) =
{
(−2, 1),
(
1√
2
,
−3√
2
+ 2
)
,
(−1√
2
,
3√
2
+ 2
)}
⊂ T.
Consider the degrees α := [2 (D3+2D4)] and α0 := [2D3]. As α = α1+α2, by Theorem 4.1, α ∈ Reg(I)
and so HFS/I(α) = 3. Since each point in VX(x3) is a basepoint of Sα0 , we have α0 6∈ Pic◦(X).
Therefore, α0 does not satisfy the conditions of Theorem 4.1. However, none of the points in VX(I) is
a basepoint of Sα0 , so α0 satisfies the conditions of Conjecture 1. As HFS/I(α+α0) = 4, we have that
α + α0 6∈ Reg(I) and the conjecture fails. Hence, Conjecture 1 is not true for every degree α0 which
is not numerically effective. Nevertheless, as we will show in the next section, this is not the end of
the story. 4
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4.2 Regularity in Cl(X)+
The results of Section 4.1 tell us that for a zero-dimensional complete intersection VX(I) on X, we
have that α = α1 + · · · + αn ∈ Reg(I). Moreover, to α we can add any element of Pic◦(X) without
leaving the regularity. In this section we show that it is often possible to take ‘smaller leaps’: we
investigate when α+ α0 ∈ Reg(I) for α0 ∈ Cl(X)+. The following lemma will be useful.
Lemma 4.3. Let I ⊂ S be such that VX(I) is zero-dimensional. For any α0 ∈ Cl(X)+ and h0 ∈ Sα0
such that VX(h0) ∩ VX(I) = ∅, we have that h0 is not a zero divisor in S/J where J = (I : B∞).
Proof. We prove this lemma by contra-positive. Let J = Q1 ∩ · · · ∩ Q` be an irredundant primary
decomposition. Since J is B-saturated, VarCk(Qi) 6⊂ VarCk(B), for every i = 1, . . . , `. Consider
h0 ∈ Sα0 such that the image of h0 in S/J is a zero divisor. Hence, h0 6∈ J and there is a f /∈ J such
that h0 f ∈ J . Therefore, there is a primary ideal Qi in the decomposition of J such that f 6∈ Qi but
h0 f ∈ Qi, and so h0 ∈
√
Qi. As VarCk(Qi) 6⊂ VarCk(B), we have that VX(h0) ∩ VX(I) 6= ∅.
Theorem 4.2. Let I ⊂ S be a homogeneous ideal such that VX(I) is zero-dimensional of degree δ+.
Consider α ∈ Reg(I) and α0 ∈ Cl(X)+ such that there is h0 ∈ Sα0 satisfying VX(h0)∩VX(I) = ∅ and
HFS/I(α+ α0) = δ
+. Then (α, α0) is a regularity pair of I.
Proof. We only need to prove that Jα+α0 = Iα+α0 , or equivalently (S/J)α+α0 = (S/I)α+α0 . By
definition of J we have I ⊂ J , which implies HFS/J(α + α0) ≤ HFS/I(α + α0), so it suffices to show
the opposite inequality. By assumption, dimC(S/I)α+α0 = δ
+. By Lemma 4.3, h0 is not a zero-divisor
in S/J and so the map M ′h0 : (S/J)α → (S/J)α+α0 that maps f + Jα 7→M ′h0(f + Jα) = h0f + Jα+α0
is injective. We conclude that dimC(S/J)α+α0 ≥ dimC(S/J)α = δ+.
Theorem 4.2 tells us that, once we have found a degree α ∈ Reg(I), in order to construct a regularity
pair (α, α0) for α0 ∈ Cl(X)+ it is enough to check that HFS/I(α+ α0) = δ+, which is easier to check
computationally than Iα+α0 = Jα+α0 . In particular, if I = 〈f1, . . . , fn〉 with deg(fi) = αi ∈ Pic◦(X),
combining Theorems 4.1 and 4.2 we find that (
∑n
i=1 αi, α0) is a regularity pair for any α0 ∈ Cl(X)+
such that HFS/I(α0 + α1 + · · ·+ αn) = δ+ and VX(I) ∩ VX(h0) = ∅, for some h0 ∈ Sα0 .
Example 8. We reconsider the situation of Example 7. For α := [2(D3 + 2D4)] ∈ Pic◦(X) and
α0 := [D3] ∈ Cl(X)+ = QPic(X)+, we check that HFS/I(α + α0) = 3. By Theorem 4.2 we conclude
that ([2(D3 + 2D4)], [D3]) is a regularity pair. Note that α0 /∈ QPic◦(X) ⊃ Pic◦. 4
As we showed in be Example 7, the assumption on the Hilbert function of S/I in the previous
theorem cannot be dropped. Nevertheless, using Lemma 4.3, we can prove the following bound on the
Hilbert function.
Proposition 4.1. Let I ⊂ S be such that VX(I) is zero-dimensional. For α ∈ Reg(I), α0 ∈ Cl(X)+
and h0 ∈ Sα0 such that VX(h0) ∩ VX(I) = ∅ we have that Mh0 : (S/I)α → (S/I)α+α0 given by
Mh0(f + Iα) = h0f + Iα+α0 is injective. In particular, HFS/I(α+ α0) ≥ δ+.
Proof. Suppose h0f ∈ Iα+α0 ⊂ Jα+α0 . This implies h0f ∈ Jα+α0 . By Lemma 4.3, f ∈ Jα, and as
α ∈ Reg(I), we conclude f ∈ Iα.
We can use some of these ideas to study the regularity of J .
Lemma 4.4. Let I ⊂ S be a homogeneous ideal with saturation J = (I : B∞) and let Y = VX(I)
be the associated closed subscheme. Assume that Y is zero-dimensional of degree δ+. Consider α0 ∈
QPic(X)+ such that there is h0 ∈ Sα0 satisfying VX(h0) ∩ VX(I) = ∅. Then, for every α ∈ Pic(X),
HFS/J(α+ α0) ≤ δ+. In particular, HFS/J(α0) ≤ δ+.
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Proof. Following [MS03, Proposition 6.7], we consider the local cohomology ofX. AsB is the irrelevant
ideal of S, Y agrees with the closed subscheme associated to S/J . By [CLS11, Theorem 9.5.7], for
each β ∈ Cl(X), there is an exact sequence of local cohomology as follows
0→ H0B(S/J)β → (S/J)β → H0(X,OY (β))→ H1B(S/J)β → 0,
where OY (β) is the coherent sheaf corresponding to the shifted module
⊕
α∈Cl(X)(S/J)α+β. Let
β ∈ Pic(X). As we argued in Lemma 4.2, since Y is zero-dimensional and β ∈ Pic(X), H0(X,OY (β)) =
H0(Y,OY ). As J is saturated, H
0
B(S/J)β = 0 for any β ∈ Cl(X). Therefore, we have an injective map
from (S/J)β to H
0(Y,OY ) and dimC(S/J)β ≤ dimC(H0(Y,OY )) = δ+.
Consider ` ∈ N>0 such that `α0 ∈ Pic(X) and let h0 ∈ Sα0 be as in the lemma. As h0 is not a zero
divisor in S/J (Lemma 4.3), the map Mh`−10
: (S/J)α+α0 → (S/J)α+` α0 given by ‘multiplication with
h`−10 ’ is injective. Note that α+ ` α0 ∈ Pic(X) and so dimC(S/J)α+α0 ≤ δ+. Hence, HFS/J(α+α0) =
dimC(S/J)α+α0 ≤ δ+.
Proposition 4.2. Let I ⊂ S be a homogeneous ideal with saturation J = (I : B∞) such that VX(I) is
zero-dimensional of degree δ+. Consider α ∈ Reg(I) ∩ Pic(X) and α0 ∈ QPic(X)+ such that there is
h0 ∈ Sα0 satisfying VX(h0) ∩ VX(I) = ∅. Then, for every q ≥ 0, HFS/J(α+ q α0) = δ+.
Proof. Let α0 ∈ QPic(X)+ and let ` be such that ` α0 ∈ Pic(X)+. Then, by Lemma 4.4, for every
q ≥ 0, q α0 ∈ QPic(X)+, q ` α0 ∈ Pic(X) and so, HFS/J(α+ q ` α0) ≤ δ+. As h0 is not a zero divisor
in S/J (Lemma 4.3), the map Mhi0
: S/J → S/J given by multiplication by hi0 is injective for i ≥ 0.
Hence δ+ = HFS/J(α) ≤ HFS/J(α+ q α0) ≤ HFS/J(α+ q ` α0) ≤ δ+.
Note that in the situation of Proposition 4.2, for each q ∈ N, (α, q α0) is a regularity pair for J .
The following corollary is a generalization of Lemma 3.4.
Corollary 4.1. Let I ⊂ S be such that VX(I) is zero-dimensional and J = (I : B∞). Consider
α ∈ Reg(I) ∩ Pic(X) and α0 ∈ QPic(X)+ such that there is h0 ∈ Sα0 satisfying VX(h0) ∩ VX(I) = ∅.
Then, the map Mhq0 : (S/J)α → (S/J)α+qα0 given by Mhq0(f + Jα) = h
q
0f + Jα+qα0 is an isomorphism
for all q ∈ N.
Proof. By Proposition 4.2, Mhq0 is an injective map between finite equidimensional vector spaces.
4.3 Reduced zero-dimensional subschemes of X
In this subsection we consider the zero-dimensional, reduced case. In this setting, our definition of
regularity is a weak version of the one proposed in [Tel20]. That is, in [Tel20], α ∈ Cl(X) is said
to be in the regularity of I if α ∈ Reg(I) according to Definition 2.3 and Iα = (
√
I : B∞)α3. Our
objective is to understand when this notion of regularity agrees with Definition 2.3. This question
leads to a characterization of the degrees in which a homogeneous ideal I ⊂ S defining a reduced
zero-dimensional subscheme VX(I) = {ζ1, . . . , ζδ} ⊂ U ⊂ X coincides with the vanishing ideal of the
union of the fibers pi−1(ζ1) ∪ · · · ∪ pi−1(ζδ) in Ck. When X = Pn and I is B-saturated, we know that
I coincides with this vanishing ideal. We generalize this phenomenon for arbitrary complete toric
varieties. Our first result does not assume reducedness.
3Actually, the definition states that I should agree with the vanishing ideal of pi−1(VarX(I)) ⊂ Ck in degree
α. We will see that this is equivalent to Iα = (
√
I : B∞)α in Lemma 4.5.
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Lemma 4.5. Let I ⊂ S be such that VX(I) = {ζ1, . . . , ζδ} ⊂ U is zero-dimensional. We have that, as
varieties (meaning not necessarily as schemes),
VarCk(I : B
∞) = pi−1(ζ1) ∪ · · · ∪ pi−1(ζδ) = pi−1(ζ1) ∪ · · · ∪ pi−1(ζδ),
where pi is the quotient map from the Cox construction and the closures are taken in Ck.
Proof. By [CLO13, Chapter, §4, Theorem 10 (iii)] we have that, as varieties,
VarCk(I : B
∞) = VarCk(I) \VarCk(B).
The lemma will follow from
VarCk(I) \VarCk(B) = pi−1(ζ1) ∪ · · · ∪ pi−1(ζδ).
The inclusion ‘⊃’ needs VX(I) ⊂ U . The other inclusion follows from z ∈ VarCk(I) \ VarCk(B) ⇒
pi(z) ∈ VarX(I), and is satisfied also when VarX(I) contains points outside of U .
Lemma 4.5 implies by the Nullstellensatz that the radical of J = (I : B∞) is the vanishing ideal
of the union of the orbits:
√
J = {f ∈ S | f(z) = 0, for all z ∈ pi−1(ζ1) ∪ · · · ∪ pi−1(ζδ)}. (4.3)
Definition 4.1. Let I ⊂ S be such that VX(I) ⊂ U is zero-dimensional. For β ∈ Pic(X), we define
G(I, β) = {α ∈ Cl(X)+ | there is h ∈ Sβ−α such that VX(I) ∩ VX(h) = ∅}
and G(I) = ⋃β∈Pic(X) G(I, β).
Proposition 4.3. Let I ⊂ S be such that VX(I) ⊂ U is zero-dimensional. Then
1. Pic(X)+ ⊂ G(I),
2. {α ∈ QPic(X)+ | there is h0 ∈ Sα satisfying VX(I) ∩ VX(h0) = ∅} ⊂ G(I).
Proof. For the first statement, note that α ∈ Pic(X)+ satisfies α ∈ G(I, α). For the second statement,
let ` ∈ N be such that `α ∈ Pic(X)+. If we take h = h`−10 ∈ S(`−1)α, we conclude that α ∈ G(I, `α).
In the proof of the following statement we use the same notation as in Section 3.2. Let Σ be the
fan of X. Then, for α ∈ Pic(X), f ∈ Sα, σ ∈ Σ(n), we write fσ ∈ (Sxσˆ)0 for the image of f in OX(Uσ).
Proposition 4.4. Let I = 〈f1, . . . , fs〉 ⊂ S be such that VX(I) = {ζ1, . . . , ζδ} ⊂ U is zero-dimensional
and reduced. Then for all α ∈ G(I), we have Jα = (I : B∞)α = (
√
I : B∞)α = (
√
J)α.
Proof. The inclusion J ⊂ √J holds in general. Now take g ∈ (√J)α for α ∈ G(I, β) for some
β ∈ Pic(X). Let h ∈ Sβ−α be such that VX(I) ∩ VX(h) = ∅. For any σ ∈ Σ(n), since g vanishes on
the orbits pi−1(ζj) and VX(I) is reduced, we have that
(gh)σ = hσ1f
σ
1 + · · ·+ hσs fσs in (Sxσˆ)0
for some hσi ∈ (Sxσˆ)0. It follows that there is some ` ∈ N such that for each σ ∈ Σ(n), (xσˆ)`gh ∈ I,
and hence gh ∈ (I : B∞). By Lemma 4.3, we conclude that g ∈ (I : B∞).
Remark 4.1. The previous proposition shows that when we restrict ourselves to the degrees in G(I)
and VX(I) ⊂ U is reduced, then the definition of regularity [Tel20, Def. 4.3] agrees with Definition 2.3.
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Example 9. Consider the case where X = P(1, 1, 2) is a weighted projective plane. We denote the
Cox ring by S = C[x, y, z] where x, y have degree 1 and z has degree 2. Let I ⊂ S be the homogeneous
ideal given by I =
〈
x2, xy, y2
〉
. One can check that the scheme VX(I) is zero-dimensional and reduced.
The ideal I is also B-saturated: I = (I : B∞) = J . Hence, this is an example of a B-saturated ideal
defining a reduced, zero-dimensional subscheme of P1,1,2 which is not radical. Here
√
J = 〈x, y〉, and
therefore J1 6= (
√
J)1. This does not contradict Proposition 4.4 since every h ∈ S1 vanishes at VX(I).
The same thing happens for other odd degrees. 4
Using the ideas of this section, in the reduced case, we can simplify the proof of Lemma 4.4.
Corollary 4.2. Let I ⊂ S be such that VX(I) = {ζ1, . . . , ζδ} ⊂ U is zero-dimensional and reduced and
let J = (I : B∞). For all α ∈ QPic(X)+ such that there is h ∈ Sα satisfying VX(I) ∩ VX(h) = ∅, we
have HFS/J(α) ≤ δ.
Proof. Let h ∈ Sα be such that VX(I) ∩ VX(h) = ∅ and consider the map
ψα : (S/J)α → Cδ given by f + Jα 7→
(
f
h
(ζ1), . . . ,
f
h
(ζδ)
)
.
It is clear from (4.3) that ψα(f + Jα) = 0 if and only if f ∈
√
J . Since α ∈ G(I) by Proposition 4.3,
Proposition 4.4 applies and ψα is injective.
4.4 Regularity for fake weighted projective spaces
For some complete toric varieties, the base locus Z = VarCk(B) is so ‘small’ that complete intersections
on X correspond to complete intersections in the total coordinates space Ck.
Theorem 4.3. Let X be such that the base locus Z ⊂ Ck satisfies codimCkZ > n. If I = 〈f1, . . . , fn〉 ⊂
S is a homogeneous ideal such that VX(I) ⊂ U is zero-dimensional, then I = (I : B∞)
Proof. By assumption, VarCk(I) \ Z is a finite union of fibers of pi|pi−1(U), where pi : Ck \ Z → X is
the quotient map from the Cox construction. The closure of each fiber in Ck has dimension k − n,
and by the assumption codim VarCk(B) > n, we conclude codimCk VarCk(I) = n. Consider a primary
decomposition
I = Q1 ∩ · · · ∩Qs.
Suppose f ∈ (I : B∞) \ I. This implies, in particular, that f /∈ Qi for some i. Since f ∈ (I : B∞),
for any b ∈ B we have that b`f ∈ Qi for some ` ∈ N. Because Qi is primary and f /∈ Qi, we find
that B ⊂ √Qi. However, by the unmixedness theorem [Eis04, Corollary 18.14] and the fact that S is
Cohen-Macaulay, the associated prime
√
Qi has codimension n. Hence, we arrive at a contradiction
and conclude that I = (I : B∞).
Theorem 4.3 implies that one of the conditions for being in the regularity is satisfied for all degrees
α ∈ Cl(X) in the special case where the base locus Z = VarCk(B) has codimension at least n+ 1.
Corollary 4.3. Let X be simplicial and such that the base locus Z ⊂ Ck satisfies codimCkZ > n. Let
I = 〈f1, . . . , fn〉 ⊂ S be a homogeneous ideal such that deg(fi) = αi ∈ Pic◦(X) and VX(I) is zero-
dimensional, then α0 + α1 + · · ·+ αn ∈ Reg(I) for any α0 ∈ QPic◦(X) such that VX(I)∩ VX(h0) = ∅
for some h0 ∈ Sα0.
30
Proof. Let α = α1 + · · ·+αn. By Theorem 4.3, I = J and we only need to show that HFS/I(α+α0) =
δ+, where δ+ is the degree of VX(I). Let α0 ∈ Cl(X)+ be such that VX(I) ∩ VX(h0) = ∅ for some
h0 ∈ Sα0 . By Lemma 4.3, h0 is not a zero-divisor in S/I = S/J . By Theorem 4.1, we know that
HFS/I(α) = δ
+. Since Mh0 : (S/I)α → (S/I)α+α0 is injective, we see that HFS/I(α) ≤ HFS/I(α+α0).
Since α0 ∈ QPic◦(X) and by Theorem 4.1 there is ` ∈ N>0 such that HFS/I(α+ `α0) = δ+. Using the
same reasoning as before for the map Mh`−10
: (S/I)α+α0 → (S/I)α+`α0 we get
δ+ = HFS/I(α) ≤ HFS/I(α+ α0) ≤ HFS/I(α+ `α0) = δ+.
Note that, as we assume that X is simplicial, each Weil divisor is Q-Cartier [CLS11, Proposition
4.2.7], hence for every α0 ∈ Cl(X), there is ` ∈ N such that `α0 ∈ Pic(X). By [BC94, Proposition
2.8 & Lemma 2.11], the only toric varieties satisfying the conditions of Corollary 4.3 are the so-called
fake weighted projective spaces. These are the toric varieties corresponding to simplices. We can use
Corollary 4.3 to prove Conjecture 1 for this special class of toric varieties. We prove a helpful lemma
first.
Lemma 4.6. If X is a toric variety associated to a lattice simplex in Rn (i.e. X is a fake weighted
projective space), we have that every element α ∈ Pic(X)+ is basepoint free.
Proof. Let Σ be the fan of X. Since Σ is the normal fan of a simplex, the Cox ring has n+ 1 variables
and the base locus is Z = {0}. Therefore, it suffices to show that for any element α ∈ Pic(X)+, there
are `1, . . . , `n+1 ∈ N such that x`jj ∈ Sα, j = 1, . . . , n + 1. Let α = [
∑n+1
i=1 aiDi] with ai ∈ N. Since
α ∈ Pic(X) and any collection of n rays in Σ(1) corresponds to an n-dimensional cone in Σ(n), for
j = 1, . . . , n+ 1 there is mj ∈M such that 〈ui,mj〉+ ai = 0, for all i 6= j. Since α ∈ Pic(X)+ we may
assume ai ≥ 0, i = 1, . . . , n+ 1 and thus
〈ui,−mj〉 ≥ 0, i 6= j, which means mj ∈ −σ∨j ,
where σj is the cone of Σ whose rays are generated by ui, i 6= j. Since Σ is a complete fan and all its
cones are pointed, we must also have uj ∈ −σj , which implies 〈uj ,mj〉 ≥ 0 and thus 〈uj ,mj〉+aj ≥ 0.
It follows that x
`j
j ∈ Sα with `j = 〈uj ,mj〉+ aj .
Theorem 4.4. Let X be a toric variety associated to a lattice simplex in Rn (i.e. X is a fake weighted
projective space) and let I = 〈f1, . . . , fn〉 ⊂ S be a homogeneous ideal such that VX(I) is zero-
dimensional and deg(fi) = αi ∈ Pic◦(X). Then α0 +α1 + · · ·+αn ∈ Reg(I) for all α0 ∈ Cl(X)+ such
that no ζj is a basepoint of Sα0.
Proof. A toric variety coming from a simplex is simplicial. Its fan has k = n + 1 rays and the base
locus satisfies Z = {0}. Moreover, any element of Pic(X)+ is basepoint free (Lemma 4.6), so for any
α0 ∈ Cl(X)+ and any ` such that `α0 ∈ Pic(X), `α0 is basepoint free. The statement follows from
Corollary 4.3.
Remark 4.2. The assumptions of Theorem 4.4 are satisfied for all weighted projective spaces.
The previous results show that the assumption that (f1, . . . , fn) forms a regular sequence over the
Cox ring, e.g. [S¸S16], is rather restrictive.
Remark 4.3 (Regular sequences on S). A necessary condition for (f1, . . . , fn) to be a regular sequence
on S is that dim VarCk(I) = k − n. If X has dimension n > 2 and X is not isomorphic to a fake
weighted projective space, by [BC94, Proposition 2.8] we have dimCk Z ≥ k − bn2 c − 1. Consider
α1, . . . , αn such that αi = [Di] correspond to ample divisors on X and a zero-dimensional complete
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intersection defined by equations f1, . . . , fn ∈ S, such that fi ∈ Sαi. As Z ⊂ VarCk(〈f1, . . . , fn〉) by
ampleness, dimCk(VarCk(〈f1, . . . , fn〉)) ≥ k − bn2 c − 1 > k − n. Hence, (f1, . . . , fn) is not a regular
sequence on S.
In particular, homogenizing a square, unmixed system of Laurent polynomial equations (e.g. where
each equation has full dimensional Newton polytope P ⊂ Rn) with n > 2 only leads to a regular
sequence on the Cox ring S if P is a simplex.
In the case where X is a weighted projective space, we can improve the bound on the regularity
in Theorem 4.4.
Theorem 4.5. Let X = P(a0, a1, . . . , an) be a weighted projective space [CLS11, Sec. 2.0], where
gcd(a0, . . . , an) = 1. Let ` := lcm(a0, . . . , an). Fix α1, . . . , αn ∈ Pic◦(X) ' ` · N [CLS11, Ex. 4.2.11].
Consider f1, . . . , fn ∈ S such that fi ∈ Sαi. Let α :=
∑n
i=1 αi −
∑n
j=0 aj + 1. If I := 〈f1, . . . , fn〉 is a
complete intersection, then for any α0 ∈ Cl(X)+ = N (α0 ≥ 0) such that none of the points in VX(I)
is a basepoint of Sα or Sα0, we have that (α, α0) is a regularity pair for I.
First we need to prove a lemma about rational functions.
Lemma 4.7. Let n ≥ 1 and consider a0, . . . , an ∈ N such that gcd(a0, . . . , an) = 1. Let ` =
lcm(a0, . . . , an). Then, there is a polynomial Q ∈ Q[t] such that,
(1− t`)n∏n
i=0(1− tai)
=
Q(t)
(1− t) .
Proof. For d ∈ N, let Φd(t) be the d-th cyclotomic polynomial. Then, for every p ∈ N,
(1− tp) =
∏
d|p
Φd(t),
where d|p denotes all the positive integers d dividing p (including 1 and p). Hence, we have that
(1− t`)n∏n
i=0(1− tai)
=
∏
d|` Φd(t)
n∏n
i=0
∏
e|ai Φe(t)
.
Consider Ce := #{ai : e|ai}. Then, as gcd(a0, . . . , an) = 1, for every e > 1, Ce ≤ n. Moreover
C1 = n+ 1. Also, we have the equality
n∏
i=0
∏
e|ai
Φe(t) =
∏
e|ai for some i
Φe(t)
Ce .
As ` is the least common multiple of a0, . . . , an, any e dividing any ai also divides `. Hence, we can
cancel from the denominator any factor of the form Φe(t)
Ce for e > 1, and for the factor Φ1(t)
n+1 =
(1− t)n+1 we can cancel (1− t)n, which leaves us with (1− t) in the denominator.
Proof of Theorem 4.5. By Theorem 4.3, we know that I is B-saturated. Hence, it only remains to
prove that for any α0 ≥ 0, HFS/I(α + α0) = δ+. As X is a weighted projective space, the Cox ring
S ' C[x0, . . . , xn] is N-graded Cohen-Macaulay. Following a similar argument as in Theorem 4.3, we
can prove that the affine variety VarCn+1(I) has codimension n and, as I is a N-homogeneous ideal,
f1, . . . , fn forms a regular sequence on S. Hence, by [Sta78, Cor. 3.3], the Hilbert series of S/I is given
by
HSS/I(t) :=
∏n
j=1(1− tαi)∏n
i=0(1− tai)
.
32
As each αi is a multiple of `, (1 − t`)n divides
∏n
j=1(1 − tαi). Hence, by Lemma 4.7, there is a
polynomial Q(t) ∈ Q[t] of degree α such that we can write the Hilbert series as HSS/I(t) = Q(t)1−t . From
degree α+ 1 on, the coefficients of the Hilbert series stabilize and they are equal to δ+.
The stabilization of the Hilbert series that we saw in the previous theorem is a property of the
specific kind of complete intersections considered in Theorem 4.5 and can fail for other zero dimensional
weighted systems.
Example 10. Consider X = P(1, 1, 2), and the ideal I := (x0, x1). The scheme VX(I) is a complete
intersection but its Hilbert series does not stabilize,
HSS/I(t) =
(1− t)2
(1− t)2 (1− t2) = 1 + t
2 + t4 + · · ·
4
Remark 4.4. We note that our bound in Theorem 4.5 agrees with the one proposed in [FSEDV16,
Theorem 12] to measure the complexity of computing Gro¨bner bases for weighted homogeneous systems
(and a GRevLex-like monomial ordering) when a0 = 1 and the system is in simultaneous Noether
position.
4.5 Improved bounds for structured systems
As in Theorem 4.5, for sparse systems with some additional structure, we can improve the bounds from
Theorem 4.1 on the regularity. That is, we can obtain degrees β ∈ Reg(I) such that the dimension of
Sβ is smaller than the dimension of Sα for α as in Theorem 4.1. For that, we will study the vanishing
of the higher cohomologies of X. Let us recall two vanishing theorems.
Proposition 4.5 (Demazure and Batyrev-Borisov vanishing theorems). Let X be a complete nor-
mal projective toric variety and consider α ∈ QPic◦(X) associated to a polytope P (see [CLS11,
Prop. 4.3.8]). Let Relint(P ) be the relative interior of the polytope P . Then, following the notation
from Section 2.3, we have that
• Demazure vanishing [CLS11, Thm 9.2.3],
– H0(X,OX(α)) '
⊕
m∈P∩M C · xF
>m+a,
– For every i > 0, H i(X,OX(α)) ' 0,
• Batyrev-Borisov vanishing [CLS11, Thm 9.2.7],
– Hdim(P )(X,OX(−α)) '
⊕
m∈Relint(P )∩M C · xF
>m+a,
– For every i 6= dim(P ), H i(X,OX(−α)) ' 0.
A straightforward consequence of Batyrev-Borisov vanishing is that, whenever the polytope of our
Q-Cartier divisor α is hollow (no interior lattice points), the associated reflexive sheaf OX(−α) has
no cohomologies. We can rephrase this condition using the concept of codegree of a polytope.
Definition 4.2 (Codegree of a polytope). Given a full-dimensional polytope P ⊂ Rn, its codegree is
the smallest c ∈ N such that c · P contains an integer point in its relative interior.
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An important class of sparse polynomial systems is that of so-called unmixed sparse systems.
These are such that each of the Newton polytopes of the defining equations is a dilation of some
lattice polytope P . In this case, it is natural to consider the toric variety XP associated this polytope.
By [CLS11, Prop. 6.1.10], this variety will have a basepoint free and ample Cartier divisor associated
to P that we can use to grade our original polynomials.
Theorem 4.6 (Unmixed sparse systems). Let α ∈ Pic◦(X) be a basepoint free Cartier divisor asso-
ciated to a full-dimensional lattice polytope P and consider an ideal I = 〈f1, . . . , fn〉 ⊂ S such that
fj ∈ Sdj ·α = H0(X,OX(dj ·α)), dj ∈ N, and VX(I) is a complete intersection. Let c be the codegree of
P . Then, for every t < c, (
∑
j dj − t)α ∈ Reg(I).
Proof. As α is basepoint free, for every i ≥ 0, i α is basepoint free [CLS11, Prop. 6.1.1]. By Lemma 4.2,
we only need to prove that Hp(X,OX((
∑
j∈J dj − t)α)) = 0 for p > 0 and J ⊂ {1, . . . , n}. If
(
∑
j∈J dj − t) ≥ 0, then by Demazure vanishing, Hp(X,OX((
∑
j∈J dj − t)α)) = 0, for all p > 0.
If (
∑
j∈J dj − t) < 0, by Batyrev-Borisov vanishing Hp(X,OX((
∑
j∈J dj − t)α)) = 0, for all p 6=
dim(P ). If p = dim(P ), then the dimension of the p-th sheaf cohomology agrees with the number
of lattice points in the interior of (t −∑j∈J dj) · P , that is, dimC(Hp(X,OX((∑j∈J dj − t)α))) =
#(Relint((t −∑j∈J dj) · P ) ∩ Zn). As t is strictly smaller than the codegree of the polytope P , for
every J , (t−∑j∈J dj) · P has no interior points, so Hp(X,OX((∑j∈J dj − t)α)) vanishes.
Remark 4.5. Note that if P is a hollow polytope, our lemma improves the bound obtained in Theo-
rem 4.1.
The bound in Theorem 4.6 agrees with the bounds obtained using Gro¨bner bases [Ben19, Sec-
tion 8.3]. Using Theorem 4.6, we can recover the Macaulay bound [Laz83]. This shows that, in these
cases, the eigenvalue methods of Theorems 2.1 and 3.3 have the same asymptotic complexity as the
methods based on resultants and Gro¨bner bases.
Corollary 4.4. Consider the smooth toric variety Pn and let S = C[x0, x1, . . . , xn] be its Cox ring.
The class group of this variety is isomorphic to Z and S is the standard Z-graded polynomial ring.
Consider the ideal I = 〈f1, . . . , fn〉 generated by homogeneous polynomials such that deg(fi) = di. If
S/I is zero dimensional, then (
∑
i di − n, 1) is a regularity pair for I.
Proof. The class group of Pn is generated by the class of a basepoint free divisor D representing a
hyperplane Pn−1 ⊂ Pn. The polytope associated to D is the standard n-simplex ∆. Hence, we can
think of each fi as a global section in H
0(X,OX(diD)). As the codegree of ∆ is (n+ 1), Theorem 4.6
tells us that (
∑
i di − n) [D] ∈ Reg(I) and (
∑
i di − n+ 1) [D] ∈ Reg(I).
A natural generalization of the unmixed case is the case where the Newton polytopes of our
polynomials can be decomposed as a Minkowski sum of simpler polytopes. In this case, we consider
a family of s full-dimensional polytopes P1, . . . , Ps, such that Pi ∈ Rni , and a Laurent polynomial
system fˆ1, . . . , fˆn1+···+ns such that, for every i, the Newton polytope of fˆi is ai,1 P1 + · · ·+ ai,s Ps for
some (ai,1, . . . , ai,s) ∈ Zs≥0. A canonical example of such systems is given by the multihomogeneous
systems where each Pi corresponds to a standard ni-dimensional simplex. Our main tool to study
these systems is the well-known Ku¨nneth formula.
Proposition 4.6 (Ku¨nneth formula). Let P ∈ Rn, Q ∈ Rm be two full-dimensional polytopes and
consider their Cartesian product P ×Q ⊂ Rn+m. Then, XP ×XQ ' XP+Q [CLS11, Prop. 2.4.9] and
Cl(XP ) ⊕ Cl(XQ) ' Cl(XP×Q) [CLS11, Ex. 4.1.2]. Moreover, given a α + β ∈ Cl(XP×Q), such that
α ∈ Cl(XP ) and β ∈ Cl(XQ), we can write the sheaf cohomologies of the coherent sheaf OXP×Q
(
α+β
)
in terms of the cohomologies of OXP (α) and OXQ(β); for every r we have
Hr
(
XP×Q,OXP×Q
(
α+ β
)) ' ⊕
i+j=r
H i(XP ,OXP (α))⊗Hj(XQ,OXQ(β)).
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Proof. The statement follows immediately from the fact that toric varieties coming from polytopes
are separated [CLS11, Thm. 3.1.5] and [Kem93, Prop. 9.2.4].
Let [s] := {1, . . . , s}. In what follows, fix n := n1 + · · · + ns and, for every i ∈ [s], let ci be the
codegree of a full-dimensional polytope Pi ∈ Rni . Consider the polytope Q := P1 × · · · × Ps ∈ Rn.
Let γi ∈ Cl(XPi) be the Cartier divisor associated to the polytope Pi in the toric variety XPi . Given
a number r ∈ [s], we denote by S(r) the sets of indices of polytopes J ⊂ [s] such that the sum of the
dimensions of the polytopes is r, that is,
S(r) := {J ⊆ [s] :
∑
i∈J
ni = r}.
Given a set of indices J ⊂ [s], we denote by BJ the following subset of Zs,
BJ := {(a1, . . . , as) ∈ Zs | ai ≤ −ci, for all i ∈J and ai ≥ 0, for all i ∈ [s] \J }.
Lemma 4.8. Consider the toric variety XQ associated to the product of polytopes Q := P1× · · · ×Ps.
The r-th sheaf cohomology of OXQ(
∑
i aiγi) does not vanish if and only if (a1, . . . , as) ∈
⋃
J∈S(r) BJ ,
that is
Hr(XQ,OXQ(
∑
i
aiγi)) 6= 0 ⇐⇒ (a1, . . . , as) ∈
⋃
J∈S(r)
BJ .
Proof. By the Ku¨nneth formula (Proposition 4.6),
Hr(XQ,OXQ(
∑
i
aiγi)) =
⊕
i1+···+is=r
s⊗
j=1
H ij (XPj ,OXPj (ajγj)).
By the Demazure and Batyrev-Borisov vanishing theorems (Proposition 4.5), if ij 6∈ {0, nj}, then
H ij (XPj ,OXPj (ajγj)) = 0. Hence, we can rewrite the previous homology as
Hr(XQ,OXQ(
∑
i
aiγi)) =
⊕
J∈S(r)
 ⊗
i∈[s]\J
H0(XPi ,OXPi (aiγi))⊗
⊗
i∈J
Hni(XPi ,OXPi (aiγi))
 . (4.4)
Let us focus on the term corresponding to J ⊂ S(r) in the direct sum (4.4). By Demazure vanishing,
the homologies in the tensor product iterating over i ∈ [s] \J do not vanish if and only if ai ≥ 0. By
Batyrev-Borisov vanishing, the homologies in the tensor product iterating over i ∈J do not vanish if
and only if ai ≤ 0 and (−ai)P has an integer interior point, that is, when ai ≤ −ci. Hence, the term
for J ∈ S(r) does not vanish if an only if (a1, . . . , as) ∈ BJ . The statement now follows easily.
Example 11. Let ∆ ⊂ R2 be the standard 2-dimensional simplex in R2. The codegree of ∆ is
3. As we observed in the proof of Corollary 4.4, the toric variety X∆ is P2. Therefore, the toric
variety X = X∆×∆ associated to the polytope ∆ × ∆ ∈ R4 is P2 × P2. This variety is smooth and
Cl(X) = Pic(X) = Z2. Using Lemma 4.8, we study the values of (a, b) ∈ Cl(X) such that the
higher cohomologies of OX(a, b) vanish. First, note that H
1(X,OX(a, b)) = H
3(X,OX(a, b)) = 0
as S(1) = S(3) = ∅. Second, note that S(4) = {{1, 2}}. Therefore, H4(X,OX(a, b)) 6= 0 if and
only if a ≤ −3 and b ≤ −3 (blue area in Figure 6). Finally, note that S(2) = {{1}, {2}}. Hence,
H2(X,OX(a, b)) 6= 0 if and only if a ≤ −3 and b ≥ 0, or a ≥ 0 and b ≤ −3 (green area in Figure 6).
Figure 6 summarizes this analysis. 4
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Figure 6: Vanishing of the higher cohomologies of OX(a, b)
Theorem 4.7. Let n := n1 + · · ·+ns and consider a family of s full-dimensional polytopes P1, . . . , Ps,
such that Pi ∈ Rni. Let ci be the codegree of Pi. Let Q := P1× · · · ×Ps and consider γi ∈ Pic◦(XQ) as
the element of the Picard group associated to Pi. Consider f1, . . . , fn ∈ S such that fj is homogeneous
of degree aj,1 γ1 + · · · + aj,s γs, for (aj,1, . . . , aj,s) ∈ Ns. Let α :=
∑s
i=1(
∑n
j=1 aj,i − ci + 1)γi. If
I := 〈f1, . . . , fn〉 is a complete intersection on XQ, then (α,
∑s
`=1 b`γ`) is a regularity pair for I, for
any (b1, . . . , bs) ∈ Ns.
Proof. First we prove that α and α+
∑s
`=1 b`γ` are basepoint free divisors. As I is a complete inter-
section, for each full-dimensional polytope Pi ∈ Rni , there must be at least ni equations fv1 , . . . , fvni ∈{f1, . . . , fn} such that avj ,i > 0 (if not, the projection of VXQ(I) to XPi has positive dimension). As
the codegree of an ni-dimensional polytope is at most ni + 1 [BR15, Thm. 4.5], for every i ∈ [s] we
have (
∑n
j=1 aj,i − ci + 1) ≥ 0. Since α, α +
∑s
`=1 b`γ` are sums of elements in Pic
◦(XQ), they belong
to Pic◦(XQ) themselves.
Secondly, note that for any L ⊂ [n], r > 0 andJ ∈ S(r),∑j∈L(aj,1, . . . , aj,s)−(c1−1, . . . , cs−1) 6∈
BJ . Then, by Lemma 4.8, Hr(XQ,OXQ(α −
∑
j∈[n]\L
∑
i aj,iγi)) = 0. Mutatis mutandis, the same
holds when we replace α by α+
∑s
`=1 b`γ`. Hence, by Lemma 4.2, α, α+
∑s
`=1 b`γ` ∈ Reg(I).
The previous theorem applies when we can decompose the Newton polytopes of our input affine
polynomial system as a direct sum of orthogonal polytopes. The most important examples of such
systems are the multihomogeneous systems. Theorem 4.7 allows us to recover the multihomogeneous
Macaulay bound, see [ACG05], [Bot11, Sec. 6.4], [BFT18, Sec. 4].
Corollary 4.5. Consider the multiprojective space X := Pn1 × · · · × Pns. Let n := n1 + · · ·+ ns. The
variety X is smooth and its Picard group is isomorphic to Zs. Moreover, the Cox ring of this space is
[CLS11, Ex 2.4.8]
S :=
⊕
(a1,...,as)∈Ns
s⊗
i=1
C[xi,0, . . . , xi,ni ]ai .
Let I := {f1, . . . , fn} be a multihomogeneous system such that VX(I) is a complete intersection and, for
j ∈ [n1 + · · ·+ns], fj has multidegree (aj,1, . . . , aj,s). Consider α :=
∑n
j=1(aj,1, . . . , aj,s)− (n1, . . . , ns).
Then for any (b1, . . . , bs) ∈ Ns, (α, (b1, . . . , bs)) is a regularity pair for I.
Example 12 (Cont. of Example 5). In Example 5, we used the fact that by Theorem 4.1, ((6, 6), (1, 1))
is a regularity pair. However, by Corollary 4.5, we have that ((4, 4), (1, 1)) is a regularity pair as well,
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see Figure 7. This reduces the size of the matrix of the map Res from Section 3.3 from 1296 × 2256
to 441× 552, which causes a speed-up of the computation by a factor ≈ 25.
a
b
0 1 2 3 4 5 6
0
1
2
3
4
5
6
Figure 7: Regularity of I from Example 5. The white area corresponds to degrees (a, b) ∈ Reg(I). The
red dot corresponds to α in Corollary 4.5. The area marked with yellow corresponds to the degrees at which
H4(XΣ,OX((a− 3, b− 3))) 6= 0, the area marked with green corresponds to H2(XΣ,OX((a− 6, b− 3))) 6= 0 and
the area marked with blue corresponds to H2(XΣ,OX((a− 3, b− 6))) 6= 0.
4
Remark 4.6. In the case of complete intersection over Pn1×Pn2, more can be said about the vanishing
of the higher cohomologies; see [Nem19, Chp. 6].
In this subsection, we showed how to improve the bounds from Theorem 4.1 by combining
Lemma 4.2 with vanishing theorems of the sheaf cohomologies of line bundles. We conclude this
section by illustrating that our bounds can be improved even more in the presence of other vanishing
theorems. For example, the following lemma, obtained in collaboration with Christopher Borger, is
based on a recent characterization of the sheaf cohomologies of nef Q-Cartier divisors by Altmann,
Buczyn´ski, Kastner, and Winz [ABKW18]. It generalizes the bound from Theorem 4.7 to toric vari-
eties associated to polytopes which are sums of non-full-dimensional polytopes. These toric varieties
are related to sparse polynomial systems where not all the variables are present in each polynomial.
Theorem 4.8. Fix n0, . . . , ns ∈ N and let n := n0+n1+· · ·+ns. Consider polytopes P1, . . . , Ps ∈ Rn '
Rn0×· · ·×Rns such that for each i, j ∈ [s], i 6= j, pii(Pj) = 0, where pii is the projection Rn → Rni. That
is, Pj ⊂ Rn0 ×Rnj . For each i ∈ [s], define P¯i := pii(Pi) ∈ Rni and assume that P¯i is full-dimensional.
Let c¯i be the codegree of P¯i. Consider Q := P1 + · · · + Ps and let γi ∈ Pic◦(XQ) denote the Cartier
divisor associated to Pi in XQ. Consider I := 〈f1, . . . , fn〉 such that, for each j ∈ [n], the Newton
polytope of fj is aj,1 P1 + · · ·+aj,s Ps for some (aj,1, . . . , aj,s) ∈ Ns. Let α :=
∑s
i=1(
∑n
j=1 aj,i− c¯i+1)γi.
If VXQ(I) is a zero-dimensional complete intersection over XQ, then (α, γ`) is a regularity pair for I,
for any ` ∈ [s].
Proof. We can prove that α and α + γ` are basepoint free divisors by adapting the argument in
Theorem 4.7. Therefore, we only need to prove that, for every J ⊂ [n] and r > 0,
Hr
XQ,OXQ
α− ∑
j∈[n]\J
∑
i∈[s]
aj,iγi
 = Hr
XQ,OXQ
 s∑
i=1
∑
j∈J
aj,i − c¯i + 1
 γi
 = 0
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If, for every i ∈ [s], ∑j∈J aj,i− c¯i + 1 ≥ 0, by Demazure vanishing, the higher cohomologies vanish as
wanted. If this is not the case, let L ⊆ [s] be set of all i ∈ [s] such that ∑j∈J aj,i − c¯i + 1 < 0. Then
(
∑
i∈[s]/L(
∑
j∈J aj,i − c¯i + 1)γi) and (−
∑
i∈L(
∑
j∈J aj,i − c¯i + 1)γi) belong to Pic◦(XQ). Consider
the polytope PL :=
∑
i∈L(c¯i − 1 −
∑
j∈J aj,i)Pi corresponding to the second of these divisor classes.
Let P¯L :=
∏
i∈L(c¯i − 1 −
∑
j∈J aj,i)P¯i ∈
⊕
i∈LRni . Note that (c¯i − 1 −
∑
j∈J aj,i) < c¯i, which is
the codegree of P¯i. The polytope P¯L is hollow because, as it is a product of polytopes, any lattice
point in its interior corresponds to the product of lattice points in the interior of each of the factors
(c¯i − 1 −
∑
j∈J aj,i)P¯i, which are hollow. Hence, we can deduce straightforwardly from [ABKW18,
Theorem IV.12] that Hr(XQ,OXQ(
∑s
i=1(
∑
j∈J aj,i− c¯i+ 1)γi)) = 0 for every r. The rest of the proof
follows as in Theorem 4.7.
5 Conclusion
We have proved an eigenvalue theorem for computing zero-dimensional (possibly non-reduced) sub-
schemes of a complete toric variety X. We presented a corresponding algorithm and illustrated it with
examples. These results motivate our definition and study of the regularity of homogeneous ideals in
the Cox ring of X defining zero-dimensional subschemes. We establish several results regarding the
regularity. Among other things, we disprove a conjecture in [Tel20] and prove an alternative version
of this conjecture which leads to the first universal complexity bound for this approach. We apply
tools from homological algebra to find ‘smaller’ regularity pairs in some special cases and show that
these improvements may lead to significantly more efficient algorithms. Moreover, these improvements
show that our method for solving sparse, square polynomial systems has the same asymptotic com-
plexity as Gro¨bner bases and (sparse) resultants. The questions how to adapt the eigenvalue theorem
and improve the complexity bounds for degrees not belonging to the Picard group are left for future
research.
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