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Fluid dynamics on logarithmic lattices
Ciro S. Campolina∗ Alexei A. Mailybaev∗
Abstract
Open problems in fluid dynamics, such as the existence of finite-time singulari-
ties (blowup), explanation of intermittency in developed turbulence, etc., are related
to multi-scale structure and symmetries of underlying equations of motion. Signifi-
cantly simplified equations of motion, called toy-models, are traditionally employed in
the analysis of such complex systems. In such models, equations are modified pre-
serving just a part of the structure believed to be important. Here we propose a
different approach for constructing simplified models, in which instead of simplifying
equations one introduces a simplified configuration space: velocity fields are defined on
multi-dimensional logarithmic lattices with proper algebraic operations and calculus.
Then, the equations of motion retain their exact original form and, therefore, naturally
maintain most scaling properties, symmetries and invariants of the original systems.
Classification of such models reveals a fascinating relation with renowned mathematical
constants such as the golden mean and the plastic number. Using both rigorous and
numerical analysis, we describe various properties of solutions in these models, from the
basic concepts of existence and uniqueness to the blowup development and turbulent
dynamics. In particular, we observe strong robustness of the chaotic blowup scenario
in the three-dimensional incompressible Euler equations, as well as the Fourier mode
statistics of developed turbulence resembling the full three-dimensional Navier-Stokes
system.
1 Introduction
The theory of multi-scale nonlinear flows and, in particular, the phenomenon of hydrody-
namic turbulence comprise a multitude of yet unresolved problems: the global regularity [48]
and existence of finite-time singularities [53], explanation of intermittency [50] and dissipa-
tion anomaly [46], to name a few. Many of these problems determine the state-of-the-art
in nonlinear science and open new areas in mathematics and physics. In these studies,
toy-models employed as caricatures of complex phenomena have been proved to be indis-
pensable as the testing ground for new ideas and theories. Such models retain some basic
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features believed to be important, while the remaining content is simplified as much as possi-
ble. The conventional simplifications are related to reducing the spatial dimension, e.g., the
one-dimensional Burgers equation [14] or the Constantin-Lax-Majda model [31] with further
generalizations [82, 28]. The number of degrees of freedom can be drastically decreased by
exploring the cascade ideas in the so-called shell models of turbulence [8]. In these models,
multi-scale properties are mimicked by geometrical progressions of scales, resulting in the
popular GOY [54, 81] and Sabra models [70], the reduced wave vector set approximation
(REWA) [43, 57] and tree models [5, 7], as well as more sophisticated geometric construc-
tions [58, 59]. Toy-models rely on the intuitive decision of what unimportant properties of
the original system can be neglected. Of course, dealing with open problems, such deci-
sion has the risk of missing essential features of motion. Especially, this concerns neglected
symmetries and conserved quantities, since fluid systems are known to possess highly non-
trivial (infinite dimensional) symmetry groups and conservation laws [98, 76], e.g., the Kelvin
Circulation Theorem.
In the present work, we propose a different approach for constructing simplified models,
in which instead of simplified equations one introduces a simplified configuration space with
proper algebraic operations and calculus. For this purpose, we employ velocity fields defined
on discrete multi-dimensional lattices with logarithmically distributed nodes. These lattices
are designed such that the equations of motion can be used in their exact original form and,
as a consequence, the symmetry groups and conservation laws automatically carry over to
the new system. The resulting models possess much higher degree of similarity to the exact
equations as compared to conventional toy-models and, at the same time, share the property
of being easily accessible for numerical analysis.
The paper is divided logically into two parts. The first part consists of Sections 2–
4. Here we classify logarithmic lattices on which the functional operations with necessary
properties can be introduced. This classification reveals interesting connections with well-
known mathematical constants, associating the two representative lattice spacings with the
golden mean and the plastic number. We prove that the product of two fields cannot be
associative on logarithmic lattices, but has the property of associativity in average. With
this limitation, the technique is applicable to any system of partial differential equations
with quadratic nonlinearities and quadratic or linear conservation laws or other integral
characteristics. Fortunately, this is sufficient for the applicability of our approach to many
fundamental models in fluid dynamics.
The second part includes Sections 5, 6 with the Appendix, and contains applications of
the developed technique to specific equations of fluid dynamics. Here many properties of
solutions are proved following classical derivations in fluid dynamics, as a consequence of
the designed similarity of configuration spaces. This refers not only to the basic symmetries
and inviscid invariants like, e.g., energy and helicity, but also to a number of fine properties
such as incompressibility and conservation of circulation. In this way, we demonstrate basic
properties such as local-in-time existence and uniqueness of strong solutions and the blowup
criterion. Then, we proceed with the numerical study. Our central numerical result concerns
the blowup problem for incompressible 3D Euler equations, where we demonstrate surpris-
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Figure 1: Triad interactions on logarithmic lattices with different spacing factors: (a) λ = 2;
(b) λ = ϕ, the golden mean; (c) λ = σ, the plastic number. The red node k ∈ Λ can be
decomposed into sums k = p + q, where all possible p, q ∈ Λ are shown by the green lines.
All figures are given in the same scale.
ingly strong robustness of the chaotic blowup scenario [19] with respect to the choice of the
logarithmic lattice. We also show that, for the 3D Navier-Stokes equations at large Reynolds
numbers, our models demonstrate chaotic regimes with the classical properties of developed
turbulence. Here, velocity fields on logarithmic lattices must be considered as analogues of
Fourier-transposed velocity fields in the original model.
The paper is organized as follows. We classify logarithmic lattices in Section 2, introduce
the calculus on such lattices in Section 3, and provide some generalizations in Section 4.
Section 5 is devoted to the blowup problem in incompressible ideal flows, and Section 6
to the numerical study of developed turbulence. We draw conclusions in the final section.
Appendix discusses the Burgers equation, where connections to existing shell models are
given, as well as some perspectives for compressible flows.
2 Logarithmic lattices
In this section, we perform a systematic study of logarithmic lattices with certain geometric
properties, providing the domain on which the dynamical models shall be defined in the next
sections. We start with one-dimensional lattices, similar to those used in shell models, and
then consider the multi-dimensional case.
Given a real number λ > 1, the logarithmic lattice with spacing factor λ is the set
Λ = {±λn}n∈Z, (1)
3
(a)
i 1 2 3
pi 2 −1 1/2
qi −1 2 1/2
(b)
i 1 2 3 4 5 6
pi λ
b −λa λb−a −λ−a λ−b λa−b
qi −λa λb −λ−a λb−a λa−b λ−b
(c)
i 1 2 3 4 5 6 7 8 9 10 11 12
pi σ
3 −σ σ2 −σ−1 σ−3 σ−2 σ5 −σ4 σ −σ−4 σ−5 σ−1
qi −σ σ3 −σ−1 σ2 σ−2 σ−3 −σ4 σ5 −σ−4 σ σ−1 σ−5
Table 1: Triads at the unity 1 = pi+qi for different spacing factors: (a) λ = 2; (b) λ satisfies
1 = λb − λa for integers 0 ≤ a < b. For example, λ = ϕ is the golden mean for a = 1 and
b = 2; (c) λ = σ, the plastic number.
consisting of positive and negative integer powers of λ – see Fig. 1. This set has two properties
important for applications. First, Λ is scale-invariant, i.e., Λ = kΛ for any k ∈ Λ. Secondly,
the points of the lattice grow geometrically with n. Thus, with only a few nodes we span a
large range of scales. However, logarithmic lattices are not closed under addition as p+q /∈ Λ
for general p, q ∈ Λ. Three points k, p, q ∈ Λ on a logarithmic lattice form a triad if k = p+q.
In this case, we say that k interacts with p and q. The lattice is called nondegenerate if
every two nodes interact through a finite sequence of triads. We are interested in a twofold
task:
(i) to determine which spacings λ provide nondegenerate lattices, and
(ii) to classify all triads of nondegenerate lattices.
Because of the scale invariance, it is sufficient to describe the triads at unity, i.e., 1 = p+ q.
Lattices Λ with nontrivial triad interactions exist only for certain values of λ. Let us first
present three specific nondegenerate lattices. The lattice with λ = 2 has three possible types
of triads described in Tab. 1(a) and Fig. 1(a). For any k ∈ Λ, these triads are k = λk − k,
k = −k+λk and k = λ−1k+λ−1k. The next example is λ = ϕ, where ϕ = (1+√5)/2 ≈ 1.618
is the golden mean. All triads are obtained from permutations and rescalings of the identity
1 = ϕ2−ϕ, providing the richer sample of interactions in Tab. 1(b). In this case, each point
interacts with six different neighbors – see Fig. 1(b). Another example is provided by the
plastic number of Dom Van der Laan [39]
σ =
3
√
9 +
√
69 +
3
√
9−√69
3
√
18
≈ 1.325, (2)
which is the common real solution of equations σ3 − σ − 1 = 0 and σ5 − σ4 − 1 = 0. The
lattice with spacing λ = σ has twelve types of interacting triads, enumerated in Tab. 1(c)
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and depicted in Fig. 1(c). Because immediate neighbors are coupled, these are examples of
nondegenerate lattices. On the other hand, if λ =
√
2, the lattice is degenerate: there are
no interactions that couple points ±2n with ±2n√2.
The main result of this section is the classification of nondegenerate logarithmic lattices
with respect to their triad interactions, given by the following
Theorem 1. The following three cases describe all nondegenerate lattices with spacing fac-
tors λ ≥ 1.05:
(i) λ = 2, and all triads at the unity are given in Tab. 1(a);
(ii) λ = σ, the plastic number (2), and all triads at the unity are given in Tab. 1(c);
(iii) λ satisfies 1 = λb − λa, where (a, b) are mutually prime integers not larger than 62,
excluding also the pairs (a, b) = (1, 3) and (4, 5). All triads at the unity are given in
Tab. 1(b).
Remark 2. We used the lower bound λ ≥ 1.05 in order to make the numerically assisted
proof possible. Still, we conjecture that Theorem 1 is valid for arbitrary λ > 1, with no
upper bound for a and b in the item (iii). A partial result in this direction is the Theorem
proved in [1], which states that the plastic number is the only common root greater than
unity of any two distinct polynomials λa − λa−1 − 1 and λb − λ− 1 with a, b ≥ 2.
Proof. Let us consider the trinomial equation
pa,b(λ) = λ
b − λa − 1 = 0, (3)
with integer powers 0 ≤ a < b. This equation has a single root in the interval λ > 1 because
the function pa,b(λ) is strictly increasing in λ ∈ [1,∞) with image [−1,∞). Relation (3)
yields the three equalities
1 = λb − λa = λb−a − λ−a = λ−b + λa−b. (4)
There are six triads 1 = p+q corresponding to expressions (4) as described in Tab. 1(b). Let
us show that the lattice is degenerate when a and b have a common divisor m > 1. For the
sublattice Λ′ = {±λmn}n∈Z to be coupled with the remaining points, the spacing λ should
satisfy another trinomial equation (3) with exponents (a′, b′) not multiples of m. However,
this is not possible, as it follows from case (b) of Lemma 3 below. This leaves only the
mutually prime pairs (a, b) to our consideration. Now, the Theorem is a direct consequence
of Lemma 3, where all triads are generated by the relations in (4): the case (i) corresponds
to (a, b) = (0, 1); the case (ii) to (a, b) = (1, 3) and (4, 5); and the case (iii) to all other
possibilities.
Lemma 3. Consider two distinct trinomials (3) with integer powers (a1, b1) and (a2, b2),
where 0 ≤ a1 < a2. These trinomials have a common root λ ≥ 1.05 if and only if
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Figure 2: Triad interactions on two-dimensional logarithmic lattices for different spacing
factors: (a) λ = 2; (b) λ = ϕ, the golden mean; (c) λ = σ, the plastic number. The red node
k can be decomposed into sums k = p + q where all possible nodes p and q are indicated
by the green lines. All figures are given in the same scale. From (a) to (c), both the density
of nodes and the number of triads per each node increase.
(a) λ = σ is the plastic number (2). In this case, (a1, b1) = (1, 3) and (a2, b2) = (4, 5) are
mutually prime;
(b) λ = σ1/m with m = 2, . . . , 5. In this case (a1, b1) = (m, 3m) and (a2, b2) = (4m, 5m)
have the same common divisor m.
Proof. Let us denote by λ(a, b) the unique root of (3) in the interval λ > 1. Note that
λ(a, b) < λ(a′, b) if 0 ≤ a′ < a because the polynomials pa,b(λ) are strictly increasing starting
at pa,b(1) = pa′,b(1) = −1 and pa,b(λ) < pa′,b(λ) for λ > 1. Therefore, if we fix the exponent b
of trinomial pa,b(λ), then λ(a, b) is maximized when a = b − 1. Next, λ(b − 1, b) form a
decreasing sequence with respect to b, since pb−1,b(λ) < pb,b+1(λ). Finally, one may check
that p62,63(1.05) > 0, so λ(62, 63) < 1.05. Therefore λ(a, b) ≥ 1.05 only if b < 63. This bound
leaves a finite number of trinomials to our consideration. Since the plastic number σ satisfies
σ5− σ4− 1 = σ3− σ− 1 = 0, we obtain the two cases (a) and (b) of the Lemma. It remains
to check that trinomials with different powers have no common root. This was accomplished
via Validated Numerics [78], a computer assisted proof using the following strategy. Given
two trinomials pa,b and pa′,b′ , we estimate their respective roots λ1 and λ2 with Newton’s
Method up to machine double precision. Next, using Symbolic Algebra [30], we evaluate
exactly the product pa,bpa′,b′ at the middle point λm = (λ1 + λ2)/2 of their approximate
roots. For all cases, it was verified a negative number at this point, which guarantees that
λ(a, b) 6= λ(a′, b′).
The above results for one-dimensional logarithmic lattices can be extended to higher di-
mensions. The d-dimensional logarithmic lattice with spacing λ > 1 is given by the cartesian
power Λd = Λ×· · ·×Λ (with d factors), i.e., k = (k1, . . . , kd) ∈ Λd if each component kj ∈ Λ.
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Three points k,p,q ∈ Λd on the lattice form a triad if k = p + q. All nondegenerate lattices
Λd are given by the spacings λ listed in Theorem 1 and all triads are combinations of the
one-dimensional triads for each component – see Fig. 2 for the two-dimensional picture.
3 Calculus on logarithmic lattices
Let us consider complex-valued functions f(k) ∈ C on a nondegenerate logarithmic lattice
Λd, where k ∈ Λd is interpreted as a wave vector in Fourier space. Motivated by the property
of the Fourier transform of a real-valued function, we impose the reality condition
f(−k) = f(k), (5)
where the bar denotes complex conjugation. Thus, f(k) is analogous to the Fourier transform
of a real function, and now we are going to introduce basic operations.
Functions f(k) possess a natural structure of a linear space with real scalars. Since we
are working with Fourier-space representation, the spatial derivative ∂j in the j-th direction
is defined by the Fourier factor,
∂jf(k) = ikjf(k), j = 1, . . . , d, (6)
where i is the imaginary unit. Clearly, higher order derivatives are products of such Fourier
factors. Given two functions f and g, one defines their inner product naturally as
(f, g) =
∑
k∈Λd
f(k)g(k). (7)
Just like the L2-inner product of real functions, expression (7) is real valued because of
reality condition (5).
The notion of differentiability on the lattice retains some important calculus identities,
like the integration by parts
(∂jf, g) = −(f, ∂jg), j = 1, . . . , d, (8)
which follows from the fact that the inner product (7) couples f(k) and g(k) = g(−k). We
next define the product of two functions on the logarithmic lattice, which in Fourier space
is understood as a convolution. Here and below, all functions are assumed to be absolutely
summable ∑
k∈Λd
|f(k)| <∞. (9)
Definition 4. A product on the logarithmic lattice Λd, denoted by ∗, is a binary operation
between absolutely summable functions on Λd, which satisfies the following properties:
(P.1) (Reality condition) (f ∗ g)(−k) = (f ∗ g)(k);
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(P.2) (Bilinearity) (f + γg) ∗ h = f ∗ h+ γ(g ∗ h), for any γ ∈ R;
(P.3) (Commutativity) f ∗ g = g ∗ f ;
(P.4) (Associativity in average) (f ∗ g, h) = (f, g ∗ h);
(P.5) (Leibniz rule) ∂j(f ∗ g) = ∂jf ∗ g + f ∗ ∂jg, for j = 1, . . . , d;
Additional properties, which are related to the spatial symmetries of the lattice, may be
imposed:
(S.1) (Scaling invariance) δλ(f ∗ g) = δλf ∗ δλg, where we denoted δλf(k) = f(λk), the
rescaling of f by the lattice spacing λ;
(S.2) (Isotropy and parity) (f ∗ g) ◦R = (f ◦R) ∗ (g ◦R), where we denoted (f ◦ R)(k) =
f(Rk) and R ∈ Oh is any element of the group of cube symmetries; cf. [66, Sec. 93] –
it includes all transformations (k1, . . . , kd) 7→ (±kα1 , . . . ,±kαd), where (α1, . . . , αd) are
permutations of (1, . . . , d).
Remark 5. Lebniz rule readily implies translation invariance on the lattice, expressed as
τξ(f ∗ g) = τξf ∗ τξg, where τξf(k) = e−ik·ξf(k) mimics the physical-space translation (in
Fourier representation) by any vector ξ ∈ Rd;
The required properties for the product are chosen in order to mimic as much as possible a
common pointwise product (or, equivalently, a convolution in Fourier space) of real functions
defined in the Euclidean space. The symmetries of scaling invariance (S.1) and isotropy
(S.2) can only be satisfied in a discrete form, because only discrete scalings and rotations
are symmetries of the lattice itself. More importantly, we will prove shortly that the product
cannot be associative. Nevertheless, the weaker property of associativity in average (P.4)
can be satisfied, which turns out to be sufficient for our purposes.
We first establish the general form of the product on one-dimensional lattices. Later, it
will be generalized to higher dimensions. Bilinearity (P.2), Leibniz rule (P.5) and scaling
invariance (S.1) yield the following general form of the product
(f ∗ g)(k) =
∑
pj+qj=1
cjf(pjk)g(qjk), k ∈ Λ. (10)
Here, the Leibniz rule restricts the product to triad interactions, which are determined by
the factors pj and qj from Tab. 1 for each lattice of Theorem 1. The independence of the
coefficients cj on k is a consequence of the scaling invariance. Next, reality condition (P.1)
and parity k 7→ −k, from (S.2), imply that the coefficients cj are real. Since the sum in (10)
has a finite number of terms, the product of two absolutely summable functions is absolutely
summable.
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As an example, consider the case λ = 2. Then, for the three triads in Tab. 1(a), for-
mula (10) becomes
(f ∗ g)(k) = c1f(2k)g(−k) + c2f(−k)g(2k) + c3f(2−1k)g(2−1k). (11)
We are interested in non-trivial products (10), where the coefficients cj do not vanish simul-
taneously.
Theorem 6. Let Λ be one of the logarithmic lattices (i)–(iii) described in Theorem 1. For the
lattices (i) and (iii), the product with properties (P.1)–(P.5) and symmetries (S.1) and (S.2)
is unique, up to a real prefactor which we set to unity, and has the form
(f ∗ g)(k) =
∑
pj+qj=1
f(pjk)g(qjk), k ∈ Λ, (12)
where the coupling factors pj and qj are given in Tab. 1. For the lattice (ii), the general form
of the product is
(f ∗ g)(k) = c1
∑
pj+qj=1
j=1,...,6
f(pjk)g(qjk) + c2
∑
pj+qj=1
j=7,...,12
f(pjk)g(qjk), k ∈ Λ, (13)
where c1 and c2 are arbitrary real prefactors.
Proof. Properties (P.1), (P.2), (P.5) and symmetries (S.1) and (S.2) were already used to
reduce the product to the form (10). One may check that the remaining conditions (P.3)
and (P.4) for the product can be written as linear equations with unit coefficients with
respect to the variables cj. The system of such equations can be solved explicitly, leading to
formulas (12) and (13). Consider, for example, the case λ = 2, whose product expression is
given by (11). Commutativity (P.3) requires c1 = c2. On the other hand, associativity in
average (P.4) enforces all coefficients to be the same.
Recall that the associativity condition is valid in average; see property (P.4) in Defini-
tion 4. At the same time, the products cannot be associative, as it follows from
Corollary 7. The non-trivial products described in Theorem 6 are not associative: condition
(f ∗ g) ∗ h = f ∗ (g ∗ h) is not valid for all functions f , g and h.
Proof. Let us show that there are p, q, r ∈ Λ such that p + q, p + q + r ∈ Λ, but q + r /∈ Λ.
From the proof of Theorem 1, there are integers 0 ≤ a < b such that the spacing λ satisfies
1 = λb−λa. Take p = λ2b, q = −λa+b and r = −λa. Then p+q+r = 1 ∈ Λ and p+q = λb ∈ Λ.
We claim that q + r = −(1 + λb)λa /∈ Λ, which is equivalent to the condition 1 + λb /∈ Λ.
Indeed, suppose that 1 +λb ∈ Λ. In this case, 1 +λb = λm for some integer m > b. It follows
that λ is a common root of trinomials (3) with (a1, b1) = (a, b) and (a2, b2) = (b,m). However,
such a solution is forbidden by Lemma 3, leading to a contradiction. Now, indicating by
δk the function with δk(k) = 1 and zero elsewhere, it follows from expression (12) that
(δp ∗ δq) ∗ δr = δp+q ∗ δr = δp+q+r, but δp ∗ (δq ∗ δr) = δp ∗ 0 = 0. A similar argument applies
to expression (13).
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Application of the same ideas for the two and three-dimensional cases yield similar formu-
las for products on these spaces, but with a larger number of free coefficients. For instance,
the product on the three-dimensional lattice with spacing λ = ϕ, the golden mean, has 10
free real coefficients.
It is useful to give the following expression
(f ∗ g)(k) =
∑
p+q=k
p,q∈Λd
f(p)g(q), k ∈ Λd, (14)
analogous to (12), which yields a product in any dimension and any lattice.
All operations introduced in this section are implemented in LogLatt, an efficient Mat-
labr library for the numerical calculus on logarithmic lattices [18].
4 Generalized lattices and products
In this section we discuss some generalizations of logarithmic lattices, which can be useful
for applications. In order to mimic non-local interactions, one can add the origin to the
logarithmic lattice
Λ = {0} ∪ {±λn}n∈Z. (15)
In this case, every point k ∈ Λ interacts with the zero node: k = k + 0 = 0 + k, which
provides additional (non-local) terms to the products. The value f(0) is interpreted as the
mean value of f in physical space, in analogy with the same value for continuous functions
Fˆ (0) =
∫
F (x)dx.
The same relations (5)–(9) and Definition 4 are used to define the product and other
operations. For example, when λ = 2, the product (12) at k 6= 0 generalizes to
(f ∗ g)(k) = [f(2k)g(−k) + f(−k)g(2k) + f(2−1k)g(2−1k)] + c[f(k)g(0) + f(0)g(k)], (16)
with an arbitrary real parameter c. The product f ∗ g evaluated at k = 0 is given by
(f ∗ g)(0) = c
∑
k∈Λ
f(k)g(−k) (17)
with the same prefactor c, which is the consequence of associativity in average – see (P.4)
of Definition 4. It is natural to set c = 1, in which case expression (17) coincides with the
inner product (7), i.e., (f ∗ g)(0) = (f, g).
Furthermore, we can define generalized logarithmic lattices as arbitrary subsets Λ′ ⊂ Λd
of logarithmically distributed nodes. To ensure that functions satisfying the reality condi-
tion (5) can be represented in Λ′, we impose the property that if k ∈ Λ′ then −k ∈ Λ′. This
is the case, for example, of a truncated lattice with a finite number of points
Λ′ = {0,±1,±λ, . . . ,±λN}, (18)
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or the same subset excluding zero. Since a generalized lattice Λ′ is not necessarily scaling in-
variant or isotropic, we cannot demand the corresponding product to have these symmetries.
Therefore, a product on Λ′ is an operation satisfying properties (P.1)–(P.5) of Definition 4.
In the following Theorem, we provide one natural form of the product that serves for all
generalized lattices.
Theorem 8. Let Λ′ ⊂ Λd be a generalized d-dimensional logarithmic lattice. Then, operation
(f ∗ g)(k) =
∑
p+q=k
p,q∈Λ′
f(p)g(q), k ∈ Λ′, (19)
defines a product on Λ′ with properties (P.1)–(P.5).
Proof. Properties (P.1)–(P.5) are directly verified, except for the associativity in aver-
age (P.4), which follows from the fact that both (f ∗ g, h) and (f, g ∗ h) can be written
in the same form as ∑
p+q+r=0
p,q,r∈Λ′
f(p)g(q)h(r). (20)
Note that when λ = 2 and we let N → ∞, the lattice (18) establishes a decimation of
Fourier space for 2pi-periodic functions, in the spirit of e.g. [51, 15, 16]. Other examples, also
for λ = 2 are [43, 57]. The application of lattice operations to the one-dimensional Burgers
equation reproduces some well-known shell models of turbulence; see Appendix A for the
details.
5 Ideal incompressible flow
In this and next sections, we make sense of incompressible hydrodynamics on logarithmic
lattices by applying the operations introduced previously. We will consider a d-dimensional
logarithmic lattice Λd, for d = 2 or 3, where
Λ = {0,±1,±λ,±λ2, . . . }, (21)
for some λ from Theorem 1. This lattice mimics Fourier space of a system with largest
integral scale L ∼ 2pi corresponding to |k| ∼ 1. Our derivations below are equally valid for
the case Λ = {±1,±λ,±λ2, . . . }, where zero is excluded from (21).
This section is subdivided as follows. Section 5.1 introduces the incompressible Euler
equations on the logarithmic lattice and enumerates their main properties. Section 5.2
establishes rigorous results concerning the local-in-time existence and uniqueness of strong
solutions and the criterion for singularity formation in this model. Section 5.3 presents a
numerical study of blowup in the three-dimensional equations.
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5.1 Basic equations, symmetries and conservation laws
We represent the velocity field u(k, t) = (u1, . . . , ud) ∈ Cd as a function of the wave vector
k ∈ Λd and time t ∈ R. Similarly we define the scalar pressure p(k, t). The inner product for
vector fields will be understood as (u,v) = (u1, v1)+ · · ·+(ud, vd) with the inner product (7)
for each scalar component. All functions are supposed to satisfy the reality condition (5).
For the governing equations, we use the exact form of the incompressible Euler equations
∂tu + u ∗ ∇u = −∇p, ∇ · u = 0, (22)
which are defined upon the logarithmic lattice Λd, with the conventional notation (u∗∇v)i =∑d
j=1 uj ∗ ∂jvi for the product ∗ from Theorem 8. Introducing the vorticity ω = ∇× u and
taking the curl of equations (22), we may write the Euler equations in vorticity formulation
∂tω + u ∗ ∇ω = ω ∗ ∇u. (23)
In the case of vanishing average velocity u(0) = 0 at k = 0, the velocity field is recovered
from the vorticity through the Biot-Savart law
u(k) =
ik×ω(k)
|k|2 for k 6= 0; u(0) = 0. (24)
Moreover, if we take the divergence of equation (22) and use the incompressibility condition,
then the pressure may be obtained from the velocities by solving the Poisson equation
−∆p = ∇ · (u ∗ ∇u). (25)
The proposed model retains many properties of the continuous Euler equations, which
rely only upon the structure of the equations and elementary operations on the logarithmic
lattice, as described in the previous sections. These include the basic symmetry groups.
Theorem 9 (Symmetry groups of the Euler equations on the logarithmic lattice). Let
u(k, t), p(k, t) be a solution of the Euler equations (22). Then the following transforma-
tions also yield solutions:
(E.1) (Time translations) uτ (k, t) = u(k, t+ τ), for any τ ∈ R;
(E.2) (Space translations) uξ(k, t) = e−ik·ξu(k, t), for any ξ ∈ Rd;
(E.3) (Isotropy and parity) uR(k, t) = R−1u(Rk, t), where R ∈ Oh is any element of the
group of cube symmetries (cf. Definition 4);
(E.4) (Scale invariance) un,h(k, t) = λhu
(
λnk, λh−nt
)
, for any h ∈ R and n ∈ Z, where λ is
the lattice spacing;
(E.5) (Time reversibility) ur(k, t) = −u (k,−t);
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(E.6) (Galilean invariance) uv(k, t) = e−ik·vtu(k, t)− v̂(k), for any v ∈ Rd, where v̂(k) is
the constant velocity field on the lattice defined as v̂(0) = v and zero for k 6= 0.
We did not write the transformations for the pressure p because it can be eliminated from
the Euler equations.
Recall that the factors e−ik·ξ and e−ik·vt in the symmetries (E.2) and (E.6) are Fourier
representations of physical-space translations by the vectors ξ and vt. Thus, the listed
symmetries of the Euler equations on the logarithmic lattice are the same as those for the
continuous model, except that isotropy (E.3) and scale invariance (E.4) are given in discrete
form.
Model (22) also preserves the same invariants as the continuous Euler equations. Let
us show this first for the energy and for the enstrophy or helicity, in the two or three-
dimensional cases respectively. Here we proceed formally. The proofs in this section hold
for strong solutions, whose existence and uniqueness for short times are established in the
next Section 5.2.
Theorem 10 (Conservation of energy, enstrophy, helicity). Let u(t) be a solution of the
three-dimensional Euler equations (22). Then the energy
E(t) =
1
2
(u,u) (26)
and the helicity
H(t) = (u,ω) (27)
are conserved in time. In the the two-dimensional case, the energy (26) and the enstrophy
Ω(t) =
1
2
(ω,ω) (28)
are conserved in time.
Proof. Taking the energy as an example, let us show how the proof can be written using the
basic operations defined on the logarithmic lattice, following the standard approach of fluid
dynamics. Using the Euler equations (22), we obtain
dE
dt
=
d
dt
[
1
2
(u,u)
]
= (u, ∂tu) = − (u,∇p)− (u,u ∗ ∇u). (29)
The pressure term vanishes owing to the incompressibility condition as
(u,∇p) =
d∑
i=1
(ui, ∂ip) = −
d∑
i=1
(∂iui, p) = −(∇ · u, p) = 0, (30)
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where the second relation is obtained from the integration by parts (8). In the inertial term,
using commutativity of the product (P.3), the associativity in average (P.4) and the Leibniz
rule (P.5), one obtains
(u,u ∗ ∇u) =
d∑
i,j=1
(ui, uj ∗ ∂jui) =
d∑
i,j=1
(ui ∗ ∂jui, uj) = 1
2
d∑
i,j=1
(∂j(ui ∗ ui), uj). (31)
After integration by parts, this term vanishes due to the incompressibility condition.
Conservation of enstrophy and helicity in their respective space dimensions can be proved
following a similar line of derivations.
One can also derive the analogue of Kelvin’s Circulation Theorem for the Euler system
(22) on a logarithmic lattice. For this purpose, let us recall the relation of circulation with
the cross-correlation Γ = (u,h) for “frozen-into-fluid” divergence-free vector fields h(k, t)
satisfying the equations [76]
∂th + u · ∇h− h · ∇u = 0, ∇ · h = 0. (32)
The circulation around a closed material contour C(s, t) in three-dimensional physical space
(s is the arc length parameter) is given by the cross-correlation Γ with the field [98]
h(x, t) =
∮
∂C(s, t)
∂s
δ3(x−C(s, t)) ds, (33)
where δ3 is the 3D Dirac delta function. The field (33) satisfies equations (32) in the sense
of distributions. Thus, Kelvin’s Theorem follows, as a particular case, from the conservation
of cross-correlation Γ. The following Theorem proves the conservation of cross-correlation
in the lattice model.
Theorem 11 (Kelvin’s Theorem). Let u(t) be a solution of the three-dimensional Euler
equations (22). Then, for any “frozen-into-fluid” divergence-free field h(t) satisfying equa-
tions
∂th + u ∗ ∇h− h ∗ ∇u = 0, ∇ · h = 0, (34)
the cross-correlation Γ(t) = (u,h) is conserved in time.
Since equations (34) are satisfied by the vorticity field ω, the proof for conservation of
the cross-correlation follows the same steps as for conservation of helicity (27). Theorem 11
provides an infinite number of circulation invariants: the cross-correlation Γ is conserved for
any solution of system (34).
For two-dimensional flows, Kelvin’s Theorem can be reformulated as the conservation
of flux of vorticity across surfaces moving with the fluid. This flux can be expressed as
the inner product Γ(t) = (a, ω) of the scalar vorticity ω = ∂1u2 − ∂2u1 with a Lagrangian
marker a(k, t) [76], which is advected by the flow and satisfies the equation ∂ta+ u ·∇a = 0.
Indeed, taking the Lagrangian marker as the indicator function of a bounded surface St
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carried by the flow [29, Sec. 1.2], the flux of vorticity across St yields the circulation along
the contour ∂St, i.e., Γ(t) =
∫
St
ωdS =
∫
∂St
u · dl. On the logarithmic lattice, the vorticity
flux is introduced similarly, as the inner product Γ(t) = (a, ω) of the scalar vorticity with a
Lagrangian marker satisfying the equation
∂ta+ u ∗ ∇a = 0. (35)
It is straightforward to show that, given the solution u(k, t) of the two-dimensional Euler
system (22), the conservation of Γ holds for any solution of (35).
5.2 Regularity of solutions
In this section, we establish the local theory for the Euler system on the logarithmic lattice.
Here the results are similar to those for the original model: we show local existence and
uniqueness of strong solutions and the Beale-Kato-Majda (BKM) blowup criterion [4]. Two-
dimensional solutions turn out to be globally regular.
For simplicity, we assume the vanishing average velocity u(0) = 0 at k = 0 and, therefore,
consider only wave vectors with |k| 6= 0 in the following analysis. For the lattice variables,
we introduce the `2 norm in the standard way as ||u||`2 =
(∑
k∈Λd |u(k)|2
)1/2
and the `∞
norm as ||u||`∞ = supk∈Λd |u(k)|. Given a nonnegative integer m, we introduce the operator
Dm as
Dmu(k) = |k|mu(k), (36)
and define the homogeneous Sobolev spaces hm on the lattice consisting of the functions
with finite norm
||u||hm = ||Dmu||`2 =
(∑
k∈Λd
|k|2m|u(k)|2
)1/2
<∞. (37)
Clearly, the space hm is a Hilbert space endowed with the inner product (u,v)hm = (D
mu, Dmv),
whose functions have all partial derivatives up to order m in `2. Finally, we consider the
space of divergence-free vector fields
V m = {u ∈ hm|∇ · u = 0}, (38)
which provides the natural setting for strong solutions of the Euler equations. The space
V m is endowed with the hm norm.
Theorem 12. Let u0 ∈ V m for some m ≥ 1. Then, there exists a time T > 0, such that the
incompressible Euler equations on the logarithmic lattice (22) have a unique strong solution
u(t) in the class
u ∈ C1([0, T );V m), (39)
with initial condition u
∣∣
t=0
= u0. This solution either exists globally in time, or there is a
finite maximal time of existence tb such that
lim sup
t↗tb
||u(t)||hm =∞. (40)
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Proof. The proof is similar to that in [32] for shell models of turbulence and exploits the
locality of the nonlinear interactions on the logarithmic lattice, which turns the convective
term into the action of a bounded operator. We write the Euler system (22) in the functional
form
∂tu +B(u,u) = −∇p, (41)
where we have introduced the operator
B(u,v) = u ∗ ∇v. (42)
Operator B is a bounded bilinear operator in hm – see the proof in Appendix B.
Next, in order to eliminate pressure, we project Eq. (41) onto the space of divergence-free
vector fields. We introduce the Leray projector P – cf. [89, Sec. 2.1] – on the logarithmic
lattice, explicitly given by
Pij(k) = δij − kikj|k|2 , k ∈ Λ
d. (43)
Since u is divergence free and ∇p is a full gradient, it follows that Pu = u and P∇p = 0,
and so we are reduced to the problem
du
dt
= F (u), u
∣∣
t=0
= u0, (44)
where F (u) = −PB(u,u) maps functions from V m to itself. We claim that F is locally-
Lipschitz continuous. Since P is an orthogonal projection on hm, and therefore ||Pv||hm ≤
||v||hm , we have
||F (u)− F (v)||hm = ||P[B(u,u)−B(v,v)]||hm
≤ ||B(u,u)−B(v,v)||hm
≤ ||B(u,u− v)||hm + ||B(u− v,v)||hm .
(45)
In the last inequality, we have applied the bilinearity of B and the triangle inequality. Using
the boundness of operator B, there exists a constant C > 0 such that
||B(u,u− v)||hm ≤ C||u||hm ||u− v||hm . (46)
A similar inequality is obtained for the other term ||B(u − v,v)||hm , which proves the
Lipschitz continuity of F when ||u||hm and ||v||hm are bounded by some constant.
It follows that Eq. (44) is an ordinary differential equation with F locally-Lipschitz
continuous on the Banach space V m. In this framework, we apply the Picard Theorem
on Banach spaces – see e.g. [20, 92] – to guarantee existence of a unique local solution in
the class (39) and initial condition u0. The pressure is recovered by solving the Poisson
equation (25). The blowup statement in (40) also follows from classical theory of ordinary
differential equations [92].
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Theorem 13 (BKM blowup criterion). Let u(t) ∈ C1([0, tb);V m) be a strong solution for
the incompressible Euler equations (22) on the logarithmic lattice, where tb is the maximal
time of existence. Then either tb =∞ or∫ tb
0
||ω(t)||`∞dt =∞. (47)
In the later case, we have necessarily
lim sup
t↗tb
||ω(t)||`∞ =∞. (48)
Proof. Let us assume that ∫ tb
0
||ω(t)||`∞dt = M <∞. (49)
for a finite tb <∞. We are going to prove that this implies
||u(t)||hm ≤ N, ∀t < tb, (50)
for some constant N < ∞, thus contradicting condition (40) of Theorem 12. To show this,
we perform an energy estimate for Eq. (22). We set v = Dmu and q = Dmp and apply Dm
to Eq. (22) to obtain
∂tv = −Dm(u ∗ ∇u)−∇q. (51)
Taking the `2-inner product of Eq. (51) with v yields
1
2
d
dt
||v||2`2 = −(Dm(u ∗ ∇u),v)− (∇q,v). (52)
After integrating by parts, the last term vanishes due to incompressibility as
(∇q,v) =
d∑
i=1
(∂iq, vi) = −
d∑
i=1
(q, ∂ivi) = −
d∑
i=1
(q,Dm∂iui) = −(q,Dm∇ · u) = 0. (53)
Next, we use the following calculus inequality on logarithmic lattices
||f ∗ g||hm ≤ C(||f ||hm ||g||`∞ + ||Df ||`∞||g||hm−1), for f ∈ hm,g ∈ hm−1 (54)
for some positive constant C; this inequality has a continuous analogue for Sobolev spaces
Hs – see e.g. [76, Sec. 3.2.1] – and the lattice version (54) is proved in the Appendix B.
Then, the nonlinear term in (52) can be estimated using f = u and g = ∇ui as
(Dm(u ∗ ∇u),v) ≤ ||u ∗ ∇u||hm||v||`2
≤ C||v||`2
d∑
i=1
(||u||hm||∇ui||`∞ + ||Du||`∞||∇ui||hm−1)
≤ 2dC||v||`2||u||hm||Du||`∞ = C ′||v||2`2||Du||`∞ ,
(55)
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where at the end we used ||u||hm = ||Dmu||`2 = ||v||`2 and set C ′ = 2dC. Substituting
relations (53) and (55) into (52) yields
d
dt
||v||2`2 ≤ 2C ′||v||2`2||Du||`∞ , (56)
and applying Gronwall’s Inequality, we are lead to
||v(t)||`2 ≤ ||v(0)||`2 exp
(
C ′
∫ t
0
||Du(s)||`∞ds
)
. (57)
Finally, using the estimate
||Du||`∞ ≤ ||ω||`∞ , (58)
which follows from the Biot-Savart law (24), and recalling again that ||v||`2 = ||u||hm , we
obtain
||u(t)||hm ≤ ||u(0)||hm exp
(
C ′
∫ tb
0
||ω(s)||`∞ds
)
≤ N, ∀t ∈ [0, tb) (59)
for N = ||u(0)||hm exp(C ′M) <∞. This is the inequality (50), which led us to contradiction.
Corollary 14. Strong solutions u(t) of the two-dimensional incompressible Euler equa-
tions (22) exist globally in time.
Proof. From Theorem 10, strong solutions of the two-dimensional Euler equations conserve
the `2 norm ||ω||`2 of the vorticity. Hence, the inequality ||ω||`∞ ≤ ||ω||`2 on the lattice
prevents condition (48) to take place.
5.3 Blowup in incompressible 3D Euler equations
Whether three-dimensional incompressible Euler flow develops a singularity in finite time
(also called blowup) remains a challenging open mathematical problem. According to the
BKM criterion, the singularity implies a spontaneous generation of infinitely large vorticity.
Such singularity is anticipated by Kolmogorov’s theory of turbulence [50], which predicts
that the vorticity diverges at small scales as δω ∼ `−2/3 when energy is transferred from
integral to viscous scales. In this context, blowup could reveal an efficient mechanism for
the energy cascade and, for this reason, it is often considered a cornerstone for the theory of
turbulence.
In addition to purely mathematical approaches, see e.g. [22, 94] and very recent achieve-
ments [24, 44], the blowup problem was intensively investigated through Direct Numerical
Simulations (DNS) [52, 56, 60]. However, numerical results appear to be rather inconclusive,
with the controversy [64, 61] only growing with the increase of resolution. Naturally, sev-
eral simplified models have been investigated for understanding possible blowup scenarios,
e.g. [31, 95, 42, 73]. Despite being rather successful in the study of turbulence [8] and serving
as a useful testing ground for mathematical analysis, e.g. [63, 26], these models fall short of
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reproducing basic features of Euler’s blowup phenomenon: they lack important properties
of Euler’s flow, such as incompressibility and conservation of circulation, and often show
dynamical behavior atypical for Euler solutions, such as self-similarity [21, 23]. Note that
we do not discuss here boundary effects [69], which set a different open problem.
Unlike many previous simplified models, the Euler equations on logarithmic lattices retain
most structural properties of the original equations, as we showed in Section 5.1. In the
work [19, 17], we presented a numerical evidence of chaotic blowup in the three-dimensional
Euler system on a golden-mean logarithmic lattice. Now we extend these previously reported
results by testing the robustness of our conclusions on different lattices. For the comparison,
we consider the golden mean λ = ϕ and the plastic number λ = σ, which provide two lattices
Λ3 with increasing resolution – see Fig. 2; here, Λ = {±1,±λ,±λ2, . . . } is taken, with no
zero component. We remark that the spacing factor λ = 2 does not provide a reliable model
for the blowup study, because the incompressibility condition together with a small number
of triad interactions cause degeneracies in coupling of different modes.
Numerical model. Aiming for the study of blowup, initial conditions are chosen
to have nonzero components limited to large scales, with wavenumbers 1 ≤ |ki| ≤ ϕ2 =
(3 +
√
5)/2. This corresponds to a box of three excited modes in each direction for the
golden mean and four modes for the plastic number lattice spacing. The velocities at these
modes are explicitly given in the form
uj(k) =
3∑
m,n=1
|jmn|
2
kmkne
iθj(k)−|k|, for j = 1, 2. (60)
Here jmn is the Levi-Civita permutation symbol and the phases θj are given by
θj(k) = sgn(k1)αj + sgn(k2)βj + sgn(k3)δj + sgn(k1k2k3)γj, (61)
with the constants (α1, β1, δ1, γ1) = (1,−7, 13,−3)/4 and (α2, β2, δ2, γ2) = (−1,−3, 11, 7)/4.
The third component of velocity is uniquely defined by the incompressibility condition.
Clearly, because the nodes of different lattices do not match, it is impossible to test the
same initial condition on different lattices.
Like in usual DNS, we consider the Euler equations in vorticity formulation (23), where
the velocity field is recovered through the Biot-Savart law (24). The equations are integrated
numerically with double-precision using the fourth-order Runge-Kutta-Fehlberg adaptive
scheme [49]. The time step was dynamically defined in order to keep the relative error
for ωmax(t) = maxk |ω(k, t)| below 10−6. Since only a finite number N of modes in each
direction can be simulated, the infinite-dimensional nature of the problem was tracked by
implementing the following spatial adaptive scheme. At each time step, we compute the
enstrophy Ω(t) = 1
2
(ω,ω) due to the modes with wave vectors |k| ≥ Kmax/λ, where Kmax
is the largest wave number in each direction. This quantity estimates the enstrophy error
(i.e., `2 norm of vorticity) due to the mode truncation and it was kept below 10−15 during
the whole simulation. Every time this threshold was reached we increased the number of
modes in each direction by 5, i.e., multiplying Kmax by λ
5. We stopped the simulation for
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Figure 3: Comparison of the Euler blowup dynamics for different lattice spacings – the
golden mean ϕ in green and plastic number σ in red. Owing to the lower computational
cost, the simulation for the golden mean spans a larger spatial range. (a) Dynamic evolution
of the inverse maximum vorticity 1/ωmax, reaching the blowup times tb = 4.255 and 10.052
for golden and plastic lattice spacings, respectively. (b) The maximum vorticity ωmax in
logarithmic scale fitting in average the power law ∼ (tb− t)−1. (c) Wave number kmax where
the maximum vorticity occurs in logarithmic scale, following the asymptotic ∼ (tb−t)−γ with
γ = 2.70. (d) The energy spectrum (62) at the final time of integration for each simulation,
developing the power-law E(k) ∝ k−ξ, where ξ = 2.26.
the plastic number with N = 95, thus covering a spatial range of Kmax = σ
95 ≈ 1011. Due
to the higher spacing value, the golden mean allows to cover a larger spatial range with
less modes. In this case, the simulation was stopped with N = 70, which corresponds to
Kmax = ϕ
70 ≈ 1014. For the simulations of both lattice spacings, the energy was conserved
during the whole time of integration with a relative error below 10−6.
Results. Before presenting our new results, we briefly review the previous conclusions
reported in [19], where a simulation of ideal flow was conducted on a golden mean logarithmic
lattice. A large amplification of maximum vorticity ωmax within a finite time tb was observed,
demonstrating an asymptotic blowup solution ωmax(t) ∼ (tb − t)−1, followed by a power-law
development in the energy spectrum as E(k) ∝ k−ξ, ξ ≈ 2.26. Such blowup is linked to a
chaotic wave in a renormalized system, traveling with constant average speed γ ≈ 2.70. The
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chaotic behavior justifies the high sensitivity to perturbations, which is encountered in full
DNS [56] and has theoretical foundation in developed turbulence [90]. Instability of blowup
solutions is also observed in other simplified models [95, 74, 37] and was proved recently for
the full incompressible 3D Euler equations [96]. The chaotic attractor restores the isotropy
in the statistical sense, even though the solution at each particular moment is essentially
anisotropic, in similarity to the recovery of isotropy in the Navier-Stokes turbulence [50, 11].
The striking property of the attractor is its multi-scale character, covering six decades in
Fourier space, which seems impossible to be reproduced by the modern numerical techniques
in full DNS. At the respective scales, the solution of the logarithmic model displays properties
that can be associated with typical coherent structures of full DNS, e.g. the effect of two-
dimensional depletion [88, 2]. For more details, see [19].
Fig. 3 compares the numerical integrations of the Euler equations for golden and plastic
lattice spacings. Though solutions are, of course, different at earlier times, they demonstrate
very close (numerically indistinguishable) asymptotic blowup dynamics, which we analyze
in details now. Figs. 3(a) and 3(b) show the dynamic evolution of ωmax(t). BKM blowup
criterion – see Theorem 13 – requires an asymptotic growth of at least ωmax(t) ∼ (tb − t)−1
as t approaches the blowup time tb. This is verified for both simulations by plotting the
inverse value 1/ωmax(t) in Fig. 3(a), providing the blowup times tb = 4.255 ± 0.001 and
tb = 10.052 ± 0.001 for the plastic number and golden mean, respectively. Fig. 3(b) shows
the same results in logarithmic scale verifying the asymptotic ωmax(t) ∼ (tb− t)−1. Note that
a growth of five orders of magnitude is observed for the golden mean. The wave number
kmax at which the maximum vorticity occurs also grows asymptotically as kmax ∼ (tb − t)−γ
with the same exponent γ = 2.70 ± 0.01 for the two simulations, as shown in Fig. 3(c). At
last, the energy spectrum
E(k) =
1
2∆
∑
k≤|k′|<λk
|u(k′)|2, with ∆ = λk − k, (62)
develops a power-law E(k) ∝ k−ξ. A dimensional argument [19] predicts the exponent ξ
depending upon γ as ξ = 3− 2/γ ≈ 2.26, confirmed in Fig. 3(d).
Chaotic attractor. We argued in [19] that the blowup dynamics in the Euler system
on a logarithmic lattice is associated to a chaotic wave in a renormalized system. This
chaotic behavior exemplifies the fundamental instability, which is necessary for blowup in
the incompressible 3D Euler equations, as proved recently in [96]. Here, we compare the
attractors for the two simulations. These attractors are visualized using the renormalized
variables
ω˜ = (tb − t)ω, η = log |k|, o = k/|k|, τ = − log(tb − t), (63)
which apply similarly in Fourier space R3 and in our lattice Λ3. The Euler equations can be
rewritten as a dynamical system with respect to these new coordinates; consult [19] for more
details. Fig. 4 shows the time evolution, in renormalized variables, of the solutions on the
two different lattices. For the comparison, we plot the vorticities ω˜ normalized with respect
to their correspondent maximum values ω˜max. The renormalized time for the plastic number
is shifted τ 7→ τ + τ0 by τ0 = −1.2 for the attractors to be aligned in space.
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Figure 4: Absolute value of renormalized vorticities |ω˜| plotted on sections of 3D Fourier
space, in logarithmic scales, at three different instants τ . For comparison, the vorticities
are normalized with respect to their maximum norm ω˜max; values below 0.01 are plotted in
white. The first row shows the evolution on the golden and the second row on the plastic
lattice. Owing to the lower computational cost, the simulation for the golden mean was
integrated for longer renormalized times τ .
The solutions in Fig. 4 show convergence to chaotic waves, which travel through the main
diagonal of Fourier space with the same constant speed γ. In [19], we demonstrated their
chaotic nature by computing a positive largest Lyapunov exponent. The chaotic attractors
look surprisingly similar despite the quite distinct resolutions furnished by the two lattices.
6 Viscous incompressible flow and turbulence
In this section, we introduce a viscous dissipative term and a forcing f into the Euler equa-
tions (22), leading to the incompressible 3D Navier-Stokes equations on a logarithmic lattice
∂tu + u ∗ ∇u = −∇p+ ν∆u + f , ∇ · u = 0, (64)
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where ν ≥ 0 is the kinematic viscosity. We will focus on testing some fundamental properties
of hydrodynamic turbulence, when the viscous term is responsible for dissipating energy at
small scales of the flow while the force injects it at large scales. Following the same lines of
derivations as for the continuous model, we deduce the balance for the energy (26) as
dE
dt
= −2νΩ(t) + F (t), (65)
where Ω(t) is the enstrophy (28) and F (t) = (u, f) is the work done by external forces. The
term ε = 2νΩ is the total dissipation rate of the flow.
6.1 Anomalous dissipation
A major feature of turbulent flows is the non-vanishing energy dissipation rate  > 0 in
the limit of large Reynolds numbers, which can also be formulated mathematically as the
limit of vanishing viscosity ν → 0. This apparently paradoxical phenomenon is known
as dissipation anomaly [83, 46] and has found confirmation in many experiments [84] and
numerical simulations [62].
Dissipation anomaly is conveniently quantified by considering the evolution of energy
through different scales. We derive from Eq. (64) the scale-by-scale energy budget equation
∂tEk = Πk − 2νΩk + Fk. (66)
Here, using the notation
(f, g)k =
∑
|k′|≤k
f(k′)g(k′), (67)
we have introduced the cumulative energy between wave number 0 and k
Ek =
1
2
(u,u)k, (68)
the cumulative enstrophy
Ωk =
1
2
(ω,ω)k, (69)
the cumulative energy injection
Fk = (u, f)k, (70)
and the energy flux
Πk = −(u,u ∗ ∇u +∇p)k. (71)
Statistical steady state in a turbulent flow is achieved when ∂t〈Ek〉 = 0. In this regime,
the mean energy flux 〈Πk〉 balances with the mean energy dissipation 〈−2νΩk〉 and the
work of external forces 〈Fk〉. Since for small viscosities it is typical to have energy injection
confined to large scales and energy dissipation confined to small scales, a dissipation anomaly
is related to the development of a constant energy flux in the intermediate range called the
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Figure 5: Mean energy flux 〈Πk〉 along wave numbers k, in logarithmic scale, for different
values of the hyper-viscous parameter ν = 10−13, 10−14, 10−15, 10−16 and 10−17. In our
notation, a positive energy flux corresponds to a direct cascade of energy.
inertial interval. In our definition, a positive energy flux corresponds to a (direct) cascade
of energy from large to small scales.
In order to compute the energy flux, we consider the Navier-Stokes equations (64) on
the three-dimensional logarithmic lattice of spacing λ = ϕ, the golden mean. The energy
is injected at large scales ϕ ≤ |k1,2,3| ≤ ϕ3 through a constant-in-time force with randomly
generated components. To obtain an extended inertial interval, the viscous forces ν∆u
were replaced by a hyper-viscous term −ν(−∆)hu with h = 2. For models with local triad
interactions, it is expected that the dynamical statistics are ultraviolet robust, i.e., does
not depend on the detailed dissipation mechanism at small scales [6, 72]. The model was
integrated with double-precision using the first-order exponential time-splitting method [35]:
at each time step, we first use the fourth-order Runge-Kutta method to integrate the Euler
equations and next we multiply the resulting solution by the exponential factor e(−ν|k|
2h∆t),
where ∆t is the time step.
Fig. 5 shows the mean energy flux 〈Πk〉 along scales k for different viscosities. The energy
flux reaches the same constant positive value for all viscosities and the inertial range extends
to smaller scales as the viscosity decreases, which indicates the development of a dissipation
anomaly in the limit ν → 0.
6.2 Statistics of Fourier modes
The Navier-Stokes equations on the golden mean lattice were integrated using the same
numerical procedure described in Section 6.1, with hyper-viscous term and viscosity ν =
10−13. The probability distribution functions (PDF’s) were numerically estimated through
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Figure 6: Normalized PDF’s in logarithmic scale of the real part of x velocity, Re[u1(k)], at
different wave vectors kn = λ
nk0, k0 = (1, 1, 1), rescaled along the main diagonal of Fourier
space. Scales decrease from darker to lighter colors. Gaussian distribution of zero mean and
unit variance is shown for comparison in black dashed line. (a) Statistics of inertial-range
wave vectors kn, with n = 10, . . . , 15; (b) statistics of viscous-range wave vectors kn, with
n = 18, . . . , 22.
a histogram binning procedure using the statistics accumulated within a sample time T . In
terms of turnover time T0 = 1/|k0|U0, where k0 = (1, 1, 1) is the wave vector of integral scale
and U0 = 〈|u(k0)|2〉1/2, the sample time T was larger than 90T0. The PDF’s of Re[u1(kn)],
in units of their root-mean-square 〈Re[u1(kn)]2〉1/2 values are shown in Fig. 6, for several
wave vectors kn = λ
nk0 rescaled along the main diagonal of Fourier space.
Fig. 6(a) shows the statistics at inertial-range wave vectors kn, for n = 10, . . . , 15. The
PDF’s for all scales are very close to a Gaussian distribution. Similar Gaussian distributions
for inertial-range Fourier components were observed for developed turbulence through full
DNS [13] and laboratory experiments [86, 80, 27]. For a flow of characteristic large scale L
and finite correlation length ` in physical space, the univariate statistics of Fourier modes in
the inertial range are normally distributed in the asymptotic limit `/L→ 0, as a particular
case of the Central Limit Theorem for weighted integrals [68]. For these reasons, it is
commonly argued that Fourier modes are not well suited for the study of extreme events
that proportionate inertial-range turbulent intermittency.
Large fluctuations in Fourier modes can only appear when viscous processes become
important and initiate a complex interplay between nonlinearity and dissipation. In this
regime, the velocity field exhibits strong intermittency, associated with spatial variation of
large-scale motion rather than with intense small-scale structures [25]. Unlike what occurs
in the inertial range, dissipative intermittency leaves fingerprints on viscous-range Fourier
components, whose statistics develop widening of tails at smaller scales [13]. Such behavior
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is also reproduced by the logarithmic model. Fig. 6(b) shows the statistics at viscous-range
wave vectors kn, for n = 18, . . . , 22, where we observe an increasing deviation from Gaussian
distribution as we move towards finer scales of the flow.
As presented above, there is a strong similarity between statistics of lattice variables
from the logarithmic model and Fourier components of the full Navier-Stokes equations; for
instance, compare Figs. 6(a,b) of the present paper with Figs. 1(f,b) from the DNS results
in [13]. However, it is quite intriguing that the Gaussian behavior in our model is in sharp
contrast with statistics of other simplified models, which usually present some degree of
inertial-range intermittency. We turn now to a brief discussion about their statistical behav-
ior. Shell models of turbulence exhibit chaotic intermittent dynamics in the inertial interval
with statistical properties close to the Navier-Stokes developed turbulence [54, 81, 70]. On
the other hand, the reduced wave vector set approximation (REWA) model displays only
weak intermittency [43, 57]. A possible explanation for this feature was given in [13], where
it is argued that REWA model can be written in a spherical model framework [79] consist-
ing of N interacting subsystems each one describing the evolution of a velocity component
in a certain direction. In this framework, modes should have Gaussian statistics [45] and
anomalous fluctuations would be destroyed in the limit N → ∞ [87]. A tendency towards
less intermittent regime when increasing the couplings is also observed in the tree models of
turbulence [7]. In view of these results, is reasonable to relate the non-intermittent Fourier
modes in our model to its rich triad couplings, although no rigorous conclusions can be
made. How much Fourier decimation decreases intermittency in physical space is also not
clear. This was observed for the Burgers equation with random decimation [16] and for
the Navier-Stokes equations, decimating from full to REWA model [57], but not for Sabra
model [75], which retains turbulent intermittent dynamics in physical space.
We repeat that the absence of anomalous fluctuations in individual Fourier modes does
not mean lack of intermittency in the flow, since this is exactly the scenario for developed
turbulence, and because the intermittency is seen in the same way within the dissipative
range. To determine whether our model mimics physical-space intermittency or not, it would
be necessary to probe it properly. The challenging question is precisely how to capture
intermittency fingerprints on Fourier variables [13], the only available quantities for our
model. We also remark that a proper definition of integral quantities, like structure functions,
should take into account lattice volumes, because these volumes vary considerably among
different cells. For example, a straightforward way to introduce structure functions would be
through powers of the energy flux, where all terms are properly balanced: Sp(k) = 〈|Πk|p/3〉.
Using these definitions, our numerical simulations confirm the exact Kolmogorov scaling of
structure functions in the inertial range, while the location of the dissipative range depends
on p in agreement with the dissipative intermittency of Fig. 6(b). One faces the same subtlety
when introducing a proper analogue for the Kolmogorov energy spectrum. We leave the more
detailed analysis of these interesting but non-trivial questions to future work.
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7 Conclusions
We propose a new strategy for constructing simplified models of fluid dynamics, which re-
stricts the governing equations in their original form to a multi-dimensional logarithmic
lattice in Fourier space. This domain receives a specially designed operational structure,
which retains most of the usual calculus and algebraic properties. As a consequence, the
resulting models preserve all symmetries (some in discrete form, namely scaling invariance
and isotropy), inviscid invariants (energy and helicity, for 3D flow; energy and enstrophy,
for 2D flow), and also reproduces some fine properties of Euler flow, like incompressibility
and Kelvin’s Circulation Theorem. The classification of all possible lattices supporting this
construction allows us to obtain different dynamical models sharing all the above properties,
and so to test the robustness and universality of the results they provide. Because of the
strongly decimated domain, the logarithmic models can be easily simulated with great accu-
racy and covering a large spatial range. Furthermore, the solutions correlate with existing
DNS at the correspondent scales [19].
After showing rigorously that the properties of plausible finite-time singularities (blowup)
for the incompressible 3D Euler equations have similar form on the logarithmic lattice, we
presented the numerical evidence of blowup, characterized as a chaotic wave in a renormalized
system. Surprisingly similar asymptotic behavior of solutions was observed for two very
different lattice models, probing the robustness of our conclusions, also drawn earlier in [19].
The multi-scale character of the attractor (ranging six decades in Fourier space) reveals the
great complexity of the blowup and explains why there is a controversy around the available
numerical studies, since actual computational techniques may be insufficient by far for the
required resolution. Still, one may think of accessing the blowup through experimental
measurements [91, 65, 38].
The viscous incompressible model on a logarithmic lattice exhibits anomalous dissipation
in the limit of large Reynolds numbers, similarly to hydrodynamics turbulence [50]. This
was demonstrated by measuring the mean energy flux in the inertial range for a sequence of
decreasing viscosities. Moreover, statistics of lattice variables behave like Fourier components
in the full Navier-Stokes turbulence, whose distributions are Gaussian in the inertial interval
and intermittent at viscous scales. Such behavior contrasts with other simplified models,
which usually display some degree of inertial-range intermittency. Though the question
whether our logarithmic model reproduces a kind of physical-space intermittency was left
open. We believe that future analysis of this model may help in better understanding the
relation between physical and Fourier space representations in developed turbulence [13].
The systematic technique we presented is applicable to any partial differential equation
with quadratic nonlinearities. In this framework, symmetries and quadratic invariants are ex-
pected to be automatically preserved due to the designed functional structure on the lattice.
This turns the logarithmic models into a general methodology for the study of singularities
and regularity in many nonlinear systems. We also developed the library LogLatt [18],
an efficient Matlabr computational tool for the numerical calculus on logarithmic lattices.
The proposed technique is ready-to-use in other fluid models, like natural convection [76],
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geostrophic motion [85, 33], porous media [34] and magnetohydrodynamics [12]. The lower
computational cost of the logarithmic models compared to full DNS may be of great use
for problems in higher dimensions, like high-dimensional turbulence [55, 77, 93, 97]. With
further extensions, there is a hope to apply this technique to compressible turbulence [3, 47]
and superfluids [9, 10]; see the example in Appendix C of a possible way to model isentropic
compressible flow on logarithmic lattices.
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Appendix A: Burgers’ representation for shell models
In this Appendix, we show that some well-known shell models of turbulence are equivalent
to the Burgers equation on a logarithmic lattice. This, in particular, reinforces the idea that
self-similar blowup and non-oscillatory Kolmogorov regime in shell models follow a scenario
closer to Burgers’ dynamics [73, 75] than to Euler’s.
The Burgers equation [14] on the one-dimensional logarithmic lattice of spacing λ is given
by
∂tu+ u ∗ ∂xu = ν∂2xu, (72)
where ν ≥ 0 is the viscosity. First, let us take λ = 2 and consider the corresponding
product (12) with a prefactor of 2. The Burgers equation (72) takes the form
∂tu(k) = −ik
[
2u(2k)u(k) + u2
(
k
2
)]
− νk2u(k). (73)
Define the geometric progression kn = λ
n, n ∈ Z and consider purely imaginary solutions
of type u(±kn) = ±iun for un ∈ R. Note that this is a property of the Fourier transform
for any odd function in physical space. Then, equation (73) taken at k = kn reduces to the
form
∂tun = knu
2
n−1 − kn+1un+1un − νk2nun. (74)
This system is known as the Desnyansky-Novikov shell model [40], also called dyadic model.
For our second example, we take λ = ϕ, the golden mean, and consider the product (12)
with prefactor −ϕ. By setting u(kn) = un and u(−kn) = un with kn = ϕn, the Burgers
equation (72) is reduced to the form
∂tun = i[kn+1un+2un+1 − (1 + c)knun+1un−1 − ckn−1un−1un−2]− νk2nun, (75)
with c = −ϕ2. System (75) is the Sabra shell model [70].
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A third possibility is to consider λ = σ, the plastic number (2), which reduces Eq. (72)
to a new shell model with improved number of triad interactions. In this spirit, extended
triads were considered in the context of helical shell models [36].
Model (72) on the logarithmic lattice retains several properties of the continuous Burgers
equation, like the symmetries of time translation t 7→ t + t0 by any t0 ∈ R, physical-space
translation u(k) 7→ e−ikξu(k) by a number ξ ∈ R and, in the case of a lattice with origin,
Galilean invariance u(k, t) 7→ e−ikvtu(k, t) − v̂(k) for any v ∈ R, where v̂(0) = v and zero
for k 6= 0. Inviscid (ν = 0) regular solutions also conserve the momentum M(t) = u(k =
0), energy E(t) = 1
2
(u, u) and the thrid-order moment M3(t) = (u ∗ u, u) = (u, u ∗ u),
which is well-defined because of associativity in average of the product – see property (P.4)
in Definition 4. All these conservation laws can be proved using only the operations on
logarithmic lattices; see [17]. Conservation of energy is a well-known property of shell models
while the conservation of a third-order moment was revealed in the study of Hamiltonian
structure in Sabra model [71]. Unlike the continuous Burgers equation, higher-order moments
are not conserved for the logarithmic models because of non-associativity on the logarithmic
lattice – see Corollary 7 – which turns higher powers not even well-defined. The non-existence
of invariants of order greater than 3 was proved in [41] for the Sabra model. Sabra model
has one more inviscid quadratic invariant of the form I =
∑
n∈Z c
−n|un|2, but this invariant
do not seem to have an analogue in the Burgers equation. In studies of hydrodynamic
turbulence, it was interpreted as the enstrophy for c > 0 (sign definite invariant) and as
helicity for c < 0 (not sign-definite invariant).
Our methodology not only reproduces shell models but also leads to new insights about
them. In the spirit of Theorem 11, consider a scalar field ρ evolving as
∂tρ+ ∂x(ρ ∗ u) = 0. (76)
This equation mimics a passive scalar advected by the flow, e.g. density. Then, the cross-
correlation
Γ(t) = (ρ, u) (77)
which can be seen as total momentum of the flow, is conserved in time; the proof follows
similar lines as those already presented and may be found in [17]. Since this conservation
holds for all solutions ρ(t), this provides infinitely many inviscid invariants for model (72),
analogous to circulation in Kelvin’s Theorem as described in Section 5. Up to our knowledge,
this has not been shown earlier.
Appendix B: Functional inequalities on logarithmic lat-
tices
Here we prove some functional inequalities and operator properties used in Section 5.2.
Lemma 15. Let u ∈ hm and v ∈ hm−1, for m ≥ 1. Then, u ∗ v = ∑di=1 ui ∗ vi ∈ hm with
||u ∗ v||hm ≤ C(||u||hm||v||`∞ + ||Du||`∞||v||hm−1), (78)
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where C is a constant which does not depend on u and v.
Proof. Let us prove the inequality in the one-dimensional case. Using elementary algebraic
relations, we obtain
||u ∗ v||2hm = ||Dm(u ∗ v)||2`2 =
∑
k∈Λ
|k|2m|(u ∗ v)(k)|2
≤ N
∑
k∈Λ
N∑
j=1
|k|2m|u(pjk)v(qjk)|2
= N
∑
k∈Λ
N∑
j=1
|pjk + qjk|2m|u(pjk)v(qjk)|2
≤ 22m−1N
∑
k∈Λ
N∑
j=1
(|pjk|2m + |qjk|2m)|u(pjk)v(qjk)|2
= 22m−1N
∑
k∈Λ
N∑
j=1
|pjk|2m|u(pjk)v(qjk)|2 + 22m−1N
∑
k∈Λ
N∑
j=1
|qjk|2m|u(pjk)v(qjk)|2.
In the first term, we estimate
∑
k∈Λ
N∑
j=1
|pjk|2m|u(pjk)v(qjk)|2 ≤ ||v||2`∞
N∑
j=1
∑
k∈Λ
|pjk|2m|u(pjk)|2 ≤ N ||u||2hm||v||2`∞ ,
while the sums of the second term are bounded by
∑
k∈Λ
N∑
j=1
|qjk|2m|u(pjk)v(qjk)|2 =
∑
k∈Λ
N∑
j=1
|qjk|2m−2|qjk|2|u(pjk)v(qjk)|2
≤M
∑
k∈Λ
N∑
j=1
|qjk|2m−2|pjk|2|u(pjk)v(qjk)|2
≤M ||Du||2`∞
N∑
j=1
∑
k∈Λ
|qjk|2m−2|v(qjk)|2
≤MN ||Du||2`∞||v||2hm−1 ,
where M = maxj=1,...,N |qj|2/|pj|2. In view of the estimates for the two terms, we reach
to the result ||u ∗ v||hm ≤ C (||u||hm||v||`∞ + ||Du||`∞||v||hm−1) with the choice of C =
2m−1/2N max(M, 1)1/2. The proof extends naturally to higher dimensions, by considering
multiple components.
Lemma 16. Define the bilinear operator
B(u,v) = u ∗ ∇v, (79)
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where (u ∗∇v)i = u ∗∇ui =
∑d
j=1 uj ∗ ∂jvi. Then, B : hm× hm → hm is a bounded bilinear
operator, i.e., there exists a constant C > 0 such that
||B(u,v)||hm ≤ C||u||hm ||v||hm , (80)
for every u,v ∈ hm.
Proof. Using inequality (78) for u and ∇vi, we obtain
||B(u,v)||hm ≤
d∑
i=1
||u ∗ ∇vi||hm ≤ C
d∑
i=1
(||u||hm||∇vi||`∞ + ||Du||`∞||∇vi||hm−1) .
We now use the inequalities
||∇vi||`∞ ≤ ||Dv||`∞ ≤ ||v||h1 , ||Du||`∞ ≤ ||u||h1 , ||∇vi||hm−1 ≤ ||v||hm
and the general relation
||u||h1 ≤ ||u||hm ,
which are simple estimates from the definition of the norms on the lattice (21). This yields
||B(u,v)||hm ≤ 2dC||u||hm ||v||hm ,
which shows that B(u,v) ∈ hm and the boundness of operator B.
Appendix C: Isentropic compressible flow
The logarithmic models presented in this paper do not extend naturally to isentropic (or
general) compressible flow due to the appearance of cubic terms in the governing equations
and inviscid invariants. Nevertheless, we present below one possible way to overcome this
issue. The idea consists of introducing additional variables properly constrained, so the
original cubic terms become quadratic with respect to the extended set of variables. In this
formulation, the symmetries and conserved quantities are exactly those from the continuous
model. Unfortunately, preliminary numerical simulations do not show good correspondence
to dynamical features of realistic compressible flows, such as formation of shock waves. For
this reason we restrict ourselves to the model description and its conserved quantities, leaving
the numerical implementation for future analysis.
Model. We introduce the scalar density ρ(k, t), the velocity field u(k, t) and the mo-
mentum field q(k, t), defined on the lattice k ∈ Λd. The model for ideal compressible flow
consists of the continuity equation and the balance of momentum together with an algebraic
constraint relating all variables, respectively given by the system (cf. [67, Sec. 15])
∂tρ+∇ · q = 0, ∂tq = −∇ · Π, q = ρ ∗ u, (81)
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where the momentum flux density tensor Π has its classical form
Πij = pδij + ui ∗ qj. (82)
In an isentropic flow, the pressure p is a function of the density. For our logarithmic model,
we consider the quadratic relation
p = Aρ ∗ ρ, (83)
which mimics a polytropic gas p = Aργ, with γ = 2.
To evolve model (81), one needs to solve the last algebraic constraint for the velocities u,
i.e., express it in terms of the momentum and density. This is possible when the mean density
ρ(0) > 0 at k = 0 is sufficiently larger than the sum of all other components
∑
k 6=0 |ρ(k)|.
Under this condition, the density field may be interpreted as small-amplitude oscillations
around a positive mean value. Solvability of velocities under this condition can be rigorously
proved in proper functional spaces using Operator Theory.
Conserved quantities. The total momentum of the flow is naturally defined as
M(t) = q(0, t), (84)
at k = 0. The total energy E decomposes into two contributions
E = K + U, (85)
where
K =
1
2
(q,u) (86)
is the kinetic energy and
U = (ρ, e) (87)
is the internal energy. The internal energy per unit mass e is defined as
e = Aρ. (88)
Formula (88) is obtained from the pressure through the well-known (isentropic) thermody-
namical relation de = pdρ/ρ2.
System (81) conserves total momentum (84) and total energy (85) in time. Kinetic and
internal energies are transferred from one another through pressure as
dK
dt
= −dU
dt
= −(∇p,u). (89)
Viscous effects. Following classical derivations of fluid mechanics, viscosity is intro-
duced in the momentum flux density tensor as
Πij = pδij + ui ∗ qj − σij, (90)
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with the viscous tensor σ given by
σij = η
(
∂iuj + ∂jui − 2
3
∇ · uδij
)
+ ζ∇ · uδij. (91)
The constants η, ζ ≥ 0 are the viscosity coefficients. Non-equilibrium solutions dissipate
energy through the work of viscosity forces in the form
dE
dt
= (∇ · σ,u). (92)
In this way, system (81) yields equations for the viscous flow.
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