The dynamic response characteristics of modern aircraft vary substantially with ight conditions. These changes require scheduling of the ight control system with variables such as dynamic pressure and Mach number. This scheduling can be accomplished easily for simple controllers but is much more di cult for complex controllers which result from the use of most modern control design techniques. On the other hand these complex controllers can yield signi cant performance improvements when compared with simple controllers. Recently Linear Parameter Varying (LPV) techniques have been developed which provide a natural method for scheduling for Hinf based controllers. In this paper LPV techniques are combined with mu synthesis methods to develop a self-scheduled longitudinal controller for a high performance aircraft. The ability of this controller to achieve speci ed handling qualities over a wide range of ight conditions is demonstrated by non-linear simulations.
Introduction
Modern high performance aircraft operate over a wide range of ight conditions. This results in dynamic response characteristics which vary substantially during a typical mission. Traditionally, ight control systems were designed using mathematical models of the aircraft linearized at various ight conditions. Relatively simple xed structure control laws were formulated and gains selected for each ight condition using classical, single-input, singleoutput methods. Since the structure of these control laws were simple, only a few gains needed to be scheduled and therefore gain scheduling was fairly easy. As aircraft have become more complex with a variety of control e ectors and sensors, coupling between modes, and as performance capabilities and requirements have increased, traditional methods for controller design often have not yielded acceptable performance. Thus the use of various modern multi-input, multi-output techniques for ight controller design has been extensively studied . These techniques use linearized models of the aircraft dynamics but result in controllers which are much more complex and which use many more gains than those designed using classical methods. Consequently, it is much more di cult to schedule controllers designed using modern techniques, and this has been a major impediment in the use of these theories in the design of ight control systems.
Recently, a number of investigators have proposed the use of dynamic inversion together with synthesis methods for the design of aircraft ight control systems 1, 2, 3, 4] . Dynamic inversion avoids the scheduling problem by using feed back to cancel the dynamics of the aircraft. Desired dynamics are then substituted for the canceled dynamics. Some promising preliminary results have been obtained using dynamic inversion but there are some important implementation issues which may inhibit the use of this method in practice.
In this paper we describe the applications of an extended H 1 technique for the design of a self-scheduled controller for the longitudinal control of a high performance aircraft. This technique can handle based on Linear Parameter Varying (LPV) systems which results in a controller which is scheduled with dynamic pressure. The closed-loop LPV control structure can be represented as shown in Figure 1 : Such a control structure incorporates the parameter measurements in real-time which allows a more e cient control of undesirable modes. In short, the proposed technique produces automatically gain-scheduled controllers which simultaneously ensure:
global stability over the operating domain. LTI robustness properties.
This last point is a fundamental di erence between these techniques and adaptative control methodologies 5, 6 ] which often fail to integrate both robust control and gain scheduling. It is also the key idea motivating several LPV control techniques 7, 8, 9, 10, 11, 12, 13, 14, 15] . It has been shown that the LPV control problem, as formulated in Figure 1 , is convex and therefore can be e ciently solved using LMI-LAB 16] More recently, the technique has been extended 17, 18] to include bounded parameter-variation rates. The method described in this paper extends the results of 11] to the case where the LPV system is uncertain. This problem is of great practical interest, but as any robust control problem, it is not convex. Our approach is iterative and parallels the -synthesis scheme. Although there is no guarantee that a global solution can be given, the method works well in many practical cases.
The remainder of the paper is organized as follows. Section 2 is a brief review of the H 1 synthesis technique for LPV systems. More speci cally, the algorithm which is used in this application and connections with -techniques are outlined. Section 3 presents the aircraft nonlinear model, for which an LPV representation is derived, and a brief open-loop analysis of the aircraft at several ight conditions. In Section 4, handling quality speci cations are detailed and the problem is formulated. Finally, in Section 5, various -plots are shown to illustrate the robustness of the resulting controller, and nonlinear parameter-varying simulation results are presented.
Gain-Scheduling Control of LFT Systems
This section brie y outlines the main results for gain-scheduling control of LFT systems. The reader is referred to reference 11] for details and proofs. The general interconnection structure for the design of gain-scheduled H 1 controllers is depicted in Figure 2 Note that, in contrast to (t), the scheduled parameter (t) is measured in real time and is exploited for the improvement of both the performance and the robustness of the closed-loop system. >From now on, we assume that the scheduled parameter (t) has been normalized such that for all t 0, (t) T (t) 1 ; (2:4) and that the uncertainty (t) satis es the following bound With this in mind, the gain-scheduled H 1 control problem amounts to seeking an LFT controller F l (P(s); ) ; having the same LFT dependence as the plant in , such that the closed-loop system of Figure 2 is robustly stable, i. e. , is stable for all admissible trajectories of (t) and (t).
Note that, as is standard in robust control theory, the uncertain blocks i can be interpreted as performance blocks whenever they are associated with performance speci cations.
A central tool leading to su cient solvability conditions for this problem is the scaled Bounded Real Lemma 11] . It merely consists in replacing the small gain condition by a more re ned version taking into account the particular structures of and . The sets of similarity scalings associated with the structures of and are de ned as
(2:6) P = fP > 0 : P = P; for all admissible g Rwith q =
Since the synthesis technique discussed here is state-space based, we need to introduce a realization of the plant P(s)
where the partitioning is conformable to the inputs w , w and u, and the outputs z , z and y, see Figure 2 . Without loss of generality, the problem dimensions are determined by A 2 R n n ; D 2 R r r ; D 11 2 R; D 22 2 R p 2 m 2 ;
and it is also assumed that (A; B 2 ; C 2 ) is stabilizable and detectable D 22 = 0 . By an immediate application of the results in 11], su cient conditions for the solvability of the gain-scheduled H 1 control problem are easily inferred. They express in terms of matrix inequality feasibility conditions with an additional algebraic condition which is repeated here for completeness. With the notations and assumptions above in place, the gain-scheduled H 1 control problem is solvable whenever there exist pairs of symmetric matrices (R; S) in R n n , (L 3 ; J 3 ) in L and (P; Q) in P such that (2:10) R I I S 0 ; (2:11) J 3 I I L 3 0 ; (2:12) and P, Q further satisfy PQ = I ; (2:13) and N R , N S are any basis of the nullspaces of (2:14) respectively. Note that due to the algebraic constraint (2.13), the solvability conditions do not constitute a convex problem. In the special case, however, where the uncertainty structure (2.3) reduces to a single block, there is no loss of generality in taking P := I, Q := I and the problem (2.9)-(2.12) is an LMI feasibility problem.
Given an LFT gain-scheduled controller, the computation of P and Q can be performed by applying Small Gain theory with adequate scalings to the interconnection diagram of Figure 2 . Similarly to synthesis, this suggest the following scheme to further enhance the level.
initialize P and Q to identity. with xed P and Q, minimize subject to the LMI constaint (2.9)-(2.12), and deduce a gain-scheduled controller, see 11] . with a xed gain-scheduled controller, compute minimizing P and Q via a Small Gain test. stop, when no further improvement is observed.
Note that such a scheme is not guaranteed to nd a global optimum, but has proved useful in many applications.
Important remark In the interesting case where the uncertainty block is partly timeinvariant, the previous algorithm can be further improved using dynamic scalings. S, m, c, J y are constants denoting respectively the airplane wing reference area, mass, reference mean aerodynamic chord, and pitch moment of inertia. C L ( ) , C Lq( ) , ... are polynomial functions of which interpolate real data over a wide range of angles of attack (see 24] for more details) e and F are control inputs: symmetric elevator position and thrust. is the air density which varies as a function of the altitude.
It can be observed that the airplane motion is described by a nonlinear parameter varying system of the form: _ X = f(X; ; F) + g(X; ) u Note here, that H has been removed from the state vector, since it only appears as a parameter. The equation 3.19 is mainly used for simulation purposes. Furthermore, as this paper focuses on manual ight control design, the models are truncated so as to keep only short period dynamics. It should also be remarked that the thrust input can be removed since it has no immediate e ect on the short period dynamics. Thus, a family of single-input 2 nd order systems is obtained, where the states are~ andq: Figure 3 (solid lines). Uncertainties on these coe cients are also presented (dotted lines). Linear mean-square interpolations (dashed line) remain in a neighborhood of the parameters, which never grow larger than the uncertainty domain for any q (see Table 1 ). 
Open-Loop Analysis
In this paragraph, a short open-loop analysis of the family of linear systems 3.25 is presented. As expected, the aircraft behavior signi cantly depends on the ight condition. For low dynamic pressure, the system has very low bandwidth and is poorly damped. For high dynamic pressure, the bandwidth is higher but damping remains poor (see Figure 4) . Moreover it is important to note that the ontrol e ciency is also highly dependent on the parameter q. This is illustrated by Figure 5 which presents transfer functions from the control input e to the angle of attack for low, medium and high values of q (solid, dashed and dotted lines respectively). 
Speci cations and Problem Setup
In many cases it is desirable that the angle of attack of an aircraft be proportional to pilot stick inputs. This is called an angle of attack command system and it is desirable for the response of the angle of attack to a longitudinal stick input approximate that of a second order transfer function with no numerator dynamics. The longitudinal controller designed in this study will be required to stabilize the short period aircraft at all ight conditions and to follow the parameter varying, second-order reference model given below, Robustness speci cations should also be included in the design scheme. Typically, it would be desired to account for actuator uncertainties, noise measurements, and parametric uncertainties. However, this would imply many weighting functions and computation of high order scalings. For simplicity and numerical tractability, a single input uncertainty robustness signal has been introduced. Yet, a complete robustness analysis is presented in next section.
In order to achieve a high quality model following, a two feedback-loop control structure has been adopted (see Figure 6 ).
Ref ( Then, replacing G( q) and Ref( q) by the equations 3.27 and 4.37, an LPV synthesis plant is easily derived. The mixed \LPV-" technique (see Section 2) has then been applied to the weighted plant. The weights W p and W are used to address the usual performance/robustness tradeo . Therefore, a lowpass lter is chosen for W p and a highpass lter for W (see Figure 7) . The di erent parameters (bandwith, cut-o frequency, static gains, etc.) have been adjusted after several iterations. 
Robustness Analysis
As mentionned above, robustness speci cations have not all been considered in the synthesis design. Yet, the closed-loop system behavior should not be a ected overmuch by actuator uncertainties, noise measurements and parammetric uncertainties. In this paragraph a analysis on the perturbed system of Figure 10 is performed. Figure 10 : Robustness speci cations Weights W (s), W q (s) and W u (s) are used to specify the perturbations bounds versus frequency (see Figure 11 ). Parametric uncertainties ( A;B ) theoretically depend on q. For simplicity, the worse case, as given in Table 1 , has been retained: The structured singular value (ssv) plots presented below (see Figure 12 ) correspond to the perturbations and uncertainties previously described. The performance signal (shaped by W p (s)) has been left for the analysis. Thus, as the ssv remain bounded by one, performance robustness is achieved for each value q. Figure 12 gives only two plots for clarity. It must be noticed here, that a parameter varying analysis (using constant scalings for the block associated with q) would give a more precise information about performance robustness. However, this analysis, which cannot be performed with the current -toolbox, requires the implementation of a very time consuming LMI-based algorithm. Moreover, dynamic pressure variations are rather slow. Thus a \frozen-parameter" analysis, as shown in Figure 12 gives a good insight. 
Nonlinear Simulations
This last paragraph present nonlinear simulations. They have been performed using equations of paragraph 3.1 and the standard atmosphere model. Actuator and sensor models, which can be found in 26], have also been implemented.
In Figure 13 , unit step inputs responses (solid lines) are plotted for di erent ight conditions which correspond to low (47 psf), medium (600 psf) and high (998 psf) values of the dynamic pressure. The reference commands to be followed appear as dashed lines. The gure clearly illustrates the reference model variations with q and the high quality of the tracking achieved in each case. The elevator commands for the three ight conditions are shown in the last subplot of the gure. Position ( ?24 10:5 ] ) and rate ( ?60 =sec +60 =sec]) limits are respected. During these short simulations, the dynamic pressure does not signi cantly vary and the controller remains almost constant in each case. Figure 14 shows a nonlinear parameter-varying simulation. In this case, an angle of attack step of magnitude 4 degrees is applied for 2 seconds. As the thrust is left constant, the speed and the dynamic pressure decrease (see the corresponding subplot). The controller is thus scheduled in real-time. At time t = 3sec, a new step is applied to make the angle of attack go back to its initial trim value. It is interesting to note that a constant controller (which is obtained by freezing the pressure at its initial value) would not give a satisfactory response in the second part of the simulation. An LPV/ technique has been presented and applied to the design of longitudinal ight control system for a high performance aircraft. Nonlinear simulations show that the method yields good dynamic response for the example considered. The controller is of relatively low order and is self scheduled with respect to ight conditions ( in this case dynamic pressure). The results appear to be su ciently promising to warrant further study of this method for applications to ight control designs.
