This paper develops machinery for control of uncertain linear systems described in terms of linear fractional transformations (LFTs) on transform variables and uncertainty blocks, with primary focus on stabilization and controller parametrization. This machinery directly generalizes familiar state-space techniques. The notion of Q-stability is de ned as a natural type of robust stability, and output feedback stabilizability is characterized in terms of Q-stabilizability and Q-detectability, which in turn are related to full information and full control problems.
We rst consider the the stabilization problem in several special cases, i.e., the full information, partial information, and constant output feedback. The construction for the output feedback (OF) synthesis problem is then achieved via a separation argument and two special problems: full information (FI) and full control (FC) . Our approach is similar to that in 13], and directly generalizes standard stabilization results and state-space methods, while streamlining much of the development. In particular, in the FI case, it is shown that the solvability is equivalent to Qstabilizability and is characterized by the positive de nite solutions of an LMI, and the controllers can be chosen as constant feedbacks. Dual results hold for the FC case, and Q-stabilizability and Q-detectability are necessary and su cient for robust stabilization by output feedback.
The OF controllers are represented by LFTs on the same block structures as the plants, and all stabilizing controllers are parametrized as an LFT on a free stable parameter. An appealing feature of this approach is that the necessity portion of the controller parametrization relies heavily on elegant LFT machinery 36], 19] , 44] and avoids the need for coprime factorizations (see 43] , 12], 30]). In a further generalization it is noted that all that is required for the separation principle to hold for the LFT systems is that the stability is invariant under certain system transformations and cascade interconnections. The machinery used here can also be generalized to deal with controller parametrization for nonlinear systems 26] .
There are several interpretations for control schemes that are LFTs on the same block structure as the plant. In the multidimensional system case, the block structure represents transform variables, and the resulting controller then provides dynamic feedback 16], 20]; for an uncertain linear system with structured parametric or dynamical perturbations, which can be viewed as a linear parameter varying (LPV) . One of the major di erences between the proposed LFT approach and others are that the arbitrary perturbations, including LTV and nonlinear uncertainties, can also be treated by the the LFT approach, where the Q-stability exactly captures this feature. In addition, the proposed LFT framework provides a systematic approach for gain-scheduled control design, where control solutions can be analytically constructed by solving the corresponding LMIs independent of the parameters (see 28] , 33], 27], 31]), and therefore the conventional ad hoc point-wise controller design and curve-tting procedures (see 39]) are avoided; moreover, the type of scheduling that results from this LFT approach guarantees the global stability and global performances even when the uncertainty varies arbitrarily fast and thus avoids any potential hazards arising from conventional scheduling 41], 39]. On the other hand, one disadvantage of the proposed approach, which emphasizes Q-stabilization, is that unless the uncertainties are arbitrarily time-varying operators, the stability analysis on which the synthesis is based is potentially conservative 32]. This conservativeness may be most troublesome when the parameters are slowly time-varying, since neither the slow variation nor the parametric nature of the uncertainty is exploited. Thus the methods in this paper should be viewed as a possible aid in conventional gain scheduling design rather than a replacement.
This paper is based on the conference paper 28], where the main results were presented. Some relevant analysis results, in particular the LMI characterizations, were also obtained in 33] in the parallel context of robust performance synthesis for linear fractional uncertain systems. Though robust stability and robust performance can be uniformly treated as Q-stability, the essential di erence between the results in this paper and those in 33] lies in their approaches taken for synthesis problems; the approach using separation arguments for the stability synthesis problem in this paper can not be naively extended to the performance synthesis problem because of the block dependent nature of the designed controllers. Many extensions and generalizations have been done since the appearance of these two conference papers 34 This paper is presented in an axiomatic fashion in the order: Section II.1, Section III.1, Section IV, and Section V. The remaining structure is as follows. In the Appendix, some background material about LFTs, , and matrix dilation is reviewed. In Section II, we rst present a general framework for linear systems with LFT descriptions, Q-stability is de ned and characterized, and the robust stability and robust performance for linear fractional uncertain systems are examined to give some motivations for the stability notions; the implication of the stability notions in multidimensional systems is given in Section VII.2. In Section III, the properties of stabilizability and detectability for LFT systems are examined, in particular, Q-stabilizability and Q-detectability are characterized in terms of LMIs. Some simple cases for the stabilization of linear fractional uncertain systems, including full information feedback, partial information feedback, and constant output feedback, are examined. In Sections IV and V, the stabilization problem is considered; in Section IV, the stabilization problems are stated, and the relevant system structural properties are examined; Section V is devoted to the solutions of the general output-feedback problems, the special FI, DF, FC, and OE problems are rst treated to develop machinery; the stabilizing controller and controller parametrization are constructed via separation arguments.
The notations used in this paper is quite standard. Z + denotes the set of non-negative integers. 
Linear Fractional Uncertain Systems and Stability
A control implication for linear fractional transformation (LFT) is the feedback structure. In this section, an LFT framework is proposed for the description of uncertain linear systems where the perturbations enter the systems in feedback fashions. We will consider the general linear systems with LFT descriptions, and their implications for linear fractional uncertain systems are revealed afterwards.
Systems with LFT Descriptions
Let's consider a class of systems each of which can be represented as an (upper) LFT on some block structure , i.e.,
with (A; B; C; D) 2 R n n R n p R q n R q p . We will refer to this class of linear systems as LFT systems, and (1) 
which may include repeated full blocks and has dimension n n; the block structure may have several interpretations. We de ne a scaling matrix set with respect to the block structure for the system as follows, D := fD 2 C n n is nonsingular : D = D for all 2 C n n with structure (2)g:
(3) By analogy with standard terminology, we can also give the representation (1) a state-space interpretation. As in the conventional one-dimensional systems, (non-singular) state variable transformations are useful in the analysis and synthesis of LFT systems. However, not all transformations are allowed in this setting; if we think of the system has \state" vector x, then the admissible state variable transformations x 7 ! Tx is therefore speci ed as follows: De nition 2.1 (Admissible Transformation) Consider the LFT system (1) with block structure de ned by (2) and the corresponding scaling matrix set D by (3) . If T 2 D, then the following system transformation:
is said to be admissible.
It is remarked that the transfer function after the transformation does not change. We will later show that many other properties of LFT systems are also invariant under admissible transformations.
With the block structure de ned in (2) and the corresponding scaling matrix set (3), the and Q values of the matrix A are well de ned. Next, we give some stability notions in terms of these two notions. 32, 25] . In the next section, we will further reveal those facts for Q-stability.
Robust Stability of Linear Fractional Uncertain Systems
A large class of uncertain linear systems can be described in terms of LFTs on some speci ed structures. Consider an uncertain system, where the uncertainty enters the systems in a feedback fashion as illustrated as follows,
where G is the nominal linear discrete-time system, P is the uncertainty which belongs to a designated uncertainty set. Both G and P are causal, and the interconnection for the uncertain system is well-posed for each admissible uncertainty; w is an input vector, and z is an output vector. Thus, the transfer function of the uncertain system from w to z for each uncertainty P is represented in terms of the LFT formula as F u (G( ); P ): (5) Suppose that the uncertainty structure has the following form P := Diag 1 I r 1 ; ; s I rs ; 1 ; ; f ]; (6) where no blocks are repeated. De ne a scaling matrix set corresponding to the uncertainty structure P as 
where is the transform variable, i.e., the delay operator. Therefore, the transfer function in (5) is
Thus, the uncertain system is described as an LFT system: 
Suppose the nominal system is internally stable, i.e., (M 11 ) < 1. It is known that if the uncertainty P is linear time-invariant and bounded by 1, then the notion of -stability captures the robust stability and robust performances of the corresponding linear fractional uncertain systems 25]. Next, our emphasis is on dealing with the uncertain structure P which includes time-varying uncertainty; we will consider the robust stability and performance of the linear fractional uncertain system given by (9) and establish the relations to the Q-stability. Let`s t denote the set of linear time-varying causal operators:`t 2 (Z + ) !`s 2 (Z + ). Consider the linear fractional uncertain system (9); the permissible uncertainty set is de ned as B LTV P := f P = Diag 1 I r 1 ; ; s I rs ; 1 ; ; f ] 2`m m : k P k`2 1g:
where k k`2 is the`2-induced norm of an LTV operator. The transfer function of system (9) is F u (G( ); P ) with P 2 B LTV P . The system (9) is said to be robustly stable if the system is asymptotically stable for each xed P 2 B LTV P .
It has robust performance if the system is stable and has`2-induced norm less than 1 for each P 2 B LTV P . The robust stability and robust performance problems have been extensively studied (see 29] , 40], 35]). The analysis is reduced to the gain-analysis of some scaled systems.
In fact, let G( ) be partitioned conformably with the block structure P as in (8 (ii) It has robust performance if and only if the nominal system is stable, and there exists a positive de nite matrix D Q 2 D P such that
It is noted that the above results also hold for nonlinear uncertainty 9]. We further have the following LMI characterizations. Theorem 2.7 Consider the uncertain system (9) It is known from the discussion in the previous section that the LMI conditions of robust stability and robust performance for a linear fractional uncertain system are exactly the conditions for Qstability for some LFT systems. Therefore, from Theorem 2.7 and the de nition of Q-stability, we can conclude that the Q-stability is an abstraction of robust stability and robust performance of a linear fractional uncertain system under LTV perturbations.
Stabilization of LFT Systems: Stabilizability and Detectability
In this section, we will rst examine the stabilizability and detectability of LFT systems in the context of Q-stability, then we will consider their robust control implications for the linear fractional uncertain systems.
Stabilizability and Detectability
Consider an LFT system with block structure de ned by (2):
where y is the measurement output, and u is control input. Suppose (A; B; C; D) 2 R n n R n p R q n R q p and assume further that B and C are of full column and row ranks, respectively, i.e., Rank(B) = p n and Rank(C) = q n. The scaling matrix set D with respect to is given by (3) . The notions of stabilizability and detectability of the system (14) play important roles in the stabilization problem; they are de ned in terms of the following two special structures of (14), respectively,
De nition 3.1 (Stabilizability) The system (14) is Q-stabilizable if there exists a controller for the corresponding system G SF :
such that the closed loop system is Q-stable with respect to the induced block structure. De nition 3.2 (Detectability) The system (14) is Q-detectable if there exists a controller for the corresponding system G OI :
such that the closed loop system is Q-stable with respect to the induced block structure.
It is known that for a one-dimensional system, the stabilizability is equivalent to the statement that the system can be stabilized by a constant state-feedback. Is this property still true for a general LFT system? The answer is positive for the Q-case. But rst, we shall examine when the LFT system can be Q-stabilized by a constant state-feedback.
Suppose the LFT system is Q-stabilized by a constant state-feedback matrix F 2 R p n , i.e., Q (A + BF) < 1, then by the Lyapunov characterization of Q-stability, there exists a P 2 D with P = P T > 0 such that So the solvability of the last LMI is necessary for the system to be constant-state-feedback Qstabilizable. Surprisingly, this condition is also su cient as stated by the following proposition. Proposition 3.3 Consider the LFT system (14) with block structure , and Rank(B) = p < n. Let (18) Proof. If B is square and of full rank, then the result is straightforward. We thus consider the case where Rank(B) = p < n. We only need to show that the two LMI characterizations (15) and (17) are equivalent. The implication (17) ) (15) 
which implies (17).
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Using the above result we can easily get the following theorem.
Theorem 3.5 The system G is Q-stabilizable if and only if there exists a constant feedback matrix F such that A + BF is Q-stable with respect to the same block structure.
Proof. The su ciency is obvious. As for the necessity, assume that the system can be Q-stabilized by a controller K = F u ( " F 11 F 12 Thus the above LMI has a solution P > 0. The conclusion follows via the previous theorem if we can verify that P 2 D. Indeed, since P N 2 D N , P N N = N P N , i.e., " P P 1
for all complex matrices and 0 with the given structures; in particular, (20) implies P = P.
By the de nition of the the scaling matrix set D (3), we have P 2 D. 2 The dual notion Q-detectability can be similarly characterized in terms of LMIs by some dual arguments. We have the following theorem. 
Control of Linear Fractional Uncertain Systems: Constant Feedback
In the last subsection, we considered the general notions of stabilizability for LFT systems. It was further shown that the stabilizability leads to constant feedback stabilization. In the following, we will further explore the implications of the notions of Q-stabilizability, and discuss several simple stabilization problems for the linear fractional uncertain systems. The system considered is represented as an LFT of a constant matrix on some block structure and is illustrated by the following diagram. Therefore, the full information problem is solvable if and only if the related LFT system is Q-stabilizable. In the following, we will consider other two cases, i.e., only the real state of the system x s is available to the controller, and the measured output y is available to the controller. 2 ) < 1 , A 2 P 2 A T 2 ? P < 0:
Constant State Feedback
Thus, (25) holds i we can nd some matrix P = P T > 0 satisfying LMIs (23) and (24). 2 In the above theorem, such a constant state-feedback matrix K is explicitly given in 21] by the use of Parrott's theorem (Lemma 7.6); also the condition (23) can be replaced by the following LMI:
APA T ? P ? BB T < 0; which, as well as (23), implies Q-stabilizability.
Constant Output Feedback
The following theorem gives one constant output feedback solution; it can be proved similarly to the above theorem by using the Parrott's Theorem (Proposition 7.7). It is a routine adaptation of Parrott's theorem to get a parametrization of all constant Qstabilizing output-feedback matrices. The above matrix inequality characterizations imply that the system is Q-stabilizable and Q-detectable. The above treatment in each case is suitable not only for the robust stabilization problem, but also for robust performance synthesis problem by the standard trick of adding the additional performance block into P 15].
Control of LFT Systems: Problem Statement and Special Structures
From now on, the stabilization problem for general LFT systems are investigated. The implication of the results for robust stabilization of linear fractional uncertain systems is obvious. In this section, we will examine the basic structures of the problems.
Problem Statement
Consider the control LFT system with standard block diagram
where G is the plant with two sets of inputs: the exogenous inputs w and the control inputs u, and with two sets of outputs: the measured outputs y and the outputs z measuring the behavior of the system. The control problem is to design a feedback controller K such that the resulting closed loop system has some prescribed properties.
Suppose that the plant G with block structure is de ned as follows, 
where all matrices are real and have compatible dimensions with the related physical variables, the block structure is de ned in (2) and the corresponding scaling matrix set is de ned in (3). In addition, let the controller K with block structure 0 be de ned as
In the following, it is assumed that the the feedback system is well-posed. The block structure 0 of the controller is dependent on . In particular, as we will see, for the output-feedback Qstabilization problem to be considered, the controller may have the same dependence on the block structure as the plant, i.e., 0 = . This type of controllers for uncertain linear systems can be given a \gain scheduling" or \dynamic scheduling" interpretation; in the linear multidimensional system case, this means that dynamical feedback controllers are allowed (see Section 7.2).
Since we are solely focusing on Q-stabilization problem, we will say that a feedback controller K is admissible if it has the same dependence on the block structure as the plant and Q-stabilizes (27) , i.e., F l (G; K) is Q-stable with respect to the induced block structure Diag ; ]. Then the admissible controller set is denoted as K. For convenience, this general synthesis problem is called the output feedback (OF) problem. The following two synthesis problems are considered in this paper:
(Stabilization) Find a dynamical output feedback K 2 K which Q-stabilizes (27) . (Parametrization) Characterize all controllers K 2 K that Q-stabilize (27) , or more specifically, nd an LFT system J which has the same dependence on the block structure as the plant such that K = fF l (J; Q) : Q is a Q-stable LFT systemg.
Note that G is Q-stabilized by K if and only if G 22 is Q-stabilized by K. Thus, the input w and output z do not a ect the nal stabilization results. They are preserved in the following treatment only for technical reasons and to facilitate comparison with related problems where they are present. Next, we will examine some basic structural property for control LFT systems; we will use the following notation to represent an LFT system, we can obtain the results for system G T from those of its dual object G if available.
Equivalence of LFT Systems
System equivalence notion will also play an important role in the following. Two systems are said to be equivalent if every achievable closed loop map of one system can be achieved by the other through some controller. More concretely, two LFT systems G 1 and G 2 with the same block structure are equivalent, if for all possible K 1 , there exists an suitable K 2 depending on the same block structure as K 1 , such that F l (G 1 ; K 1 ) = F l (G 2 ; K 2 ); and also for all possible K 2 , there is an suitable K 1 depending on the same block structure as K 2 , such that F l (G 1 ; K 1 ) = F l (G 2 ; K 2 ).
Special Structures
We consider four special structures which are related to the general OF problem whose associated plant G with block structure is given as in (27) 
where the control input enter the regulated output directly.
Note that all of these special systems have the same block structures as G. However, the parameters in the special structures do not necessarily refer to the same parameters of the above OF structure G. They are said to be special cases of the OF problem only in their structures. The reader is referred to 13] for motivations of di erent problems. Structurally, FI and FC problems are dual, so are DF and OE problems. More precisely, G T FI has an FC structure, G T FC has an FI structure, and so on. In addition, FI and DF, and FC and OE are equivalent structures, respectively; this point will be made precise in the next section.
Stabilization and Controller Parametrization of LFT Systems
In this section, we will show through the construction of solutions that the Q-stabilizability and Qdetectability are necessary and su cient conditions for the output-feedback Q-stabilization problem to be solvable.
Solutions to Stabilization Problems
In this subsection, we give the main results about the stabilization of LFT systems.
Theorem 5.1 (Stabilization) Given a system G (27 
The LMI conditions (34) and (35) in Theorem 5.1 imply that the system is Q-stabilizable and Q-detectable. The next two subsections are mainly devoted to the constructive proofs of the above two main theorems. The necessity follows from Theorems 3.9 and 3.4; we will only consider the su ciency in the following. We follow 13] to present a state-space-like approach to this problem without using any idea from coprime factorization, but using LFT machinery. We rst reduce the OF problem into the simpler FI and OE problems, then solve the output feedback problem by a separation argument.
Stabilization Problems for Special Systems
In this subsection, we will develop machinery leading to a constructive proofs of the main theorems, and consider the Q-stabilization problems for special problems.
Admissible Controllers for FI and FC Systems
We rst examine the dual structures: FI and FC. Consider the plant G FI and (30) and G FC (31) with the same block structure ; we immediately have the following statements using Theorem 2.5. 
Equivalence Relations between Special Problems
The equivalence relations between DF and FI, and OE and FC problems are examined in this subsection. We will construct the controller parametrizations for DF and OE problem through the equivalence relations. The di erent structures G FI , G FC , G DF , and G OE are given as in the preceding section. We rst have the following observation about DF and FI problems. 
Proof. (i) is easy, we only prove (ii). Consider system S(G DF ; P DF ), let x andx denote the \states" of G DF and P DF , respectively; conduct a state transformation 
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The following theorem follows the above observation immediately:
(ii) Suppose that A ? B 1 C 2 is Q-stable. Then 
Proof. (i) it is easy. As for (ii), note that by Proposition 5.5, we have F l (G FI ; K FI ) = F l (S(G FI ; P DF ); K FI ) = F l (G DF ; F l (P DF ; K FI )); the Q-stability of the latter is con rmed by Theorem 2.5 (ii), because of the structure of the closed loop system in terms of the previous observation, the Q-stability of A ? B 1 
Hence by Theorem 5.6, K DF := F l (J DF ; Q) stabilizes G DF for any Q-stable Q.
Actually, the above constructed parametrization characterizes all admissible controllers (not just a class of them) for the DF system. Proposition 5.7 Consider the DF system. Suppose it is Q-stabilizable and A ? B 1 C 2 is Q-stable. Then all admissible controllers for the DF problem can be characterized by K DF = F l (J DF ; Q 0 ) with Q-stable Q 0 , where J DF is given in (40) .
Proof. From the above construction, it is known that the controllers expressed in the given LFT formula do Q-stabilize G DF . Let with L such that A + LC 2 is Q-stable.
Stabilization by Output Feedback
In this subsection, we will prove the main results based on the results provided in the last subsection.
We only prove Theorem 5.2; Theorem 5.1 is obtained by letting Q = 0. The construction essentially involves reducing the OF problem to the simpler FI and FC problem. Consider System G (27) with the block structure : 
A Separation Principle for LFT Systems Observer-Based Controller
The above construction was conducted by reducing the synthesis of OF problem to the independent synthesis of FI and OE problems. This reduction is based on the separation property. And it also leads to a separation structure for the resulting closed loop system. Letx be the \state variables" for the central controller which is represented as follows:
:
which has an observer structure. 3 7 5 ; i.e., the transformed system is decoupled into two separated Q-stable subsystems: the statefeedback system and the output-injection system; hence, it is also Q-stable with respect to the new block structure N = " 0 0 # by Theorem 2.5, so is the original closed-loop system as desired.
Structure of Parametrized Closed Loop Systems
The central controller for the controller parametrization (with Q = 0) is an observer-based controller, and the observer is given by (42) wherex is the estimate of the state x of the original system. Therefore, a parametrized controller has a separation structure, and the closed loop system is structured by the following diagram. We have the following theorem about the structures of the closed loop maps, whose proof is straightforward and is omitted. 
6 Concluding Remarks
We have developed machinery for analysis, stabilization, and controller parametrization for linear fractional uncertain systems. All of the manipulations have been conducted in the LFT framework, and have based on the naturally de ned Q-stability notion for the LFT systems; the analysis and synthesis results are characterized in terms of LMIs. A separation principle is con rmed for the stabilization of linear fractional uncertain systems. It is noted that most of the results, including the separation theory, also hold in the -stability case via simple change of notation 25]. It is also remarked that although the stability notion also captures the robust performances, the separation argument can not be naively carried out for the performance synthesis problem. This is the essential di erence between the approach used here and that in 33], 31]. It is observed that the separation property discussed in this paper holds in greater generality than for just the robust stabilization problem; all that is required for the separation proof is that the notion of stability satis es two requirements: 1) stability invariance under a su ciently rich set of similarity transformations, as in Theorem 2.4, and 2) a certain structural property as given in Theorem 2.5. It would clearly be possible to develop a more abstract axiomatic stabilization theory using these 2 properties. As a corollary to the above lemma, the following result plays the key role in this paper.
Proposition 7.7 Consider the triple (A; B; C) 2 R n n R n p R q n with Rank(B) = p < n and Rank(C) = q < n. Let 
