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We describe the basic ideas of the theory of approximate reasoning and indicate how it
provides a framework for representing human sourced soft information. We discuss how
to translate linguistic knowledge into formal representations using generalized constraints.
We consider the inference process within the theory of approximate reasoning and intro-
duce the entailment principle and describe its centrality to this inference process. Next we
introduce the idea of doubly uncertain statements such as John’s friend is young. In these
statements there exists uncertainty both with respect to value of the age, young, and the
object associated with the age, John’s friend. We suggest a method for representing these
complex statements and investigate the problem of making inferences about speciﬁc
objects.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Zadeh [1–4] introduced the fuzzy set based theory of approximate reasoning (AR) and the related generalized theory of
uncertainty (GTU) to provide a technology for manipulating human sourced linguistically expressed soft knowledge. Useful
introductory surveys on the theory of approximate reasoning can be found in [5,6]. Many applications based on these ideas
can be found in the literature [7–12]. An important component of this framework is its ability to represent imprecise and
uncertain information using the concept of a generalized constraint statement. A typical example of such a statement is
Johns is near the river, where we are assigning the variable John’s location the value near the river. In this statement uncer-
tainty is associated with the term near-river, the value of the variable. Here we shall extend the capability of this framework
by considering an additional source of uncertainty in the generalized constraint statement, uncertainty with respect to var-
iable itself. Formally the generalized constraint statement is of the form Attribute(Object) is Value. In the preceding the attri-
bute is location, the object is John and the value is near-river. In this work we shall consider situations in which there exists
some uncertainty with respect to object itself as exempliﬁed by the statement a tall men is near the river. Here the attribute
is still location and the value is still near-river but the object is an uncertain object, a tall men. Our goal here is to try to rep-
resent these doubly uncertain constraints and infer any information we can about speciﬁc objects, such as John’s location.
We note that closely related issues have considered within the area of probabilistic databases [13].
2. The theory of approximate reasoning
To provide a technology for manipulating human sourced linguistically expressed soft knowledge Zadeh introduced the
fuzzy set based theory of approximate reasoning (AR) and the generalized constraint language [1–4]. Fundamental to this
approach is the realization that much of our knowledge can be viewed as a constraint on some explicit or implicit variable.
The process introduced by Zadeh for manipulating this type of knowledge can be seen to involve four basic steps. The ﬁrst
step is the translation of the available knowledge into the representational language of the theory of approximate reasoning. All rights reserved.
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constraints. The second step involves the fusing of the individual pieces of knowledge to form a global constraint that con-
stitutes our knowledge base. The third step involves the making of inferences in response to some objective. The ﬁnal step is
one of retranslation. This step involves taking the inferred knowledge, which is a constraint expressed in mathematical form
and turning it into some natural language statement that is easier for a human to understand.
Central to this approach is the task of translation. Here we take knowledge convert it into constraints on some implicit or
explicit variable. Numerous recommendations have been suggested for accomplishing this translation [4].
An important class of constraints are possibilistic constraints. These constraints arise from statements such as John is tall.
Here we are imposing some constraints on the possible age of John. At a formal level if V is a variable with a domain of dis-
course X then the formal representation of a possibilistic constraint isV is A:Here A is a fuzzy subset of the domain X. Often A is a representation of some linguistic value associated with V. The effect of
this constraint is to induce a possibility distributionP over XwherePðxÞ ¼ AðxÞ is the possibility that x is the value of V. Here
A(x) is the membership grade of x in A.
Two special cases of V is A are worth noting. The ﬁrst is the case where A(x) = 1 for all x 2 X, here A = X. In this case we
know nothing about V. Another special case is where A(x⁄) = 1 and A(x) = 0 for x– x⁄. In this case we have that V = x⁄, it equals
the value x⁄.
We shall say a fuzzy set is normal if there exists at least one element with membership one. If this is not the case we say it
is subnormal. In the framework of Zadeh’s theory of approximate reasoning subnormality is some indication of conﬂict or
inconsistency. An extreme case of this occurs when A = Ø, the null set.
One can consider constraints involving multiple variables such as (V, U) is H. If X is the domain of V and Y the domain of U
then H is a fuzzy subset of X  Y. Here we refer to (V,U) as a joint variable. We note that propositions involving joint variables
are simultaneously constraining both variables. Thus the statement (V,U) is H is telling us that H(x, y) is the possibility that
simultaneously V is x and U is y. More generally we can consider constraints involving joint variables having any number of
atomic variables such as (V1, V2, V3, . . . ,Vn) is H.
At times it is useful to extend a proposition involving a single variable to one involving a joint variable. Assume we have
the proposition V is Awe can naturally extend it to one involving a joint variable (V, U) by simply replacing V is A by V is A and
U is Y. The statement U is Y, where Y is the domain of U is essentially saying U can be anything. In this case we get (V, U) is G
where G(x, y) = Min[A(x), Y(y)] = A(x). A signiﬁcant implication here is that any two propositions can always use expressed in
terms of the same joint variables. This can be done by extending each of the propositions with the variables from the other
proposition.
Zadeh [1] discusses an approach for projecting the value of a constituent variable from a joint variable. Assume we have
(V, U) is H where H is a fuzzy subset of X  Y. From this we can obtain V is F where F(x) = Maxy[H(x, y)] and U is E where
E(y) = Maxx[H(x, y)]. We denote F as the ProjV[(V, U) is A] and E is ProjU[(V, U) is H]. We say the proposition (V, U) is H is clean
in V if F(x) = 1 for all x. Here F = X, H has no individual information about V.
Given a proposition V is A one may be interested in the truth of some other proposition such as V is B. Consider that we
know John is in his twenties. We can clearly answer no to the question is John over 50. We can similarly clearly answer yes to
the question is John older than 15. But the question is John over 25 is not directly answerable. It is possibly true but not nec-
essarily true. In the face of uncertain information many questions do not have clear answers.
In the light of this two surrogate measures have been introduced [14]. The ﬁrst is the measure of possibility deﬁned as
Poss[V is BjV is A] = Maxx[A(x) ^ B(x)]. The second is the measure of certainty (or necessity) Cert½V is BjV is A ¼
1 Poss½V is BjV is A. It is well known that if A is normal that Poss[V is BjV is A]P Cert[V is BjV is A].
In the following we shall ﬁnd it at times convenient to use the generic formulationM is H to indicate a possibilistic con-
straint in which we have a joint variable.
In Zadeh’s approximate reasoning each piece of knowledge (proposition) P induces a constraint C expressed in the lan-
guage of AR, symbolically we denote this as P) C. When we have multiple pieces of knowledge, {P1, . . . ,Pq}, the combined
constraint induced by these is the conjunction of their individual constraints, if Pi ) Ci then {P1, . . . ,Pq}) C1 \ C2  \ Cq. Thus
if we have P1) V is A1, P2) V is A2 and P3) V is A3 then {P1, P2, P3}) V is H where H = A1 \ A2 \ A3, H(x) = Min[A1(x), A2(x),
A3(x)].
In the case where the pieces of knowledge are about different variables P1) V1 is B1, P2) V2 is B2 and P3) V3 is B3 than
{P1, P2, P3})M is H whereM = (V1, V2, V3) and H is a fuzzy subset over X1  X2  X3, the cartesian product of the domains of
the Vj such thatHðx1; x2; x3Þ ¼Min½A1ðx1Þ;A2ðx2Þ;A3ðx3Þ:
More generally if P1, . . . ,Pq are a collection of propositions each inducing a constraint Mi is Hi where Mi is a collection of
variables then the collection {P1, . . . ,Pq} induces the constraintM is H, whereM = [iMi and H = \iHi. Thus the fusion of multi-
ple sources of information results in a constraint on the union of all the variables and the conjunction of their values.
We make the following observation. Assume {P1, . . . ,Pq} is a set of propositions that induces the constraint M is H. Let
{Pp(1), . . . ,Pp(r)} be any subset of {P1, . . . ,Pq}. Assume {Pp(1), . . . ,Pp(r)} induces the constraint, M is G. Then we can easily show
that H # G. We recall H # G if for each element x in the domain of M we have H(x) 6 G(x).
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A where V has domain X and A is a fuzzy subset of X. We now consider the certainty qualiﬁed statement (V is A) is a certain
[15,16]. In [15] Prade suggested that this can be translated into the AR proposition V is F where F is also a fuzzy subset of X
such that F(x) = A(x) _ (1  a).
We see that if a = 0 then F(x) = 1 for all x and we obtain V is X, which is essentially no information. If a = 1 then we get
F(x) = A(x) and hence we get the unqualiﬁed statement V is A.
Assume P1: (V is A) is a1 certain) V is F1 and P2: (V is A) is a2 certain) V is F2 if a1 > a2 then F1(x) = A(x) _
(1  a1) 6 A(x) _ (1  a2) = F2(x). Here F1 # F2.
We now brieﬂy describe the inference mechanism within the theory of approximate reasoning. The entailment principle
is the basic rule for making inferences from a knowledge base, a collection of propositions. Assume we have a collection of
propositions {P1, . . . ,Pn} and assume their conjunction induces the constraint C,M is H. Let P⁄ be a proposition which induces
the constraint C⁄,M is H⁄, we say that {P1, . . . ,Pn} implies P⁄, denoted {P1, . . . ,Pn} ‘ P⁄, if the conjunction of C and C⁄ is C. That is
if M is H and M is H⁄ =M is H, this requires that H⁄ \ H = H. In particular this requires H # H⁄, H(x) 6 H⁄(x) for any x in the
domain of M.
An important property of this inference mechanism is its monotonicity. Assume P = {P1, . . . ,Pn} is our knowledge base. Let
P⁄ be some proposition of interest whose induced constraint is C⁄. Let Pp = {Pp(1), . . . ,Pp(r)} be some subset of our knowledge
base. Assume Pp induces the constraint Cp, M is Hp. Furthermore assume Hp \ H⁄ = Hp, Hp # H⁄. This says that we can infer
P⁄ from Pp ,Pp ‘ P⁄. Consider now the situation with respect to full knowledge base P. Assume P induces C, M is H. We have
previously shown that H # Hp. From the fact that Hp # H⁄ and H # Hpwe can conclude that H # H⁄, thus we can also infer
P⁄ from P, P ‘ P⁄. Thus monotonicity implies that if we can infer a proposition from a set of propositions then we can always
infer the proposition for a larger collection of propositions.3. Variables with uncertain objects
What we have denoted as a variable can be viewed more precisely as consisting of an attribute and an object. Thus a var-
iable is of the form Attribute(Object). For example in the statement ‘‘John is tall’’ which we expressed as V is T, the variable V
can be seen as composed of the attribute height and the object John. We see the variable V as Height(John). Thus our prop-
osition is more expansively expressed asHeightðJohnÞ is tall:
Here of course there is some uncertainty with respect to John’s height. We shall refer to statements of the type Attri-
bute(Object) is Value as datum triples.
Before proceeding we shall be provide an even more expansive formulation of the notation Height(John). We can express
this asHeightðIDðObjectÞ is JohnÞ:
Here ID is itself an attribute. While in many cases this more expansive notation is not necessary, in the following we shall
ﬁnd it useful. We note that ID(Object) is John is itself a datum triplet.
In the following we shall consider the situation in which there may be some additional uncertainty with respect to the
identity of the object. A prototypical example of the kind of situation we have in mind is the following.
Upon returning to your ofﬁce the receptionist gives you following message. There was a tall man who came by and said
the time of the meeting is about 6 pm. Here in addition to some uncertainty about the time of the meeting, about 6 pm, there
is also some uncertainty with respect to the person who is to be met. He is identiﬁed as a tall man.
Thus here we have some proposition where the attribute is time of meeting, the object is a tall men and the time is about
six. We now turn to the formal representation of this kind of knowledge, where there is some additional uncertainty with
respect to the ID of the object.
Let H be an attribute whose domain is X. Let A be a fuzzy subset representing a linguistic concept associated with X. Let Z
be a set of objects. Let B be a fuzzy subset of Z. We now consider the following propositionHðIDðObjectÞ is BÞ is A I:
In the case of the preceding illustration we have,Time-of-MeetingðIDðObjectÞ is tall-manÞ is about 6 pm:
Here the attribute H is Time-of-Meeting, the ID of the object is B, tall-man, and A is about six o’clock. We shall refer to state-
ments of this type as doubly uncertain constraints.
We ﬁrst observe that the term H(ID(Object) is B) is itself a variable. If z1 and z2 are two objects from Z then the terms
H(ID(Object) is z1) and H(ID(Object) is z2) are also variables. All three of these variables are different. We can use simpliﬁed
notation for each of these variables as HB, H1 and H2. While at one level both HB and the Hi can be viewed as variables, at
another level there is a fundamental distinction between them. The Hi can be seen as primal in the sense that they refer
to actual real objects.
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Zi = {zi}.
Our intent in the following is to understand how to obtain information about the real objects, the Hi, from the knowledge
that HB is A.
4. Reasoning with doubly uncertain constraints
Our objective here is to ﬁnd out what information we know about the primal variables given a doubly uncertain con-
straint, H(ID(Object) is B) is A where B can be fuzzy. As an anchor point, where our intuition can be used, we consider the
case where B is a crisp set. If B = {z1, z2, z3, z4} for example, we can see that the preceding statement (I) is telling us thatH1 is A or H2 is A or V3 is A or H4 is A II:Thus any general framework that allows fuzzy values for B should reduce to the form of II when B is a crisp set.
We can view the above statement II as involving a joint variable, (H1, H2, H3, H4) is T where T is a fuzzy subset of X4 such
that T(x1, x2, x3, x4) = A(x1) _ A(x2) _ A(x3) _ A(x4). We also note that if A is normal then this statement is tautological in each of
the variables. That is for any Vi the projection of II, Hi is Ri is such that Ri(x) = 1 for all x, it tells us nothing about the variable.
However, II does have some potentially useful information. For if we additionally know that H1 is not A and H2 is not A and H3
is not A there is some available information about H4. In this case we get (H1, H2, H3, H4) is T⁄ whereT ¼ ðAðx1Þ _ Aðx2Þ _ Aðx3Þ _ Aðx4ÞÞ ^ Aðx1Þ ^ Aðx2Þ ^ Aðx3Þ:
Projecting this onto H4 we get H4 is R4 where R4ðx4Þ ¼Maxx1 ;x2 ;x3 ½Tðx1; x2; x3; x4Þ.
With A assumed normal we see thatR4ðx4Þ ¼Maxx1½Aðx1Þ ^ Aðx1Þ _Maxx2½Aðx2Þ ^ Aðx2Þ _Maxx3½Aðx3Þ ^ Aðx3Þ _ Aðx4Þ:
Denoting Maxxi ½AðxiÞ ^ AðxiÞ ¼ Poss½A=A we see that R4ðx4Þ ¼ Poss½A=A _ Aðx4Þ. If in addition A is crisp then we have
R4(x4) = A(x4) thus we have H4 is A.
In anticipation of suggesting a general formulation for representing the knowledge about the individual Hi contained in HB
is A when B is fuzzy we observeCert½IDðObjectÞ is zi=IDðObjectÞ is B ¼ 1 Poss½not zijB ¼ 1Max½BðzÞ
z2Zi
;where Zi = {zi} and Zi ¼ Z  fzig.
More generally if D is some crisp subset of Z thenCertðIDðObjectÞ is DÞjIDðObjectÞ is BÞ ¼ 1Max½BðzÞ
z2D
:We shall denote this mD. We observe that if there exists at least one z 2 D such that B(z⁄) = 1 then mD = 0.
Consider the proposition H(ID(Object is B) is A) where B is a fuzzy subset of Z, which we shall at times more simply denote
as HB is A. Let D be any crisp subset of Z. From the above we see thatmD is the Cert(ID(Object) is DjID(Object) is B). Then from
the proposition HB is A we can infer that HD is A is mD certain. Finally since D is a crisp subset and we know that HD is A is
equivalent to
S
j2D(Hj is A) and hence we can infer the constraint (
S
j2D(Hj is A)) ismD certain from the statement HB is A. Thus
if D = {z1, z2, z5} when we can infer (H1 is A) or (H2 is A) or H5 is A ismD certain. We can denote this in the formH is RD where
H is the joint variable (H1, H2, H5) and RD is a fuzzy subset over the domain X  X  X in particular RD(x1, x2, x5) = A(x1) _
A(x2) _ A(x5) _ (1 mD). For simplicity we further shall refer to the constraint H is RD as GD. We note that (
S
j2D(Hj is A))
is mD is equivalent to
S
j2D(Hj is A is mD certain).
Let Dk be an arbitrary crisp subset of Z and let D denote the set of all non-empty crisp sets of Z. What we have just indi-
cated is that the knowledge contained in the statement HB is A is the proposition
S
Dk2DGDk . That is from the proposition HB is
A we can infer the proposition GDk for all Dk 2 D.
The ﬁrst question we ask is whether we always need to provide all these GDk to our knowledge base. The answer is no.
From the entailment principle any inference obtained using any subset of these GDk is valid. Thus we can use any subset
of the GDk. On the other the more GDk that we use the more information we have, however we clearly do not want to have
to include all the GDK . The question now becomes as to whether there are some insights we can obtain to help us determine
which GDk to include in our knowledge base.
A ﬁrst observation we make in this direction is the following. Let Dk be some subset of Z such that there exists an element
z R Dk for which B(z) = 1. In this case we get that mDk ¼ 1Maxz2Dk ½BðzÞ ¼ 0. Here then GDk ¼
S
j2Dk ðHj is A is 0 certainÞ and
hence we have
S
j2Dk ðHj is XÞ. Thus RDk ðxÞ ¼ 1 for all x. In particular this provides no information. Thus for any Dk for which
there exists a z R Dk where B(z) = 1 we need not supply the GDK , it provides no information.
More generally the smaller mDk the less information it provides. In this spirit we now provide a very useful result
Theorem. Assume D1 and D2 are two subsets of Z such that D1  D2 and mD1 ¼ mD2 . In this case GD1 #GD2 .
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GD1 ¼
_
j2D1
½Hj is A is m;
GD2 ¼
_
j2D2
½Hj is A is m ¼
_
j2D1
½Hj is A is m _
_
j2D2D1
½Hj is A is mand hence GD1 #GD2 . h
The implication here is that from GD1 we can infer GD2 . Thus we see we need only supply GD1 . This can help reduce the
number of these propositions we need supply.
Consider now the formulation of mD. We see mD ¼ 1MaxzD½BðzÞ and as we already have noted if there exists z 2 D
such that B(z⁄) = 1 thenmD = 0. Assume D1  D2 then we have that D1  D2 and therefore Maxz2D1 ½BðzÞPMaxz2D2 ½BðzÞ hence
mD2 P mD1 . Consider the case where D2 = D1 [ {zq} then we see that Maxz2D1 ½BðzÞ ¼Maxz2D2 ½BðzÞ _ BðzqÞ. We can make two
observations. First if B(zq) = 0 then Maxz2D1 ½BðzÞ ¼Maxz2D2 ½BðzÞ and hence mD1 ¼ mD2 . Furthermore and more generally as-
sume D1  D2 where D⁄ = D2  D1 and all elements in D⁄ have B(z) = 0. In this case mD1 ¼ mD2 and hence from what we have
shown in the preceding we have that GD1 #GD2 . The implication here is that any proposition GD2 which contains some zj for
which B(zj) = 0 can always be inferred from some GD1 where D1 = D2  {zj}. Thus any z such B(z) = 0 can be removed from the
formal process.
What we have now shown is the following. For any subset D for which there exists an element z R D having B(z) = 1 the
statement GD provides no information. In addition we have shown that for any D2 which has some z 2 D for which B(z) = 0
then GD1 where D1 = D2  {z} provides more information and this we need not provide GD2 .
These two observations help us get a unique GD in the case where B is crisp. In particular in the following we shall show
for case where B is crisp the unique inference is GB, that is
W
xj2B
Hj is A. We see this as follows. For any D  B there exists some
z 2 D such that B(z) = 1 and hence GD provides no information. On the other hand for any D such that B  D then there exists
some element B for which B(z) = 0 and GD provides no information that is not contained in GB. Thus for the case of crisp B we
see the unique precisiation is GB. Thus our suggested approach reduces to our intuitive formulation in case when B is crisp.
In the case where B is fuzzy the situation is more complex regarding the usage of the different D, however we shall also
get a very intuitively appealing result. Without loss of generality in the following we assume that the zi have been indexed in
descending order of their membership is B, that is if i < k then B(zi)P B(zk), thus B(z1)P B(z2)P  PB(zn). We shall also as-
sume all z with B(z) = 0 have been eliminated, thus B(zn) > 0.
For simplicity in the following we shall make the additional assumption that all the membership grades are distinct,
B(zi) > B(zk) if i < k. As we shall subsequently see we can allow ties but this assumption greatly simpliﬁes the following.
Theorem. Assuming B(zi) > B(zk) if i < k, let Dj = {z1, z2, . . . , zj}, it is the set of the z’s with the j largest membership grades in B.
Then for any D  Z there exists some Dj such that GDj #GD.Proof. Consider any subset D. Let zr be the element not in D having the largest membership grade in B. In this case
mD = 1  B(zr). Consider the set Dr1 = {z1, . . . ,zr1}, for this set zr is also the element not in Dr1 having the largest member-
ship, and hence for this set it is also the case that mDr1 ¼ 1  BðzrÞ. Furthermore since the element with the largest mem-
bership in B not in D is zr then all elements with membership grade larger than B(zr) must be in D, in particular all elements in
Dr1 are in Dj thus Dr1 # D. From this we see that Dr1 is a set such that Dr1 # D andmDr1 =mD. Based on our earlier result
then we see that GDr1 #GD. h
The implication of this theorem is that all we need to provide are the GDj . All information contained in HB is A is contained
in these propositions. Thus under the assumption that B(zi) > B(zk) for i < k and denoting Hi as the variable corresponding to
the attribute H when the object is zi then all we need only provide to our system are following propositionsðV is AÞ is ð1 Bðz2ÞÞ certain;
ðV1 is A or V2 is AÞ is ð1 Bðz3ÞÞ certain;
ðV1 is A or V2 is A or V3 is AÞ is ð1 Bðz4ÞÞ certain;
ðV1 is A or V2 is A or    or Vn is AÞ is 1 certain:In the case when we allow ties among the B(z) the result is essentially the same but it is notational more cumbersome. In
the following we present this formulation.
Assume again B is a fuzzy subset of Z. Let MG = {a1, . . . ,aq} be the set of distinct membership grades in B. Here we assume
a1 > a2>  >aq. Let Di = {z/B(z)P ai}, it is the subset of Z whose membership grades are at least as large as the ith largest. We
now see that mDi ¼ 1 aiþ1. Consider now any subset D  Z. Assume that ai+1 is the value of the largest membership grade
of an element not in D. We see that mD = 1  ai+1. Furthermore since all elements with membership grades greater then ai+1
are in D therefore Di # D. Hence we see GDi #D. Thus all the information contained in HB is A can be obtained from the GDi .
In the following we shall present an operational method for interpreting the statement HB is Awhen B is a fuzzy subset of
the domain Z. We ﬁrst list the elements with non-zero membership grades in descending order of the membership grade in
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element with the jth largest membership grade in B. We then formulate the following propositions for j = 1 to n[j
k¼1
vPðkÞ is A
 !
is 1 BðzPðjþ1Þ
 
certain;where BðzPðnþ1ÞÞ ¼ 0 by convention. Thus in the case where n = 4 we get
VPð1Þ is A is ð1 BðzPð2ÞÞÞ certain;
ðVPð1Þ is A or VPð2Þ is AÞ is ð1 BðzPð3ÞÞÞ certain;
ðVPð1Þ is A or VPð2Þ is A or VPð3Þ is AÞ is ð1 BðzPð4ÞÞÞ certain;
ðVPð1Þ is A or VPð2Þ is A or VPð3Þ is A or VPð4Þ is AÞ is 1 certain:We next prune this list, we eliminate all propositions for which we have zero certainty as they provide no information.
Effectively the ﬁrst proposition on our list is[r
k¼1
VPðkÞ is A
 !
is ð1 BðzPðrþ1ÞÞÞ;where the (r + 1)th element is the ﬁrst with membership grade not equal to one.
We next prune out the tied elements. Assume PðjÞ for j = k1 to k2 have the same membership grades. We see that for
j = k1  1 to k2  1 all the propositions[j
k¼1
VPðkÞ is A
 !
is 1 B zPðjþ1Þ
  
certainhave the same value for 1 B Pðjþ1Þ
 
and we only need take the one with the smallest number of components, the case where
j = k1  1. Hence we remove the propositions for j = k1 to k2  1.
5. Illustrative example
Let H be an attribute that takes its value in the set X = {x1, x2, x3, x4, x5}. Let Z = {z1, z2, z3, z4} be a set of relevant objects
which have this attribute. Consider the information H(ID(Object) is B) is A where B ¼ 1z1 ; 0:8z2 ; 0:3z3 ; 0z4
n
and
A ¼ 1x1 ; 1x2 ; 0:5x3 ; 0:4x4 ; 0:2x5
n o
.
Letting Vi denote the variable H(zi) we can interpret this information as the following three propositions
P1: (V1 is A) is 0.2-certain.
P2: (V1 is A or V2 is A) is 0.7-certain.
P3: (V1 is A or V2 is A or V3 is A3) is 1-certain.
If we let A1 be deﬁned such that A1(xi) = A(xi) _ (1  0.2) we get A1 ¼ 1x1 ; 1x2 ; 0:8x3 ; 0:8x4 ; 0:8x5
n o
. Similarly if we let
A2(xi) = A(x2) _ (1  0.7) get we A2 ¼ 1x1 ; 1x2 ; 0:5x3 ; 0:4x4 ; 0:3x5
n o
.
Finally, we let A3(xi) = A(xi) _ (1  1) = A(xi).
Using this notation we get
P1: V1 is A1.
P2: V2 is A2 or V2 is A2.
P3: V1 is A3 or V2 is A3 or V3 is A3.
Furthermore if we let D1, D2 and D3 be fuzzy subsets of X  X  X such that
D1(xi, xj, xk) = A1(xi).
D2(xi, xj, xk) = A1(xi) _ A2(xj).
D1(xi, xj, xk) = A1(xi) _ A2(xj) _ A3(xk)
than we can express our propositions using joint variables
P1: (V1, V2, V3) is D1.
P2: (V1, V2, V3) is D2.
P3: (V1, V2, V3) is D3.
Our fused information from P1, P2 and P3 is (V1, V2, V3) is D where D = D1 \ D2 \ D3.
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In particular we obtain V1 is E whereEðxiÞ ¼Max
xj ;xk
½Dðxi; xj; xkÞ:In this caseEðxiÞ ¼ A1ðxiÞ ^Max
xj ;xk
½ðA2ðxiÞ _ A2ðxjÞÞ ^ ðA3ðxiÞ _ A3ðxjÞ _ A3ðxkÞÞ;
EðxiÞ ¼ A1ðxiÞ ¼ AðxiÞ _ ð0:8Þ;
hence E ¼ 1x1 ; 1x2 ; 0:8x3 ; 0:8x4 ; 0:8x5
n o
.
Let us now assume we have the following additional information
P4: V2 is {x3}.
P5: V3 is {x4}.
We can express each of these in terms of the joint variable as
P4: (V1, V2, V3) is G1.
P5: (V1, V2, V3) is G2.
where G1 is deﬁned asG1ðxi; xj; xkÞ ¼ 1 if j ¼ 3;
G1ðxi; xj; xkÞ ¼ 0 if j – 3and G2 is deﬁned asG2ðxi; xj; xkÞ ¼ 1 if k ¼ 4;
G2ðxi; xj; xkÞ ¼ 0 if k – 4:Conjuncting these additional pieces of information we get (V1, V2, V3) is G where G = G1 \ G2. In this case
Gðxi; xj; xkÞ ¼ 1 for j ¼ 3 and k ¼ 4;
Gðxi; xj; xkÞ ¼ 0 otherwise:Our total information is this case is (V1, V2, V3) is F where F = D \ G. Here we get
Fðxi; xj; xkÞ ¼ 0 for j – 3 and k– 4;
Fðxi; x3; x4Þ ¼ Dðxi; x3; x4Þ ¼ D1ðxi; x3; x4Þ ^ D2ðxi; x3; x4Þ ^ D3ðxi; x3; x4Þ:With our interest in obtaining information about the value of V1, we denote this V1 is E, whereEðxiÞ ¼ Dðxi; x3; x4Þ ¼ ðA1ðxiÞÞ ^ ðA2ðxiÞ _ A2ðx3ÞÞ ^ ðA3ðxiÞ _ A3ðx3Þ _ A3ðx4ÞÞ:
Since A1(xi) = A(xi) _ 0.8, A2(xi) = A(xi) _ 0.3 and A3(xi) = A(xi) we haveEðxiÞ ¼ ðA1ðxiÞ _ 0:8Þ ^ ðAðxiÞ _ Aðx3Þ _ 0:3Þ ^ ðAðxiÞ _ Aðx3Þ _ Aðx4ÞÞ:
With A(x3) = 0.5 and A(x4) = 0.4 we getEðxiÞ ¼ ðAðxiÞ _ 0:8Þ ^ ðAðxiÞ _ 0:5Þ ^ ðAðxiÞ _ 0:5Þ ¼ ðAðxiÞ _ 0:5Þ:
From this we see that E ¼ 1x1 ; 1x2 ; 0:5x3 ; 0:5x4 ; 0:5x5
n o
and hence we have gained some knowledge about the value of V1.
Another case is where we have the additional information V2 is {x1} and V3 is {x2}. Following the same procedure as in the
preceding we obtainEðxiÞ ¼ ðA1ðxiÞÞ ^ ðA2ðxiÞ _ A2ðx1ÞÞ ^ ðA3ðxiÞ _ A3ðx1Þ _ A3ðx2ÞÞ:
Since A2(x1) = 1 we get E(xi) = A1(xi). Here then we have gained no more information than there is available in P1.
6. Conclusion
We described the basic ideas of the theory of approximate reasoning and noted how it provides a framework for repre-
senting human sourced soft information. We considered the inference process within the theory of approximate reasoning
and introduce the entailment principle and discussed its role in the inference process. We introduced the idea of doubly
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of the age, young, and the object associated with the age, John’s friend. We suggested a method for representing these com-
plex statements and investigated the problem making inferences about speciﬁc objects. We see this work as a ﬁrst step in
modeling and reasoning with doubly uncertain statements. We clearly must be able to handle more complex statements
such as ‘‘the good friends of John are tall.’’
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