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Over the decades, indoor localization system has been widely studied in the
academic and also in the industrial area. Many sensors or wireless signals such
as WiFi, Bluetooth, and inertial sensors are available when designing an indoor
localization system, but among them, the systems using the geomagnetic field
has advantages concerning accuracy and stability. Every spatial point in an
indoor space has its own distinct and stable fingerprint, which arises owing to
the distortion of the magnetic field induced by the surrounding steel and iron
structures. The magnetic fingerprint is robust to environmental changes like
pedestrian activities and door/window movements, particularly compared with
radio signals such as WiFi. This phenomenon makes many indoor positioning
i
techniques rely on the magnetic field as an essential source of localization.
Despite the robustness, there are some challenges when leveraging the mag-
netic fingerprint to design the indoor localization system. Due to lower discerni-
bility of the magnetic fingerprint, most of the existing studies have exploited
high computational algorithms and many sensors. Also, the cost of a site sur-
vey to collect the fingerprints and periodic management of target spaces is still
problematic when using magnetic fingerprints. This dissertation thus focuses
on these two challenges.
First, we present an energy-efficient and lightweight system that utilizes the
magnetic field for indoor positioning in the Internet of Things (IoT) environ-
ments. We propose a new hardware design of an IoT device that only has a BLE
interface and two sensors (magnetometer and accelerometer), with the lifetime
of one year when using a coin-size battery. We further propose an augmented
particle filter framework that features a robust motion model and algorithmic-
efficient localization heuristics with minimal sensory data. The prototype-based
evaluation shows that the proposed system achieves a median accuracy of 1.62
m for an office building while exhibiting low computational complexity and high
energy efficiency.
Next, we propose a magnetic fingerprint-based indoor localization system
leveraging a crowdsourcing approach. In the aspect of indoor localization, crowd-
sourcing is a method to construct the fingerprint database without the explicit
site-survey process. Over the past decade, crowdsourcing has been actively stud-
ied for indoor localization. However, the existing localization systems based
on crowdsourcing usually achieve lower location accuracy than the site survey
based systems. To overcome the low performance of the crowdsourcing based
approaches, we design an indoor positioning system using the crowdsourced
data of the magnetic field. We substantiate a novel HMM-based learning model
ii
to construct a database of magnetic field fingerprints from smartphone users.
Experiments in an indoor space consisting of aisles show that the proposed sys-
tem achieves the learning accuracy of 96.47% and median positioning accuracy
of 0.25m.
Keywords: Indoor Localization, Internet of Things (IoT), Magnetic Field, Mo-
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Location-Based Service (LBS) and its applications such as navigation, com-
mercial advertisement based on geofencing, and emergency escape services have
become familiar to people in real life. To provide a such location-based service,
the technologies to infer the user’s location is essential. However, in the in-
door space, it is not possible to leverage the widely used GPS based positioning
technology since the GPS signals are blocked by building walls. Therefore, tech-
nologies to estimate the user’s location in indoor space have been continuously
researched, replacing GPS technology. As has been widely known, various types
of data such as wireless signal, sensor data from inertial sensors including ac-
celerometer and gyroscope, and magnetic sensor can be used to construct an
indoor positioning system [1, 6, 35, 37]. Each data has the advantages and dis-
advantages when designing an indoor positioning system, and there typically
is a trade-off relationship between cost and accuracy. Among them, magnetic
1
sensor data, in particular, has been noted as a practical alternative, thanks to
its stability and efficiency.
The magnetic distortion occurred by a steel structure in an indoor space cre-
ates a characteristic magnetic pattern in each space. Although this phenomenon
acts as a disadvantage when inferring the direction of the user when using the
magnetic sensor as a compass, it can also be used as a promising localization
technology by leveraging a method that records magnetic patterns as a finger-
print [2, 5, 6]. Since the magnetic pattern in each space does not change as long
as the structure of the building significantly changes and the human body does
not interfere with it, the magnetic fingerprinting method is not only stable and
robust, but it also does not cost much to collect [2].
1.2 Indoor Localization Overview
There have been many attempts to use various types of data to design an
indoor positioning system. Whichever we choose the data for indoor positioning,
there is typically a trade-off relationship between cost and accuracy, but the
magnetic field based localization system has some advantages in practical terms
when considering trade-offs between costs and accuracy, as shown in Figure 1.1.
In this section, I describe the proposed indoor localization systems based on
various types of data to compare them with magnetic based systems.
WiFi based systems: Since RADAR [1] proposed a fingerprinting method
that estimates the user’s location by recording WiFi signals by space, many
techniques have been proposed to leverage WiFi signals for indoor positioning.
HORUS [21] proposed a method that increases the accuracy of the fingerprint-
ing technique by clustering between similar signals and probabilistic matching,
and FreeLoc [20] proposed a more reliable system by introducing a robust finger-
2
Figure 1.1 Comparison of different data for indoor localization concerning the
trade-off relationship between cost and accuracy [16].
print model regardless environmental changes and device diversity issue. WiFi
fingerprinting method based systems use WiFi AP, which is a widely deployed
infrastructure, so they do not require much deployment cost and provide a level
of accuracy of less than 5m with a relatively simple algorithm. However, due
to the nature of wireless signals with frequent fluctuation by interference such
as the human body, the variability of accuracy is also high, and the cost of
periodic recollection is wasted since the WiFi fingerprint changes over time.
Systems such as CUPID [45] proposed a trilateration based positioning system
using the measurement of the distance between WiFi APs and a user. Lever-
aging this approach saves on the cost of preliminary site-survey, but it costs a
dedicated WiFi AP and device, and even a wireless protocol.
UWB based systems: UWB (Ultrawide-band) has wide bandwidth and short
durations, so it is robust to signal interference and multipath effects. These char-
acteristics are suitable for designing an indoor positioning system with very
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high accuracy. Systems such as [37, 38] proposed UWB based indoor position-
ing techniques that would work under NLOS (Non-Line-of-Sight) scenario, and
their level of accuracy is centimeter level. However, they still need a cost for
deployment of dedicated devices and complicated algorithms for time synchro-
nization and multipath mitigation.
Visible light based systems: The use of visible light for indoor positioning
is a recently popular approach. These systems, such as [43, 44], achieve high
accuracy in the centimeter level by using fluorescent patterns everywhere in
the interior, so they do not require high deployment costs. However, requiring
a LOS (Line-of-Sight) path between the device and the fluorescent lamp for
system operation and a high algorithmic cost for frequent camera operation
and image analysis are still research challenges.
Inertial sensor based systems: Inertial sensors usually stand for accelerom-
eters, gyroscopes, and magnetic sensors. In the aspects of indoor localization,
we can primarily leverage them for PDR (Pedestrian Dead Reckoning), which
infers the number of steps and heading direction by detecting sensor patterns
that occur during a user’s walk. Systems such as [3, 4] leveraged inertial sen-
sors for indoor positioning, show low accuracy when used alone since 1) the
PDR technique itself can only identify the relative path from the previous po-
sition, and 2) the magnetic sensor operated as a compass may malfunction due
to the phenomenon of magnetic distortion in indoor space, resulting in severe
positioning errors. Therefore, inertial sensor based localization techniques are
usually used as a complementary role by fusing with other data for positioning
(i.e., WiFi).
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1.3 Magnetic Field based Systems
As claimed in [2, 27], a space-specific magnetic pattern caused by magnetic
distortion in indoor space is not interfered by the movement of human beings
and other obstacles in real life, and do not change over a long period unless
the structure of the building changes significantly. Figure 2.1(b) depicts the
stable phenomenon of the magnetic field patterns, which is collected on the
same corridor from different devices.
Also, the magnetic field sensor does not require the LOS path obtained
since it reads the magnetic pattern in the indoor space itself without a particu-
lar transmission node such as WiFi AP. From a cost perspective, we can easily
collect the magnetic readings from anywhere on the earth without installation
of any infrastructure, and unlike wireless signals or visual images, the mag-
netic sensor does not require much energy to obtain sensor values. These are
significant advantages when designing an indoor positioning system concerning
robustness, accuracy, and cost efficiency compared to the other data sources
introduced in the previous sub-section.
However, since magnetic sensor reading is a three-dimensional time series
data, it is essential to use the pattern of changes in sensor readings as a result of
user movement, unlike other data sources with relatively many dimensions (i.e.,
many APs in a WiFi fingerprint). Also, to make the magnetic sensor readings
robust to changes in the local coordinate system of the device, that depend on
the user’s walk or device holding position, we have to rotate the raw magnetic
sensor readings to the global coordinate system. After the rotation to the global
coordinate system based on the gravity plane and the direction of the magnetic
pole, there are only two dimensions left in the magnetic sensor data. Against
this backdrop, many techniques have been proposed over the last decades to
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construct an accurate and cost-efficient indoor localization system using the
magnetic field.
To the best of my knowledge, [24] first proposed a practical model of the
magnetic field based indoor localization system. [24] defines the compass ori-
entation error as a Compass Signature and estimates the position of the robot
by recording and tracking it. Although the authors conducted the experiments
in a very narrow space and the accuracy was not high due to the use of one-
dimensional data, [24] was the first paper to propose a methodology for design-
ing an indoor localization system using the magnetic field.
Systems such as [22, 23] propose a methodology for constructing an indoor
positioning system using the three-dimensional raw magnetic sensor data. How-
ever, as explained before, the raw magnetic sensor reading is not robust to the
changes in the device’s coordinate system. Moreover, the pre-survey process for
fingerprint collecting is too expensive since we have to collect all the magnetic
patterns depending on the heading direction of the device or the user.
LocateMe [2] proposes the system using the amplitude of the magnetic field,
based on a comprehensive analysis of the magnetic distortion model in indoor
space and useful characteristics of the magnetic field for indoor localization.
However, systems such as [2, 41] limited to space in the form of corridors since
it introduces a methodology to record and compare the magnetic patterns in
a long, unidimensional line. MaLoc [5] and Magicol [6] leverage a coordinate-
transformed two-dimensional magnetic pattern to make the positioning algo-
rithm robust to the changes in the device’s coordinate system. Also, these sys-
tems introduce the particle filter framework as the positioning algorithm, en-
abling accurate positioning in various forms of two-dimensional indoor space.
However, the high algorithmic complexity, as well as the low-level accuracy in
open space in the form of a square, and the need for a dense level of site-survey
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are still research challenges.
1.4 Organization of Dissertation
In the previous sections, this dissertation introduced research background and
many academic attempts that have tried to leverage the magnetic field to design
a localization system. We now present the result of our works on the magnetic
field based indoor positioning technique. The rest of this dissertation is orga-
nized as follows. After introducing some research backgrounds concerning the
indoor localization and the magnetic field based systems in Chapter 1, We de-
scribe our previous work, which implements the design of a small IoT board
for a localization purpose and suggests an energy-efficient positioning system
including the comprehensive modules in Chapter 2. The second work which
introduces a crowdsourcing based system using the magnetic fingerprint then
is given in Chapter 3, followed by discussions in Chapter 4 and concluding








Location-based applications such as car navigation systems, restaurant rec-
ommendation systems, parking locators, and emergency escape services have
significantly increased the quality of our daily life. The location of a user is key
contextual information that is utilized by such location-based services (LBSs).
However, in indoor environments, the location of a user cannot be easily ac-
quired owing to the blockade of global positioning system (GPS) signals by
building structures. Hence, over the last decade, many methods for indoor lo-
cation detection have been proposed.
There have been many attempts to use various sources of information for
indoor location detection. Methods that utilize WiFi signals [1, 21] are among
8
the most widely used ones. However, these methods require frequent WiFi scans
that result in signification consumption of energy. In addition, fluctuations
in the signal strength negatively affect the localization performance. Ultra-
wideband (UWB) based methods [39, 40, 37] can be highly accurate. However,
these methods require customized hardware devices for analyzing reflected sig-
nals. More practical solutions are based on inertial sensors and include mag-
netometers, accelerometers, and gyroscopes [3]. However, these solutions have
their own limitations. For instance, a heading inference mechanism in pedes-
trian dead reckoning (PDR) [10] usually suffers from the distortion effect of
steel materials on geo-magnetism.
The distortion effect of steel materials on a magnetic field is a double-
edged sword. Since the magnetic distortion makes each spatial point distinct
from others, it can serve as a fingerprint that helps localize any device with
a magnetic sensor. As claimed in [8] and [2], magnetic fields exhibit desirable
properties for indoor localization, e.g., temporal stability and insensitivity to
moving nearby objects [6]. In addition, magnetic sensors are cheap and off-the-
shelf everywhere. Consequently, many studies have proposed to use magnetic
fields to a certain degree: a complete system [5, 6], a supplementary module [41,
42], or a combination with other sources [17, 18].
The main problem associated with using magnetic fields for fingerprinting
is that their sensor data requires special processing. The raw sensor reading
from a magnetometer is parameterized as a three-dimensional vector, which
should be transformed to a scalar (i.e., the magnitude of the vector) or to a
two-dimensional vector [27], to mitigate the effect of noise owing to the device’s
movement. Note that such movement affects the reference coordinates, not the
magnetic field itself. To deal with this issue, Maloc [5] and Magicol [6] used
a temporal change in the magnetic field (generated in the course of the user’s
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motion) as a fingerprint, and incorporated this measure into a particle filter
framework. However, comparison of the temporal patterns of the magnetic field
and processing of the particle filter technique is computationally expensive, and
is feasible only with high-end devices such as smartphones. In other words, such
solutions may not be used for low-end devices such as Internet of things (IoT)
devices, unless the issues of high computation complexity and energy efficiency
are resolved. An energy-efficient and lightweight indoor localization technique
is essential for IoT device-based localization.
IoT devices are typically small, lightweight, and energy-efficient, and thus
are easy to deploy or relocate, compared with smartphones or other dedicated
localization devices (i.e., foot-mounted IMUs). If the performance of IoT device-
based localization is sufficient for commercial-grade service, it can be a low-cost
and energy-efficient alternative for many LBSs: supervising and tracking of
assets and employees in office/factory environments, preventing workers from
entering hazard zones, providing more precise geofencing services for patients
or child care, and guiding emergency escape, to name a few.
To address these constraints and to reduce the cost of computation, we pro-
pose a novel magnetic field-based indoor localization system for IoT devices. We
used energy saving wireless communication, bluetooth low energy (BLE), and
report here a proprietary system that features a BLE interface and a magnetic
sensor. We also streamlined the positioning algorithms to reduce the computa-
tional complexity while maintaining the localization accuracy. In summary, the
present work makes the following contributions to the field of LBSs.
• To the best of our knowledge, ours is the first attempt to design a magnetic
field-based, energy-efficient, and lightweight indoor localization system for
IoT applications. The first-class requirement for IoT devices is energy effi-
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ciency; hence, we tackle the algorithmic complexity and energy efficiency
while maintaining the localization precision.
• In this work, we develop a specialized IoT device hardware (and the cor-
responding firmware) that substantiates energy-efficient localization (Sec-
tion 2.4).
• To reduce the system complexity, we streamline the server-side localiza-
tion algorithms, as well as the design of the end-user device, while main-
taining localization performance comparable to those of state-of-the-art
localization techniques (Section 2.5).
• Using sensor data that were collected over a period of three months, we
demonstrate that our proposed system is energy-efficient, i.e., a single-coin
battery can last for one year.
This paper is organized as follows. After reviewing some related work in
Section 2.2, we discuss several issues associated with the use of magnetic fields
in Section 2.3. In Section 2.4, we explain our design of an IoT device for magnetic
field-based localization. Section 2.5 introduces the architecture of our system
that supports energy-efficient and lightweight localization for IoT environments.
We then evaluate the proposed system in Section 2.6, and discuss the practical
issues in Section 4.
2.2 Related Work
Over the last decade, many efforts have been made to utilize changes in the
magnetic field of an indoor environment for localization. [24] first exploited the
disturbance of a magnetic compass reading for positioning of a robot subject to
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some constraints. [22, 23] attempted to leverage raw magnetic field data to con-
struct a magnetic fingerprint. However, the raw magnetic field data significantly
change with the location and heading of a magnetic sensor. These techniques
thus require magnetic sensors to be fixed in space, or require a high overhead
of the site survey or wardriving. These limitations make it difficult to use these
approaches for positioning of humans. Therefore, as argued in [2] and [27], the
raw magnetic field data should be transformed to make the sensor data robust
to changes in the users’ position as they move. [2] and [9] proposed a magnetic
fingerprinting scheme based on the magnetic field’s intensity, which is a scalar.
However, these systems can only localize users that move in straight trajec-
tories, such as corridors; they cannot be used in complex structured areas. The
systems proposed in MaLoc [5] and Magicol [6] adopted a two-dimensional mag-
netic fingerprinting model suggested in [27]. As the variation in the magnetic
field data increases, the corresponding location is more likely to be uniquely
identified, which enhances the localization performance. They also chose a par-
ticle filter framework to adapt to the complexity of indoor environments. How-
ever, the adoption of the particle filter framework significantly increases the
algorithmic complexity of the problem, which reduces the device’s energy effi-
ciency. We believe that methods to reduce the cost of the site survey and to
reduce the complexity of the system’s operation (e.g., dynamic time warping
(DTW) [34]) have not been given due attention; this realization motivated us
to design a proprietary system for commercial-grade services.
2.3 Issues on Using Magnetic Field
2.3.1 Characteristics of Magnetic Field
As claimed in [8], approaches that use sensory data and radio frequency
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(RF) signals for indoor localization should have three desirable properties: time-
invariance, spatial distinctiveness, and universality. The sensory data generated
by magnetic fields have been accepted to have these properties [2, 5, 26]. In
addition, these magnetic fields are not affected by human bodies or moving
(non-metal) objects in indoor environments [6]. This is one of the outstanding
advantages of using magnetic fields for indoor localization, compared with time-
dependent RF signals such as WiFi.
Moreover, as explained in the previous section, the sensor data should be
transformed to enhance the method’s robustness with respect to changes in the
position and heading of a magnetic sensor. The raw magnetic field data are pa-
rameterized as a three-dimensional vector, Braw = (Bx, By, Bz). As suggested
in [27], it is possible to obtain a two-dimensional vector Bhv that consists of
the horizontal component Bh and the vertical component Bv by rotating Braw
onto a gravity plane. Note that Bhv is hardly changed even if a magnetic sensor
changes its position or heading due to a movement (e.g., the sensor holder’s
movement). That is why this transformation process is crucial when using the
magnetic field for localization. While a two-dimensional vector form of a mag-
netic field for each spatial point is very helpful, it may not be sufficient for
fine-grained localization, compared with WiFi fingerprinting that can be very
high-dimensional. To overcome this phenomenon, [6] suggested to add another
dimension to Bhv by accumulating the temporal history of Bhv, and use the tem-
poral vector of Bhv as a magnetic fingerprint. We adopted the same approach
in this paper.
2.3.2 Variation Issues
Even if the magnetic field in indoor environments is stable, actual sensor
readings are somewhat complicated, owing to several reasons. First, different
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magnetic sensors at the same location may show different readings, which can be
owing to different manufacturing materials and/or different sensing mechanisms
in these magnetic sensors. Figure 2.1(a) shows the magnetic sensor readings
from three different devices over the same corridor (length, 60 m). Note that
we plot only Bv for the sake of simplicity. The absolute differences between
the readings of the three devices vary substantially, but their patterns of signal
changes are similar. We can confirm this phenomenon by applying the mean
removal technique to the individual patterns, as shown in Figure 2.1(b). The
tendencies along the same trajectory can be slightly different if the heights of
the magnetic sensors (i.e., their altitude from the floor) are different, but this
difference is not substantial (see [5]).
Second, even the same magnetic sensors may exhibit different readings ow-
ing to a possible bias associated with their ferromagnetic materials, which de-
pends on the history of magnetic readings. Figure 2.2(a) shows the magnetic
sensor readings for the same magnetic sensor, at different distances from a fer-
romagnetic material (i.e., a battery). It shows the patterns of Bv along the
same corridor as the distance varies between the sensor and the ferromagnetic
material (1, 2, and 3 cm). The absolute difference increases as the magnetic dis-
turbance increases, but again, the trends of signal change are similar (compare
with Figure 2.1(b)). Thus, the signal differences owing to this bias can also be
removed by applying the mean removal technique, as shown in Figure 2.2(b).
Note that we also adopted here the ellipsoid-fitting calibration method [46] that
can compensate the bias itself with a simple swinging gesture.
Third, for the same trajectory, different walking speeds of different users will
result in different rates of changes in magnetic readings. Figure 2.3 shows the
magnetic fingerprints of users moving at different speeds along the same trajec-
tory. The rates of change in the magnetic data are different while the patterns
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(a) before mean removal
(b) after mean removal
Figure 2.1 Sensor readings from different magnetic sensors are plotted before
and after mean removal, which shows that the relative change in magnetic
readings along the trajectory is independent of magnetic sensors.
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(a) before mean removal
(b) after mean removal
Figure 2.2 Sensor readings from the same magnetic sensor are plotted before
and after the mean removal, as the distance from the ferromagnetic material
varies.
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Figure 2.3 Sensor readings for users moving at different speeds.
of signals in the two plots are similar. This phenomenon may make the loca-
tion finding/matching process somewhat more difficult. To address this issue,
[6] leveraged the DTW algorithm [34]. The DTW algorithm allows to compare
two sequences with different time scales or speeds. However, its complexity is
so high that using the particle filter framework may demand many more system
resources. Thus, in our approach we aimed to avoid using the DTW algorithm.
2.3.3 Sensing Rate
The rate of reading of a magnetic sensor is directly related to the amount of
data to process. It decides not only how frequently the magnetic field data are
acquired, but also how much of the device’s energy is consumed. Thus, choos-
ing the right sensing rate is important, especially considering the IoT paradigm.
Recent smartphones can choose the sensing frequency in the range from dozens
to hundreds Hz. As we seek to reduce the devices’ energy consumption, we set
the sensing rate to be as small as possible. Figure 2.4 shows the magnetic finger-
prints for different sensing rates, for users walking at normal speeds. Compared
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(a) 50Hz (b) 3Hz (c) 1Hz (d) 0.5Hz
Figure 2.4 Magnetic fingerprints obtained in the same corridor, for different
sensing rates. Sensing rates as low as 3 Hz yield only marginal information loss.
with the fingerprint pattern for the 50 Hz sensing rate in Figure 2.4(a), the
pattern for the 3 Hz sensing rate in Figure 2.4(b) exhibits almost no loss. Note
that the fingerprint for the 1 Hz sampling rate in Figure 2.4(c) reveals some
pattern losses, especially at the beginning and the end of the trajectory. We
also plot the fingerprint for the 0.5 Hz sampling rate in Figure 2.4(d), which
shows many pattern losses overall. We thus chose 3 Hz as the sensing rate.
2.4 Design of Energy-efficient Device for Localization
Considering the observations and issues, we now introduce the design of an
IoT device for magnetic field-based localization.
2.4.1 Hardware Design
We aim to build a positioning system that uses IoT devices in office areas,
in cooperation with SK Telecom, a leading mobile operator in South Korea.
Among candidate platforms for IoT devices, we chose a small ID card, to which
positioning functionalities were added. Figure 2.5 shows an ID card (right)
in the size of a credit card, and a sensor-equipped board (left), in which the
positioning functionalities were implemented. The width and the height of the
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Figure 2.5 The implemented localization IoT device, in the form of an ID card
on which a small board is mounted. The board contains a magnetometer, an
accelerometer, and a BLE interface.
board were 23 mm and 52 mm, respectively, for mounting on the ID card.
The top requirement for the hardware design is energy efficiency, because
we seek to achieve one-year lifetime for a coin battery system. We included
only two sensors for localization: a magnetometer and an accelerometer. An
accelerometer is essential for (i) the transformation from Braw to Bhv, (ii) the
PDR technique, and (iii) inferring the user’s orientation. Other sensors, such
as a gyroscope sensor and a barometer, can help enhance the localization per-
formance; however, they were excluded from the present design, to reduce the
device’s energy consumption. We chose a KMX62-1031[55] sensor, which is an
ASIC that consists of a 3-axis magnetometer and a 3-axis accelerometer.
For wireless communications, we chose a BLE chip [53] owing to its en-
ergy efficiency [47]. The BLE chipset used on the board was nRF52832 [56].
To localize the card’s user in real time, the card/device continuously broad-
casts a BLE advertisement frame that contains its sensor data. Thus, tuning
advertisement-related parameters, such as the Tx interval and the Tx power,
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Distance Observation Transmission Observation
(m) Count Count Probability
1 57 57 1.00
3 79 79 1.00
5 57 57 1.00
7 59 59 1.00
10 70 80 0.88
15 63 73 0.86
Table 2.1 The observation probability of BLE beacons vs. distance, for the Tx
power of -20 dBm.
is a necessary step toward achieving energy efficiency. We set one second to be
the Tx interval and -20 dBm to be the Tx power, to achieve the battery lifetime
of one year, which was demonstrated in preliminary experiments. In the case of
the Tx interval, one second is sufficient for tracking the position of the device’s
user. However, -20 dBm for the Tx power might be too weak for detecting at a
certain distance, which required us to conduct the following experiments.
Table 2.1 shows the observation probability of the BLE beacon frames vs.
the distance between the BLE access point (AP) and the Tx device, with the Tx
power set to -20 dBm. The observation probability decreases for distances longer
than 10 m. In our experimental environment, four BLE APs were deployed at
every corner of a square-shaped office area in a grid format, and the length of
a side of a square was 20 m. The case in which every AP received no beacon
frames consecutively occurred infrequently during the entire evaluation process,
owing to many APs. To make up for missing a single beacon frame, the device
also sends the magnetic field data of the previous round.
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2.4.2 Structure of the BLE Beacon Frame
Figure 2.6 shows the message format of the BLE advertisement frame, which
is used for conveying the sensory data from an IoT device to a localization server
in our system. The maximal size of the BLE advertisement frame is currently
31 bytes according to [53]. In the proposed system, the available space for the
sensory data is 19 bytes, since 12 bytes are reserved for other data, including the
company ID, the device’s status, the remaining battery level, and the sequence
number. We first contain a series of three pairs Bh and Bv in the current round
(1 round = 1 s), where each value is 2 bytes long. Recall that the sensing rate
is 3 Hz. Note that each value ranges from -1200 uT to +1200 uT [55]. Thus,
the total number of bytes for reading magnetic vectors is 12. Then, the series
of three |B| values of the previous round needs 3 bytes; this is to make up
for beacon missing cases, as mentioned in Section 2.4.1. Even though a single
value (|B|) may make it difficult to distinguish the magnetic fingerprint of one
location from others, we cannot afford to keep two values (Bh and Bv) for the
previous round, due to the space limit. In the case of the accelerometer, its
sensing rate is 6 Hz, and each reading needs 0.5 bytes for its vector strength.
Overall, that requires 6 ∗ 0.5 = 3. The acceleration data itself are used only in
the step detection, and the detection algorithm does not require high-resolution
data, as will be detailed in Section 2.5.3. The last byte is assigned to the average
value of the orientation observed in the current round. The change of the user’s
heading direction in the indoor space tends to be not so frequent. Thus, a
single orientation value per second is sufficient to track the direction of the
user’s movement.
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Figure 2.6 A BLE beacon frame contains the magnetic data, accelerometer data,
and orientation data.
Figure 2.7 The building blocks of the proposed indoor positioning device: a
magnetometer, an accelerometer, and a BLE interface.
2.4.3 Processing Sensor Data
In the proposed system, the device delivers the sensor readings to a back-
end server via BLE APs. In this way, device-end data processing is minimized
for energy saving purposes. However, owing to the space limitation of the
BLE advertisement frame, front-end processing of sensory data should be per-
formed in the device to compress the data that are to be delivered. Figure 2.7
shows the device architecture including data processing components and their
inputs/outputs. Calculating |acc|, transforming a three-dimensional magnetic
vector to a two-dimensional value (denoted by Bhv) [27], and averaging the
orientation values [11] are straightforward.
As to extracting the gravity vector from the raw accelerator vector, many
papers [49, 50, 51] have used an N-order Butterworth low pass filter (LPF) [48].
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However, despite its good filtering performance, the Butterworth filter has
O(N logN) the temporal complexity [52] of the fast Fourier transform (FFT).
Thus, it requires too much computational power and memory for IoT settings.
We note that the main purpose of extracting the gravity vector is to obtain Bhv
by rotating Braw onto the gravity plane. For lightweight operations, we replaced
the Butterworth filter by a first-order LPF as follows, since a simple LPF can
calculate Bhv approximately
yi = a ∗ xi + (1− a) ∗ yi−1 (2.1)
where xi is an input value at the current time, and yi, yi−1 are output values at
the current time and previous time, respectively. Here, a is a constant for the
LPF.
Equation (2.1) is a simplified formula for the first-order LPF. This LPF is
much simpler than the Butterworth filter and requires memory only for a single
floating number yi−1. To evaluate the performance of filters, we first recorded
the acceleration data and Braw for subjects walking along the corridor, and
rotated the Braw vector by different gravity vectors extracted using different
filters. A gravity vector obtained using a commercial gravity sensor of Samsung
Galaxy S5 and a magnetic fingerprint rotated by raw acceleration were also
used for comparison. Figure 2.8 plots only Bv, which shows that the patterns
of magnetic fingerprints are almost similar. We thus used the simple first-order
LPF in Equation (2.1).
As the final validation process, we compared the magnetic fingerprints ob-
tained by a smartphone and the presently designed IoT device. The two fin-
gerprints exhibited almost the same pattern along a 150-m-long trajectory in
terms of Bh and Bv, respectively, as shown in Figure 2.9.
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Figure 2.8 Magnetic fingerprints extracted using different gravity vectors, for
the same path.
Figure 2.9 Magnetic fingerprints obtained from a smartphone and the designed
IoT device, for the same path.
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2.5 System Architecture
We now introduce the architecture of the proposed system and the position-
ing algorithm, whose designs are based on the findings described in the previous
sections.
2.5.1 Overview
In the proposed system, the positioning algorithm starts when a user carry-
ing a neck ID card enters the target area. The card/device periodically adver-
tises a BLE beacon frame with sensor readings as specified in Figure 2.6. The
BLE APs positioned in a grid-like manner (intervals of 20 m) then receive the
frame, which in turn is delivered to a back-end server. The APs each collect
the received signal strength (RSS) of the received beacon frame for localiza-
tion purposes. We analyze the BLE RSS along with the magnetic field data, to
enhance the localization performance.
After receiving the beacon frames, the back-end server estimates the location
of the user, using the particle filter algorithm. The computation is performed
for each period (period duration, 1 s). The server first counts the number of
footsteps and moves the particles depending on the step count and the orien-
tation. Then, the user’s final location is estimated using the particle filtering
process, which will be described in details below.
2.5.2 Site Survey Methodology
For the site survey, we used the same magnetic fingerprint collection method
as in Maloc [5]. In Maloc [5], the surveyor collected (and interpolated) mag-
netic fingerprints at every 0.1m * 0.1m grid points by moving in the target
area along straight-line paths. However, storing fingerprints with such a fine
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granularity leads to a huge fingerprint database and high computational cost.
What is worse, as the number of measurement points increases, there are likely
to be more points with the same or similar magnetic reading. To determine the
suitable size of a grid unit, we divided a 2-m-wide corridor into seven straight-
line paths with 0.3 m intervals, which were numbered from 1 to 7, from the
left to the right direction. Figure 2.10 shows the magnetic fingerprints along
the different paths. We found that two adjacent fingerprints exhibited similar
patterns, while next-nearest fingerprints tended to exhibit distinct patterns.
Moreover, using the insights in 2.3.3, we also estimated the proper grid size by
observing the magnetic data along the same path. That is, the spatial change in
the magnetic field data along a path was marginal for a certain distance. If the
sensing rate of 3 Hz is sufficient for tracking the magnetic fingerprint pattern
of a user when the user walks at a normal speed ranging from 1 m/s to 1.5
m/s, we can obtain only one or two fingerprint data for each 0.5 m unit as a
representative value. We thus chose 0.5 m as the grid size based on the above
findings.
We implemented an Android application for convenient site surveying, and
Figure 2.11 shows a screenshot of this application. The surveyor can easily
choose the target grid for measurements. We also incorporated a PDR mod-
ule into the application, hence allowing to map collected fingerprints to proper
grids, even if the surveyor walks at various speeds. Note that we use the av-
erage values of Bh, Bv, and the RSSs received by the BLE APs nearby as the
fingerprint of each grid.
2.5.3 Particle Filter Framework
In this section, we explain the particle filter framework that is used in the
proposed system. The particle filter solves the filtering problem, which amounts
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(a) Left-side paths (b) Middle paths (c) Right-side paths
Figure 2.10 Fingerprints collected along multiple paths (in a corridor), with the
distance of 0.3 m between adjacent collection sites.
to estimating the state of a dynamical system (i.e., the location of a user) from
noisy and partial observations. The key action of the particle filter consists of
distributing a set of particles (also called samples) in each epoch, to represent
the probability distribution of the state of the dynamical system. In the next
epoch, the observation is different, owing to the dynamical nature of the system,
which is manifested as replacement of old particles (of negligible probabilities)
by new particles or moving particles into a new distribution.
Step Counting
First, we should count the number of steps for moving the particles. In our
system, there are only six |acc| values per second owing to the space limitation
on the beacon frame; thus, we use a simplified heuristic algorithm for counting
the number of steps. We adopted the peak-valley detection technique [4, 25],
which allows to count the steps using a simple algorithm. It is widely known
that the temporal change in the acceleration (of a walking user) exhibits a
periodic pattern of alternating peaks and valleys. Thus, steps can be counted
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Figure 2.11 A screenshot of the site survey app, captured to illustrate the con-
venience of fingerprint measurements.
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by tracing this pattern.
In our approach, we collect the acceleration magnitude (i.e., raw floating
data) as the user walks 15 steps with the sampling frequency of 15 Hz, as shown
in Figure 2.12(a), and the measurements are filtered by the proposed system
(6 Hz, rounded off to integers), as shown in Figure 2.12(b). To clearly trace
the peaks and valleys in our measurements, we designed the device firmware
to compute the maxima and minima of the acceleration magnitude three times
during a time window (1-s-long window). Thus, three max-min pairs (of the
acceleration magnitude data) for each time window are transmitted over the
BLE interface. Obviously, some information is lost owing to compression, but
the data critical for the peak-valley detection technique are delivered. Next, we
determine the peaks and valleys in the sequence by applying two thresholds:
12m/s2 for the peaks and 8m/s2 for the valleys. We also consider the increasing
and decreasing trends in the overall sequence for excluding false peaks and
valleys. The red dots in Figure 2.12(b) show the results obtained using our
step-counting algorithm. The accuracy of the step-counting algorithm over the
entire evaluation process was above 90%.
Motion Model
Although the distortion in the magnetic field in an indoor environment can
be used as a fingerprint, it also hinders us from inferring the heading orientation
of a user/device. This phenomenon directly and negatively affects the perfor-
mance of the particle filter technique, because particles should move in the
same direction as the user’s orientation. To overcome this problem, we adopted
a technique that was introduced in Magicol [6]. Magicol exploits the observa-
tion that a walking human is very likely to follow the direction of a corridor,
rather than making random turns. However, we have to propose an alternative
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(a) raw acceleration data (15Hz)
(b) acceleration data from our device (6Hz) and step counting result
Figure 2.12 The temporal pattern of the acceleration magnitude and the result
obtained using the proposed step-counting algorithm, for a user walking 15
steps.
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solution because we cannot use a gyroscope sensor (to track the user’s heading
more correctly) as in Magicol.
To ensure that particles follow the user’s walking direction, we take a prob-
abilistic approach substantiated in Algorithm 1. Forty percent of the particles
move along the pathway (one out of several candidate pathways) whose direc-
tion is closest to the orientation reading of the device. Another 40% of the parti-
cles choose a direction by considering the extrapolation of the user’s movement
between the previous and current rounds. The remaining 20% of the particles
move simply following the raw orientation reading (regardless of the pathway).
The proposed model is thus likely to force most of the particles (˜80%) move
along the (estimated) pathway direction. Figure 2.13 shows that this algorithm
(indicated by Motion Model) traces the user’s walking orientation with the ac-
curacy of 84%, even if the user makes 11 turns on the trajectory. Here, GT
denotes the ground truth direction of the user. Note that the magnetic read-
ing for the orientation can be far from the real direction of the user, owing to
distortion.
While other magnetic field-based systems, such as Maloc [5] and Magicol [6],
aggressively leverage the accurate estimation of orientation using a gyroscope,
the proposed motion model achieves high accuracy in spite of the much lower
sensor rate (1 Hz) and the absence of a gyroscope. Our probabilistic approach
that tracks both the pathway’s direction and the history of the user’s trace effec-
tively estimates the user’s true orientation in structured indoor environments.
The performance of the motion model directly affects the posterior distribution
of states in the particle filtering framework.
Magnetic Matching
After all particles move, the survival probabilities (weights) of the particles
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Figure 2.13 Performance of the motion model algorithm for inferencing the
user’s orientation. Raw orientation readings were obtained and calibrated by
the motion model that achieved 84% accuracy on a trajectory with 11 turns.
need to be computed. As described in 2.3.1, the weight of a particle is computed
using the temporal history of Bhv as a fingerprint to overcome the low distinc-
tiveness of magnetic field data. Prior approaches [2, 6] that used magnetic field
history data exploited the DTW algorithm to compare the similarity between
magnetic fingerprints to support various walking speeds. However, the DTW
technique is expensive both computationally and memory-wise, especially when
used with the particle filter framework that computes the weight of every par-
ticle. Thus, in our approach we exploit the Euclidean distance to lower the
computational complexity when comparing the similarity between the observed
fingerprint and patterns in the database.
To exploit the Euclidean distance to find the matching entry in the database,
the speed of the user’s fingerprint measurements should be estimated first. As
explained in Section 2.3, various walking speeds and sensing rates of the device
along the same path may generate seemingly different fingerprint patterns. As
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the sensing rate is fixed at 3 Hz in the proposed system, the issue that remains
to be resolved pertains to different walking speeds of the user and the (site)
surveyor. We resolve this issue by (1) allocating a wide range of stride lengths for
each particle, and (2) disseminating the particles in a wider area in the proposed
particle filter framework during the resampling of dead particles. With the
sensing rate fixed, the differences between the fingerprint patterns of different
users are relatively small. Thus, moving the particles to some area including
the true location of the user is easily achieved using the two above-mentioned
techniques. Although we should use many particles (about 3000) to cover the
wide range of stride lengths and hence the wide area of dissemination during
the resampling, the increase in the execution time with the Euclidean distance
is much smaller than the one for the DTW technique (detailed in Section 2.6).
BLE Matching
In our approach, we also used the BLE matching technique as a supplement
to the particle filter framework. We first adopted a traditional fingerprinting ap-
proach introduced in RADAR [1] for BLE matching. In the fingerprint database,
each grid of the target area contains a BLE RSS fingerprint obtained during
the site survey, which allowed us to infer the best-matched grid by comparing
the user’s BLE RSS observation and the database content. However, owing to
the weak intensity of BLE signals compared with WiFi, the localization per-
formance of BLE fingerprinting may be somewhat unstable. Thus, augmenting
the BLE matching results with particle weighting does not improve the overall
performance of the system.
When we extend the magnetic field data in the time domain for fingerprint-
ing, we should decide how many readings of the magnetic field data will be
sufficient for achieving the desired localization performance. To this end, we
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conducted a pilot experiment to decide the time duration that is necessary to
make the temporal history of magnetic readings distinct; it took about 10 s (10
m to 15 m in the moving distance) for a sequence of magnetic data to acquire
distinct history. Hence, we used the BLE matching combined with the magnetic
fingerprint to improve the overall localization performance. For the first 10 s
after the initialization, we remove the particles that are beyond a certain range
RBLE from the BLE matched grid. Note that the particles around the GT point
should not be removed. For that, we count how many times a particle is outside
the RBLE range consecutively; if the particle is outside for the duration τc, it is
removed. We call this technique BLE filtering. Also, we set τc to 2 and RBLE
to 6 m to speed up the convergence of the particle distribution.
Particle Filter
We now combine the above component processes into a particle filter frame-
work. Equation 2.2 shows the particle model for particle pi in the proposed
system
pi =< xi, yi, θ
t−1
i , wi, ci, h⃗ > (2.2)
where xi, yi represent the current location of particle pi, which captures the
candidate user location. The parameter θt−1i is the orientation measure in the
previous round (i.e., t − 1) and wi represents the weight of the particle. The
quantities ci and h⃗ denote the BLE filtering count of the particle and the
temporal history of Bhv that the particle has observed along its trajectory,
respectively.
During the initialization phase, the particles are uniformly distributed through-
out the target area. Then, for each beacon, the position and the weight are
updated. At first, the position of particle pi at time t is updated based on the
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step × (l +Gl)× sin (θtmm +Gθ)
(2.3)
where N tstep is a detected step count at time t, l is 0.65 m as a mean value
of the stride length distribution, and θtmm represents the calibrated orientation
obtained using the motion model. Gl and Gθ are Gaussian noise processes of
the stride length and orientation, respectively.
We add a relatively higher Gaussian noise to the stride length as Gl ∼
N (0, 0.5l) compared with the existing approaches (e.g., σ = 0.2l as used
in [6]), to expand the distribution area of the particles to support various
walking speeds (of users). The Gaussian noise for the orientation is set to
Gθ ∼ N (0, 10◦) .
After the particles move, their weights should be updated. In our approach,
we adopted a Gaussian weight function, following [6]. The Gaussian function ef-
fectively enhances the distinctiveness of the magnetic fingerprint patterns owing





where α is the height of the Gaussian curve’s peak and the maximal value of
the magnetic weight, σ is the aggressive parameter to control the width of the
Gaussian curve, which captures how aggressively the weight decreases as ∥d∥
increases. Here, ∥d∥ is the Euclidean distance, as shown in Equation 2.5
∥d∥ = d(⃗h, u⃗) (2.5)
where u⃗ is the vector of Bhv measured by the device.
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Note that the mean removal technique is applied to h⃗ and u⃗, respectively,
as explained in Section 2.3.2. After updating the particle’s weight, the particle
is removed if it satisfies any of the following conditions.
1. The particle hits the wall
2. wi is lower than a threshold τw
3. BLE filtering
The final phase of the particle filter algorithm is resampling and the in-
ference of the user’s location. As explained in 2.5.3, we adopt here a heuristic
algorithm to maintain a sizable area for particle dissemination to support var-
ious walking speeds of users. For the removed particles, we replenish the same
number of new particles around the survived particles with top 10% of weights.
At this moment, the distance between surviving and replenished particles is
randomly distributed within a circular area of its radius being 1.5 m. Finally,
to infer the final location of the user, we calculate the average of the coordinates
over all of the particles, weighted by wi.
2.6 Evaluation
In this section, we evaluate the proposed system in terms of the localiza-
tion accuracy, computational cost, as well as energy efficiency. The evaluation
consists of (1) parameter tuning for the particle filter algorithm such as the
temporal sequence of h⃗ and number of particles P , (2) comparing the effec-
tiveness of the Euclidean distance (EUC) approach with the DTW approach,
and (3) measurements of battery consumption for the prototype device.
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Figure 2.14 Evaluation of the proposed system in a 20.5 m × 16 m office area
with three conference rooms.
2.6.1 Implementation
We first implemented an IoT device for localization, as shown in Figure 2.5,
and its firmware as described in Section 2.4. When the testers carrying the
device walked in the target area, the device continuously delivered sensor read-
ings to the back-end server via the BLE APs. Note that the four BLE APs were
organized in a grid-like manner (with 20 m intervals) at the four corners of the
testbed. Then, the particle filter framework implemented on the back-end server
PC with a 3.3 GHz CPU and 16 GB memory estimated the location of the de-
vice based on the sensor readings. The particle filter framework could perform
both real-time and off-line analysis after collecting user traces. We chose the




To evaluate the performance of the proposed system in a real-world setting,
we collected sensory data in a 20.5 m × 16 m office area, as shown in Figure 2.14.
The target area contained three conference rooms and multiple corridors. To
support the various moving speeds and stride lengths of target users, three
testers with different heights collected the data for three months, from February
to April of 2017. We defined seven trajectories in the target area, among which
two trajectories each were tested at three speeds (0.58 m/s, 0.91 m/s, and
1.30 m/s) and three device heights (0.9 m, 1.1 m, and 1.3 m). The other five
trajectories were tested for speeds in the 1.0 - 1.1 m/s range. In Figure 2.14, two
trajectories are drawn in red and light green, and the others are drawn in black.
Using the collected data, we evaluated the system in terms of the localization
accuracy, computational cost, and energy efficiency.
2.6.3 Localization Performance
Temporal Duration of Magnetic Readings
We first evaluated how the temporal duration of the magnetic readings
(i.e., h⃗) affected the localization performance in Figure 2.15. Figure 2.15(a)
compares the localization accuracy of the Euclidean distance (EUC) and the
DTW algorithms, for different temporal duration of h⃗. Note that we assigned
3000 particles in this experiment. Figure 2.15(a) shows that both algorithms
achieved the accuracy of 2 m when we set the temporal duration of h⃗ to be
longer than 20 s. The execution times for the EUC and DTW methods, plotted
in Figure 2.15(b), show that the difference between the EUC and DTWmethods
increases significantly with increasing temporal duration of h⃗. Interestingly,
the execution time of the EUC algorithm appears to converge, even when the
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(a) Localization performance (b) Execution time
Figure 2.15 Effect of the temporal duration of magnetic readings on the local-
ization performance and on the execution time.
temporal duration of h⃗ increases. Hence, we conservatively chose 30 s as the
temporal duration of magnetic readings (i.e., 90 samples) in what follows.
Number of Particles
The number of particles, P , in the particle filter algorithm is a key parameter
directly linked to the localization performance and the computational cost.
Figure 2.16 shows the time-series localization performance when a target user
walks along the trajectory 1○ as shown in Figure 2.14. We assigned two numbers
to P : 500 (Figure 2.16(a)) and 3000 (Figure 2.16(b)).
With P = 500, as shown in Figure 2.16(a), the EUC method poorly traces
the movement of the target user when two turns are made with a short interval
(around 75 and 79 s). It then spends almost 30 s on catching up with the target
user at the similar localization accuracy as the DTW method. The main reason
for the poor performance of the EUC method with P = 500 is that a wide
but sparse distribution of particles may not cover the ground-truth location
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(a) P = 500
(b) P = 3000
Figure 2.16 Localization performance of the EUC and DTW methods, for dif-
ferent numbers of particles in a long trajectory.
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of a target user. On the other hand, in the case of P = 3000, as shown in
Figure 2.16(b), the localization errors for the EUC method around 75 s and
79 s do not spike owing to the sufficient density of particles. Interestingly, the
EUC method with P = 3000 performs even better than the DTW method
with the same number of particles. That is, the average localization error of
the DTW method is 1.92 m, while that of the EUC method is 1.81 m. All of
the experiments for all scenarios demonstrated the same tendency, as shown
in Figure 2.19(a). As shown in Figure 2.19(a), using the DTW method with
P = 500 (DTW500) was slightly advantageous to using the EUC method with
P = 500 (EUC500), but the performance gap between the DTW3000 and
EUC3000 methods was negligible, owing to the sufficient number of particles.
We also evaluated the effect of the heuristic algorithms (in Section 2.5.3)
that can contain the candidate locations (by placing the particles as explained in
Section 2.5.3) when they run with the sufficient number of particles, P = 3000.
Figure 2.17 compares the results for EUC3000, with and without these heuristic
algorithms. As shown in Figure 2.17, the performance of the EUC method
without these heuristic algorithms is significantly compromised, which implies
that these heuristic algorithms are effective when a sufficient number of particles
is used.
We next compared the computational cost of the EUC and DTW methods,
and the results are shown in Figure 2.18. Figure 2.18 shows the computation
time for a single-round particle filter algorithm. As shown in Figure 2.18, the
EUC method is more computationally efficient. Since we set the temporal du-
ration of h⃗ to 30 s, the accumulated history size of the DTW method gradually
increases until 30 s from the start, and maintains the same size after that
point. On the other hand, the execution time of the EUC method is almost the
same up to 30 s from the start. Moreover, the EUC method yields a 15x faster
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Figure 2.17 Effect of the heuristic algorithms in the augmented particle filter
for a system with 3000 particles.
execution time than the DTW method on average (450 ms for DTW, 30 ms
for EUC). This also holds for different scenarios with different P , as shown in
Figure 2.19(b). Note that the execution time of DTW500 is even 2.7x times
longer than that of EUC3000; the median execution time of EUC3000 is 29 ms,
while that of DTW500 is 78 ms. Considering the comparable localization per-
formance of EUC3000 and DTW3000, as shown in Figure 2.19(a), we conclude
that leveraging the Euclidean distance can achieve a comparable localization
performance to that of the DTW approach, while being more computationally
efficient (and thus more energy efficient).
Finally, we set the number of particles to 3000 in the proposed system,
i.e., EUC3000. Figure 2.19(a) shows the localization errors for the different
algorithms. For comparison, we also evaluated the PDR-based particle filter
algorithm (PDR RAW) without the motion model and the BLE fingerprinting
algorithm adopting RADAR [1] (BLE RADAR). The average localization error
of the proposed system for every scenario was 1.96 m, and the median error
was 1.62 m. This result indicates that the proposed system performs almost
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Figure 2.18 Comparison of execution times of the EUC and DTW methods,
with P = 3000, for a long trajectory.
as well as systems that use smartphones [5, 6] and the DTW approach. At
the same time, the proposed system is more computationally efficient than
other systems, as shown in Figure 2.19(b). In comparison with Magicol [6] and
Maloc [5] approaches, for which the execution times are longer than 3 s and 1
s, respectively, our system performs much faster owing to the smaller number
of sensors and data rate, and because it does not use computationally heavy
algorithms such as the DTW algorithm.
BLE Filtering
Figure 2.20 analyzes the efficiency associated with incorporating the BLE
filtering technique into the particle filter framework. As shown in Figure 2.20(a),
BLE filtering reduces the localization error and its convergence time, especially
in the first part of the experiment. Figure 2.20(b) shows the cumulative distri-
bution functions (CDFs) of the localization errors, for different scenarios. As
shown in Figure 2.20(b), the localization performance is improved, especially
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(a) Localization performance (b) Execution time
Figure 2.19 Localization performance and execution time for different algo-
rithms, for different numbers of particles P .
for the cases with large localization errors, because BLE filtering reduces the
convergence time.
2.6.4 Energy and Algorithmic Efficiency
We next evaluated the energy efficiency of the IoT device by measuring its
energy consumption, and the results are shown in Figure 2.21. We observed
that the device uses 0.159 mA in the active mode, during which it performs
continuous BLE advertisements at 1 Hz, while it requires 0.004 mA in the sleep
mode. The battery we used in the proposed device was a CR2450 [57] with the
620 mAh capacity. Hence, assuming the device is used 8 h a day, the device can
be used for 324 days. Note that switching between the active and sleep modes
can be easily triggered by sensing the magnitude of acceleration.
We also evaluated how many IoT devices a typical back-end server (i.e., with
2.2 GHz CPU and 16 GB memory) can handle. To this end, we implemented
a benchmark software that emulated multiple devices in the proposed particle
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(a) The change in the localization performance as the user walks for 90 s
(b) CDFs of localization errors for all
the experiments
Figure 2.20 Effect of the BLE filtering technique.
Figure 2.21 Energy consumption of the developed IoT device.
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filter system. As shown in Table 2.2, the CPU usage (of the back-end server)
increased with increasing the number of devices. We found that a desktop-level
machine can handle about 60 devices. Therefore, we expect that the proposed
system can simultaneously support hundreds of devices with a high-end server
machine.
2.7 Discussion
Comparison with Other Indoor Localization Systems We compared
our system with other representative indoor localization systems in Table 2.3.
Methods that leverange WiFi signals, such as Horus [21], are the most widely
used ones, owing to the wide deployment of WiFi APs. However, WiFi scan-
ning takes 3-4 s, and also consumes much energy. UWB-based systems [37]
achieve very high accuracy on the centimeter scale and provide real-time po-
sitioning services. However, they still suffer from the problems of high energy
consumption [36] and high deployment cost, due to the need for customized
hardware devices. From the viewpoints of both energy consumption and scan-
ning frequency, systems that are based on BLE [35] can be a good alternative.
However, they are characterized by a high cost for dense installation of BLE
beacons. Moreover, frequent fluctuations of these wireless signals (including
WiFi, BLE, UWB), caused by the multi-path effect and human body blockage,
often make the localization performance of these systems unstable. As a way to
overcome the inherent weaknesses of wireless signals, some studies [43, 44] have
proposed visible light-based localization systems. These systems achieve very
high positioning accuracy and their deployment cost is much lower, because
there are already ubiquitously deployed fluorescent lights and light-emitting
diodes (LEDs) in buildings. The drawbacks are (i) high energy consumption
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associated with the camera operation and vision data analysis, and (ii) line-of-
sight (LoS) path requirements on the light sources.
On the other hand, as explained in Section 2.3.1, the robustness and perva-
siveness of magnetic fields make magnetic field-based systems more viable than
systems based on other localization sources. The magnetic field is not affected
by obstacles and is nearly stable in time, and its discernibility can be enhanced
by using the temporal history of Bhv as a fingerprint. Compared with previous
studies [5, 6], our system is more energy and algorithmically efficient. Our pro-
totype IoT device achieves one-year battery life for a coin battery, by stream-
lining the amount of sensor data to process, and by simplifying the sensory
data-processing algorithms. We suggest an augmented particle filter framework
by introducing a robust motion model that achieves similar accuracy despite
much smaller amounts of sensor data. The evaluation results confirmed that
our system exhibits a similar level of positioning accuracy as previous magnetic
field-based systems, while it is more computationally and energy efficient. Al-
though the positioning accuracy of the system is slightly lower than those of
UWB- and vision light-based systems, the median accuracy of 1.6 m is sufficient
for most LBS-like tasks of tracking humans in workplaces, child care services,
and emergency escape services.
Bluetooth 5.0 We used a BLE chipset based on the Bluetooth 4.2 spec-
ification in the proposed system, because the Bluetooth 5.0 specification was
published after its hardware implementation. Adopting Bluetooth 5.0 [54] in the
proposed system would provide a larger beacon frame length, up to 255 bytes.
Without the space constraints on the BLE payload size, each device would be
able to deliver more information to the back-end server, which is expected to
enhance the performance. In this paper, we used a highly simplified version of
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PDR based on a low sensor rate (6 Hz for the accelerometer, 1 Hz for orienta-
tion), owing to the limitation of the payload size. Using a more sophisticated
PDR technique (say [3]) with higher sensing rates of the accelerometer and the
orientation sensor will likely improve the performance of the motion model and
hence the performance of the entire system.
Deployment on Smartphone The proposed system is equipped with the
same type of sensors as the ones that are used in commercial smartphones. Thus,
the proposed solution can be easily deployed in smartphones while reducing the
computational cost and enhancing the system’s energy efficiency.
48
Algorithm 1: The algorithm for the estimation of heading in the
particle filter framework.
Input: θraw = Raw orientation from sensor reading
Input: θt−1p = Orientation in the previous round of each particle p
for each particle p do
prob = choose a random number between 0 - 1.0;
if prob < 0.4 then
θpath = choose the closest orientation to θraw from the
directions of the pathway where p is on;
if —θpath − θraw| < 90 then
move p towards θpath;
else
move p towards θraw;
end
else if 0.4 <= prob < 0.8 then
θpath = choose the closest orientation to θ
t−1
p from the directions
of the pathway where p is on;
if —θpath − θt−1p | < 90 then
move p towards θpath;
else
move p towards θraw;
end
else













Table 2.2 The CPU usage of a typical back-end server vs. the number of devices.
System Technology Accuracy Algorithm Cost Energy Robustness
Complexity Efficiency
[21] WiFi 2 m Medium Low Poor Moderate
[37] UWB 39 cm Low High Poor Moderate
[35] BLE 1.4-1.7 m Low High Good Moderate
[43] Vision light 18 cm Medium Low Poor Poor
[5] Magnetic 1-2.8 m Medium Low Moderate Good
[6] Magnetic 1-2 m High Low Moderate Good
Our System Magnetic 1.6 m Low Low Good Good








As GPS signals are not available in indoor spaces, it is essential to construct
a fingerprint database to provide indoor localization services. However, survey-
ing a site to collect the fingerprints is labor-intensive and time-consuming, and
the periodic site survey is usually inevitable for service maintenance as finger-
prints are typically time-varying due to environmental changes in the target
space.
To reduce the site survey cost, there have been many studies on crowdsourcing-
based localization over the past decade [3, 12]. In the context of indoor local-
ization, the crowdsourcing refers to a technique that constructs a database con-
sisting of fingerprints using the measurements (e.g. WiFi signals and magnetic
fields) from user devices without location labels on the site. Thus it is cost-
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efficient since the system operator does not need to perform costly wardriving
for collecting a large amount of fingerprint data. Also, there is no or little need
of the periodic site survey.
However, the crowdsourcing-based localization systems usually exhibit lower
positioning accuracy than the ones built based on explicitly surveyed fingerprint
data. When constructing a fingerprint database with crowdsourced data, the
estimation of the measurement locations is required since there is no location
label in the measurement data [28].
Localization systems such as [13, 15, 19] leverage radio signals (say, WiFi)
as crowdsourcing data. However, the radio signals are not stable due to fad-
ing and environmental changes such as human movements, changes in the
physical space, and WiFi AP changes. Thus, the performance of radio- and
crowdsourcing-based localization systems may not satisfy the expectations. As
an alternative, the techniques using the inertial sensors including gyroscopes,
magnetic compasses, and accelerometers have been suggested [3, 14]. However,
using only the inertial sensors to construct the fingerprint database is risky,
mainly due to heading (direction) errors caused by the magnetic disturbances
in indoor spaces. We thus leverage the inertial sensors as a supplementary role
to enhance the localization performance.
In this paper, we design an indoor localization system using the crowd-
sourced fingerprints of magnetic fields. The steel structures of a building re-
sult in distinct patterns of the magnetic fields at individual points in an indoor
space. The indoor positioning techniques such as [2, 6, 7] leverage such patterns
as magnetic fingerprints. It is well known that (e.g. [2]) the magnetic finger-
prints are robust to the environmental changes, and nearly unchanged as time
goes on. Localization techniques such as [12] propose to rely on crowdsourcing
magnetic fingerprints. Based on the graph modeling, [12] suggests a clustering
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methodology for the crowdsourced fingerprints based on the corridor length,
the average heading direction, and the similarity among the magnetic finger-
prints. However, the learning time increases in crowdsourcing scenarios since
[12] relies on the dynamic time warping (DTW) algorithm [34] with a com-
plexity of O(N2) to compare the magnetic fingerprints. Meanwhile, we lower
the complexity of the fingerprint comparing algorithm and introduce a novel
learning model based on the hidden markov model (HMM).
In summary, we make the following contributions.
• This paper proposes an indoor localization system using the crowdsourced
magnetic fingerprints, which achieves high positioning accuracy.
• We design a novel unsupervised learning algorithm based on the HMM to
increase the learning and positioning performance.
• To reduce the time for HMM learning and system stabilization, we in-
troduce a lightweight algorithm for comparing the similarity between the
magnetic fingerprints.
• Using the measurement data collected from smartphones in a 60 m × 40
m office area, experiments reveal that the proposed system achieves fast
learning and high accuracy.
The rest of this paper is organized as follows. Section 3.2 introduces the
characteristics of the magnetic field measurements when designing crowdsourc-
ing systems using magnetic field fingerprints. In Section 3.3, we explain the
issues in designing an HMM-based indoor localization system and introduce
preliminary experiments to show the feasibility of the base model. Then we
detail the system architecture in Section 3.4. Section 3.5 shows the evaluation
results.
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3.2 Characteristics of Magnetic Field
3.2.1 Robustness
Using magnetic field patterns in indoor spaces as fingerprints can pro-
vide some advantages in terms of robustness. The magnetic fingerprints hardly
change over time [2]. Also, unlike radio signals, they are not affected by moving
objects like doors and humans. It is reported that medium-sized ferromagnetic
objects, such as elevators, have little or no effect on the object if the magnetic
sensor (say, in a smartphone) is farther than 10cm [2, 5, 7, 8]. Thus, the magnetic
fingerprints rarely change in indoor spaces unless a large-scale reconstruction is
carried out or large ferromagnetic objects (such as a subway train) is passing.
Such robustness is significant when designing indoor positioning techniques as
it can substantially reduce the amount of measurements and the time to set up
a stable fingerprint database.
3.2.2 Distinctness
A raw measurement by a magnetic sensor at a location is a three-dimensional
vector: Braw = (Bx, By, Bz). For calibration (and comparison) purposes, we
need to transform the 3D vector into a 2D one, which means Bx is made 0 so
that its heading is aligned with the north. The transformed 2D vector is denoted
by Bhv since it has a pair of horizontal and vertical elements. The Bhv is only
2D and hence multiple locations may have similar values (of Bhv) [26, 27], which
might result in poor localization performance.
To overcome these issues, we adopt the methodology in [2], which exploits
the spatial change of magnetic readings. That is, as a user walks along a corridor,
the sequence of 2D magnetic vectors will be the fingerprint of the corridor in our
system. In contrast, the sequence of the magnitudes of Braw vectors becomes
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the fingerprint in [2]; the magnitudes are one dimensional, which will be less
distinct.
3.2.3 Diversity issues
Magnetic readings are robust to the environmental changes; however, we
need to take into account a few external factors: device diversity and user
diversity.
Device diversity
Different magnetic sensors may be manufactured with different sensing meth-
ods and/or materials. Thus, different magnetic sensors may output different
readings at the same location. As reported in [7], there can be absolute dif-
ferences between the magnetic readings from different sensors. However, the
(spatial) changing patterns of the magnetic reading along the same corridor are
almost the same even with different devices. Thus, the device diversity can be
easily resolved by considering spatial patterns [6, 7].
User diversity
Henceforth, we define a magnetic fingerprint to be a series of magnetic
readings along a corridor. Note that, for the same path, the different walking
speeds and/or different step lengths of different users may generate different
magnetic fingerprints [4, 12]. Figure 3.1 shows the different patterns of the two
magnetic fingerprints collected by two users with different step lengths.
To compare the magnetic fingerprints with different rates of changes, the
existing systems such as [6, 12] rely on the DTW algorithm, which measures
the similarity between the time series data with different time scales. However,
the time complexity of the DTW algorithm is known as O(N2) where N is the
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Figure 3.1 Magnetic fingerprints are plotted when two users with different step
lengths walk along the same corridor. Note that the changing patterns of mag-
netic readings are similar even though time scales are different.
number of measurements of a series, which also spends substantial memory to
look up the elements in a non-linear fashion.
3.3 Design of HMM for Crowdsoucing
3.3.1 Basic Model
The central idea of this paper is to use the Hidden Markov Model (HMM)
for constructing a magnetic fingerprint database using crowdsourced data. The
HMM [30, 31, 32] is an efficient machine learning model by which we can break
down a system of state transitions in terms of hidden states and visible obser-
vations, and infer the corresponding states from the observation sequences. In
a crowdsourcing-based fingerprint construction, we should estimate the loca-
tion at which each fingerprint is collected. For this purpose, we formulate the
crowdsourcing-based localization problem as an HMM in which we define the
location (i.e., a corridor) of fingerprint collection as a state and the collected
fingerprint as an observation.
Figure 3.2 shows the HMM-based learning model to construct a magnetic
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Figure 3.2 An HMM-based learning model using magnetic fingerprints is illus-
trated, which has 4 states and 3 observations.
fingerprint database using the crowdsourced fingerprint data. As explained in
Section 3.2, the magnetic readings in indoor spaces are robust to the envi-
ronmental changes. However, we have to use the spatial change of Bhv as a
magnetic fingerprint since a magnetic reading at a location is not so distinct.
A sufficiently long distance is required to use the spatial change of Bhv as the
magnetic fingerprint. That is, the state, which models a portion of a possible
path, needs to be long enough to be distinct. In an indoor space consisting
mainly of corridors, we can easily define states by dividing the whole space into
corridors (or their segments). Figure 3.2 illustrates 4 states: S0, S1, S2, S3, each
of which is a part of a corridor in the space1.
In Figure 3.2,O0, O1, O2 show the three observations; these are three distinct
magnetic fingerprints, each of which is the spatial changes of Bhv along the
corresponding corridor. Each observation can be made in any of the states; in
other words, an observation has the emission (observable) probabilities from all
1The possible directions in which users move along a corridor is two, say eastward and
westward, or northward and southward. That is, for a given part of a corridor, two states
with opposite directions are allocated. Thus, there are actually eight states for a real HMM
in Figure 3.2. For now, let us proceed with the 4 states for sake of exposition
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the states in which it can be observed. For instance, O2 is observed in states S1
and S2. In this paper, we exploit pedestrian dead reckoning (PDR) events such
as steps and turns to detect the transition between the states. Note that we
adopt the algorithm in [25] to detect a step event and use the angular velocity
from a gyroscope to detect a turn event.
For crowdsourcing magnetic fingerprints, the HMM has three parameters
for learning after defining the set of the states ΩX = q1, . . . , qN and the set of
the observations ΩO = v1, . . . , vM , where qi is the i-th state and vk means the
k-th observation.
HMM = (ΩX ,ΩO, A,B,Π) (3.1)
The three parameters are the transition probability A for transitions between
the states, the emission probability B for the observations from all the possible
states, and the initial state probability distribution Π when the HMM learning
process starts. Equation 3.2 shows the relation between the parameters, where
Xt and Ot are the system state and the observation at time t, respectively.
A = {aij} = Pr(Xt+1 = qj |Xt = qi)
B = {bi(k)} = Pr(Ot = vk|Xt = qi)
Π = {πi} = Pr(X0 = qi)
(3.2)
In the HMM for the crowdsourcing scenarios where users move and report
magnetic readings, aij means the probability that a user moves from a location
(i.e. state i) to another (i.e. state j), and bi(k) refers to the probability that an
observation vk is measured in state qi. Π refers to the probability distribution of
the locations where the user starts walking in the test space. A can be allocated
depending on the structure of the target space, and Π can be allocated equally
for all states since users may start collecting magnetic data from anywhere.
Thus, learning A and Π is straightforward. However, learning the values of B
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Figure 3.3 Preliminary experiments of the HMM-based crowdsourcing localiza-
tion are carried out.
is not easy.
3.3.2 Issues in HMM Learning
To learn the HMM parameters, we adopt the Baum-Welch algorithm [33],
which learns unknown parameters by iterated operations on the sequences of
the observations, and requires {A0, B0,Π0} as initial inputs. Note that, the
closer the initial parameters are to the actual probability distributions of the
states and the observations, the higher the learning accuracy will be.
While it is easy to allocate the A0 and Π0, allocating B0 is not straightfor-
ward. Since the spatial changes of Bhv in multiple states might exhibit similar
patterns, it is not easy to assign measured magnetic fingerprints to the corre-
sponding measured locations.
3.3.3 Preliminary Experiments
We conduct preliminary experiments (i) to show how to allocate the param-
eters of the HMM and (ii) to demonstrate how the HMM-based learning scheme
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Figure 3.4 The errors of the estimated heading directions and the refined direc-
tions are plotted as a user walks along four different corridors in the testbed.
The heading estimation errors are mostly marginal or intermittent; however,
the bottom right case shows substantial errors due to magnetic disturbances.
60
Figure 3.5 Segmentation of the state too short makes many same magnetic
patterns in the target space.
performs. Figure 3.3 shows the testbed consisting of the four corridors, which
stretch over a 18m * 17m space in an office building. Each state corresponds
to a corridor (or its segment) of fixed length 5m. Also, the starting point of a
user is set to a location like an elevator at the right lower corner for simplicity.
The experiments focus on how to allocate the parameters of B0 accurately since
it is important to set the initial probabilities to achieve high accuracy in the
HMM-based localization scheme.
When defining the state, the length of the state and the learning accuracy
are in a trade-off relationship since the length of the state is directly related
to the length of the magnetic observation. The longer the magnetic observa-
tion having high discernibility, the higher the learning accuracy. However, the
longer state may not include the location for the user to move, such as corners.
On the other hand, the shorter the length, the lower the discernibility of the
magnetic observation. As depicted in Figure 3.5, Segmentation of the state too
short makes many short and simple patterns that may be the same as the other
patterns in the target space, resulting in severe low learning accuracy. There-
fore, for efficient modeling, we have defined the state as moderately long and
segmented in corner points.
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There are two approaches when we allocate the parameters of B0. First we
can assign the same value for all the probabilities of B0; while this is simple,
the training the HMM with such initialization is likely to fail. In the second
approach, every probability is set to a different value based on additional data
from other sensors. For this, we use the location information of a few WiFi
access points (APs) as a hint for setting initial probabilities. First of all, we
collect the received signal strength (RSS) from the APs as well as magnetic fin-
gerprints using smartphones. Also, we estimate the distances between the APs
and individual states based on the Log-Distance Path Loss (LDPL) model with
the WiFi RSS. Equation 3.3 shows the LDPL formula, which is a radio prop-
agation model of the distance d from a WiFi AP to a smartphone considering
its path loss PL(dB).




where d0 is a reference distance, and PL(d0) is a path loss at the reference
distance, and n is a path loss exponent reflecting the surrounding environments.
We set n as 2 and d0 as 1m at the experiments.
For example, in case of state 1, the distances from the APs are 12m, 15m,
20m, 4m, which correspond to -61dBm, -63dBm, -66dBm, -50dBm as RSS val-
ues. RSS values at different locations exhibit different patterns depending on
their distances from the APs, which can be used for allocating B0. As men-
tioned earlier, there are two states for a single corridor (or its segment) since
users walk in two directions. Thus the two states of the same corridor whose
RSS values are most likely to be mapped to the distances from the APs will be
assigned to 0.5, respectively, as the initial value of the observation probability.
We use 24 states (i.e. 12 corridors), each of which is a corridor of 5m length;
we identify 37 observations from the 24 states, which is collected by users with-
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Figure 3.6 The effect of MFV filtering in fifteen corridors of the tesetbed is
plotted.
out the information of their true locations2. Figure 3.9(a) shows the results of
the Baum-Welch learning algorithm in the form of a confusion matrix, which
shows the emission probability of the observation from each state. If there are
multiple possible observations in a state, the sum of their probabilities is 1.
There are multiple similar observations across different states since the length
of the corridor is only 5m. Note that the diagonal line of the confusion matrix
is not so noticeable. Nevertheless, when we input 11 observation sequences that
have total 270 observations into the learning model, it shows a state-matching
accuracy of 97.78%. The result is promising although we make assumptions like
the knowledge of AP locations, fixed size of the corridors, and pre-determined
starting points.
3.4 System Architecture
3.4.1 Enhanced Learning Model
We extend the above HMM model to relax the assumptions in the prelimi-
nary experiments such as the knowledge about AP locations, use of WiFi RSS
2A true location is also called a ground truth (GT) location.
63
Algorithm 2: searchState Algorithm
Data: O = Observations in a Observation Sequence
S = Entire States
Result: State Sequences with the Corresponding Observations
/* initialized only at the first call */
o = o1 in O, s = s1 in S
if o.heading == s.heading then
o.length = o.step ∗ lengthstride
if o.length == s.length then
add (s, o) to listcandidate
end
else if o.length > s.length then
(of , ob) = split(o);
add ob to O at the next index
add (s, of ) to listcandidate
end




foreach sn ∈ s.connectedStates do




values, fixed length corridors, and known starting points. In the above model
with the fixed length corridors, collected magnetic readings should be divided
into segments so that they can be mapped to the fingerprints of the corridors.
For this, we count the steps (of a user) from the accelerometer, so that we can
estimate the user’s walking distance. In this way, we can identify the start and
end of a fingerprint from magnetic readings.
In the extended model, a state corresponds to a corridor of arbitrary length
(not of fixed length) depending on the layout of corridors. The boundary of
a corridor (or its segment) for a state is demarcated by a user’s turns. This
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approach allows the target space to be segmented at the turning points, which
helps to extract each observation (corresponding to a state) by segmenting the
magnetic readings (into fingerprints) when turn events occur. For this, we need
to count the number of steps and to estimate step length, to be compared
against the length of a corridor during the HMM learning process. Figure 3.8
shows the floor plan of the testbed, which illustrates how the corridors of dif-
ferent lengths correspond to states. The blue rectangle indicates the corridors
segmented at each corner. Also, the learning model does not need the additional
information such as AP locations; instead it takes into account the magnetic
fingerprint, the number of steps, the step length, the heading direction, the
layout of corridors, to be detailed in the next section.
3.4.2 Pre-processing Crowdsourced Data
Trajectory Segmentation
In order to extract the observations from the magnetic sensor to compare
against the states of various lengths, we first segment the user collected data
by turns. We detect a turn event by integrating the angular velocity from the
gyroscope to estimate the angle of user rotation. The threshold for the turn
detection is set to 20 degrees to mitigate the effect of noises during walking.
User data containing U-turns are excluded from the analysis since turn events
in the middle of a corridor give wrong data to the HMM learning model.
Calibrating Heading Direction
In some cases, a user may go straight along multiple corridor segments
(i.e. multiple states) if a corridor is long. Since there is no turns, we need to
figure out how to identify multiple states without turns. For this, we estimate
the number of steps and the heading direction of the user as additional HMM
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(a) Patterns with different
time scales





Figure 3.7 The procedure of how to compare similarity between magnetic fin-
gerprints is illustrated.
learning features with the magnetic fingerprint. The number of steps can be
easily counted by applying the step detection algorithm [25]. However, as to the
heading direction, although the magnetic disturbances in indoor spaces generate
a distinct magnetic pattern at each location, they can also cause substantial
errors when estimating the heading direction from magnetic readings. Each
sub-figure of Figure 3.4 shows the errors of the estimated heading directions
collected as the user walks along the four sample corridors in the testbed. The
red and blue lines indicate the estimated heading and refined heading directions,
respectively. (The refining mechanism is detailed below.) In the bottom right
case of severe magnetic disturbances, there are substantial errors (even opposite
direction!). However, substantial errors occur intermittently, and in most cases,
relatively small errors occur.
Assuming that the user walks only in the direction of a corridor, the available
heading directions of the user are constrained by the possible directions of the
corridors (say, north, south, east and west). We can thus filter a small amount of
heading error by dividing the 360-degree direction into the number of directions
of corridors. Thus, the estimated heading direction of the user is refined into
one of the four possible directions. The blue dotted line in Figure 4 shows the
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filtering results; the filtering effectively reduces the heading errors.
To reduce the heading errors, we choose the most frequent value (MFV)
of estimated heading directions since the severe errors do not frequently occur
along the straight path. Figure 3.6 shows the results of filtering the heading
directions along the 15 corridors in Figure 3.8. We choose one of the two direc-
tions in the corridor (say, east or west) and collect the heading directions while
walking in a straight line since the tendencies of heading errors in both direc-
tions along the same corridor are similar. Then, the above filtering is applied
to the heading directions. The y-axis means the ratio of the correctly estimated
direction. Since the ratio of the correct estimation are mostly high except for
corridor 10, the MFV shows the stable estimation of the heading direction.
In corridor 10, the correct heading estimation ratio is 0.28. To overcome
this, we leverage the turn direction calculated by the gyroscope, which allows
us to estimate the change (or turn) in the walking direction. Thus, we refine the
MFV filtering results based on the gyroscope-based turn estimations when the
MFV heading differences between the observations are not consistent with the
gyroscope results in a user trajectory. Such turn-based direction tuning process
estimates the heading directions with 100% accuracy.
3.4.3 Allocating Initial HMM Parameters
After pre-processing, we now have calibrated trajectories (or observation se-
quences) with the correct heading directions and the walking distances. As the
number of possible sequences of states that match the user’s trajectory is typi-
cally small, B0 is mostly accurately assigned. For example, if we infer from an
observation sequence that the user walks along a square path counter-clockwise,
there are four possible sequences of states without the heading information.
However, there is only one case if we know the heading direction.
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Figure 3.8 We evaluate the proposed localization scheme in an office area of 60
m × 40 m.
Algorithm 2 recursively iterates all states and finds a sequence of states
whose observations match the walking distances and heading directions. The
possible sequences of the states corresponding to the observations are the can-
didates for B0 assignment. If a user walks along a long straight corridor, it
contains a sequence of different states. In that case, Algorithm 2 splits the
observation sequence considering the estimated walking distances.
The step detection algorithm achieves more than 95% accuracy. However,
the walking distances of individual users can be different as their step lengths are
different even if their numbers of steps are the same. For tuning the step length,
Algorithm 2 is performed by adjusting the step length by 0.05m in the range
of [0.55m - 0.7m]. Such fine-tuning process may generate multiple candidates
for a single observation sequence. Also, if there are multiple possible sequences
of corridors that match the given trajectory in the target space, a wrong state
might be selected sometimes in B0 assignment. However, the wrongly assigned
emission probabilities are likely to be corrected as the observation sequences
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(a) Preliminary experiment (b) Extended HMM experiment
Figure 3.9 Confusion matrices of the emission probability of B after Baum-
Welch learning are shown for the preliminary experiments and the extended
HMM experiments.
accumulate. Thus, the Baum-Welch learning process can overcome those tran-
sient errors of the emission probabilities. In the experiments, the accuracy of
state matching for the observations by Algorithm 2 is 93.3%, and further learn-
ing with the Baum-Welch algorithm during the evaluation also achieves high
learning accuracy. As an alternative to algorithm 2, particle filter can also be a
magnetic observation allocation algorithm based on the PDR result. We imple-
mented the PDR-based particle filter proposed in [3] by applying 3000 particles
and the MFV technique, as shown in Figure 3.10. Particle filter achieved a
state matching accuracy of 94.1% for all observations, showing a slightly higher
accuracy than the heuristic algorithm 2. However, the particle filter showed
relatively high time complexity since 3000 particles are continuously emulated
for all coordinates in the target space. Also, in corridor-oriented spaces, the
abstracted magnetic observation model proposed by our HMM-based system is
sufficient to design the crowdsourcing system and provide the magnetic field-
based localization service.
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Figure 3.10 We implement the particle filter algorithm to validate the efficiency
of B0 allocation algorithm.
3.4.4 Comparing Similarity between the Magnetic Fingerprints
As explained in Section 3.2.3, DTW computes the similarity between two
sequences of magnetic readings with different time scales. However, DTW be-
comes too slow due to time complexity of O(N2) to use in crowdsourcing sys-
tems as the sequence increases. Instead of DTW, we suggest a lightweight algo-
rithm to compare the similarity between the magnetic fingerprints. In magnetic
fingerprints, a different time scale (or walking speed) means a different reading
rate.
The reading rate of the magnetic sensor is fixed per time unit; thus, the
number of readings per distance depends on the user’s walking speed and step
length. As the walking speed is the number of steps times the step length
per time unit, sampling the same number of magnetic readings per step can
normalize magnetic fingerprints across different walking speeds as shown in
Figure 3.7(b). As to the step length, the magnetic fingerprint can be normalized
by segmenting the magnetic fingerprint into N sections as shown in Figure
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We conduct the experiments on the testbed of 60m * 40m size in an office
building. The entire space of interest consists of rectangular corridors; thus there
are four directions. The experiments consist of two phases. The first phase is
to construct a magnetic fingerprint database by user U1 and device D1, which
is carried out for 15 minutes. For this, we collect the data of magnetic and
inertial sensors (of device D1) over a path of 1 km length, which consists of 6
different trajectories for Baum-Welch learning. Note that the time taken at this
phase means the time to construct the initial fingerprint database. We need
15 minutes for the 2,400 m2 sized target space and the collection time will be
gradually increased in linear time as the space size increases.
In the second phase, we evaluate how accurately the proposed scheme local-
izes a target user over multiple trajectories (total 3.5 km length). To test user
diversity and device diversity, there are 4 cases in the evaluation experiments:
(1) user U1 walks with device D1 (u1-d1 ), (2) user U2 walks with device D1
(u2-d1 ), (3) user U1 walks with device D2 (u1-d2 ), (4) user U2 walks with
device D2 (u2-d2 ). The whole data is collected over 41 trajectories with various
lengths for three months. Note that U1 and U2 are man and woman testers
with different physiques and step lengths, respectively; D1 and D2 are Google
Nexus 5 and Samsung Galaxy S8, respectively.
3.5.2 Learning Accuracy
Figure 3.9 shows the confusion matrices between the states and the obser-
71
Metric Dataset
u1-d1 u2-d1 u1-d2 u2-d2 total
P25 (m) 0.00 0.02 0.03 0.00 0.00
P50 (m) 0.18 0.38 0.29 0.15 0.25
P75 (m) 0.90 0.92 0.82 11.30 0.96
Average (m) 1.77 2.34 2.77 5.39 2.80
Viterbi (%) 100% 96.39% 94.92% 93.33% 96.47%
Table 3.1 Experiments to evaluate positioning and learning accuracy are carried
out with user and device diversity scenarios.
vations made in each state (B) after the Baum-Welch learning for both the pre-
liminary experiments and the extended HMM experiments. Figure 3.9(b) shows
that the extended HMM experiments find B more accurately, even though the
target space is more complex and the number of states is increased. The method
of allocating B0 introduced in Section 3.4.3 has improved the learning perfor-
mance without the information like AP locations.
However, it is difficult to quantitatively evaluate whether the HMM learning
is successful by examining B since multiple observations can be assigned to
the same state. We thus evaluate how accurately B is developed by using the
Viterbi algorithm [29], which returns the sequence of states having the highest
matching probability for a given observation sequence. The matching accuracy
of the Viterbi algorithm also implies the accuracy of updating and learning B
by the Baum-Welch algorithm. The last row of Table 3.1 shows the learning
performance for the test user’s magnetic data from the 41 trajectories consisting
of total 255 observations. The 246 observations are matched exactly, showing
a high learning performance of 96.47%. Among the 4 diversity scenarios, the
dataset collected by U2 using D2 (u2-d2 ) performs relatively low at 93.33%, but
still shows a high learning performance. If B is developed without tuning the
step length as explained in Section 3.4.3, the matching accuracy of the entire
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Figure 3.11 The cdf of the localization performance of the proposed scheme is
plotted as we increase the magnetic fingerprint of the user in terms of the user’s
moving distance.
dataset is reduced to 76.56%. The learning performance heavily relies on tuning
the step length during B0 allocation.
3.5.3 Positioning Accuracy
After learning, B becomes the magnetic fingerprint database for all the
states and observations. To test the accuracy of this database in terms of local-
ization performance, we evaluate the positioning accuracy by introducing the
algorithm in LocateMe [2], which accumulates some amount of the magnetic
readings from user movements before requesting the localization service. Lo-
cateMe then exploits a sliding window-based method to search the magnetic
fingerprint database and finds out the corridor unit with a similar pattern to
estimate the user’s location. Figure 3.11 shows the positioning accuracy as we
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(a) Linear regression (b) Positioning accuracy
Figure 3.12 The DTW and the N -section ED algorithms are compared in terms
of correlation and position accuracy.
increase the length of the accumulated magnetic readings before localization
requests. The accumulated length means the minimum distance required to
initiate the localization service. We set 15m as default for the minimum accu-
mulative length. Notice that more than 90% of data show stable performance,
and the users generally need 10 seconds to walk the distance of 15m. So setting
15m as the minimum distance is sufficient in the aspects of the accuracy and
initialization time both.
In Table 3.1, the localization performance for the entire data is extremely
high in accuracy, with an average error of 2.80m and a median error of 0.25m.
For each diversity scenario, except for u2-d2 scenarios, the positioning perfor-
mance achieves high accuracy mostly. In some cases of u2-d2, the performance
can be improved by applying matching algorithms such as Particle Filter, which
reduces the fingerprint searching space. The proposed system thus shows sta-




Figure 3.12(a) shows the results of the linear regression between the simi-
larity scores based on the DTW and the proposed N -section Euclidean distance
(ED) when we compare 380 magnetic fingerprints in the dataset. The Pearson
correlation coefficient of the scores of the two algorithms is 0.85, which indicates
high correlation, while the proposed scheme shows much faster computational
performance. The proposed scheme takes an average of 0.14ms to calculate the
similarity between one pair of observations, while the DTW takes 5.63ms. Over-
all time delays spent on Baum-Welch learning with N -section ED and DTW are
27.3s and 9,949.8s, respectively, showing a 364x of performance enhancement.
Figure 3.12(b) plots the positioning accuracy of the two algorithms in cdf, which
reveals a slight difference. The matching accuracy of the Viterbi algorithm is
also similar: 95.29% with DTW, 96.47% with the proposed scheme.
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Chapter 4
Discussion and Future Work
4.1 Open Space Issue
As claimed in [58, 59, 60], there are still many issues to be addressed in the
study of indoor localization in open space (large space). Compared to the nar-
row corridor-oriented space, the users can move with a higher degree of freedom
in the open space. Therefore, to use the magnetic field data sharing the same
dimensions globally as a fingerprint requires a massive size of searching space.
Also, to provide the localization service in the open space, the administrator
has to deploy many infrastructures and collect and maintain the large size of
the fingerprint database to cover a wider area. In the case of the magnetic
field-based system, the cost of installation, data collection, and maintenance
are not problematic. There is no need for extra infrastructure to use the mag-
netic field, and data collection and maintenance costs can also be reduced if
the crowdsourcing methodology is applied. However, in open space where users
have higher freedom of movement, the temporal change over time in the mag-
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netic field cannot be used as fingerprint since the magnetic fingerprint has low
discernibility. Therefore, the learning model using the long and two-sided state
which is based on the temporal change of the magnetic field, proposed in Sec-
tion 3.4, is challenging to apply in the open space directly.
As future work, we seek to design a system leveraging landmark [62] to con-
struct the localization database with a crowdsourcing approach. Landmark is a
location where we can ensure that the multiple users passed the same location
by detecting the unique pattern of sensors. In the open space with fewer spatial
constraints, there is no reference point to deploy and align the crowdsourced
data, and the pattern diversity and searching space of the magnetic fingerprint
itself also grow wide. We thus aim to leverage the diverse and landmark points
as many as possible in the open space, to find out the reference point for aligning
and calibrating the crowdsourced data.
Magnetic Landmark
First, we studied whether it is possible to build a landmark using the magnetic
field. If we can detect that multiple users passed the same location by using the
magnetic field that is robust to changes in time and the effects of the human
body, it is feasible to design an accurate crowdsourcing based system. We first
collected the magnetic field data in a 39 * 67m sized open space and segmented
the collected data into 0.4m sized square. Then we applied the DBSCAN clus-
tering on all segmented data to find out the outliers. The locations with these
outlier data are where having a unique magnetic pattern.
Figure 4.1(a) shows the clustering result. The black dots are the clustered
points and the red dots are the outliers. We choose the rightmost outlier whose
uniqueness is clear then check whether its magnetic pattern is also distinguish-
able. Figure 4.1(b) shows the temporal changes in the magnetic field obtained
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(a) Clustering result (b) Magnetic patterns shown with
different path
Figure 4.1 The clustering result to extract the magnetic landmark and its pat-
tern with different moving path
as the user passes the selected outlier point n the east-west (EW) and north-
south (NS) directions. In the open space, the same level of unique values should
be observed around the magnetic landmark regardless of moving in different di-
rections since each user passes the magnetic landmark through different paths.
The red rectangle in Figure 4.1(b) means the moment when both the EW and
NS paths pass through the outlier point (say, magnetic landmark), and the
unique value of the rightmost point in the clustering result in Figure 4.1(a) is
observed repeatedly, regardless of the walking direction. Therefore, the outlier
location can be used as a magnetic landmark.
Inertial Landmark
A different kind of landmark we seek to introduce is an inertial landmark (also
called seed landmark). As claimed in [1], the inertial landmark is a location
where the unusual pattern is observed in inertial sensors such as accelerometer,
gyroscope, and compass due to repeated walking patterns of the users. Notably,
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since the locations such as elevator, escalator, stairway, and building entrance
can be easily detected by the inertial sensor, we can infer and calibrate the
crowdsourced positions with high accuracy by leveraging the inertial landmark
if we have the floor plan of the target space. While it is difficult to know
where the magnetic landmark is actually located, the inertial landmark can
be used as a calibration reference point with high confidence when designing
the crowdsourcing system.
System Design
The comprehensive design of the crowdsourcing system in open space to be
studied in the future is as follows. First, the users collect observed inertial
sensor values and magnetic patterns as they walk through the target space
without recording the collection location. After receiving the collected data,
the server then calibrates the user path inferred by the PDR algorithm. The
raw heading direction detected by the magnetic field exhibits a significant error.
The server thus combines the raw heading direction with the relative change in
direction detected by the gyroscope; the overall relative path for the individual
user is corrected. However, the corrected user path still contains a large absolute
directional error. That is, we need to estimate how individual user paths are
placed in the target space, and we plan to use the landmarks to correct these
errors.
First, the server uses the inertial landmark to place the user path in the
location that can be estimated with high confidence, such as elevators and
escalators. Figure 4.2(a) shows an example of placing the user-collected path
that is calibrated with the gyroscope, according to the location of the detected
inertial landmark. We collected four paths starting from the different inertial
landmarks (elevators and escalators) towards a magnetic landmark in the same
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(a) Initial state
(b) Calibration with the space constraint
(c) Final calibration result
Figure 4.2 The suggested system design for constructing the fingerprint
database using the crowdsourced magnetic field data
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location. The orange circle in the figure means the location of the magnetic
landmark detected on each user path, while the red circle shows the actual
location of the magnetic landmark, which is not known at the point in Figure
4.2(a). Figure 4.2(b) shows the calibration result of the user’s path by rotating
it around the inertial landmark by applying the spatial constraint like walls.
Although the open space is relatively large, the calibration using the wall is still
applicable if the user path is long enough. Figure 4.2(c) shows the result of the
final calibration using the magnetic landmark. By leveraging the probabilistic
technique (such as maximum likelihood estimation), the server can calibrate
the user path so that the locations of the detected magnetic landmark in each
user path are as close as possible.
In addition to the high-level model design proposed above, we plan to ad-
dress the detailed research issues. The crowdsourcing data collected by the users
on various models of devices include model-specific sensitivity and the sensor
errors that result from user diversity, such as differences in the type of posses-
sion of the device and the stride length. Also, since the detection accuracy of the
magnetic landmark has not yet been fully verified, unlike the inertial landmark,
we plan to conduct further research on whether other types of landmarks can
be introduced and leveraging the statistical features to enhance the detection




In the first paper, we designed and implemented a practical indoor localiza-
tion system based on the magnetic field, for use in IoT applications. We first
addressed the issues related to using the magnetic field for localization, and de-
signed an IoT device equipped with a magnetic sensor, an accelerometer, and a
BLE interface. Using the results of our preliminary experiments, we sought to
streamline the computational overhead and the sensory data for localization.
We also enhanced the efficiency of the particle filter algorithm by adopting
multiple techniques. The comprehensive experiments reveal that the proposed
system achieves the median localization accuracy of 1 m, while satisfying the
low computational overhead and high energy efficiency requirements.
Next, we propose an indoor localization system based on crowdsourcing
magnetic fingerprints. The crowdsourcing approach for indoor localization is
efficient in terms of cost and time, but its accuracy is still questionable compared
to the site survey-based systems. We adopt an unsupervised learning algorithm
based on the HMM for better learning performance and design a lightweight
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algorithm to compare the similarity of magnetic fingerprints. The proposed
HMM-based localization system achieves high performance since the magnetic
field is more stable than WiFi radio signals. The proposed system achieves the
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왔다. 실내 측위 시스템을 설계할 때 WiFi, Bluetooth, 관성 센서와 같은 다양한
종류의센서나무선인터페이스들을활용할수있는데,그중에서도지자기센서에
서 측정한 자기장의 패턴을 측위에 사용하는 시스템은 정확성과 안정성 측면에서
타 시스템에 비해 큰 장점을 지니고 있다. 철골 구조에 기반하여 건축된 현대 건축
물들의 실내 공간에는 지자기장의 왜곡이 발생하며 이는 곧 실내의 개별 공간들에
고유하고 안정적인 지자기 패턴을 발생시킨다. 이를 실내 측위의 맥락에서는 지자
기지문이라고정의하는데이지자기지문은사용자의움직임,문과창문의여닫힘
등과 같은 일상적인 환경 변화에 강건하며, 특히WiFi 등 무선 신호와 비교하였을
때 높은 수준의 안정성을 보인다.
그러나 이와 같은 안정성에도 불구하고 지자기 지문을 이용하여 실내 측위
시스템을 설계할 때에는 몇가지 고려해야할 사항들이 있다. 먼저 지자기 지문은
센서 데이터의 낮은 차원 개수로 인하여 AP 개수에 따라 데이터의 차원이 수십,
수백개에달하는무선신호에비하여구별성이매우낮다.대부분의기존연구들은
많은 양의 연산을 수행하는 복잡한 알고리즘과 많은 센서를 이용하여 이를 극복
하였다. 또 대상 공간의 지자기 지문을 수집하기 위한 사전 조사 비용과 주기적인
지자기 지문 재수집에 드는 관리 비용 역시 지자기 지문을 사용할 때 고려해야할
문제점이다. 따라서 본 논문은 이 두 가지 문제점을 해결하는 데에 초점을 맞추어
작성되었다.
먼저사물인터넷 (IoT, Internet of Things)환경에서실내측위를위해지자기
지문을 활용하는 에너지 효율적인 경량 시스템을 연구하였다. BLE 인터페이스와
센서 2개(지자기 및 가속도계)만 탑재한 새로운 하드웨어 설계 방식을 제안하였
으며, 이 기기는 코인 크기의 배터리를 사용할 경우 1년 동안 동작 가능하였다.
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또한 최소한의 센서 데이터만을 이용하여 강건한 사용자 보행 모델과 효율적인
알고리즘을 도입한 파티클 필터 프레임워크를 제안하였다. 직접 설계한 사물인터
넷 기기와 알고리즘을 적용한 결과, 본 시스템은 낮은 계산 복잡성과 높은 에너지
효율을 보여주면서 일반적인 사무실 공간에 대하여 평균 1.62m의 측위 정확도를
달성하였다.
다음으로는 크라우드소싱 방식을 활용하는 지자기 지문 기반의 실내 측위 시
스템을 제안하였다. 실내 측위의 맥락에서 크라우드소싱은 명시적인 대상 공간의
사전 조사 과정 없이 지자기 지문 데이터베이스를 구성하는 방법이다. 지난 십수
년 간 실내 측위 연구를 위해 크라우드소싱 방법론이 활발하게 연구되어 왔으나,
크라우드소싱에 기반한 기존 측위 시스템은 일반적으로 사전 조사 기반 시스템
보다 위치 정확도가 낮게 측정되어왔다. 크라우드소싱 기반 시스텝의 낮은 측위
성능을 극복하기 위해, 본 연구에서는 지자기 기반 크라우드소싱 데이터를 사용한
실내측위시스템을제안한다.명시적인수집과정없이스마트폰사용자가일상생
활에서 자연스럽게 지자기 지문 데이터베이스를 구축할 수 있도록 HMM 기반의
새로운학습모델을구현하였으며,주로복도위주로구성된실내공간에서의평가
결과, 제안된 시스템이 96.47%의 학습 정확도와 0.25m의 중간값 측위 정확도를
달성하였다.
주요어: 파티클 필터, 실내 측위, 사물인터넷, 지자기장, 센서
학번: 2012-20733
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