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Introduction 
In 1948, the Dutch dialectologist Weijnen claimed the following: 
Onderzoekers hebben bevonden dat tweetaligheid een mens en zijn volk tot nadeel strekt storingen 
in het bewustzijn, linkshandigheid, stotteren, remming in de geestelijke ontwikkeling, vaagheid en 
verwarring in het woordgebruik, taalonzekerheid, vermindering der spraakzaamheid, 
minderwaardigheidscomplexen, letsel aan de persoonlijkheid zijn er de begeleidende verschijnselen 
van (p 27) 
(Researchers have found that bilingualism is a disadvantage for a man and his nation disruptions of 
consciousness, left-handedness, stuttering, inhibition of mental development, vagueness and 
confusion in word usage, linguistic insecurity, reduction of fluency, inferiority complexes, damage 
of the personality are the accompanying symptoms ) 
Nowadays, nobody believes that what Weijnen was claiming is true. Should bilinguals really 
experience all these malfunctions, no person would ever want to learn a second language 
(L2).1 Since many people are learning or have acquired an L2, and since they do not suffer 
from all the inconveniences Weijnen claimed they would experience, he evidently must have 
been wrong. (See for instance Baker (1993) and McLaughlin (1984) for evidence that 
bilingualism is not a disturbing mental condition.) 
However, when one starts to think about it, Weijnen's original thought was not so odd. 
After all, a bilingual has to store all the words, syntactic and pragmatic rules, etc of L2 in 
'In this dissertation, the term L2 will be used for both second languages (learned or acquired in an 
environment where the second language is predominantly spoken) and foreign languages (learned or 
acquired in an environment where the first language is predominantly spoken) 
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addition to all the elements of the first language (LI). All this 'extra' L2 information needs 
to be stored in memory, and requires additional processing time when being used. This is 
highly likely to be a cognitive burden. Since the set of malfunctions Weijnen described does 
not occur, the cognitive system of a bilingual person must be organised in a highly efficient 
way. 
There is more to consider. Despite the fact that bilinguals have two languages at their 
disposal, they are able to speak one language at a time, and they do not constantly mix the 
languages. How can this phenomenon be explained? Furthermore, especially in countries like 
the Netherlands, most people are bilinguals, and not monolinguals. They have learned foreign 
languages in secondary education, or they speak both the standard language and a dialect. 
Bilingualism often seems to be the rule, rather than the exception. 
Why is it then that in (psycho)linguistic research only monolingualism is examined {e.g., 
Chomsky, 1957; Levelt, 1989)? Bilinguals are only regarded as important subjects of 
investigation in applied linguistics. 
In this dissertation, we will focus on one aspect of bilingualism, namely the organisation of 
the bilingual lexicon. We will examine the influence of three factors, viz. the modality that 
is used, the proficiency level of the subjects, and the typological distance between the two 
languages involved. 
Modality is theoretically interesting, since it could influence the way in which lexical 
items are processed. In addition, contradictory results have been found for visual and auditory 
experiments. De Bot, Cox, Ralston, Schaufeli, and Weltens (1995) argue that these 
contradictory results are probably due to the modality that is used. During auditory 
processing, processing strategies might be used that are different from the processing 
strategies that might be used during visual processing. In order to understand their argument, 
one has to be aware of the fact that, traditionally, most research on the bilingual mental 
lexicon has concentrated on two types of stimuli, cognates and non-cognates. Cognates are 
translation equivalents with more or less the same phonological or orthographical form, like 
the English word arm, which has the same orthographical form in Dutch. Non-cognates are 
translation equivalents with a different phonological or orthographical form, like the English 
word chair, which is translated as stoel in Dutch. In general, visual lexical decision 
experiments have been carried out. The results of these experiments led to some generally 
accepted claims about bilingual lexical organisation: cognates would share a conceptual 
representation, whereas non-cognates would be represented by language-specific conceptual 
entities (De Groot & Nas, 1991). However, De Bot et al, who carried out an auditory lexical 
decision experiment, questioned these claims. On the basis of their results, they had to 
conclude that not only cognates, but also non-cognates share a conceptual representation, and 
that a possible explanation for these contradictory results seems to be the influence of 
modality on processing. 
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Proficiency level is an important factor to be examined, since several researchers have 
shown that there is a relation between proficiency in L2 and the organisation of the bilingual 
lexicon. Chen and Leung (1989), De Groot (1995), Kroll and Sholl (1992), and Potter, So, 
Von Eckhart, and Feldman (1984) among others have argued that the organisation of the 
bilingual mental lexicon may change during the course of learning. These researchers based 
their arguments not only on their own experiments, but also on extensive reviews of other 
research. For instance, the fact that bilinguals with a high proficiency level have more lexical 
items at their disposal in L2, compared to bilinguals with a low proficiency level, may 
influence the way in which these lexical items are processed. Furthermore, the lexical items 
of bilinguals with a high proficiency level may be retrieved faster than the lexical items of 
bilinguals with a low proficiency level, who often experience word finding difficulties. 
Typological distance is of importance since some languages are obviously more similar 
to one another than other languages. Similarity can be found at different levels (e.g., the 
phonological level, the morphological level, etc.). Translation equivalents between languages 
like Dutch and English are very similar at the semantic and syntactic levels. However, at the 
phonological and orthographical levels, there will be variation. At the phonological level, 
lexical items can vary from very similar to completely dissimilar. The English word TENT 
and its Dutch translation equivalent TENT have approximately the same phonological form, 
whereas the English word WINDOW and its Dutch translation equivalent RAAM have very 
different phonological forms. Translation equivalents can be orthographically similar, like the 
English word hand and its Dutch translation equivalent hand, while they can also be 
orthographically dissimilar, like the English word garden and its Dutch translation equivalent 
tuin. In other words, translation equivalents can vary in degree of cognateness in a number of 
ways. 
The proportion of cognates shared by two languages can also vary with the type of 
typological relationship between the languages. Language pairs with a strong typological 
relationship can share a large number of cognates. A standard language and a dialect share a 
large number of cognates, but they share only a small number of non-cognates. The number 
of cognates can be small for language pairs with a weak typological relationship. Dutch and 
Turkish only share a very small number of cognates, but they share a large number of non-
cognates. In addition, translation equivalents between Dutch and Turkish differ considerably 
at the syntactic and morphological levels. Turkish is an agglutinating language, whereas 
Dutch is not. This means that in Turkish most grammatical functions are realised by 
postpositions. These postpositions are attached to verbs and nouns. In Dutch, most 
grammatical functions are realised by using separate lexical items. Typological differences 
like these are likely to have an influence on the way lexical items are stored and processed. 
In this dissertation, we will describe a number of bilingual experiments. We conducted these 
experiments with the aim of providing a basis for a model of the bilingual lexicon that can 
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handle the research findings for the aspects discussed above. Therefore, modality, proficiency 
level, and typological distance were implemented as factors in these experiments. We used 
two types of stimuli, cognates and non-cognates. 
First, the literature on (bilingual) lexical research will be discussed in Chapters 1 and 2. 
Second, we will describe and discuss the experiments and the resulting data in 
Chapters 3 to 6.2 Finally, in Chapter 7, a model will be presented which is aimed at describing 
the processes inside the bilingual mental lexicon. 
2Earlier versions of Chapter 3 and the first half of Chapter 5 were published in the Journal of 
Psycholmguistic Research. Woulersen, De Bot & Weltens ( 1995), and in Applied Psycholmguistics: 
Woutersen, Cox, Weltens & De Bot (1994), respectively 
4 
Chapter 1 
Models of the bilingual lexicon 
1.1 Introduction 
In order to get a precise idea of the issues to be investigated in this dissertation, we will start 
this chapter by defining the terms bilingual and bilingualism. We will proceed with explaining 
two types of metaphors that have been used in bilingual modelling: spatial and activation 
metaphors. We will suggest that the activation metaphor is the more useful metaphor to 
explain the organisation of the bilingual lexicon (Section 1.2). Furthermore, we will discuss 
a number of monolingual and bilingual models of lexical organisation. It will be shown that 
none of the available models can adequately deal with the factors that play a role in the 
organisation of the bilingual lexicon (Sections 1.3 and 1.4). Finally, a conclusion will be given 
in Section 1.5. 
1.2 Definitions and explanations 
In this section, we will first define the terms bilingual and bilingualism. Second, we will 
discuss two metaphors used in bilingual modelling. 
MODELS OF THE BILINGUAL LEXICON 
1.2.1 Bilingual and bilingualism defined 
If one wants to make claims about the organisation of the bilingual lexicon, the definitions of 
the terms bilingual and bilingualism pose a challenge. A frequent interpretation of the term 
bilingual is that it refers to a person who speaks two languages equally well. For instance, 
Bloomfield (1933) claimed the following: 
In the extreme case of foreign language learning the speaker becomes so proficient as to be 
indistinguishable from the native speakers around him. (...) In the cases where this perfect foreign 
language learning is not accompanied by loss of the native language, it results in bilingualism, 
native-like control of two languages, (p. 55/56) 
This is certainly not the definition of the term bilingual that will be used in this dissertation. 
We will use the term bilingual to refer to all people that in one way or another are able to 
speak, write, understand, or read two languages. As a consequence, in this definition, the term 
bilingual does not say anything about the proficiency level that has been attained by a person. 
Note however, that we do not claim that proficiency level does not play a role here. A 
bilingual person could be at an advanced proficiency level, at an intermediate proficiency 
level, or at a beginning proficiency level. According to our definition, for instance every 
person who has learned an L2 in school will be called a bilingual, although some (undefined) 
minimum is assumed. 
It is possible that a bilingual will have reached a higher proficiency level in reading and 
listening, the so-called perceptive skills, than in writing and speaking, the so-called productive 
skills. As a matter of fact, in general, it is observed that, similar to the acquisition of LI (e.g., 
Clark, 1993), perceptive skills in L2 are developed prior to productive skills (e.g., Snodgrass, 
1993). Moreover, not only during the acquisition of a lexicon, but also in general, perceptive 
skills are better developed than productive skills. This is, among other things, due to the fact 
that non-linguistic (contextual) cues can be used to derive meaning during perception. During 
production, more linguistic cues are needed to convey meaning (Bloom, 1974). In addition, 
it could be a reflection of the fact that production is primarily a top-down process, while 
perception is not. As a result, when a word has to be produced, more internal information is 
needed, than when it has to be perceived. Moreover, it is a basic fact of cognitive science (and 
of daily knowledge) that recognition is superior to recall. 
Bloomfield was only referring to bilinguals of near-native proficiency in his definition 
of the term bilingual. We argue that one cannot generalise about the terms bilingual and 
bilingualism: the proficiency level of the bilingual(s) involved should always be taken into 
account. Therefore, in this dissertation the terms bilingual and bilingualism will always be 
qualified in terms of the proficiency level that is attained in L2. 
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1.2.2 Spatial and activational metaphors 
In order to construct a model of the bilingual lexicon, one has to make use of a metaphor, a 
description of the lexicon in terms of another domain with which it can be compared. In 
general, two kinds of metaphors are used to describe the organisation of the bilingual lexicon, 
spatial metaphors and activational metaphors. 
In general, spatial metaphors describe the bilingual lexicon in terms of whether the 
elements of the two languages are stored in the same place or not. When the elements are 
stored in the same place, the lexicons are said to be strongly related; when the elements are 
stored in different places, the lexicons are said to be unrelated. 
Spatial metaphors may be instrumental in guiding our thinking about the organisation of 
the bilingual lexicon. However, they are too simplified to provide us with precise descriptions 
of the psycholinguistic processes involved inside the lexicon (Schreuder & Weltens, 1993, 
p. 7). Spatial metaphors may only be useful in neurolinguistics, in order to describe the 
locations of specific lexical functions. 
In activation metaphors, the neurological organisation of the brain is taken as a frame of 
reference. Models of this kind generally look like networks of neuron-like units, usually called 
nodes, that are attached to each other by means of connections that may differ in strength. The 
nodes will pass on activation to other nodes, when they have reached a certain threshold level 
of activation. The stronger the connections between the nodes, the more activation is spread 
between the nodes, and the faster the nodes are activated. The nodes can also inhibit each 
other. When during the course of activation, several nodes are activated to a certain degree, 
they start to compete with each other, since only one node can be selected. This leads to 
inhibition. (See for a description of the mechanics of activation models Section 1.4.1. In this 
section, a description is given of the Morton (1969) and the McClelland and Rumelhart (1981 ) 
models.) 
If a spreading activation metaphor is used, specific questions can be asked in the case of 
the bilingual lexicon: whether the lexicons share certain nodes, and whether there are 
connections between the nodes of the two languages. In bilingual activation models, much 
emphasis is placed on the state of activation of both lexicons and the connection strengths 
between the lexical items in both languages. 
Spreading activation metaphors have two main advantages over spatial metaphors. The 
first advantage is that activation models allow for more precise statements about storage and 
retrieval mechanisms than spatial models. For example, the facts that lexical items need not 
always be accessed in full, and that processing has a gradual nature can be more easily 
accounted for with an activation than with a spatial model. Furthermore, activation models 
can describe the fact that the lexicons of a bilingual can be activated to a different degree. The 
second advantage is that they can be tested by means of computer simulations. The success 
of an activational model can be measured by comparing the response patterns of the subjects 
to lexical items in an experimental setting, with the time that is needed to activate those 
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lexical items in a computer simulation of the model. Moreover, with the help of computer 
models, more specific predictions can be made depending on the properties of the words, the 
proficiency of the speaker, and the task demands. 
1.3 Spatial models 
In the next sections, we will discuss three spatial metaphors: the Weinreich (1953) model, the 
Three-store model (Paradis, 1985), and three alternative hypotheses put forward by Paradis 
(1985, 1987). 
1.3.1 The Weinreich model 
Weinreich's description of bilingualism is probably the most commonly cited one in the 
literature on the organisation of the bilingual lexicon of the last forty years. However, it is 
often misunderstood. In this section, we will return to the original publication, and try to 
explain the misunderstandings. 
In his famous book 'Languages in Contact', Weinreich (1953) starts by stating that 
languages are in contact if two languages are used alternately by the same people. The 
practice of alternately using two languages is called bilingualism, and the people involved 
bilinguals. The book is primarily aimed at describing the interference mechanisms which 
are at work during language contact. By interference he means 
... those instances of deviation from the norms of either language which occur in the speech of 
bilinguals as a result of their familiarity with more than one language, i.e. as the result of language 
contact, (p. 1) 
Weinreich gives an example of interference at the word order level. Subject-verb-object word 
order is largely stylistic in Russian, whereas it is obligatory in English. According to him, 
English-Russian bilinguals may use this word order in the same way in Russian as in English. 
In other words, the English structure may interfere with the Russian one. 
Weinreich discusses whether the two phonological and semantic systems present in a 
bilingual are coexistent or merged into a single system. He adopted the framework and 
terminology of De Saussure (1916) to describe the organisation of the bilingual lexicon. Of 
special interest here is the attention Weinreich pays to the notion sign. A sign is defined as 
the combination of a unit of expression, the so-called signifier, and a unit of content, also 
known as signified. In current psycholinguistic terminology, a sign refers to the lexical item, 
a signifier to the word form, and a signified to a concept. 
According to Weinreich, bilingual signs can be coordinate, compound or subordinative 
(see Figure 1.1): a sign is coordinate when it has two signifiers linked to two signifieds; a sign 
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is compound when it has two signifiers with only one signified; and a sign is subordinative 
when the signifier of L2 is indirectly linked to its signified, i.e. through a signifier of LI. 
Ervin and Osgood (1954) also distinguished between compound and coordinate 
bilingualism. According to them, these two types of bilingualism are the result of the context 
in which the two languages are learned. As a matter of fact, Weinreich triggered this way of 
looking at bilingualism, because he remarked that subordinative bilingualism is likely to apply 
when a new language is learned with the help of another language. He argued that in such a 
situation the referents of the signs in the language being learned may not be actual things, but 
equivalent signs of the language already known. He also suggested that the social and 
psychological settings are conducive to a compound or coordinate organisation. 
LI L2 LI L2 LI L2 
SIGNIFIEDS 
SIGNIFIERS 
COORDINATE COMPOUND SUBORDINATIVE 
Figure 1.1 The Weinreich model (based on Weinreich, 1953) 
Ervin and Osgood elaborated on the way of looking at compound and coordinate bilingualism 
in acquisitional terms. According to them, compound bilingualism is a development typical 
of foreign language learning in the school situation. It could also result from the acquisition 
by a child who grows up in a home where two languages are spoken more or less 
interchangeably by the same people and in the same situations. Ervin and Osgood presented 
coordinate bilingualism as a characteristic development of learning two languages in two 
different situations, for instance at home VJ. at school. It could also be the result of L2 learning 
by immersion into the culture of another language community, while relying on translation 
as little as possible. 
In several publications {e.g., Grosjean, 1982; Romaine, 1989), objections have been 
raised to the distinction between compound and coordinate bilingualism as initiated by Ervin 
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and Osgood. One of the objections raised was that Ervin and Osgood placed too much 
emphasis on the relation between word form and meaning, whereas Weinreich's distinction 
is also related to other linguistic levels, like syntax, morphology, and phonology. This 
objection is justified, because Weinreich not only referred to the notions compound and 
coordinate in relation to the nature of signs, i.e. form-meaning entities, but also in relation to 
the phonological, morphological, and syntactic levels. 
Another objection to the ideas of Ervin and Osgood was that the types of bilingualism 
cannot be of a rigid nature, since the existence of totally coordinate bilinguals is questionable; 
a person's type of bilingualism would be a matter of degree. However, Ervin and Osgood were 
aware of the fact that the types of bilingualism should not be interpreted too categorically: 
For any semantic area we would expect speakers of more than one language to distribute themselves 
along a continuum from a pure compound system to a pure coordinate system, (p. 141) 
We agree with De Groot (1993) that each individual bilingual speaker is likely to have some 
elements organised in a coordinate way, while other elements may be organised in a 
compound or subordinative way. Furthermore, at each linguistic level, viz. the phonological, 
morphological, syntactic, and semantic levels, a person could be coordinate, compound or 
subordinative. This organisation may change over time (Paradis, 1978). For the organisation 
of the bilingual lexicon, this implies that in each bilingual some lexical items may be 
organised in a coordinate way, while other lexical items may be compound or subordinative. 
In fact, Weinreich already himself pointed out that types of bilinguals could be 
distinguished in the same way as signs. However, Weinreich also warned against too strict a 
distinction between coordinate and compound bilingualism: 
It would appear offhand that a person's or group's bilingualism need not be entirely of type A 
[coordinate] or В [compound], since some signs of the languages may be compounded while others 
are not. (p. 10) 
Weinreich finishes his description of the nature of the sign by the following research question: 
How the transition from С [subordinative] to A [coordinate] occurs in language learning, and whether 
some speakers acquire fluency in a language while continuing to interpret all its signs in their first 
language, also merits investigation as a problem in [diachronic] psycholinguistics. (p. 11) 
In this dissertation, we will take up this question, and try to give an empirical account of how 
the organisation of the lexicons in bilinguals changes over time as a result of a growing 
proficiency level. 
As argued before, the Weinreich model is primarily about interference. At the lexical level, 
it refers to the degree of interference between a word and its translation equivalent. When 
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there is no interference, the bilingual system is said to be coordinate; when there is 
bidirectional interference, the bilingual system is said to be compound; when there is 
unidirectional interference, the bilingual system is said to be subordinative. However, the 
Weinreich model can also explain psycholinguistic storage. In the past, the Weinreich model 
has been used by for instance Kolers (1968), McCormack (1977), and Potter et al. (1984) to 
describe the psycholinguistic organisation of the bilingual lexicon. These researchers claimed 
that for compound bilinguals the lexical items should be stored in one place, and that for 
coordinate bilinguals the lexical items should be stored in two places. In other words, they 
assumed a correspondence between type of bilingualism and type of storage. To complicate 
matters even more, they used varying terminology. Compound and coordinate bilingualism 
for instance are referred to as common and separate storage, respectively. Compound and 
subordinative bilingualism for instance are referred to as the concept mediation and the word 
association models, respectively. In their experiments, these researchers wanted to examine 
which was the most valid way to represent bilingual processing. Are there separate concepts 
for separate languages? Are lexical items accessed through lexical items in the other language, 
or not? 
The results of the experiments that were carried out led to contradictory explanations. 
Kolers and Potter et al. claimed to have found evidence for a compound organisation of the 
bilingual lexicon, whereas McCormack claimed to have found evidence for a coordinate 
organisation of the bilingual lexicon. These contradictory explanations were possibly a result 
of the fact that these researchers used subjects of different levels of proficiency 
interchangeably in the same experiment. As we already put forward in the introduction to this 
dissertation, it is likely that proficiency level has an effect on the organisation of the bilingual 
lexicon, and therefore, on experimental outcomes. Some bilinguals have stored more lexical 
items in a compound way, while others have stored more lexical items in a coordinate way. 
In fact, the question is not whether the bilingual lexicon can be coordinate as such. The 
question is whether most lexical items in the mental lexicon of a bilingual person can be 
organised in the same way. This organisation can vary from subordinative to compound or to 
coordinate. In other words, not all lexical items need to be represented in a bilingual person 
in a uniform way. Moreover, the representation of the lexical items may change over time, as 
a result of a growing proficiency level. 
As a diachronic psycholinguistic model, the Weinreich model has several problems, and 
cannot be used as a frame of reference to describe the organisation of the bilingual lexicon in 
detail. The Weinreich model cannot explain how the proficiency level of the speaker would 
develop from subordinative to compound to coordinate. Why and how will a lexical item 
change from compound to coordinate? Another problem with the Weinreich model is that 
nothing can be said about the access mechanisms of the lexical items. When and how fast will 
a lexical item be selected, and how long will it remain activated? In addition, nothing can be 
said about differences between for instance speaking and writing. Typological distance cannot 
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be handled either. Are there for instance differences between the type of bilmgualism of 
bilinguals who speak two typologically strongly related languages, like Dutch and English, 
and bilinguals who speak two languages that have a weak typological relationship, like Dutch 
and Turkish? 
All these problems result from the fact that the Weinreich model is spatial in nature. 
Reference can only be made to the place in which a lexical item would be stored, and not to 
the way in which lexical items are connected, or to how new lexical items can be added or 
retrieved. Moreover, to get an idea of how proficiency develops, the three types of storage of 
lexical items have to be part of a developmental model. 
1.3.2 The Three-store model 
Paradis (1979) has proposed the so-called Three-store Hypothesis to account for the 
psycholinguistic differences between bilingual speakers. (See Figure 1.2, and see also Paradis 
(1997) for an overview of evidence supporting the Three-store model.) He proposes the 
following: 
Bilingual persons possess one and only one set of mental representations but organize them in 
different ways depending on whether they verbalize a thought in L1 or L2, and to that extent function 
cognitively differently when speaking or decoding in LI and in L2. (p. 421) 
By the set of mental representations Paradis means a set of conceptual representations, also 
called a semantic concept. Paradis assumes that the conceptual system is a-linguistic. This 
means that things, events, relationships, and their properties are stored independently of the 
lexical items that refer to them. The conceptual representations can only be verbalised if there 
is a corresponding linguistic concept that evokes them. Moreover, Paradis proposes that 
translation equivalents between languages do not share all conceptual representations: 
bilinguals handle translation equivalents the way monolinguals handle quasi-synonymous 
lexical items, where a large proportion of the meaning representations is shared, too. 
Semantic concepts are phylogenetically prior to language development. Children will first 
categorise the world on the basis of experiences, like smell, taste, feelings, images, etc. Later 
on, these experiences will be mapped upon the words they acquire. In addition, some 
conceptual representations or categorising principles will be innate, i.e. ready to be used when 
the child encounters them in real life. So, the first words a child acquires will put constraints 
on the semantic concepts it has learned. This way, linguistic concepts are developed. Some 
semantic concepts will have meanings that perfectly match the linguistic concepts, others will 
not. The linguistic concepts will vary according to the language that is learned (see also 
Bierwisch & Schreuder, 1992). Some languages will lexicalisé specific conceptual 
representations, while others will not. An example could be the word CHAISE, which is 
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French for CHAIR. Every CHAISE is called a CHAIR. However, not all CHAIRS are called 
CHAISES. An easy chair, for instance, is called FAUTEUIL in French. 
In addition to the a-linguistic conceptual system, Paradis proposes two sets of 
language-specific lexical systems. This way, three stores are obtained. The lexical systems are 
divided into four levels: the semantic, syntactic, morphological, and phonological levels. At 
each of these levels, a bilingual can behave more or less like a native speaker according to 
Paradis. So, it is possible that a bilingual behaves like two monolinguals at the syntactic level, 
while he or she is heavily influenced by his or her LI at the phonological level. This way, 
proficiency and acquisition effects are accounted for. Depending on proficiency or context of 
acquisition, the lexical systems of L2 will look more or less like LI. However, as the model 
is a synchronic, and not a diachronic description of bilingualism, it does not describe the 
influence of proficiency. It is unclear when, and in what way, access to the levels would 
change as a result of a growing proficiency. 
Semantic system 
Syntactic system 
Morphological system 
Phonological system 
Syntactic system 
Morphological system 
Phonological system 
Figure 1.2 The Three-store model (based on Paradis, 1979) 
The division into three stores is theoretically rather appealing and plausible. It can 
demonstrate the conceptual relations between languages. However, the Three-store model 
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cannot precisely describe storage and access mechanisms. How is a word activated in L2? 
Why is not an LI word activated? This is due to the spatial nature of the model. 
13.3 Three spatial neurolinguistic hypotheses by Paradis 
On the basis of recovery patterns of aphasie patients, Paradis (1985,1987) has put forward 
four hypotheses that deal with the ways in which two languages can be organised at the 
neurolinguistic level. 
In principle, all neurolinguistic hypotheses are both of a spatial, or to be more precise a 
locational, and an activational nature. In fact, activation and location activation are two 
different complementary aspects of neurolinguistic models. In order for the neurological 
language system to be activated, it has to reach a certain threshold of activation. At the same 
time, the language system has a location at the anatomical level, just like all other neural 
systems, such as vision, motor skills, etc. 
The first three hypotheses of Paradis are spatial in nature. The fourth one is more 
activational in nature. Therefore, the first three will be discussed in the remainder of this 
section. The last one, the Subset Hypothesis, will be discussed in the section on activation 
models. 
It could be said that Paradis divides the brain into a number of boxes in which lexical items 
can be stored. In his first hypothesis, the Extended System Hypothesis, the lexical items of 
a bilingual person are stored in a single box, or to be more precise, in a single neural 
substratum of the brain. This means that there is one system with phonemes, morphemes, and 
syntactic rules from both languages. Phonemes of L2 are treated as allophones (as phonetic 
units varying with respect to the phonetic context they can occur in), and morphemes of L2 
are treated as allomorphs (to be used only in the context of L2); and syntactic rules behave 
like different rules in the same language. The elements of L2 are simply added to the set of 
elements of LI. As a result, the two languages are treated as two stylistic varieties within one 
language, like two different registers. 
In his second hypothesis, the Dual System Hypothesis, the lexical items of different 
languages are placed in different boxes. The languages are independent of each other. There 
are two separate sets of phonemes, morphemes, and syntactic rules. 
In the third hypothesis, the Tripartite System Hypothesis, three boxes are proposed. In 
principle, the lexical items are stored here in two separate boxes, one for each language. 
However, in addition, there is a third box in which the elements are stored that both languages 
have in common. So, whatever languages might have in common would only be represented 
once, and whatever is specific to each language would be stored separately. 
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Paradis (1985) proposes that each of these three hypotheses is compatible with the framework 
of Weinreich (coordinate, compound, and subordinative bilingualism). The type of 
grammatical organisation, including the meaning of words, may have no relation with the 
differentia] underlying neural structures. So, for instance coordinate bilinguals may have their 
brain organised in one of the three following ways: (1) one neural structure for both 
languages, (2) two separate neural structures for each language, and (3) two separate neural 
structures for those elements that differ between the languages, and one common neural 
structure for those elements that are identical in the two languages. 
In his discussion of the recovery patterns of aphasia for which these hypotheses can 
account, Paradis shows that none of these three hypotheses can account for all recovery 
patterns. The fourth hypothesis, the Subset Hypothesis, is the only one that is compatible with 
all the observed facts. The Subset Hypothesis will be discussed in Section 1.4.2. 
1.4 Activation models 
In order to arrive at an idea of what activation models look like, we will start with discussing 
two monolingual activation models, the Logogen model (Morton, 1969) and the Interactive 
Activation model (McClelland & Rumelhart, 1981). In addition, we will discuss the following 
bilingual activation models: the Subset Hypothesis (Paradis, 1985, 1987), the De Groot 
model (1992a, 1992b, 1993), the Kroll model (1993), the Bilingual Interactive Activation 
(ΒΙΑ) model (Dijkstra & Van Heuven, 1997; Grainger, 1993; Grainger & Dijkstra, 1992), and 
the Bilingual MOdel of Lexical Access (BIMOLA) model (Grosjean, 1997). 
1.4.1 Monolingual activation models 
In the monolingual models to be presented in this section, the processes involved in lexical 
access are clearly explained. Our discussion will be largely based on Taft (1991). 
The Logogen model 
Taft (1991) argues that the first activation model that was designed to account for lexical 
access mechanisms was the Logogen model. This model was developed by Morton (1969). 
In the Logogen model, each lexical item is represented by a logogen. Morton defines a 
logogen as follows: 
The logogen is a device which accepts information from the sensory analysis mechanisms concerning the 
properties of linguistic stimuli and from context producing mechanisms, (p. 165) 
A logogen can accept semantic, visual and acoustic information. The more the incoming 
features of the stimulus resemble those of the logogen, the more activation the logogen will 
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receive. (See Figure 1.3 for a simplified version of the Logogen model.) Once a logogen 
reaches some predetermined threshold of activation, it is said to 'fire'. This means that its 
associated lexical information (e.g., syntactic information) becomes available. 
Figure 1.3 The Logogen model (simplified version; based on Taft, 1991) 
So, if for instance the word house is presented visually, all logogens that represent words 
beginning with the letter h will be slightly activated. However, also all words ending in e, all 
five letter words, all words containing o, etc. will be slightly activated. Therefore, both the 
logogens for home and horse will be activated. However, since the logogen for home is 
activated by all the incoming features, this logogen will fire. 
Logogens can be activated by both visual and auditory input. However, in later versions 
of the model (e.g., Morton, 1979,1982; as cited in Gamham, 1985, and Taft, 1991), Morton 
has proposed separate orthographical and phonological logogen input systems. In addition to 
these input logogens, the model has a so-called cognitive system. The cognitive system is the 
locus of semantic and syntactic properties of the lexical items. Finally, there are visual and 
auditory output systems. The visual output system provides the spelling of the lexical items, 
and the auditory output system provides the pronunciation. The way in which these output 
systems actually make use of a logogen mechanism is not made clear in the model. 
In the Logogen model, no separate linguistic levels are distinguished, such as a separate 
syntactic or morphological level. It is not clear how meaning is represented, whether there are 
concepts and/or conceptual representations attached to the input and output systems, and how 
the precise working is of the separate input features. 
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The advantage of this model compared to the spatial models discussed before is the fact 
that the way lexical items are accessed is made clear: only when the threshold of activation 
is reached, a lexical item will be accessed. 
The Interactive Activation model 
The Interactive Activation model of McClelland and Rumelhart (1981) is probably the most 
influential model of word recognition in recent times. However, the Interactive Activation 
model is not a model of the whole mental lexicon. It is only a model of the access mechanisms 
to the lexical items. 
Although the model was designed to handle a combination of auditory, visual and higher 
level (semantic) input, McClelland and Rumelhart primarily focused on the role of visual 
input, i.e. on the relation between the word and the letter levels, and between the letter and 
feature levels. 
In fact, the Interactive Activation model is an elaboration of the Logogen model, since 
the sets of nodes that are involved are activated in a way similar to the logogens. The sets 
correspond to levels of language structure, like (visual) features, letters, and words. This 
means that when a lexical item is presented visually, the appropriate nodes that represent the 
visual features are activated, which in turn activate the nodes that represent the appropriate 
letters, which in tum activate the node that represents the appropriate lexical item. However, 
the activation of the lower level nodes does not only influence the processing of higher level 
nodes. It also works the other way around. This means that when the activation within the 
higher level nodes increases, it starts to spread backwards, i.e. to the nodes that were involved 
at the lower level. As a consequence, the system is interactive, and the connections are 
bidirectional. 
The mechanism that accounts for the selection of a specific word node is called 
inhibition within levels. McClelland and Rumelhart refer to this mechanism as 
... a kind of lateral inhibition in which incompatible units at the same level compete, (p. 378) 
For the word level, this mechanism works as follows. When a stimulus word has to be 
recognised, first the letter nodes will be activated. These letter nodes will spread activation 
to all the word nodes that share letters with the stimulus word. These activated word nodes 
will start competing with each other, i.e. they will inhibit each other. Since the model is 
interactive, during the course of activation there will be a point at which all the word nodes 
sharing letters with the stimulus will be spreading activation backwards, i.e. down to the letter 
level. In turn, this feedback will increase the level of activation in the word node representing 
the stimulus. This increase in activation will raise the activation level of the word node 
representing the stimulus above the activation level of all other word nodes. As a result, the 
stimulus word will be selected. The inhibition within levels effect works, in principle, the 
same way at the letter and the feature levels. 
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So, when the word house is presented, the activation of sensory features begins to activate 
A, o, u, s, and e at the letter level. For each position in the word, letters containing the same 
features will start to compete each other. The letters begin to activate the word node house, 
as well as the word nodes horse, mouse, rouse, etc. House, horse, rouse and mouse will be 
competing with each other. Subsequently, the activation at the word level is spread back to 
the letter level. As a result, the activation of the letter nodes A, o, «, s, and e is increased, as 
well as the activation of r and m. However, since activation continues to be spread through 
the sensory feature level, the activation of A, o, u, s, and e increases. As a result, the letters A, 
o, u, s, and e will be selected, while the letters r and m will be de-activated. This raises the 
level of activation of the word node house sufficiently above that of horse, mouse, etc. In this 
way, house can clearly be differentiated from all other competing word nodes. As a result, this 
lexical item is recognised. 
After a word node has been accessed, its activation level slowly returns towards its 
so-called resting level, i.e. the baseline level of activation. The resting activation level can 
vary as a result of word frequency or repetition priming (see also Section 2.2.2). 
Unlike the Logogen model, the elaborated version of the Interactive Activation model 
includes only one set of word nodes which accept activation from both letter nodes and 
phoneme nodes. The activation of the word nodes is spread back to both the letter and 
phoneme nodes, regardless of the input modality. However, recent evidence makes it clear 
that separate word forms for phonology and orthography need to be distinguished in lexical 
models (Ferrand & Grainger, 1992,1993; Grainger & Ferrand, 1994). So, in the Interactive 
Activation model, phonological and orthographical word forms should be distinguished. 
Furthermore, no semantic, syntactic and morphological levels are distinguished in this model. 
If the model is elaborated into a bilingual model, these levels would have to be added. 
1.4.2 Bilingual activation models 
When an activation metaphor is used, questions to be asked in the specific case of the 
bilingual lexicon are whether the lexicons share certain nodes, and whether there are 
connections between the nodes of the two lexicons (see also Section 1.2.2). In the next 
sections, we will discuss a number of attempts to develop bilingual activation models. It will 
be shown that there is no model to date that can account for all the factors that play a role in 
the psycholinguistic organisation of the bilingual lexicon. 
The Subset Hypothesis 
In principle, the Subset Hypothesis is a mixture of the Extended and Dual System Hypotheses. 
Paradis (1985,1987) suggests that these two hypotheses need not be mutually exclusive. They 
may represent two aspects of the same phenomenon instead. Both languages might be stored 
in identical ways in a single extended language system, while elements of each language 
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might be stored in separate networks, since elements of each language normally appear in 
different contexts. Elements of LI will normally appear in co-occurrence with other LI 
elements, and elements of L2 in co-occurrence with other L2 elements. So, bilinguals would 
have two subsets of neural connections, one for each language. Because of the strong 
associations between the elements, each subset could be activated or inhibited independently. 
Paradis proposes that the Subset Hypothesis can account for all the facts observed in 
bilingual aphasia patients. He does not make any claims about the influence of proficiency 
level on the subset mechanism. 
Although it is in principle a neurolinguistic hypothesis, the Subset Hypothesis can also 
be formulated in psycholinguistic terms (e.g., De Bot 1992; Grosjean, 1997). This is a result 
of its activational nature. It is conceivable that elements of one language are accessed together 
because of the fact that they form a network as a result of being used together. It is also 
conceivable that the networks of LI and L2 together form a large network, and that, 
depending on the situational context, one language reaches a higher activation level, and will 
therefore be used instead of the other. 
The De Groot model 
Another psycholinguistic activation model of the bilingual lexicon has been proposed by De 
Groot (1992a, 1992b, 1993). She distinguishes two levels in the lexicon (see Figures 1,4a and 
b). The first is called the conceptual memory level, and the second the lexical memory level. 
In the De Groot model, the concepts are decomposed. (See Flores d'Arcais and Schreuder 
(1987) for the monolingual decompositional model on which De Groot's model is based.) 
When concepts are decomposed this means that a conceptual representation consists of several 
separate meaning elements. In the De Groot model, each lexical node is connected to a 
number of these meaning elements. In a bilingual speaker, a larger or smaller number of these 
meaning elements may be shared by a lexical item and its translation equivalent. In other 
words, there will be differing degrees of overlap between the concepts of the two languages. 
In principle, the decomposition of the concepts as proposed by De Groot is identical to what 
Paradis suggested in his Three-store model. However, De Groot describes the way in which 
the conceptual representations are connected to the lexical representations in more detail. 
According to De Groot, the differences in interlingual overlap at the conceptual memory 
level are due to the fact that the meanings of translation equivalents may differ across 
languages. More specifically, De Groot assumes that at the conceptual memory level, there 
is more overlap between languages for cognates than for non-cognates, and that translation 
equivalents with concrete meanings share more nodes at the conceptual memory level than 
translation equivalents with abstract meanings. These assumptions are debatable, however. 
The fact that two lexical items have the same word form in LI and L2 does not imply that 
their meanings overlap more than the meanings of lexical items that do not have the same 
word form in LI and L2. Of course, at the word form level there is more overlap between L1 
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and L2 for cognates than for non-cognates. However, what happens at the meaning level does 
not depend on the presence or absence of this interlingual overlap. The Dutch-English 
cognates LIP and LIP are phonologically virtual identical; orthographically they are 
completely identical. The meanings are also overlapping. The Dutch-English translation 
equivalents WANG and CHEEK have no phonological or orthographical overlap. However, 
their meanings are just as overlapping as the meanings of LIP and LIP, since parts of the face 
are not in principle different in Dutch and English. 
Conceptual 
memory 
exical 
memory 
Figure 1.4a The De Groot model for concrete lexical items 
(based on De Groot, 1992a, 1993) 
Conceptual 
memory 
Figure 1.4b The De Groot model for abstract lexical items 
(based on De Groot, 1992a, 1993) 
With regard to the concrete-abstract distinction, De Groot suggests that the concrete 
Dutch-English translation equivalents VADER and FATHER should have more interlingual 
overlap, than the abstract translation equivalents IDEE and IDEA. De Groot bases this 
argument on a word translation study. In this study, concrete lexical items were translated 
faster than abstract items. However, the relation between abstract and concrete words is 
probably not as straightforward as it seems. It is improbable that IDEE and IDEA in a native 
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speaker of Dutch have more differing conceptual representations than VADER and FATHER. 
Concrete words can have very different meanings in two languages. We already referred to 
the meaning differences between the English word CHAIR and the French word CHAISE, 
which are both highly concrete words. Another example is formed by the Dutch and English 
words TAXI. This concrete lexical item (which also happens to be a cognate between both 
languages) has different conceptual representations in English than in Dutch. For instance, in 
London, these cars are always black, whereas in Amsterdam, they can have all kinds of 
colours. So, for the words TAXI, there should be a relatively small amount of overlap between 
the LI and L2 nodes at the conceptual memory level. 
A further problem with the model is that the lexical memory level is unspecified. Is this 
level a combination of the syntactic, morphological, and phonological levels? Or does it only 
refer to the phonological level? We assume that the latter is the case. This would mean that 
the model needs to be expanded with syntactic and morphological levels, before more specific 
suggestions can be made with regard to lexical processing. What makes the model interesting 
is that it generates specific and testable predictions about the conceptual memory level. 
De Groot does not make any suggestions with regard to proficiency level. Yet, it is 
plausible that when the proficiency of bilinguals grows, there will be a smaller amount of 
interlingual overlap at the conceptual memory level. The idea would be that bilinguals first 
map the conceptual representations of the LI lexical items to their corresponding L2 
translation equivalents. Then, when bilinguals become more proficient in L2, more specific 
L2 conceptual representations will be acquired. As a consequence, the proportion of 
interlingual overlap at the conceptual memory level will become smaller. In other words, at 
the conceptual memory level there will be less overlap between LI and L2 for bilinguals with 
a high proficiency level, than for bilinguals with a low proficiency level. 
De Groot has not put forward any propositions about the directionality of the connections, 
for instance about whether the connections will be stronger from the conceptual to the lexical 
memory level, or vice versa. Therefore, no specific claims about production and perception 
can be made. She does not specify either whether there is inhibition within or between the 
levels. 
The Kroll model 
Kroll (1993) has developed a psycholinguistic variant of the Weinreich model (see 
Figure 1.5). In her model, two levels are distinguished. The first level is the conceptual or 
meaning level. This level is basically unspecified. It is not clear whether there are conceptual 
representations and/or whole concepts stored at this level. It is also unclear how these 
concepts or conceptual representations would interact with one another. This means that 
nothing can be said about conceptual overlap between languages as a result of proficiency 
level. 
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At the second level, word forms are stored. However, instead of single lexical items, 
Kroll has chosen to depict whole lexicons at this level. Again, this makes it impossible to 
describe overlap between languages at this level. What is more, nothing is said about other 
levels of lexical processing, such as the syntactic or morphological levels. 
In the Kroll model, compound and subordinative bilingualism are described within one 
framework, since there are connections between LI and L2 word forms, between the LI word 
forms and concepts, and between L2 word forms and concepts. The difference between the 
Kroll model and the Weinreich model is that in Kroll's model specific suggestions are made 
with regard to the connections between the levels. In the Kroll model, these connections can 
vary in strength and directionality. These suggestions make the Kroll model activational in 
nature. 
According to Kroll, the LI lexicon is strongly connected to the conceptual level. This 
holds for both directions, viz. from the conceptual level to the LI lexicon and from the LI 
lexicon to the conceptual level. The L2 lexicon is also connected to the conceptual level. 
However, this connection is much weaker in both directions, than the connection between the 
LI lexicon and the conceptual level. 
Strong connection 
Weak connection 
Figure 1.5 The Kroll model (based on Kroll, 1993) 
In addition, the LI and the L2 lexicons are connected to each other. Based on several studies, 
Kroll claims that translation from L2 to LI is faster than translation from LI to L2. As a 
result, the connection from L2 to LI should be stronger than vice versa. Moreover, Kroll 
believes that translation from LI to L2 is conceptually mediated, while translation from L2 
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to LI takes place at the word form level. However, there is also counter evidence suggesting 
that translation from L2 to LI is also conceptually mediated (Driessen, 1993; De Groot, 
Dannenburg & Van Hell, 1994). These findings contradict Kroll's argument about conceptual 
mediation and the strength of the connections between L2 and LI. 
Furthermore, Kroll argues that since the LI lexicon is larger than the L2 lexicon, 
translation into an LI word form takes longer than translation into an L2 word form. This is 
due to the fact that in the former condition, a choice can be made out of more word forms than 
in the latter condition. This argument is likely to be true for beginning L2 learners. But when 
a speaker gets more proficient, his or her L2 lexicon will start to expand, and the translation 
mechanism will be equally fast in LI and L2. Accordingly, the argument does not hold any 
more. 
Kroll does not specify which proficiency level the model describes. Diachronically, the 
model can explain proficiency effects in the way that the connections between the LI and L2 
lexicons vary in strength according to the proficiency level that is attained. 
Because the units in this (rather unspecified) model are not lexical items, but whole 
lexicons, claims about what specifically happens during the processing of lexical items cannot 
be made. Since the model was constructed to explain translation behaviour it should have both 
a production and perception side. It is, however, unclear what the differences would be 
between production and perception, and how for instance a written stimulus would be 
converted into a spoken translation equivalent. In a certain sense, the model is a brief 
description of empirical results, rather than an explanation of these results. 
The ΒΙΑ model 
In the Bilingual Interactive Activation or ΒΙΑ model, visual word recognition is described 
(Dijkstra & Van Heuven, 1997; Grainger, 1993; Grainger & Dijkstra, 1992). It is a bilingual 
version of the Interactive Activation computational model by McClelland and Rumelhart 
(1981). The ΒΙΑ model is based on experimental data, and computer simulations have been 
run to fit it. There are four layers of nodes to be distinguished: feature nodes, letter nodes, 
word nodes, and languages nodes (see Figure 1.6). Between the letter and word levels, the 
connections are bidirectional and facilitatory; between all other levels, these connections are 
facilitatory and/or inhibitory. However, inhibition at the letter level is mostly switched off. 
Within the levels, there is inhibition at the word node level. 
In the ΒΙΑ model, the language nodes serve to deactivate languages. The principle of 
different activation levels for the languages of a bilingual was first described by Green (1986, 
1993; see also Section 7.3.6). In the ΒΙΑ model, each language node has an activation level 
of its own, which has implications for whether the language will be selected or not. More 
specifically, this means that when a language is selected, the language node ofthat language 
will deactivate the other language. The language nodes remain activated over long time spans. 
As a result, they can operate between trials. 
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Until now, the ΒΙΑ model has no separate layers where morphological, syntactic, and 
conceptual information can be stored. It is not clear, if and how languages could overlap at 
these levels. Therefore, typological effects cannot be explained. 
Language 
Word 
Letter 
Failure 
Î Τ î Î " 
I Facilitation Inhibition 
Vhual Input 
Figure 1.6 The ΒΙΑ model (Dijkstra & Van Heuven, 1997)* 
'We would like to thank Ton Dijkstra and Walter van Heuven for making this picture of the ΒΙΑ model 
available to us in digital form. 
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For now, the model is synchronic in nature. However, it is not made clear for which 
proficiency level the model was constructed. Developmentally, proficiency effects must be 
the result of different resting activation levels, so that less activation is needed when 
bilinguals are more proficient. 
The BIMOLA model 
The Bilingual MOdel of Lexical Access or BIMOLA model is a model of spoken guest word 
recognition, as Grosjean (1997) puts it. Actually, it is the bilingual version of the TRACE 
model as proposed by McClelland and Elman (1986). Just as the Interactive Activation model 
and the ΒΙΑ model, both the TRACE and the BIMOLA models are specifically developed for 
being used for computer simulations. The lexicon consists of a number of (lexical) nodes. 
These nodes are connected to one another. Language processing takes place through the 
facilitatory and inhibitory interactions between a large number of nodes. At the same time, 
each node continuously updates its own activation level on the basis of the other nodes to 
which it is connected. 
There are three levels of lexical nodes in the BIMOLA model: the feature level, the 
phoneme level and the word level. The connections between phonemes and words are 
bidirectional; the connections between features and phonemes are unidirectional. So, features 
activate phonemes, which in turn activate words, and words can activate phonemes. There is 
no inhibition between the levels. However, there is inhibition within the levels for nodes that 
are mutually exclusive. 
The BIMOLA model assumes that bilinguals have two language networks of features, 
phonemes, and words (see Figure 1.7). These networks are both independent and 
interconnected. They are independent, because they allow a bilingual to speak just one 
language. They are interconnected, because they allow interference from the other language, 
as during code-switching or borrowing. A language is activated when the network it belongs 
to has received a certain amount of activation. In fact, this assumption is based on the Subset 
Hypothesis of Paradis. Hence, the BIMOLA and the ΒΙΑ models use different mechanisms 
to account for the activation of languages. In the ΒΙΑ model, language nodes handle the 
activation level of the languages, whereas in the BIMOLA model, the subset principle does. 
More specifically, the word and the phoneme levels are organised according to the subset 
principle, whereas the feature level is not. 
An essential assumption of the BIMOLA model is that the lexicon can vary between two 
modes, the monolingual mode, in which one network is activated very strongly and the other 
network is activated very weakly, and the bilingual mode, in which both languages are 
activated, one more than the other. 
Grosjean does not provide any claims about the proficiency level for which the model 
was constructed. It is also unclear how proficiency level should be implemented into the 
BIMOLA model. It is conceivable that this factor has consequences for the activation levels 
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of the lexical items involved just as we described for the ΒΙΑ model. In addition, increasing 
proficiency could have consequences for the differentiation of the units. For instance, the 
pronunciation of the Dutch phoneme Id (as in Dutch BED, meaning 'bed'), and the English 
phonemes /e/ (as in BED) and Is/ (as in BAD) differ considerably. However, Dutch learners 
of English will use a Dutch pronunciation in the beginning, pronouncing both BED and BAD 
with Id. When the proficiency increases, the English pronunciations will be learned. This will 
lead to different phoneme units in English and in Dutch. It is unclear how and when this 
should be accomplished in the BIMOLA model. Another problem with the BIMOLA model 
is that there is no separate conceptual layer of nodes. This makes it very difficult to explain 
the relations between languages at the level of conceptual representations. Moreover, 
morphological processes are not handled either. 
LI L2 
Figure 1.7 The BIMOLA model 
(simplified version; based on Grosjean, J997) 
There also seem to be no fundamental arguments why the word and phoneme levels should 
be organised according to the subset principle, and why the feature level should not. Just as 
words and phonemes, certain features will also co-occur in certain languages only. For 
instance, syllable-initial voiceless plosives are aspirated in English (e.g., [ph], [th]), whereas 
in Dutch they are not. 
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Nevertheless, the BIMOLA model looks promising for a bilingual model of spoken word 
recognition. However, just as in the ΒΙΑ model, more layers need to be attached to it. In fact, 
if both models would be combined one way or another, a model could be obtained which 
could both explain spoken and written word recognition. Then, however, a decision would 
have to be made about the subset-language node controversy. There do not seem to be 
principled arguments before or against one approach. 
1.5 Conclusion 
In this dissertation, we investigate the organisation of the bilingual lexicon with regard to 
proficiency level and typological distance. In Chapter 1, we have defined the term 
bilingualism: we will use it to refer to all people that in one way or another can speak, write, 
read, or understand two languages. We have explained two kinds of metaphors in bilingual 
modelling, the spatial metaphor and the activation metaphor. We have argued that activation 
metaphors are more useful in psycholinguistic modelling than spatial metaphors. In addition, 
we have discussed a number of bilingual lexical models. It is evident that each model has its 
shortcomings. They all fail in that they provide no information as to how different types of 
lexical information are organised. They are linguistically too simplistic. This is probably the 
reason why there still is no generally accepted model of the bilingual mental lexicon. 
In addition, we have argued that a model of the bilingual mental lexicon should always 
incorporate the phenomenon of proficiency. Never should there be the implicit assumption 
that the notion of bilingual just refers to bilinguals of every proficiency level. Depending on 
the proficiency level attained, a bilingual could have different storage and/or access 
mechanisms. This issue always needs to be addressed in research on the bilingual mental 
lexicon, even in synchronic descriptions. In bilingual experiments, subjects of the same 
proficiency level should be used. If one wants to construct a synchronic model on the basis 
of the results, it should always be explicitly mentioned for which proficiency level the model 
was developed. 
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Bilingual word recognition 
2.1 Introduction 
In this dissertation, the organisation of the bilingual lexicon is investigated. We will present 
seven bilingual experiments. In these experiments, use was made of the lexical decision task 
and the repetition priming paradigm. In the present chapter, both techniques will be explained, 
starting with the lexical decision task (Sections 2.2 and 2.3). By using the repetition priming 
paradigm, we want to focus on the conceptual/semantic component of the bilingual lexicon, 
as well as the phonological component of the lexicon. In Sections 2.4 and 2.5, we will discuss 
earlier priming experiments, including associative and semantic priming experiments. Both 
monolingual and bilingual research will be discussed. The discussion of the results will lead 
to the formulation of the research questions of the present study (Section 2.6). 
2.2 The lexical decision task 
Lexical access can be divided into a number of subprocesses. When a lexical item is presented 
visually, first the various features of the letters will be accessed. Then, the letters themselves 
will be accessed, followed by the word form and the lexical semantics of the lexical item. 
Finally, the conceptual representations will be accessed. 
CHAPTER 2 
Examining the processes that are involved in lexical access requires a task that ensures 
that lexical items are accessed to the highest possible level (the level of conceptual 
representations). The most frequently used paradigm in the study of lexical access is the 
lexical decision task. First, the mechanics involved in the lexical decision task will be 
explained. Then, the effects that have been found using this task will be described. 
2.2.1 Mechanics of the lexical decision task 
In a lexical decision task, subjects have to decide whether a string of the letters or phonemes 
that is presented to them forms an existing word or not. They can make this decision by 
pressing a button: the yes-button, when it is an existing word, and the no-button, when the 
word does not exist. The delay between the onset of the stimulus and the response is measured 
(reaction time). Reaction times are used to measure the difficulty of lexical processing. The 
idea behind the task is that a yes-response is based on a match between the stimulus word and 
a lexical item in the mental lexicon. Since words that do not exist are not stored in the lexicon, 
no match can be made. As a result, a no-response is given. 
Grainger and Jacobs (1996) specify three underlying sources of information on which a 
visual lexical decision response can be based. Basing themselves on an activation model in 
which orthographical access is simulated, they specify two main types of sources of 
information for the visual lexical decision process: two of the intra-lexical type, and one of 
extra-lexical type. The intra-lexical sources of information are formed by the overall (global) 
activity in the orthographical lexicon, and the local activity of the functional units within the 
lexicon. So, when there is enough activation in the lexicon, or in other words, when enough 
lexical items are activated to a certain degree, the subjects will give a yes-response. In 
addition, when one lexical item has reached the threshold level of activation, a yes-response 
will be given, too. The extra-lexical source is formed by the search time that is needed, i.e. the 
time that has passed since the stimulus onset. This means that when a certain amount of time 
has passed, and when the activation level has not reached the threshold level, the subjects will 
give a no-response. 
Taft (1991) argues that the decision about the selection of the most appropriate lexical 
item can also be determined by relative, rather than absolute activation. A node will be 
selected, when it has been activated to a critically higher degree than any other node, and not 
when it has been activated to some predetermined threshold level. This suggests that a 
no-response is given, when no single word node has been activated sufficiently higher than 
the other word nodes before some deadline is reached. He also argues that the amount of 
global activation in the system influences the threshold level for all the nodes within the 
system. When there is a large amount of global activation, the thresholds of all nodes will be 
set higher. 
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In a lexical decision task, two kinds of words that do not exist can be used: pseudowords and 
nonwords. Pseudowords are words that are allowed according to the orthographical or 
morpho-phonetic rules of the language in question. Nonwords are words that violate the 
orthographical or morpho-phonetic rules ofthat language. This means for instance that FLINK 
is a pseudoword in English, whereas NK1FL is a nonword. In most lexical decision tasks, 
pseudowords are used, since for this kind of words access to the mental lexicon is needed, 
whereas nonwords can be rejected by the detection of rule violation. We will come back to 
this issue during our discussion of the pseudoword/nonword effect in the next section. 
2.2.2 Effects in the lexical decision task 
Both Garnham (1985) and Taft (1991) give an overview of the effects that have been observed 
for the lexical decision task. In total, six effects can be found in lexical decision: the word 
frequency effect, the lexical status effect, the pseudoword/nonword effect, the repetition 
effect, the semantic priming effect, and the associative priming effect. In this section, we 
will explain these effects in a spreading activation framework. 
The word frequency effect 
A basic effect in lexical decision is the word frequency effect. This effect refers to the finding 
that the time required for making a lexical decision about a word with a high frequency in the 
language under investigation, is shorter than the time required for making a lexical decision 
about a word with a low frequency in that language. So, frequent words, such as DOOR, are 
responded to more quickly than less frequent words, such as CASK (even when the words are 
matched for word length, as in this case, too). 
Based on Morton (1969), Taft (1991) explains frequency effects in terms of the difference 
between the initial resting level of activation, and the threshold that has to be reached. One 
can either say that high frequency words have a lower activation threshold level than low 
frequency words, or one can say that their initial resting level of activation is higher than that 
of low frequency words. (See also Jescheniak (1994) for the locus of frequency effects in 
production tasks.) 
Another way of representing the frequency effect in an activation framework is to say that 
more frequently used connections between nodes provide stronger, and therefore faster, 
activation than less frequently used connections. 
The lexical status effect 
A second effect in the lexical decision task is the lexical status effect. This refers to the fact 
that reaction times will be slower when classifying a string of letters as a pseudoword, than 
when classifying a string of letters as a word. So, subjects will take longer to decide that 
FLINK is not an existing word in English, than to decide that BLINK is. 
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According to Tan (1991), the lexical status effect can be explained by assuming that there 
is a deadline after which a decision has to be made. When no lexical item has reached the 
threshold level of activation by the time necessary for a response, a no-response will be given 
by the time mis deadline has been reached. For pseudowords, this deadline is always reached, 
because they cannot be satisfactorily mapped onto a representation in the mental lexicon. For 
existing words, the decision is mostly made earlier, since the activation will reach the 
threshold level faster. As a consequence, pseudoword responses will take longer than word 
responses. Grainger and Jacobs (1996) call this the extra-lexical source. 
Taft also explains that the lexical status effect can be accounted for by the relative 
activation of the word nodes. When no word node has received a sufficiently higher amount 
of activation than any other word node before some deadline is reached, a no-response is 
given. 
The pseudoword/nonword effect 
A third effect is the pseudoword/nonword effect. Lexical decisions about pseudowords, like 
FLINK, which have a legal orthographical and morpho-phonetic structure, are slower than 
lexical decisions about illegal strings of letters or phonemes, like NKIFL. 
Taft (1991) argues that the explanation for the pseudoword/nonword effect depends on 
the amount of global activation in the system. When there is a large amount of global 
activation, the thresholds of all nodes within the system will be set higher. Since pseudowords 
will arouse more activation than nonwords, nonwords will be rejected faster. In addition, 
nonwords can be rejected by the detection of rule violation, whereas pseudowords cannot. 
The repetition effect 
Another effect is the repetition effect, which means that reaction times are faster, when a word 
is presented for a second time. Thus, the word CHAIR is recognised more quickly when it has 
been encountered before in the same experiment (but see Oliphant (1983) for counter 
evidence). 
The Interactive Activation model can account for the repetition priming effect by the fact 
that after a word node has been accessed, its activation level slowly returns towards its resting 
level. The activation that is still present in the word node (in addition to the resting activation 
level) is called residual activation. Consequently, when the lexical item corresponding to a 
previously accessed node is presented again, while there is still residual activation, less 
activation will be needed for the node to reach the threshold again. As a result, Taft (1991) 
argues, low frequency words should produce larger repetition effects than high frequency 
words. This argument is based on the assumption that the more activation is needed to reach 
the threshold level, the longer the decay rate of the residual activation is. The amount of 
residual activation is larger for low frequency words than for high frequency words, since low 
frequency words need more activation to reach the threshold level than high frequency words. 
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Tan argues that the effect of priming only the form, and not the meaning of a word can 
also be inhibitory, rather than facilitatory. So, the prior visual presentation of book might 
make the recognition of look more difficult. Such a result can be explained by the inhibition 
within levels mechanism. Words that have a large number of overlapping letters will more 
strongly inhibit each other, than words that do not. This is a result of the fact that the letters 
that send activation to the prime, will also send activation to the target. At the same time, 
when the prime word will be selected, the target word will be de-activated. 
The semantic priming effect 
A fifth effect in the lexical decision task is the semantic priming effect. When a word is 
preceded by a semantically related word, it becomes easier to classify it as a word. Reaction 
times for HORSE are shorter when it is preceded by a semantically related word, like COW, 
than when it is preceded by semantically unrelated words, like SIX, XXX or READY. 
Taft (1991) explains the semantic priming effect in terms of the conceptual 
representations that contribute to the activation level. When the stimulus word COW is 
presented, the word node for COW will be accessed. This word node is connected with the 
conceptual representations [ANIMAL], [NON-DOMESTIC], [FOUR-LEGGED], etc. After 
having been activated by the word node COW, these representations will be spreading 
activation to all the other word nodes they are connected to. So, all other four-legged 
non-domestic animals will also be more activated, even before the next word is read. When 
HORSE is then presented, the conceptual representations that have been activated by the word 
node for COW will already have raised the activation level of the word node for HORSE. In 
this way, less activation will be required for the threshold level to be reached, compared to 
when HORSE has been preceded by the unrelated stimulus SIX. As a consequence, a semantic 
priming effect will be observed. 
However, there is a problem with this explanation. This problem is caused by the 
inhibition within levels mechanism. Inappropriate word nodes should be inhibited as the 
appropriate word node increases in activation. In a semantic priming task, by the time the 
target word is presented, the word node representing the target word should have a low level 
of activation. So, when HORSE is primed by COW, first the word node COW will be 
activated which, in tum, will activate the conceptual representation [NON-DOMESTIC 
ANIMAL]. This will spread activation to all the word nodes that are connected to the 
[NON-DOMESTIC ANIMAL] node (e.g., SHEEP, HORSE). Consequently, these word nodes 
will be increased in activation. However, the word nodes COW and HORSE will also be 
competing with each other, since they are located at the same level (inhibition within levels 
mechanism). This means that, since the sensory information supports the activation of COW, 
the word node for HORSE will be de-activated. Therefore, when the word HORSE is 
presented, there should be no facilitation. Instead, there should be inhibition. 
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Taft argues that, given the fact that facilitation is always observed during semantic 
priming experiments, the locus of semantic priming effects in the Interactive Activation model 
needs to be reconsidered. He argues that there is a postlexical checking mechanism (De 
Groot, 1983) which compares the activated lexical item to the original stimulus. If the 
representation of the lexical item matches the original stimulus, a yes-response is given; if this 
is not the case, subjects will give a no-response. During this check, additional information 
about the prime word is also accessed, that is for instance information about semantic 
relatedness to the target. When there is indeed conceptual overlap between the prime and the 
target, this is a cue for the system that the target is a word. As a consequence, facilitation will 
be observed. 
The postlexical checking mechanism could be an important factor in bilingual processing. 
Bilingual people with a high proficiency level should be able to make better use of it than 
bilingual people with a lower proficiency level, since bilinguals with a low proficiency have 
less specific semantic information about L2 words at their disposal, than bilinguals with a 
high proficiency. In bilingual lexical decision experiments, this could lead to more postlexical 
processing for bilinguals with a high proficiency than for bilinguals with a low proficiency. 
However, there is no problem with the inhibition within levels mechanism when a 
different theory of word recognition is applied. When one assumes that a lexical item is first 
recognised, before the activation will spread to the conceptual level, the nodes only inhibit 
each other at the lower levels. This inhibition leads to one lexical item being selected. After 
selection, there will be no more inhibition, and the activation can spread to the conceptual 
level. 
Just like repetition priming effects, semantic priming effects are influenced by word 
frequency (Becker, 1979). When low frequency words are used as targets, more priming 
effects will be observed than when high frequency words are used. 
The associative priming effect 
The last effect is the associative priming effect. This effect is not mentioned in Taft's (1991) 
overview, but in Gamham's (1985) overview it is. The associative priming effect refers to the 
fact that words are identified more quickly when they are associated with one another. So, 
when subjects see or hear the word HAYSTACK preceded by NEEDLE, they will react faster, 
than when HAYSTACK would be preceded by FATHER, XXXXX or READY. 
The associative priming effect poses some problems for the Interactive Activation model. 
Levelt (1989) argues that, at least when production is concerned, there are connections at the 
lemma level for words that are associated with each other. In the Interactive Activation model, 
the lemma level should be part of the word node level. However, due to the inhibition within 
levels mechanism, the nodes will de-activate each other at the word node level. When the 
appropriate word node is accessed, the inappropriate word nodes will decrease in activation. 
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Since word associative effects are facilitatory, this must mean that the inhibitory effects must 
be overruled one way or another. 
A way to resolve this problem is to really divide the word node level into a lemma level 
and a lexeme level, and to assume that at the lemma level, there are facilitatory associative 
connections between lexical items that are frequently used together, while the inhibitory 
processes are located at the lexeme level (De Bot et αϊ, 1995). Another way to resolve this 
problem is to apply a different strategy of word recognition, and to assume that the associative 
priming effects begin to play a role after the lexical item has been selected, and therefore, after 
the inhibition within levels has taken place. 
In this way, the semantic priming effect can also be explained. When there are no 
inhibitory processes at the lemma level, but only at the lexeme level, various lemmas can be 
activated to a certain degree at the same time without inhibiting each other. So, once 
conceptual representations are activated, they can activate both the prime and the target 
lemma. As a consequence, both lemmas will have residual activation. When a semantically 
related target word is then really presented, a facilitatory effect will arise. 
2.3 The bilingual repetition priming paradigm 
In a repetition priming experiment, some of the stimuli are presented twice. Normally, 
reaction times will be shorter on the second presentation of a stimulus, due to the residual 
activation in the lexical item. In a monolingual experiment, this means that the same mental 
representation of a lexical item is accessed twice. This effect is called the intralingual 
repetition effect. 
Intralingual repetition effects can be observed for both LI and L2 of a bilingual speaker. 
When a speaker is not a fully balanced bilingual, the connections between the nodes that 
represent L2 lexical items are weaker than the connections between the nodes that represent 
LI lexical items. In other words, processing speed is faster in LI than in L2, and this leads to 
faster reaction times in LI than in L2. In addition, the intralingual repetition priming effects 
are larger in L2 for unbalanced bilinguals. Processing speed in LI is so fast, that there is not 
much to be gained by priming. However, in L2, processing can still be speeded up. So, when 
nodes in L2 are accessed again, the reaction times are much faster than the first time. 
Repetition priming can also be used in bilingual tasks. Instead of presenting the same 
stimulus word twice, translation equivalents are used at the second presentation. For instance, 
the Dutch word TUIN can have a facilitating effect on the recognition of its English 
translation equivalent GARDEN presented later on in the same experiment. This effect is 
called the interlingual repetition effect. 
When an interlingual repetition effect is observed, this must mean that there was residual 
activation in the nodes connected to the target item. Since only the meaning of the word is 
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repeated in the case of translation equivalents, this residual activation has to be located on the 
level of conceptual representations. 
More specifically, the intralingual repetition effect is computed by subtracting the 
reaction times on the second presentation of a word in a certain language (the intralingual 
condition) from the first presentation of that word in the same language (the baseline 
condition). To determine an interlingual repetition effect, the reaction times measured on the 
second presentation of a word preceded by a presentation of its translation equivalent (in the 
interlingual condition) are contrasted with the reaction times measured in the baseline 
condition. 
In the literature on repetition priming, an intralingual repetition effect has been found 
over and over again (De Bot, et al. 1995; Kerkman, 1984; Kerkman & De Bot, 1989; Kirsner, 
Brown, Abrol, Chadha & Sharma, 1980; Kirsner, Smith, Lockhart, King & Jain, 1984; 
Scarborough, Gerard & Cortese, 1984). Therefore, intralingual repetition effects are really 
robust effects. As a consequence, in an experiment in which intralingual and interlingual 
repetition priming are compared, and in which the same design and the same subjects are used 
to investigate both effects, one should at least find intralingual repetition effects. If no 
intralingual repetition effects are found, the experiment is not sensitive enough to measure 
repetition at all. Furthermore, it could also be argued that intralingual repetition priming 
effects are a prerequisite for interlingual repetition priming effects to be valid. 
In priming experiments, the prime and the target stimuli are normally separated by a short 
delay. This delay can be varied. In addition, the lexical decision can be made about the target 
alone, or about both the prime and the target. When a lexical decision has to be made about 
the target only, we speak of a paired lexical decision task. When a lexical decision has to be 
made about both prime and target, we speak of a single lexical decision task. In a paired 
lexical decision task, the prime and the target are separated by a limited amount of time, the 
so-called Stimulus Onset Asynchrony (SOA). SO As usually vary between 200 and 1000 ms. 
During a single lexical decision task, prime and target are presented in isolated trials and can 
be separated by various other trials. Repetition priming effects are tested using both single and 
paired lexical decision tasks. 
When the period between the prime and the target is more than about 10 minutes in a 
single repetition priming experiment, the experiment is usually called a delayed repetition 
priming experiment. Delayed repetition effects must be distinguished from paired repetition 
priming effects. In the latter ones, short SOAs are used. Due to the fact that in paired priming 
experiments, the stimuli are presented immediately after another, it is conceivable that 
processes are at work that differ from the processes in delayed priming experiments. For 
instance, De Groot and Nas (1991) argue that priming effects are 'episodic' in delayed 
repetition experiments. They argue that during the second presentation of a word, an 'episodic 
memory trace' is followed back to the first presentation. This memory trace is context-specific 
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and part of the episodic memory system. In episodic memory, the event of the presentation 
of the word is stored, and not the access to it. So, according to De Groot and Nas, subjects do 
not access the mental lexicon again during the second encounter of a word, but they recall the 
fact that the word was presented to them the first time, and react on the basis of this 
information. 
De Groot and Nas suppose that there are two types of repetition processes at work in 
memory: (1) the episodic process, which works across long time spans and is conscious, and 
(2) the lexical process, which works across short time spans and is unconscious. They argue 
that lexical processes can only be measured when the delay between prime and target is very 
short, i.e. a few hundred milliseconds. De Groot and Nas base their argument on the fact that 
in delayed bilingual repetition experiments, interlingual repetition effects are always found 
for cognates (repeated word forms and meaning components), and not for non-cognates 
(repeated meaning components).This would mean that in delayed repetition experiments, the 
episodic trace is followed back to the word form, instead of the activation trace, which could 
be followed back to the meaning of the word. 
However, a number of counter arguments can be raised against the view of De Groot and 
Nas. For instance, Kirsner, Lalor, and Hird (1993) claim that the delayed repetition paradigm 
is lexical, instead of episodic in nature. They base their claim on the fact that repetition effects 
are also found with amnesia patients: since these subjects have lost their episodic short term 
memory, the repetition effects have to be lexical in nature. 
Wheeldon and Monsell (1992) argue that episodic mediation is only plausible when the 
actual operations that must be performed, are slow and inefficient relative to episodically 
mediated retrieval. They make their view clear by analogy. When subjects are asked to 
multiply 53 by 17, they will compute the answer. This is a relatively time consuming process. 
However, if the same question is asked several minutes later, the episodic trace will be 
followed back. Wheeldon and Monsell argue that word recognition is fast and accurate, and 
not very time consuming. Therefore, episodic mediation will not be used during delayed 
repetition. 
Another argument against the episodic nature of delayed repetition comes from bilingual 
experiments with so-called false friends. False friends are words with the same form, but a 
different meaning in both languages, like the English word LIST and its Dutch homograph 
LIST (meaning 'trick'). Repetition effects for false friends have only been found by Gerard 
and Scarborough (1989), but not by Kerkman (1984) and Kerkman and De Bot (1989). If the 
word form would indeed leave an episodic trace, priming effects should have always been 
found for words with the same form. 
Furthermore, as we will show in Section 2.5, in delayed repetition experiments 
interlingual priming effects have also been found for non-cognates. This implies that there 
must have been residual activation in the meaning components of these words. 
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On the basis of all these arguments, we think that we can defend the view that priming 
effects in delayed repetition experiments are not of an episodic nature, and involve access to 
the lexical system. Not only the form, but also the meaning components of the lexical items 
are involved in these effects. 
2.4 Results of earlier research on associative and semantic priming 
As explained in Section 2.2, a frequently observed effect in research on monolingual 
perception is that responses will be faster if a word is preceded by an associatively or 
semantically related word, than if it is preceded by an unrelated word. An extensive review 
of monolingual associative and semantic priming effects can be found in Neely (1991). 
We will discuss some results concerning monolingual associative and semantic priming 
in the following section. Not only lexical decision tasks will be discussed, but also word 
naming tasks. (In a word naming task, subjects have to pronounce the words that are visually 
presented to them.) We will give explanations for these effects in relation to the type of 
experiment that was used. Finally, a number of bilingual associative and semantic experiments 
will be discussed. 
2.4.1 Monolingual associative and semantic priming effects 
Associative priming effects have not only been found in lexical decision tasks, but also in 
word naming tasks. For instance, Balota and Lorch (1986), Chiarello, Burgess, Richards, and 
Pollock (1990), De Groot (1983, 1990), Koriat (1981), Lupker (1984) and Seidenberg, 
Waters, Sanders, and Langer (1984) have found facilitation for associatively related words. 
However, a large number of the associatively related words used in these studies was also 
semantically related. This means that the words did not only have an associative relation, but 
shared semantic information as well. It is not clear what the proportions of both types of 
relations are in these experiments. Nevertheless, in experiments using pure associative 
priming, an effect is always found, both with the lexical decision and the word naming task 
(Chiarello et al, 1990; Lupker, 1984; Seidenberg et al, 1984). 
Semantic priming is regularly found in lexical decision experiments (Chiarello et al, 
1990; Inoue, 1993; Lupker, 1984, and Seidenberg et al, 1984). However, in word naming 
experiments, the effect is not always found. For instance, Chiarello et al. and Seidenberg et 
al. did find a semantic priming effect in word naming experiments, whereas Lupker did not. 
The fact that associative priming effects are always found, both in lexical decision and 
word naming experiments, and that semantic priming effects are always found in lexical 
decision, but not always in word naming experiments, calls for an explanation. Various 
researchers have come up with an explanation in terms of the postlexical checking 
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mechanism. We will discuss mediated priming experiments (Balota & Lorch, 1986; De Groot, 
1983). 
On the basis of experiments using mediated associative priming, Balota and Lorch (1986) and 
De Groot (1983) have claimed that the different outcomes of lexical decision and word 
naming experiments should be attributed to the postlexical checking mechanism. This 
mechanism, they claim, works only during lexical decision, and not during word naming. 
In a mediated associative priming experiment, the relation between the stimulus pairs is 
indirect, as between LION and STRIPES. LION is directly related to TIGER, and TIGER in 
turn is directly related to STRIPES. During lexical decision experiments, only effects for 
directly related pairs are found, and no mediated effects. According to Balota and Lorch, and 
De Groot, this is a result of the fact that when prime and target are directly related, as in LION 
and TIGER, or TIGER and STRIPES, the checking mechanism will recognise this relation, 
which will lead to facilitation. When prime and target are not directly, but only indirectly 
related, as in LION and STRIPES, the checking mechanism will look for a relation in vain. 
This will lead to inhibition. During word naming experiments, Balota and Lorch, and De 
Groot did find mediated effects. Here, there is no checking mechanism which causes 
inhibition, according to these researchers. 
However, the distinction between the lexical decision and the word naming task with regard 
to associative and semantic priming is probably not as clear-cut as it seems to be. Lexical 
decision does not always involve a postlexical check, whereas word naming never does. This 
position is supported by Seidenberg et al. (1984). They argue that the difference between 
lexical decision and word naming is a gradual one in this respect. The lexical decision task 
is only more susceptible to postlexical processes than the word naming task. However, this 
does not mean that during lexical decision primarily postlexical mechanisms are at work. 
Another explanation of the different results concerning lexical decision and word naming 
experiments could be that during word naming, the conceptual representations of the lexical 
items are not accessed, while during lexical decision, they are. Word naming effects would 
be more shallow than lexical decision effects. In a word naming task, lexical items are 
processed only up to the lemma level, which will only lead to associative priming effects, 
while in a lexical decision task, lexical items are processed up to the level of conceptual 
representations, which will lead to semantic priming effects as well. Shelton and Martin 
(1992), for instance, explain the automatic priming effects for associatively related words by 
arguing that it is possible that automatic associative priming results from spreading activation 
between lexical representations, rather than between conceptual representations. This 
explanation of perception is in line with the claim of Levelt (1989) for production, since 
Levelt argues that associative connections have to be placed at the lemma level. 
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To sum up, associative priming effects are found in both paired and single lexical decision and 
word naming tasks. Semantic priming effects are mainly found in paired lexical decision 
tasks. Therefore, associative and semantic priming probably take place at different lexical 
levels: the associative priming effect at the lemma level, and the semantic priming effect at 
the level of conceptual representations. At this level, information about the meaning of the 
lexical item is stored. Semantic priming effects are primarily the result of the postlexical 
checking mechanism that assesses shared nodes at the level of conceptual representations. 
From a bilingual perspective, this would mean that word association priming effects 
would take place at the language-specific part of the mental lexicon, since these effects take 
place at the lemma level, where language-specific semantic and syntactic information is stored 
(cf. the Three-store model of Paradis, 1979). Semantic priming effects would take place at the 
level of conceptual representations. At this level, the a-linguistic, and therefore not 
language-specific, meaning representations of lexical items are stored (Lee, 1994). 
2.4.2 Bilingual associative and semantic priming effects 
Both associative and semantic priming effects have been found in the literature on bilingual 
word recognition (Chen & Ng, 1989; De Groot & Nas, 1991; Grainger & Beauvillain, 1988; 
Keatley & De Gelder, 1992; Keatley, Spinks & De Gelder, 1994; Kirsner et al, 1984; 
Schwanenflugel & Rey, 1986; Tzelgov & Eben-Ezra, 1992; Williams, 1994). In all these 
experiments, visual stimuli were used. 
In general, the interlingual associative and semantic priming effects are attributed to the 
fact that the lexical items share nodes at the semantic level. With the term 'semantic level', 
most researchers refer to a rather underspecified level where word meaning is stored. It is not 
clear whether there refer to conceptual meaning representations or to lexical word meaning. 
It is also not clear whether word meanings are language-specific or not. As discussed in 
Section 1.3.2, conceptual meaning representations are not language-specific, while lexical 
word meaning is. Furthermore, the relations between semantically related and associatively 
related lexical items are probably realised at different levels: semantic relations between 
lexical items will result in overlap at the level of conceptual representations, and associative 
relations between lexical items will result in connections between words at the lemma level. 
Therefore, in orderte provide clear explanations of bilingual associative and semantic priming 
effects, conceptual meaning representations should be distinguished from lemmas. 
It is conceivable that there will be overlap between words of different languages at the 
level of conceptual representations. In the case of semantically related words, conceptual 
representations will be shared, as between the English word DOG and the Dutch word КОЕ 
(meaning 'cow'). However, connections between associatively related words are not likely 
to be formed interlingually (Williams, 1994). The English word NEEDLE and the Dutch word 
HOOIBERG (meaning 'haystack') are not likely to co-occur, while NEEDLE and 
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HAYSTACK, and NAALD (meaning 'needle') and HOOIBERG are. This means that there 
will be no associative connections between lemmas of different languages. Consequently, an 
interlingual associative priming effect must result from the combined effects of intralingual 
associative connections and interlingual overlap between conceptual representations. In the 
case of NEEDLE and HOOIBERG, this means that NEEDLE will be connected to 
HAYSTACK at the lemma level. At the level of conceptual representations, HAYSTACK 
will have interlingual overlap L2 with HOOIBERG. Furthermore, NEEDLE will be connected 
to NAALD at the level of conceptual representations. NAALD will be associatively connected 
to HOOIBERG at the lemma level. This means that each interlingual associative priming 
effect must be partly conceptual in nature, as between the English word FATHER and the 
Dutch word MOEDER (meaning 'mother') which do not only have an associative relation, 
but also share a number of conceptual representations. 
A problem with most bilingual associative priming experiments, just as with most 
monolingual experiments, is that a large percentage of the stimuli are not only associatively, 
but also semantically related. This makes it unclear whether 'pure' interlingual associative 
priming effects can be obtained. 
In the remainder of this section, we will discuss some bilingual semantic and associative 
experiments in detail. We will end this section with an overview of all results, some 
conclusions that can be drawn from them, and a discussion. 
Chen and Ng (1989) claim that they investigated semantic priming effects. However, in order 
to obtain stimuli for this task, both category norms and word-association norms were used. 
This means that they not only checked whether words belonged to the same category (were 
semantically related), but also whether words were associatively related. In fact, Chen and Ng 
claim that care was taken that primes and targets were associatively related. This means they 
investigated primarily associative priming effects, instead of semantic priming effects. 
Chen and Ng used Chinese-English bilinguals. The subjects had Chinese as LI, and over 
12 years of training in English at school. Chen and Ng used a paired lexical decision task with 
an SOA of 300 ms. The stimuli could be associatively related, they could be translation 
equivalents, or they could be unrelated. This could result in associative priming effects and 
repetition priming effects. Only non-cognates were used, and only interlingual priming effects 
were investigated. 
Chen and Ng found that the subjects reacted faster in their LI than in their L2. 
Furthermore, they found that the translation equivalent pairs produced faster responses than 
the associatively related pairs. In turn, associatively related pairs produced faster responses 
than unrelated pairs. This means that the repetition priming effects were stronger than the 
associative priming effects. 
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De Groot and Nas (1991) examined associative priming for cognates and non-cognates. 
Languages used were Dutch and English. Their subjects were first-year students at a Dutch 
university. They had had at least 6 years of classes in English at secondary school. In the 
paired lexical decision experiments, two conditions were used, a masked and an unmasked 
condition. In the masked condition, the SOA was 60 ms. In this condition, the prime was not 
clearly visible as a result of a number of hashes which were displayed before the prime was 
presented. De Groot and Nas report that most subjects could not identify the prime in the 
masked condition. According to De Groot and Nas, attentional processes, such as the 
postlexical checking mechanism, do not play a role during masked priming. Only automatic 
processes are measured. In the unmasked condition, the SOA was 240 ms. Here, the prime 
could be identified. In both conditions, the stimuli were associatively related, translation 
equivalents or unrelated. This means that associative priming effects and repetition priming 
effects could be measured. Both cognates and non-cognates were used. 
Larger priming effects were found in the unmasked condition than in the masked 
condition. In addition, the repetition effects were larger than the associative effects, and the 
subjects reacted faster to the associatively related stimuli than to unrelated stimuli. In the 
unmasked condition, an interlingual associative priming effect for both cognates and 
non-cognates was found. In the masked condition, only an interlingual associative priming 
effect for cognates was found. 
De Groot and Nas explain the fact that in the masked condition interlingual associative 
effects are found for cognates, but not for non-cognates, by the differing amount of overlap 
between LI and L2 at the semantic level. For cognates, there should be more interlingual 
overlap at the semantic level than for non-cognates. However, as we already put forward in 
Chapter 1, we think that there are no structural differences between cognates and non-cognates 
when word meaning is concerned. The fact that in the masked condition interlingual 
associative priming effects are only found for cognates, could be explained by the fact that 
there is more interlingual overlap at the word form level for the cognate stimuli than for the 
non-cognate stimuli. 
Associative priming was also examined by Grainger and Beauvillain (1988). They used 
English-French bilinguals. A difficulty with their experiments was that, after inspection of the 
stimuli, we found that almost 50% of the associatively related stimuli were also semantically 
related. According to self-ratings, the subjects were competent speakers of both English and 
French; 16 were French-dominant and 16 were English-dominant. Grainger and Beauvillain 
used a paired lexical decision task with SOAs of 150 and 750 ms. 
Subjects reacted faster in their LI than in their L2. With an SOA of 150 ms, only 
intralingual priming effects were found, and no interlingual priming effects. With an SOA of 
750 ms, both intra- and interlingual priming effects were found. However, interlingual 
priming was only significant when L2 words were used as primes. 
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Keatley and De Gelder (1992) also explored bilingual associative priming with a paired 
lexical decision task. They did several experiments with various subject groups. Their subjects 
were either French persons studying to be professional translators in Dutch, or Dutch students 
studying French. The last group of subjects was able to read French at a rate within one 
standard deviation from the reading speed of native French speakers. An SOA of 200 ms was 
used. 
In experiment 1 (LI = French), the proportion of associatively primed stimuli was varied: 
proportions of 25% and 75% were used. Subjects reacted faster in their LI than in their L2. 
There were associative priming effects in the intra- and interlingual conditions for both 
proportions. In fact, the two proportions yielded similar response patterns. 
In experiment 2 (LI = French), Keatley and De Gelder instructed the subjects to react as 
fast as they possibly could, contrary to the normal instruction to react fast and with as few 
mistakes as possible. In this speeded-up experiment, they only found associative effects in the 
intralingual condition, and not in the interlingual condition. Equally large intralingual effects 
were found in LI and L2. In addition, the subjects reacted equally fast in LI as in L2. 
In experiment 3, subjects with Dutch as LI were instructed to react as fast as they 
possibly could. They reacted faster in their LI than in their L2. Only intralingual associative 
priming effects were found, no interlingual effects. 
According to Keatley and De Gelder, automatic lexical processes are measured only 
during the last two experiments. During the normal (non-speeded) reading sequence, as 
measured in experiment 1, subjects will use a postlexical strategy. 
Keatley et al. (1994) compared associative priming effects for alphabetic and non-alphabetic 
languages using a paired lexical decision task. Inspection of the stimuli revealed that many 
stimuli were also semantically related. 
In the first experiment, Keatley et al. used Chinese-English bilinguals. The subjects were 
staff members of a Chinese university. Chinese was their LI. They had studied English since 
primary school. SOAs of 250 and 2000 ms were used. Only interlingual priming was 
examined. Subjects reacted equally fast to the LI stimuli as to the L2 stimuli. Interlingual 
priming only occurred in the short SOA condition. The interlingual priming effect was larger 
inL2. 
In the second experiment, Dutch-French bilinguals were used. They were native Dutch 
speakers who had studied French from age 7. The SOA was 200 ms. Both intra- and 
interlingual priming was examined. The subjects reacted faster in LI than in L2. The 
intralingual effects were larger than the interlingual effects. The interlingual priming effect 
was larger for L2 targets. 
Semantic priming effects were investigated by Kirsner et al. (1984) in two experiments. In 
one experiment, they used Hindi and English stimuli. The subjects had different Lis (Hindi, 
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Punjabi, Oriya, Bengali, and Tamil). On a rating task ranging from 1 (not fluent) to 5 (fluent), 
they awarded themselves a 4 for reading in Hindi, and a 3 for English. The stimuli were 
presented above one another. Note that Hindi and English have different orthographical 
systems. 
Both intra- and interlingual effects were obtained. Hindi was reacted to more slowly than 
English. In addition, the intralingual effects were larger for the Hindi stimuli than for the 
English stimuli. Interlingual effects were larger when English was the prime (above) 
language. It is however uncertain, whether the fact that a word is presented above another 
word, automatically implies that this word is also read first. 
In a second experiment, English-French bilinguals were used. These subjects had had at 
least 10 years of experience in each language, and were fluent in both reading and speaking 
in English, as well as in French. The stimuli were presented in a single lexical decision task. 
The lags between prime and target varied in the number of stimuli that were presented 
between the prime and target. There were three conditions: 0 stimuli, 2 stimuli, and 32 stimuli 
between the prime and target. 
Kirsner et al. only found a semantic priming effect when the stimuli were presented one 
after the other. In addition, there was more facilitation in the intralingual condition than in the 
interlingual condition. 
Schwanenflugel and Rey (1986) also examined semantic priming effects. They used subjects 
with Spanish as LI and English as L2. These subjects claimed that their proficiency in English 
was higher than their proficiency in Spanish. Schwanenflugel and Rey used the paired lexical 
decision task with SOAs of 100 and 300 ms. The semantic distance between the stimuli 
varied. Schwanenflugel and Rey call this variable 'typicality level'. They compared high, 
intermediate, and low typicality levels, like the relation between the words BODY and HAND 
(high typicality level), between BODY and FINGER (intermediate typicality level), and 
between BODY and HAIR (low typicality level). 
Schwanenflugel and Rey found both intra- and interlingual priming effects. There was 
no difference between these effects. In addition, they found that the reaction times for words 
with a high typicality relation were faster than the reaction times for words with a low 
typicality relation. 
Tzelgov and Eben-Ezra (1992) investigated semantic priming in Hebrew-English bilinguals. 
The overall proficiency level of these subjects is very unclear, since both balanced bilinguals 
and Hebrew dominant bilinguals were used. Tzelgov and Eben-Ezra used the paired lexical 
decision task with SOAs of 240 and 840 ms. 
The subjects reacted faster in Hebrew (LI) than in English (L2). In both SOA conditions, 
priming effects in the intra- and interlingual condition were found. SOA had no effect on the 
semantic priming effect. The intralingual effects were larger than the interlingual effects. In 
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addition, the interlingual semantic priming effect was larger when English (L2) was used as 
prime. 
In a second semantic priming experiment, English-Hebrew bilinguals were used. English 
was their LI, and they had moved to Israel 5 to 28 years before the experiment. Again, SO As 
of 240 and 840 ms were used. A word naming task was used in this experiment. 
Unlike in most lexical decision experiments, subjects now reacted faster in L2 than in LI. 
In both SOA conditions, priming effects in the intra- and interlingual condition were found. 
The subjects responded faster in the long SOA condition. The intralingual effects were equally 
large as the interlingual effects. The interlingual semantic priming effect was larger when LI 
was used as prime. 
Williams (1994) compared bilingual semantic and associative priming. He used two types of 
word pairs: word pairs that were semantically highly similar but not translation equivalents, 
like FENCE and HAIE ('hedge' in French), and associatively related pairs of a relatively low 
semantic similarity, like SHOE and PIED ('foot' in French). Speakers of various language 
pairs were used. The primes were always presented in LI (English, French, German, Italian), 
the targets always in L2 (English, French, German, Italian). There were two proficiency levels 
involved. The subjects were either studying L2 at the university (very high proficiency level), 
or studying L2 at language schools (intermediate proficiency level). In addition, there were 
two conditions, a masked condition (SOA = 50 ms; a mask of '#'and '&' before and after the 
prime), and an unmasked condition (SOA = 240 ms). According to Williams, the masked 
priming task provides the most 'pure' indication of the priming effects involved. Priming 
effects in this condition must be due to automatic processes, whereas in the unmasked 
condition, they may be the result of a postlexical strategy. 
For the semantically related words, priming effects were obtained in both the masked and 
the unmasked condition. For the associatively related words, priming effects were obtained 
in the unmasked condition, but not in the masked condition. There were no differences 
between the two proficiency levels. 
It will be clear to the reader that we have to conclude that in the bilingual literature associative 
and semantic priming are difficult to differentiate. Often associatively related stimuli are 
semantically related, too. Moreover, it is difficult to determine and compare the proficiency 
levels of the subjects that participated in the various experiments. The results of the 
experiments are summed up in Table 2.1. General conclusions are the following: 
1. Processing speed in LI and L2: 
When subjects do not have a very high proficiency level in L2, they will react faster in 
their LI than in their L2 (Chen & Ng, 1989; Grainger & Beauvillain, 1988; Keatley & 
De Gelder, 1992; Keatley et ai, 1994; Tzelgov & Eben-Ezra, 1992). 
45 
CHAPTER 2 
Table 2.1 Overview of bilingual associative and semantic priming experiments. 
(Ass. = associative priming; Sem. = semantic priming; SLD = single lexical decision task; PLD = paired lexical 
decision task; WN = word naming task; intra = intralingual priming effect; inter = interlingual priming effect; 
С = cognates; NC = non-cognates; Processing speed: < means faster than, = means equally fast as, > means 
slower than; Priming effects: < means smaller than, = means equally large as, > means larger than) 
Researchers) 
Chen & Ng 
(1989) 
De Groot & Nas 
(1991) 
Grainger Si 
Beauvillain 
(1988) 
Keatley & De 
Gelder (1992) 
Keatley, Spinks & 
De Gelder (1994) 
Kirsner, Smith, 
Lockhart, King & 
Jain (1984) 
Schwanenflugel 
& Rey (1986) 
Tzelgov & 
Eben-Ezra(1992) 
Williams (1994) 
Subjects 
LI = Chinese 
L2 = English 
LI = Dutch 
L2 = English 
LI = English/French 
L2 = French/English 
LI = French 
L2 = Dutch 
LI = French 
L2 = Dutch 
LI = Dutch 
L2 = French 
LI = Chinese 
L2 = English 
LI = Dutch 
L2 = French 
LI = Hindi 
L2 = English 
LI = English 
L2 = French 
LI = Spanish 
L2 = English 
LI = Hebrew 
L2 = English 
LI = English 
L2 = Hebrew 
LI = English, 
French, German, or 
Italian 
L2 = English, 
French, German, or 
Italian 
Task 
Ass. PLD; SOA 300 ms 
Ass. PLD; SOA 240 ms 
Ass. PLD; masked 
Ass. PLD; SOA 150 ms 
Ass. PLD; SOA 750 ms 
Ass. PLD; SOA 200 ms 
proportion 25/75 % 
Ass. PLD; SOA 200 ms 
reaction times speeded-up 
Ass. PLD; SOA 200 ms 
reaction times speeded-up 
Ass. PLD; SOA 250 ms 
Ass. PLD; SOA 2000 ms 
Ass. PLD; SOA 200 ms 
Sem. PLD; presented above 
one another 
Sem. SLD; SOA 0 stimuli 
Sem. SLD; SOA 2 stimuli 
Sem. SLD; SOA 32 stimuli 
Sem. PLD; SOA 100 ms 
Sem. PLD; SOA 300 ms 
Sem. PLD; SOA 240 ms 
Sem. PLD; SOA 840 ms 
Sem. WN; SOA 240 ms 
Sem. WN; SOA 840 ms 
Sem. PLD; SOA 240 ms 
Sem. PLD; masked 
Ass. PLD; SOA 240 ms 
Ass. PLD; masked 
Processing 
speed 
L K L 2 
L K L 2 
L K L 2 
LI <L2 
L 1 = L 2 
L K L 2 
L1 = L2 
L 1 = L 2 
L K L 2 
L 1 > L 2 
L K L 2 
LI < L 2 
L 1 > L 2 
L 1 > L 2 
Priming effects 
NC inter 
С inter; NC inter 
С inter; NC no inter 
intra; no inter 
intra; inter LI 
intra; inter 
intra Ll= intra L2 
no inter 
intra; no inter 
inter L1 < inter L2 
no inter 
intra > inter 
inter Ll< inter L2 
intra LI > intra L2 
inter LI > inter L2 
intra > inter 
no intra; no inter 
no intra; no inter 
intra = inter 
intra = inter 
intra > inter 
inter LI > inter L2 
intra > inter 
inter LI > inter L2 
intra = inter 
inter L2 > inter LI 
intra = inter 
inter L2> inter LI 
inter 
inter 
inter 
no inter 
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2. Intra- and interlingual effects: 
a. Associative priming effects are found in both intra- and interlingual conditions (Chen & 
Ng, 1989; Keatley & De Gelder, 1992; Keatley et al, 1994). Intralingual associative 
effects are larger than interlingual associative effects (Chen & Ng, 1989; Grainger & 
Beauvillain, 1988; Keatley & De Gelder, 1992; Keatley et al, 1994). 
b. Semantic priming effects are found in both intra- and interlingual conditions (Kirsner et 
al, 1984; Schwanenflugel & Rey, 1986; Tzelgov & Eben-Ezra, 1992). Intralingual 
semantic effects can be larger than interlingual semantic effects (Kirsner et al 1984; 
Tzelgov & Eben-Ezra, 1992), or both effects can be equally large (Schwanenflugel & 
Rey, 1986; Tzelgov & Eben-Ezra, 1992). 
3. Task dependence: 
a. Interlingual associative effects for non-cognates occur at an SOA range between 150 and 
2000 ms (Grainger & Beauvillain, 1988; Keatley et al, 1994). They disappear when the 
primes are masked (De Groot & Nas, 1991; Williams, 1994), or when the reaction times 
are speeded up (Keatley & De Gelder, 1992). 
b. Interlingual semantic priming effects for non-cognates do not occur in single lexical 
decision tasks (Kirsner et al, 1984). 
4. Asymmetry: 
a. Interlingual associative priming effects can be larger in LI, i.e. when LI stimuli are used 
as targets (Grainger & Beauvillain, 1988), but also in L2 (Keatley et al, 1994). 
b. Interlingual semantic priming effects are larger in LI using a paired lexical decision task, 
but larger in L2 using a word naming task (Tzelgov & Eben-Ezra, 1992). 
Conclusion 1 - faster reaction times in LI than L2 - can be explained by the assumption that 
subjects with a lower proficiency level in L2 than in L1 will have weaker connections between 
nodes representing L2 lexical items, than between nodes representing LI lexical items. This 
is due to the fact that the L2 lexical items have been less frequently used than the LI lexical 
items. This conclusion can also be explained by the fact that the items in L2 have a lower 
resting activation level than the items in LI. 
Speculating about the contradictory results of Kirsner et al (1984) and Tzelgov and 
Eben-Ezra (1992), we think that the results of Kirsner et al (1984) - faster reaction times in 
L2 (English) in a Hindi-English experiment - might be due to the variance in Lis of their 
subjects (Hindi Punjabi, Oriya, Bengali, and Tamil). The subject group is probably 
English-dominant. The contradictory result of Tzelgov and Eben-Ezra (1992) - faster reactions 
in L2 than in LI in a word naming task for English-Hebrew subjects - can be explained by the 
status of Hebrew. For immigrants to Israel, Hebrew is emotionally the most important 
language. 
The result of Keatley and De Gelder (1992) - equal reaction times in LI and L2 - could 
be a result of the fact that the reaction times had to be speeded-up in this experiment. In 
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addition, it could be a result of the proficiency level of their subjects, just as it is for the 
subjects of Keatley et al (1994). Keatley et al. also found equal reaction times in LI as in L2. 
This result can be explained by proficiency level, since when subjects have a very high 
proficiency level, they will have strong connections between the elements in L2. In addition, 
the L2 elements will have high resting activation levels. This will lead to fast reaction times 
inL2. 
Conclusion 2a - intralingual associative effects are larger than interlingual associative 
effects - can be explained by the fact that interlingual associative priming involves several 
steps. Not only the intralingual associative connections between lexical items at the lemma 
level are assessed, but also the overlapping conceptual representations between LI and L2. 
During intralingual associative priming, only the connections between lemmas play a role. 
Conclusion 2b - intralingual semantic priming effects are equally large or larger than 
interlingual priming effects - implies that the number of conceptual representations that 
semantically related lexical items share can vary within and between languages. When there 
are more shared representations for semantically related items within the same language than 
between different languages, the intralingual semantic priming effects will be larger than the 
interlingual priming effects. When there is an equal number of shared conceptual 
representations within and between languages, there will be equally large semantic priming 
effects in the interlingual condition as in the intralingual condition. 
Conclusion 3a - the absence of associative priming effects under masked conditions, 
under time pressure, or with a short SOA - can be explained by the various steps that have to 
be taken during interlingual associative processing. (The activation can spread from the LI 
lemma to the associated LI lemma, and then to the semantically related L2 lemma, and vice 
versa; or the activation can spread from the LI lemma to the semantically related L2 lemma, 
and then to the associated L2 lemma, and vice versa.) The processing of all these steps is time 
consuming. Primes need to be presented clearly to enable the processing system to take all the 
steps involved. When the reaction times have to be very fast, not all the steps can be taken. 
In addition, the steps are taken in a limited time frame. 
Conclusion 3b - the absence of semantic priming effects during single lexical decision 
experiments - can be explained by the automaticity of the processes involved. As can be 
recalled from the monolingual experiments discussed in Section 2.4.1, semantic priming 
effects are mainly found in paired lexical decision experiments where postlexical strategies 
are likely to play a role. These strategies are not likely to play a role during single lexical 
decision tasks. 
With regard to conclusions 4a and b - the asymmetry between LI and L2 - the results are 
simply contradictory, and therefore inconclusive. 
48 
BILINGUAL WORD RECOGNITION 
2.5 Results of earlier research on repetition priming 
In bilingual studies, both intra- and interlingual repetition priming effects are found. 
Generally, interlingual repetition effects are found for cognates, but not for non-cognates in 
single repetition tasks. In paired tasks, interlingual repetition effects are found for both 
cognates and non-cognates (De Groot, 1992a). 
In the following sections, we will discuss a number of bilingual repetition studies. It will 
be shown that the results are not as clear-cut as the authors present them. We will discuss 
delayed repetition priming experiments in Section 2.5.1, and paired repetition priming 
experiments in Section 2.5.2. 
2.5.1 Delayed repetition priming effects 
In this section, we will discuss a number of delayed repetition experiments. In most 
experiments, the single lexical decision task was used (Cristoffanini, Kirsner & Milech, 1986; 
Kerkman, 1984; Kerkman & De Bot, 1989; Kirsner et al, 1980; Kirsner et al, 1984; 
Scarborough et al, 1984). In two experiments, the auditory modality was used, viz. Monsell, 
Matthews, and Miller (1992) used a word naming task, and De Bot et al. (1995) used an 
auditory repetition experiment. We will show that not only proficiency level is an important 
factor to explain the results, but that modality and typological distance may be important 
factors as well. We will first present the experiments in detail, followed by an overview of the 
results and some conclusions. 
Cristoffanini et al (1986) explored delayed repetition priming for Spanish-English bilinguals. 
11 subjects were Latin Americans, and 7 subjects were native Spaniards. They claimed to be 
fluent speakers of both Spanish and English. All subjects had been using both languages for 
at least 5 years. Cristoffanini et al. used non-cognate stimuli, and cognate stimuli of three 
different kinds. The stimuli could be identical cognates, they could be regular cognates with 
cionltion or dadlty substitution, like observación and observation, and crueldad and cruelty, 
or they could be irregularly derived cognates, like calumnia and calamity, and itinerario and 
itinerary. The stimuli were first presented either in English or Spanish (priming phase), and 
then in English (repetition phase). In the priming phase, the subjects had to name the words; 
in the repetition phase, a lexical decision had to be made about visually presented stimuli. 
Cristoffanini et al found an interlingual repetition priming effect for all the cognate 
stimuli, but not for the non-cognate stimuli. The priming effects for the cognates were equally 
large in the intralingual as in the interlingual conditions. 
Since the stimuli had to be named in the priming phase in this study, it is possible that 
the level of conceptual representations was not involved in this task. This might have caused 
the absence of a repetition priming effect for the non-cognates. 
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Kerkman (1984) and Kerkman and De Bot (1989) examined Dutch-English bilinguals using 
a delayed repetition task. There were two types of subjects: 48 university students and 20 staff 
members. The first group were students of English at a Dutch university. According to 
Kerkman and de Bot, they were very proficient in English. However, the year of their studies 
these subjects were at, is not mentioned in the study. The second group of subjects taught 
English at university and in tertiary education; they were almost balanced bilinguals according 
to Kerkman and the Bot. 
Three different types of stimuli were used: cognates, non-cognates and false friends. 
There were two kinds of cognates, a group with orthographically identical stimuli, like 
English hand and Dutch hand, and a group with a large orthographical overlap like English 
flag and Dutch vlag. In both groups, the phonological form was ranging from being almost 
identical, like English TENT [thent] and Dutch TENT [tent], to being quite different, like 
English FRUIT [fru:f] and Dutch FRUIT [fRceyt]. The false friends were orthographically 
identical, but were ranging from being phonologically almost the same, like English LIST and 
Dutch LIST, to being quite different, like English ROOM /röm/ and Dutch ROOM /ro:m/. 
The non-cognates were orthographically and phonologically different, like English DUST and 
Dutch STOF. 
Kerkman and De Bot used the visual lexical decision task. For the university students, 
both intra- and interlingual repetition effects were investigated; for the staff members, only 
interlingual repetition effects were investigated. The stimuli were presented in separate blocks 
for Dutch and English stimuli. 
For the university students, an intralingual repetition effect was found. An interlingual 
repetition effect was found for the two groups of cognates, but not for the non-cognates and 
the false friends. No interlingual repetition effects were found for the staff members in the 
English-Dutch condition. However, in the Dutch-English condition, effects for the cognates 
were found. When the Dutch-English condition was replicated with 10 subjects, no repetition 
effects were found al all. This result may have been due to the relatively small number of 
subjects. Furthermore, no intralingual repetition was measured. This suggests that the 
experiment may not have enough power to detect repetition priming effects at all. 
Kerkman and De Bot explain their results by the influence of proficiency level. When 
subjects are near-native, the lexicons of LI and L2 are separated. So, for near-native 
bilinguals, there would be a limited amount of interlingual overlap at the levels of conceptual 
and orthographical representations, which would make repetition priming for cognates and 
non-cognates unlikely to appear (cf. Woutersen et al., 1994). 
Kirsner et al. (1980) studied repetition effects with Hindi-English bilinguals using the delayed 
repetition task. It is unclear what the LI of the subjects was: 39 subjects claimed that Hindi 
or English, or Hindi and English were their Lis; for 9 subjects, another Indian language was 
LI. All subjects had at least 13 years of experience in reading and speaking both languages. 
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Most subjects were post-graduate students, and received most of their education in English 
at the time of the experiment. 
A visual lexical decision task was used. The stimuli were presented in separate blocks per 
language. Only non-cognates were used. It should be noted that Hindi and English have 
different orthographical systems. 
The subjects reacted faster to the English stimuli than to the Hindi ones. This could mean 
that they were more proficient in English. Kirsner et al. found only intralingual repetition 
effects; no interlingual repetition effects were obtained. Perhaps the typological distance 
between the two languages plays a role here. 
Kirsner et al. (1984) investigated English and French using the delayed repetition task. Two 
types of subjects were used, professional translators and post-graduate students. The 
professional translators had native-like fluency in both languages. The post-graduate students 
had had at least 10 years of experience in both languages. Most of these subjects claimed to 
have more experience with the English language. For both types of subjects, different kinds 
of repetition experiments were carried out. The stimuli were non-cognates. They were 
presented in mixed blocks. 
The professional translators had to make visual lexical decisions in both the priming and 
the repetition phase. Intralingual repetition effects were found, but no interlingual repetition 
effects. The post-graduate students had to translate the words in the baseline condition, and 
to make a visual lexical decision in the repetition condition. Kirsner et al. found both intra-
and interlingual repetition effects. 
Kirsner et al. claim that the subjects in both experiments had the same proficiency level. 
If this is really the case, the different results for both experiments could be due to the fact that 
in the second experiment, the level of conceptual representations was activated more than in 
the first one, as a result of the translation that had to be made in the priming phase. 
Monsell et al. (1992) investigated Welsh (LI) and English (L2) bilinguals. It is unclear which 
proficiency level these subjects had. Since they were all studying at an English speaking 
university, their proficiency level must have been rather high. 
In the experiment, a repetition priming design was used, but Monsell et al. did not use 
the lexical decision task. The subjects had to give a definition of the English stimulus in the 
priming phase, half of the definitions had to be made in English, half in Welsh. The subjects 
had to name a target picture in Welsh in the repetition phase. There were separate subject 
groups for the intra- and interlingual condition. 
Intralingual repetition effects were found for both cognates and non-cognates. Interlingual 
repetition effects were found for cognates, but not for non-cognates. These results could be 
due to the typological relationship between the languages involved, i.e. Welsh and English 
are not strongly related. 
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Scarborough et al. (1984) examined English-Spanish bilinguals using the delayed visual 
repetition priming paradigm. The primes were in English or in Spanish, and the targets were 
in English. There were different groups of subjects, 18 for the English-English condition, and 
18 for the Spanish-English condition. The overall proficiency level of the subjects is rather 
unclear. Most subjects were LI speakers of Spanish, 2 subjects were LI speakers of English, 
and 31 subjects claimed that their vocabulary was larger in English than in Spanish. Only 
non-cognate stimuli were used. 
Scarborough et al. found intralingual repetition effects, and no interlingual repetition 
effects. The subjects reacted more slowly in Spanish. This would mean that their proficiency 
level was higher in English than in Spanish. 
De Bot et al. (1995) examined repetition priming effects for Dutch-English bilinguals with 
a delayed repetition priming task. In this experiment, auditory stimuli were used. The stimuli 
were cognates and non-cognates. Both intra- and interlingual repetition priming were 
measured. Both Dutch and English were used as prime and target. The stimuli were presented 
in separate language blocks. 
There were two groups of subjects: a first group, which these researchers call 
intermediate, was formed by third and fourth year Dutch university students of English. Note, 
however, that compared with the subjects that were used in the experiments described before, 
these subjects should be called very proficient. The second group consisted of near-native 
bilinguals: university teachers of English. For all subjects, Dutch was their LI and English 
their L2. 
Intra- and interlingual repetition effects were found for both cognates and non-cognates. 
There was no difference between the two proficiency groups. 
The conclusions of these experiments are the following (see also Table 2.2): 
1. Intralingual repetition: 
Intralingual repetition effects are always found, regardless of the proficiency level of the 
subjects. They are found both for cognates and for non-cognates, in the visual modality 
(Cristoffanini et al, 1986; Kerkman, 1984; Kerkman & De Bot, 1989; Kirsner et al, 
1980; Kirsner et al, 1984; Scarborough et al, 1984), and in the auditory modality (De 
Bot et al, 1995; Monsell et al, 1992). 
2. Interlingual repetition for cognates: 
a. Interlingual repetition effects are found for cognates for subjects that are not of a 
near-native proficiency level. They are found in the visual modality (Cristoffanini et al, 
1986; Kerkman, 1984; Kerkman & De Bot, 1989), and the auditory modality (De Bot et 
al, 1995; Monsell et al, 1992). 
b. Interlingual repetition priming effects are not found for cognates for subjects of a 
near-native proficiency level in the visual modality (Kerkman, 1984; Kerkman & De Bot, 
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1989). However, they are found for subjects of a near-native proficiency level in the 
auditory modality (De Bot et al, 1995). 
3. Interlingual repetition for non-cognates: 
a. Interlingual repetition effects are not found for non-cognates in the visual modality 
(Kerkman, 1984; Kerkman & De Bot, 1989; Kirsner et al 1980; Kirsner, et al, 1984; 
Scarborough et al, 1984). 
b. Interlingual repetition effects are not found for non-cognates when the languages are 
typologically not strongly related (Kirsner et al, 1980; Monsell et al, 1992). 
c. Interlingual repetition effects are found for non-cognates in the auditory modality, at 
least for subjects of a intermediate to near-native proficiency level (De Bot et al, 1995). 
Thus, both modality and proficiency are likely to play a major role in bilingual processing. 
Typological distance may also be an important factor. 
Table 2.2 Overview of delayed repetition priming experiments * 
(VLD = visual lexical decision task ALD = auditory lexical decision task, WN = word naming task. 
intra = intralingual priming effect inter - interlingual priming effect, С = cognates NC = non-cognates) 
Researchers) 
Cnstoffanini, Kirsner 
&Milech(1986) 
Kerkman (1984), 
Kerkman & De Bot 
(1989) 
Kirsner, Brown, Abrol, 
Chadha & Sharma 
(1980) 
Kirsner, Smith, 
Lockhart, King & Jain 
(1984) 
Monsell, Matthews & 
Miller (1992) 
Scarborough, Gerard 
& Cortese (1984) 
De Bot, Сох, Ralston, 
Schaufeh & Weltens 
(1995) 
Subjects 
LI = Spanish 
L2 = English 
LI = Dutch 
L2 = English 
LI = Hindi 
L2 = English 
LI = English 
L2 = French 
LI = Welsh 
L2 = English 
LI = English 
L2 = Spanish 
LI = Dutch 
L2 = English 
Proficiency 
level 
near-native 
high 
near-native 
near-native7 
near-native 
high 
Modality/Task/Stimuli 
VLD, С & NC 
VLD, С & NC 
VLD, NC 
VLD, NC 
VLD, NC 
translation of pnme 
WN, С & NC 
definition of prime 
VLD, NC 
ALD, С & NC 
Results 
intra 
inter for C, not for NC 
no inter 
intra 
inter for C, not for NC 
intra, no inter 
intra, no inter 
intra, inter 
intra 
inter for C, not for NC 
intra, no inter 
intra, inter 
intra, inter 
* In this table, processing speed is not taken into account, because the data were not available 
from the reported articles. 
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2.5.2 Paired repetition priming effects 
As we put forward in the previous section, paired lexical decision studies yield different 
results as opposed to single (delayed) lexical decision studies with regard to repetition priming 
effects for non-cognates (Chen & Ng, 1989; De Groot & Nas, 1991 ; Keatley & De Gelder, 
1992). In the study of Chen and Ng (1989), the subjects were Chinese-English bilinguals with 
Chinese as LI, and English as L2. The SOA was 300 ms. Chen and Ng used only 
non-cognates, and measured only interlingual repetition effects. The subjects reacted faster 
in their LI than in their L2. Interlingual repetition priming effects for non-cognates were 
obtained. 
De Groot and Nas (1991) also found repetition priming effects for non-cognates. 
Languages under investigation were Dutch (LI) and English (L2). De Groot and Nas used a 
masked (SOA = 60 ms) and an unmasked condition (SOA = 240 ms). In both conditions, a 
repetition priming effect for both cognates and non-cognates was found. However, the effects 
were larger in the unmasked condition. In addition, the intralingual repetition effect was larger 
than the interlingual repetition effect. In general, subjects reacted faster in their LI than in 
their L2. 
In addition to associative priming, Keatley and De Gelder (1992) investigated repetition 
priming. They used Dutch-French bilinguals (Dutch = LI, French = L2), who were able to 
read French at a rate within one standard deviation from the reading speed of native French 
speakers. The SOA was 200 ms. They measured only interlingual repetition priming effects 
for non-cognates. Subjects were pushed to respond as fast as they could. Keatley and De 
Gelder obtained interlingual priming effects. Subjects reacted faster in their LI than in their 
L2. 
Keatley et al. (1994) also investigated repetition priming for non-cognates. The subjects 
had Dutch as LI, and French as L2. They were native speakers of Dutch who had studied 
French from age 7. The SOA was 200 ms. Only interlingual priming was examined. Subjects 
reacted faster in LI. In addition, an interlingual repetition effect was found; this effect was 
larger in L2. 
In addition to semantic and associative priming effects, Williams (1994) investigated 
repetition priming effects for non-cognates. Native speakers of German, Italian, and French 
were used. They were studying English at language schools (intermediate proficiency level). 
The primes were always presented in LI, the targets always in L2 (English). Only the masked 
condition was used. Williams found an interlingual repetition effect. 
So, in paired visual lexical decision experiments interlingual repetition effects for both 
cognates and non-cognates are always found. These must be due to interlingual overlap at 
both the levels of conceptual and orthographical representations for cognates, and to 
interlingual overlap at the level of conceptual representations for non-cognates. Typological 
distance does not seem to be an important factor, since effects for Chinese and English are 
also found (Chen & Ng, 1989). The fact that De Groot and Nas (1991) and Williams (1994) 
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found interlingual repetition priming for non-cognates using a masking technique, must mean 
that the conceptual processes involved are very fast and automatic. 
2.6 Research questions 
In this section, the conclusions of the single (delayed) and paired repetition priming 
experiments will be brought together. This will lead to the formulation of three research 
questions. 
The paired visual repetition priming results (Chen & Ng, 1989; De Groot & Nas, 1991; 
Keatley & De Gelder, 1992; Keatley et al, 1994; Williams, 1994) are in agreement with the 
delayed auditory repetition priming results (De Bot et al., 1995): priming is always found for 
cognates and non-cognates. Using single visual repetition priming, interlingual repetition 
effects are only found for cognates (Cristoffanini et al, 1986; Kerkman, 1984; Kerkman & 
Bot, 1989). This leads to the following question: 
1. Is there a difference between delayed visual and auditory repetition priming? 
An interesting issue of the delayed visual repetition data is the role of proficiency level. Some 
researchers found no effects for cognates and/or non-cognates using near-native subjects 
(Kerkman, 1984; Kerkman & De Bot, 1989; Kirsner et al, 1984), while effects are found for 
cognates using bilinguals with a proficiency level lower than near-native (Cristoffanini et al, 
1986; Kerkman, 1984; Kerkman & De Bot, 1989). This leads to the following question: 
2. What is the effect of proficiency on lexical processing? Does a growing proficiency level 
imply a reduction in interlingual overlap between conceptual representations? 
The third topic is typological distance. In delayed visual repetition experiments, no 
interlingual repetition priming effects were found for non-cognates (Kirsner et al, 1980; 
Monsell et al, 1992), whereas in paired visual repetition priming experiments, effects for 
non-cognates did appear (Chen & Ng, 1989). This leads to the following question: 
3. What is the role of typological distance? Is there a difference in interlingual overlap at 
the various levels of the bilingual lexicon for languages that vary in typological distance? 
All these questions will be addressed in the following chapters. Question 1 will be 
investigated in Chapter 3, Questions 2 and 3 in Chapters 4 to 6. 
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Modality differences 
in bilingual repetition tasks4 
3.1 Introduction 
In the previous chapter, experimental results concerning delayed auditory and visual repetition 
priming were discussed. For subjects that are not near-native bilinguals, De Bot et al. (1995) 
found interlingual repetition effects for non-cognates using the delayed auditory repetition 
task, while Cristoffanini et al. (1986), Kerkman (1984) and Kerkman and De Bot (1989) did 
not find any using the delayed visual repetition task. Furthermore, the results of experiments 
using the paired visual repetition priming paradigm were in agreement with the delayed 
auditory repetition priming results: Chen and Ng (1989), De Groot and Nas (1991), Keatley 
and De Gelder (1992), Keatley et al. (1994), and Williams (1994) found interlingual repetition 
priming effects for both cognates and non-cognates. These contradictory results led us to 
formulate Research Question 1 : is there a difference between delayed visual and auditory 
repetition priming? 
'Earlier versions of this chapter were published in the Journal of Psycholinguists Research: Woutersen, 
De Bot & Weltens (1995), and included in the ERIC database: Woutersen, Weltens & De Bot (1996). 
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There is evidence that there are separate word form levels for the visual and the auditory 
modality. Grainger and Ferrand (1994) claim that there are two input lexicons with separate 
representations, an orthographical lexicon and a phonological lexicon. Kirsner, Milech, and 
Standen (1983) also propose modality-specific visual and auditory access systems, in addition 
to an amodal semantic system. Accordingly, in the visual modality, there would be different 
access representations than in the auditory modality. 
De Bot et al. (1995) propose that there might be different processing strategies involved 
during delayed visual and auditory repetition priming. They do not explain how these different 
processing strategies would operate. However, one could assume that during visual processing 
words are processed as whole entities, while during auditory processing words are processed 
more sequentially. When a word is presented visually, all the orthographical representations 
could be processed in parallel in this opinion, while when a word is presented auditorily, the 
phonological representations could be processed serially. 
Speaking in spreading activation terminology, processing differences between the visual 
and auditory modalities could result in different amounts of residual activation. The idea 
would be that the more sequentially a stimulus is processed, the 'deeper' the processing is. So, 
during auditory word recognition, all the levels involved in word recognition would be 
activated in full (the level of phonological representations, the phonological word form level, 
the lemma level, the conceptual level, and the level of conceptual representations), while 
during visual word recognition, not all the levels (the level of orthographical representations, 
the orthographical word form level, the lemma level, the conceptual level, and the level of 
conceptual representations) would be activated in full. (See Chapter 7 for a detailed 
description of all the levels.) The deepest level, i.e. the level of conceptual representations, 
would only be activated to a certain degree during visual word recognition. 
In a delayed auditory repetition experiment, repetition of word meaning alone can lead 
to interlingual repetition priming effects. This could mean that in the priming phase, the level 
of conceptual representations of the priming language (language a) would be activated in full. 
The conceptual representations of language a that are shared with the target language 
(language b) would spread activation to the concepts and lemmas of language b. As a result, 
in the repetition phase, there would be some residual activation at the level of conceptual 
representations, the conceptual level, and the lemma level of language b, which would lead 
to interlingual repetition effects. 
In a delayed visual repetition experiment, repetition of word meaning alone cannot lead 
to interlingual repetition priming effects. Due to the fact that probably not all the conceptual 
representations of language α are be activated during the priming phase, there would only be 
a small amount of activation that spreads to language b during the priming phase. This would 
not lead to a significant amount of residual activation in language b, and therefore, not to 
interlingual repetition effects. 
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Interlingual repetition priming effects can only be found in a delayed visual repetition 
experiment, when both word form and meaning are repeated. In the priming phase, the 
orthographical representations of language a could spread activation to the orthographical 
word forms of language b. Therefore, language b would have a significant amount of residual 
activation in the repetition phase, which leads to interlingual repetition effects in the visual 
modality. 
In contrast, in visual repetition experiments using the paired lexical decision task, 
interlingual repetition effects resulting from word meaning repetition alone have been found. 
This must be the result of the interlingual overlap at the level of conceptual representations. 
As we have proposed in Section 2.4.1, in a paired lexical decision task, post-lexical checking 
mechanisms probably play a role. This means that, even when there is a small amount of 
residual activation at the level of conceptual representations, interlingual repetition effects can 
be observed. Since De Groot and Nas (1991) and Williams (1994) found interlingual 
repetition priming for non-cognates with masked primes, this must mean that the conceptual 
processes involved are very fast and automatic (see also Section 2.5.2). 
This line of reasoning leads to the following hypothesis: during auditory processing, when 
phonological word forms are active, processing mechanisms are used that are different from 
the ones used during visual processing, when the orthographical word forms are active. We 
will call this hypothesis the Modality Hypothesis. During delayed auditory repetition 
priming, the level of conceptual representations is activated to such a degree that interlingual 
repetition effects for word meaning can occur. During delayed visual repetition priming, only 
the more shallow levels of the mental lexicon are activated in full, which leads to interlingual 
repetition effects at the word form level. 
In order to investigate this Modality Hypothesis, two English-Dutch delayed repetition 
priming experiments were carried out, an auditory and a visual experiment. In both 
experiments, the same stimuli (cognates and non-cognates) and the same type of subjects 
were used (very proficient Dutch-English bilinguals). We were particularly interested in the 
interlingual repetition effects for cognates and non-cognates. 
If the Modality Hypothesis holds, interlingual repetition effects will be found for both 
cognates and non-cognates in the auditory repetition experiment, since in this modality, the 
lexical items are fully processed up to the level of conceptual representations. In the visual 
repetition experiment, only an interlingual repetition effect will be found for the cognates, and 
not for the non-cognates, since in this modality, the lexical items are only fully processed at 
the lower levels of the lexicon. 
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3.2 Experiment 1: Auditory bilingual repetition 
In this section, the auditory repetition experiment will be discussed. This experiment will be 
directly compared with the visual repetition experiment as described in Section 3.3. It will 
also be compared with two other auditory repetition experiments with subjects of different 
proficiency levels. These experiments are presented in Chapter 4. 
3.2.1 Method 
The method to be described in this section is the principal method for the following sections 
and chapters, since in all the repetition experiments to be described, the same kind of 
materials, and the same apparatus, design, and procedure will be used. 
Materials 
A total of 80 Dutch-English translation equivalent word pairs were selected as experimental 
items. Of these word pairs, 40 were cognate and 40 were non-cognate pairs. In order to obtain 
appropriate stimuli, a rating task was used. The aim of this rating task was to differentiate 
between word pairs with almost the same meaning that have very similar sound patterns 
(cognates), and word pairs with almost the same meaning that have different sound patterns 
(non-cognates). 
The rating task was performed by 10 native speakers of Dutch with an advanced mastery 
of English. They had to judge 244 Dutch-English word pairs that covered a wide range of 
cognateness. All word pairs had the same meaning, but their phonological forms varied from 
almost identical to substantially different. The words were presented on audio-tape. 
All judges received written instructions with regard to the task. They were instructed to 
judge the word pairs on a 7-point scale, ranging from (1) very dissimilar to (7) very similar. 
The ratings were highly consistent: А
а д
 = .98. In order to obtain the value of this reliability 
coefficient, the raters were taken as a random factor (see Rietveld & Van Hout, 1993). 
The rating task provided material for cognates, non-cognates, and filler words. A total of 
40 cognate pairs were selected from the extreme end of the distribution. They had an average 
rating of 5.3 to 6.8. In addition, 40 non-cognate pairs were selected at the other end of the 
distribution. They had an average score between 1.0 and 1.3. Since we wanted to mask the 
saliency of the repetition, 160 filler words were selected, 80 in Dutch and 80 in English. They 
had a rating between 2 and 4. Furthermore, in order to obtain an equal number of yes- and 
no-responses for the lexical decision task, an additional number of 160 pseudowords were 
constructed for each language. The pseudowords were derived from existing words by 
changing one or more phonemes in different positions of the word, without breaking the 
morpho-phonetic rules of the language in question. The experimental stimuli are listed in 
Appendix A. In line with normal practice in psycholinguistic experiments, only nouns and 
adjectives were used. 
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In order to make it clear which language was presented at which time, the stimuli were 
presented to the subjects in blocks for the same language. (See also the description of the 
design of the experiment.) Furthermore, as an additional cue, the Dutch stimuli were 
pronounced by a man, and the English stimuli were pronounced by a woman. 
Apparatus 
The experiment was run on an Apple Macintosh SE computer. For digitizing the stimuli, a 
Farallón Macrecorder was used in combination with the SoundEdit software package. The 
Experiment Control System (ECS) developed at Carnegie Mellon University (MacWhinney 
& Clynes, 1990) was used to carry out the experimental task.5 
Subjects 
The subjects (n = 32) were university students of English. Only those students were selected 
that were in the third year at university; before entering university, they had had at least 6 
years of English in secondary school. We ensured that there were no native speakers of 
English among them. 
Design 
Three independent variables were used: Language, Repetition, and Word type. The first 
variable, Language, was implemented by using two languages, Dutch and English. The second 
variable, Repetition had two levels: intralingual and interlingual repetition. The third variable, 
Word type, was implemented by using cognates and non-cognates. 
To distribute the word pairs across the conditions, two problems had to be solved: the 
first problem concerned the fact that the baseline and repeated presentations in a given 
condition were separated by a variable number of blocks. The second problem concerned the 
unequal distribution of different word lengths over the various conditions. We handled these 
problems by using a design in which all blocks and words were rotated over the subjects. The 
actual design is listed in Appendix B.6 
Procedure 
The stimuli were presented through Sennheiser HD 400 headphones. During each session, 
only one subject and the experimenter were present. At the beginning of each session, the 
subject listened to a Dutch instruction read by the experimenter. After listening to the 
instructions, the subject was given the opportunity to ask questions. Then, two practice blocks 
were presented. These blocks, one in Dutch and one in English, consisted of 20 stimuli each. 
'We would like to thank Brian MacWhinney for the use of the software package and the accompanying 
hardware tools. 
'We would like to thank Albert Cox for constructing the design. 
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After the practice blocks, the subject was given another opportunity to ask questions. Finally, 
the experiment started, consisting of four blocks of 160 stimuli. 
The procedure for the practice and experimental blocks was the same: at the beginning 
of each block the experimenter informed the subject which language would be used. Then, the 
subject reacted to one block of stimuli. After a break of a few minutes, in which the 
experimenter prepared the next block, the experiment continued. The entire session lasted 
approximately one hour. The subjects were paid for their participation. 
3.2.2 Data analysis 
A problem in the analysis of reaction times concerns outliers. Outliers are reaction times that 
are not generated by the processes that one wants to examine in the experiment. They can be 
caused by various factors, for instance by fast guesses, multiple runs of the processes under 
investigation, or by the subjects' inattention (Ratcliff, 1993). Outliers should be eliminated 
from the experimental data. Unfortunately, the distribution of outliers usually is not clearly 
separated from the distribution of experimental data. Outliers can be eliminated by means of 
various techniques, for instance by using transformations, by trimming a certain percentage 
of the responses, or by using the median. (See Radcliff (1993) for an overview of elimination 
techniques.) Differences between elimination methods of outliers are also possible causes for 
differences between the experimental outcomes. However, in general, it remains difficult to 
find the optimal cut-off point. We have decided to set two rigid cut-off points in our data 
collection, and to use these cut-off points for all the experiments to be described in this 
dissertation. 
We have chosen to take into account only reaction times between 300 and 2000 ms. 
Reaction times below 300 ms can be regarded as fast guesses or mistakes. Reaction times 
above 2000 ms were not included, because it is plausible that the subjects had not 
concentrated while reacting, or had accessed the words more than once. The data were 
analysed by using the univariate option within the SPSS MANOVA procedure. 
3.2.3 Results 
We obtained a significant intralingual repetition priming effect (F,(l,31) = 25.70,/? < .05; 
F2(l,74) = 85.57, ρ < .05); see Table 3.1). There were no interactions with Word type 
(F,(l ,31) < 1 ; F2(\ ,73) < 1). The interaction with Language was not significant in the subject 
analysis (F,(l,31) = 2.78, n.s.). However, in the item analysis, an interaction with Language 
was found (F2(l,74) = 4.09, ρ < .05). This was the result of the intralingual repetition effect, 
which was larger for the English stimuli (85 ms) than for the Dutch stimuli (54 ms). However, 
since both effects were significant, viz. F2(l,73) = 24.79,ρ < .05 for the Dutch stimuli, and 
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F2(l,73) = 63.65,ρ < .05 for the English stimuli, the precondition for an interlingual repetition 
effect to appear was fulfilled. 
There was also an interlingual repetition priming effect (F,(l,31) = 4.37, ρ < .05; 
F2(l,74) = 11.04, ρ < .05; see Table 3.1). No interactions were found for Word type 
(F,(l,31) < 1; F2(l,73) = 1.90, n.s.), or Language (F,(l,31) < 1; F2(l,74) = 1.58; n.s.). This 
means that there were no differences in interlingual repetition priming between the two 
stimulus languages. Furthermore, it means that there was as much interlingual repetition 
priming for the cognates as for the non-cognates. 
Table 3.1 Mean reaction times in ms (SD; error percentage) for the auditory repetition 
experiment. 
Repetition 
Intralingual 
Interlingual 
Baseline 
910(130; 15) 
917(143; 15) 
Repeated 
849(118; 11) 
888 (132; 13) 
Priming effect 
61* 
29* 
3.3 Experiment 2: Visual bilingual repetition 
In this section, we will discuss the visual repetition experiment. This experiment will be 
directly compared with the auditory repetition experiment as described in Section 3.2. 
3.3.1 Method 
In the visual repetition experiment, the same material, apparatus, design, procedure, and kind 
of subjects (n = 32) were used as in the auditory experiment. The only difference was that the 
stimuli were not presented through headphones, but on the screen of the Apple Macintosh SE 
computer. The distance between the subject and the screen was about 40 cm. A 12 points 
letter was used. Again, we were interested in the interlingual repetition effects for cognates 
and non-cognates. 
3.3.2 Results 
The data were analysed by using the univariate option within the SPSS MANOVA procedure. 
Only reaction times between 300 and 2000 ms were taken into account. 
First, a significant intralingual repetition effect was found (F,(l,31) = 28.59,ρ < .05; 
F2(l,76) = 20.01, ρ < .05; see Table 3.2). There were no interactions with Word type 
(F,(l,31) < 1; F2(l,76) < 1), or Language (f ,(1,31) < 1; F2(l,76) < 1). 
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Table 3.2 Mean reaction times in ms (SD; error percentage) for the visual repetition 
experiment. 
Repetition 
Intralingual 
Interlingual 
Baseline 
624 (71; 5) 
623 (89; 5) 
Repeated 
581 (79; 5) 
603 (88; 5) 
Priming effect 
43* 
20 
Second, an interlingual repetition effect between languages was found (F,(l,31) = 6.54, 
ρ < .05; F2(l,76) = 11.44, ρ < .05; see Table 3.2). Just as in the auditory experiment, no 
interactions were found for the variables Word type (F,(l,31) < 1 ; F2(l,76) < 1), or Language 
(F,(l,31) < 1; F2(l,76) < 1). This means that, statistically speaking, there are no differences 
between the interlingual repetition effects for English and Dutch, and that there was as much 
interlingual priming for the cognates as for the non-cognates. 
Finally, we carried out an overall analysis which included both experiments. This analysis 
showed that there were no differences in interlingual priming between the auditory and visual 
modality (F(\, 62) < 1). 
The only difference we found was the fact, that in the auditory experiment the reaction 
times were on average 118 ms longer for the English stimuli, than for the Dutch stimuli. This 
can be explained by the fact that the English stimuli were roughly 170 ms longer than the 
Dutch stimuli, due to the fact that the speech rate of the Dutch speaker was much higher than 
the speech rate of the English speaker. 
3.4 Conclusion 
In the present chapter, we investigated Research Question 1 : is there a difference between 
delayed visual and auditory repetition priming? We proposed the Modality Hypothesis: during 
auditory processing, when phonological word forms are active, processing mechanisms are 
used that are different from the ones used during visual processing, when the orthographical 
word forms are active. We predicted that if the Modality Hypothesis holds, interlingual 
repetition effects will be found for both cognates and non-cognates in the auditory repetition 
experiment, and that only an interlingual repetition effect will be found for the cognates, and 
not for the non-cognates in the visual repetition experiment. 
However, in both experiments, similar main interlingual repetition effects were found. 
There were no differential effects for the variable Language. In addition, interlingual 
repetition priming was not only found for the cognates, but for the non-cognates as well. 
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Moreover, an overall analysis including both modalities showed that there were no differences 
in interlingual repetition priming between the auditory and visual modality. 
On the basis of these results, the Modality Hypothesis can be rejected. The processing 
mechanisms involved in delayed auditory repetition priming do not differ from those used in 
delayed visual repetition priming. During auditory, as well as visual repetition priming, the 
level of conceptual representations can be activated to such a degree that interlingual 
repetition priming for non-cognate stimuli can be observed. 
Accordingly, the answer to Research Question 1 can be given: there appears to be no 
processing difference between delayed visual and auditory repetition priming. In both 
modalities, conceptual processes can be measured. Consequently, the results of the auditory 
experiment by De Bot et al. (1995) can be directly compared with the results of the visual 
experiment by Kerkman (1984), Cristoffanini et al. (1986), and Kerkman and De Bot (1989). 
Clearly, the contradictory outcomes of the delayed visual and auditory repetition 
experiments reported by others need to be explained in another way than as a result of the 
modality that is used. A possible explanation will be presented in the next chapter, where the 
effects of proficiency level will be examined. 
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Chapter 4 
The effects of proficiency: English7 
4.1 Introduction 
As we noticed in Chapter 2, interlingual priming effects are believed to occur for cognates, 
but not for non-cognates in delayed repetition experiments (De Groot, 1992a). For instance, 
Cristoffanini et al. (1986) found exactly such results, when fluent Spanish-English bilinguals 
were used as subjects. Kerkman (1984) and Kerkman and De Bot (1989) also found similar 
results, when Dutch university students of English were used as subjects. 
However, the claim that interlingual repetition effects can only be found for cognates is 
contradicted by a number of experiments, since Kerkman (1984) and Kerkman and De Bot 
(1989) did not find an interlingual repetition priming effect, neither for cognates, nor for 
non-cognates, when near-native Dutch-English subjects participated. The authors claim that 
the absence of an interlingual repetition effect has to do with the proficiency level of the 
subjects: when subjects have a native-like proficiency level, the lexicons of the two languages 
have become separated. As a consequence, there is not any interlingual repetition priming 
effect for bilinguals with a near-native proficiency level. 
In contrast, De Bot et al. (1995) reported interlingual repetition priming effects for both 
cognates and non-cognates in a delayed repetition experiment using auditory stimuli. They 
used subjects of two proficiency levels: advanced Dutch university students of English and 
7An earlier version of this chapter was included in the ERIC database: Woutersen (1996). 
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near-native Dutch-English bilinguals. For both proficiency levels, interlingual repetition 
effects for cognates and non-cognates were found. 
The contradictory results with regard to the interlingual repetition effects for cognates and 
non-cognates led us to formulating Research Question 2: what is the effect of proficiency 
level on lexical processing? As we already saw in Chapter 3, the occurrence of an interlingual 
repetition effect for non-cognates in delayed repetition experiments is not due to the fact that 
the auditory modality was used instead of the visual modality. Proficiency level may be the 
factor to explain the results. 
In other lines of research on the bilingual lexicon, researchers have also claimed that 
proficiency level plays a crucial role in bilingual lexical processing (Chen, 1992; Kroll & 
Sholl, 1992; Kroll, 1993). Based on the evidence from various translation and Stroop tasks8, 
Chen (1992) concludes that beginning and proficient bilinguals process lexical items in 
different ways. Proficient bilinguals use the L2 relatively independently, while for beginning 
bilinguals words in the L2 seem to be processed in connection with LI words. According to 
Chen, this is due to the fact that, while proficient bilinguals can directly access the meanings 
in both languages of the lexical items involved, beginners tend to rely solely on the meaning 
in LI. 
Kroll and Sholl (1992) discuss evidence from various translation and semantic priming 
experiments. They conclude that there must be a direct connection at the word form level from 
L2 to LI, while processing from LI to L2 goes via an indirect route, i.e via the conceptual 
level. They base their conclusion on the research finding that translation is slower from LI 
to L2, than from L2 to LI. Furthermore, they have found that translation from LI to L2 is 
influenced by conceptual variables, while translation from L2 to LI is not. The results of 
semantic priming experiments strengthen this view according to Kroll and Sholl: interlingual 
semantic priming effects are larger from LI to L2 than vice versa. However, as we already 
saw in Chapter 2, contradictory results are also found. For instance, Tzelgov and Eben-Ezra 
(1992) have found larger semantic priming effects from L2 to LI when using an interlingual 
word naming task. Kroll (1993) proposes that the use of the direct and indirect routes changes 
when bilinguals become more proficient in L2: beginning bilinguals use the connections 
between LI and L2 translation equivalent word forms, while proficient bilinguals use the 
conceptual representation of the L2 word (see also Section 1.4.2.). 
We want to argue that proficiency level is the factor that explains the results found in the 
literature. Therefore, we made two assumptions. First, we assumed that the proficiency level 
'During a Stroop task, subjects have to name the colour of the ink in which words are written The words 
that are used, are colour words In a bilingual Stroop task, subjects have to name the colour of the ink m 
language a, while the colour words are written in language b They have, for instance, to give the Dutch 
name of the green ink in which the English word red is written, ι e GROEN. 
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of the bilinguals used by Cristoffanini et al. (1986) and of the students used by Kerkman 
(1984) and Kerkman and De Bot (1989) was lower than the proficiency level of the students 
used by De Bot et al. (1995). Second, we assumed that the near-native subjects of Kerkman 
and De Bot had a higher proficiency level than the near-native subjects of De Bot et al. 
Although little is reported about the proficiency levels in these articles, the first 
assumption seems justified. The subjects of Cristoffanini et al. claimed to be fluent speakers 
of both languages. Nevertheless, they had only been using their L2 for 5 years. The subjects 
of Kerkman and De Bot were university students of L2 (English). We do not know what level 
these students were of. Thus, they could be first year students of English. The subjects of De 
Bot et al. were advanced university students of English; in their third and fourth year. Hence, 
it is possible that the subjects of Cristoffanini et al. and the students of Kerkman and De Bot 
were of a lower proficiency level than the students of De Bot et al. 
The second assumption cannot be justified on the ground of the reported proficiency 
levels of the subjects. The near-native bilinguals of Kerkman and De Bot were teachers of L2 
at the university and at other institutes of tertiary education. The near-native subjects of De 
Bot et al. were also teachers at the university. In fact, some of them participated in both 
experiments. On the basis of these facts, it seems unlikely that one group had a higher 
proficiency level than the other. 
Another explanation of the results for the near-native subjects of Kerkman and De Bot 
could be that it was impossible to measure repetition priming effects in this experiment. It is 
possible that the outcomes could have been caused by the experimental set-up. The time 
between the first and the second presentations could have been too long, or the subjects could 
have been applying a strategy to make the lexical decisions. Unfortunately, Kerkman and De 
Bot only investigated interlingual repetition effects, and no intralingual repetition effects. If 
they had found an intralingual repetition effect, they could have proven that their experiment 
had enough power to detect possible repetition effects (see also Sections 2.3 and 2.5.1). 
In the present chapter, it is investigated whether proficiency level is the crucial factor to 
explain the contrasting repetition priming results. We hypothesised that proficiency level is 
indeed crucial in repetition priming. Consequently, we formulated the Proficiency 
Hypothesis: the organisation of the bilingual mental lexicon is related to proficiency level. 
We investigated the Proficiency Hypothesis for Dutch-English bilinguals of three proficiency 
levels. We compared bilinguals of an intermediate proficiency level, bilinguals of a high 
proficiency level, and bilinguals of a near-native proficiency level. As in Chapter 3, we 
conducted repetition priming experiments using cognates and non-cognates. The same 
auditory stimuli were used in all experiments. On the basis of the results found in the literature 
on bilingualism, the following predictions can be made (see also Table 4.1): 
1. For the bilinguals of an intermediate proficiency level, there will be interlingual 
repetition priming for cognates, but not for non-cognates. 
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2. For the bilinguals of a high proficiency level, there will be interlingual repetition 
priming for both cognates and non-cognates. 
3. For the bilinguals of a near-native proficiency level, there will be no interlingual 
repetition priming, neither for cognates, nor for non-cognates. 
Table 4.1 Expected interlingual repetition effects based on literature. 
Proficiency level Cognates Non-cognates 
Intermediate + -
High + + 
Near-native - -
How can the different interlingual effects as a result of a growing proficiency level be 
explained? Possibly, during the proficiency growth of a bilingual, the connections of the 
lexical items to the system of conceptual representations will change, i.e. the degree of overlap 
between the two languages will become smaller. First, when bilinguals start to learn an L2, 
all the conceptual representations of the LI lexical items will be connected to the translation 
equivalents in L2. This is more or less what Chen (1992) proposes. When the proficiency 
grows, the conceptual representations of LI that are not appropriate in L2 will be 
disconnected. We presume that conceptual representations are not restricted to lexical 
semantic information. Contextual information, for instance, can also be present in these 
representations. (See Section 7.3.1 for further elaboration of the notion conceptual 
representation.) Disconnection can be caused by two facts: (1) the conceptual representations 
in question are never encountered in connection with the L2 item, or (2) the bilingual has 
explicitly learned that the connection is inappropriate. Furthermore, additional conceptual 
representations will be connected to L2, as a result of the fact that lexical items are always 
encountered in certain L2 contexts. So, from two completely overlapping systems of 
conceptual representations for LI and L2, the systems of conceptual representations will 
become only partially overlapping. 
Similarly, for beginning learners, cognate word pairs in LI and L2 are represented by the 
same phonological representations. However, as the proficiency in L2 develops, more and 
more phonological representations will become unique for the LI or L2 subsets in the 
phonological system. For instance, a beginning bilingual will regard the phonological 
representation E in the Dutch-English cognate word BED as identical in English and Dutch, 
namely as lei. Therefore, there will be one phonological representation E for beginning 
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bilinguals. A more proficient bilingual will realise that the phonological representations for 
E are not identical in the two languages. As a result, a separate phonological L2 node will 
develop, namely the /e/-node. This means that phonological representations in LI and L2 will 
develop from completely overlapping to partially overlapping. 
At the level of orthographical representations, a different story holds. It is improbable that 
the amount of interlingual overlap between the orthographical nodes changes as a result of a 
growing proficiency level. The interlingual overlap that is inherent in the languages probably 
stays the same at the level of orthographical representations. Translation equivalents are 
spelled the same, or not. So, pairs are either identical, or not. Proficiency level is not 
important here. However, when two languages have different writing systems, like English 
and Hindi, or English and Chinese, there can be no interlingual overlap at the level of 
orthographical representations. Again, proficiency cannot play a role here. 
Proficiency growth is also likely to have an effect on the strength of the connections in 
the L2 lexicon (from the level of conceptual representations, to the conceptual level, to the 
lemma level, to the phonological word form level, and the level of phonological 
representations, and vice versa; from the level of conceptual representations, to the conceptual 
level, to the lemma level, to the orthographical word form level, and the level of 
orthographical representations, and vice versa, see also Chapter 7). Bilinguals with a low 
proficiency level will have weak connections between the nodes representing lexical items in 
L2. This is due to the fact that their L2 is not used very often. When bilinguals use L2 more 
often, the proficiency will develop. As a result, the connections between the nodes in L2 will 
become stronger.' 
Thus, we think that the occurrence of an interlingual repetition priming effect depends 
on two factors. First, the strength of the connections between the nodes of the mental 
lexicon, and second, the amount of interlingual overlap between the nodes at the levels of 
conceptual and/or phonological and/or orthographical representations. Interlingual repetition 
effects will be larger if there are stronger connections between the nodes in the two lexicons. 
When a bilingual has a low proficiency level in L2, the connections in L2 will be weak. As 
a result, there will be a small interlingual repetition effect between LI and L2, since the 
connections between the nodes of the various levels need to have a certain minimum strength 
for an interlingual repetition effect to appear. Furthermore, interlingual repetition effects will 
be larger if there is a large number of nodes that spread activation to the other language. If 
there is a large number of conceptual representations that spread activation to the concept and 
lemma nodes, a large interlingual repetition effect will be observed. In other words, more 
interlingual overlap leads to larger interlingual repetition effects. An interlingual repetition 
effect will only occur, if there is a certain minimum amount of interlingual overlap at the level 
The amount of use may not be equivalent with proficiency. There can be other factors that influence 
proficiency development, like learning rate or fossilisation. 
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of conceptual representations. Only then, the activation can spread from the LI lemma to the 
L2 lemma or vice versa. 
The effect of proficiency level on interlingual repetition priming could work as follows 
for the Dutch-English subjects in our experiments: for bilinguals with an intermediate 
proficiency level there could be a large amount of interlingual overlap at the levels of 
conceptual and phonological representations for lexical items that have overlapping meanings 
and forms (cognates). For lexical items that only have overlapping meanings (non-cognates), 
there could only be a large amount of interlingual overlap at the level of conceptual 
representations. However, as the connections between the nodes in L2 are not very strong, due 
to the infrequent usage of L2, there would be no interlingual repetition priming effects for 
non-cognates. Interlingual repetition priming would only occur, when there is interlingual 
overlap at both the level of the conceptual representations and the level of phonological 
representations. 
For bilinguals with a high proficiency level, the interlingual overlap could have decreased 
to some degree. Nevertheless, for cognates, there could still be a reasonably large amount of 
interlingual overlap at both the level of conceptual representations and the level of 
phonological representations for cognates; for non-cognates, there could still be a reasonably 
large amount of interlingual overlap at the level of conceptual representations. In addition, the 
connections between the nodes in L2 could have grown stronger, due to more frequent usage 
of L2. Now, interlingual overlap at the level of conceptual representations alone could be 
enough to cause an interlingual repetition priming effect. This would lead to interlingual 
repetition effects for both cognates and non-cognates. 
For near-native bilinguals, the amount of interlingual overlap at the level of phonological 
representations could be smaller for cognates. The amount of interlingual overlap at the level 
of conceptual representations would have decreased, and would decline below the minimum 
level that is needed for an interlingual repetition effect to occur on the basis of priming of 
meaning alone. In addition, the connections between the nodes in L2 could be very strong due 
to the frequent usage of L2. As a result, we would expect interlingual repetition priming for 
cognates, but not for non-cognates. This expectation is in contrast with the results found in 
the literature. However, as we already put forward, these results could also have been caused 
by the experimental set-up of the experiment in question. So, the following predictions can 
be made on the basis of spreading activation arguments (see also Table 4.2): 
1. For the bilinguals of an intermediate proficiency level, there will be interlingual 
repetition priming for cognates, but not for non-cognates. 
2. For the bilinguals of a high proficiency level, there will be interlingual repetition 
priming for both cognates and non-cognates. 
3. For the bilinguals of a near-native proficiency level, there will be interlingual 
repetition priming for cognates, but not for non-cognates. 
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Table 4.2 Expected interlingual repetition effects based on spreading activation. 
Proficiency level Cognates Non-cognates 
Intermediate + -
High + + 
Near-native + -
To sum up, for the bilinguals with intermediate and high proficiency levels, the predictions 
based on the literature and based on spreading activation principles are the same. For both 
proficiency levels, interlingual repetition effects for cognates are expected. Interlingual 
repetition effects for non-cognates are only expected for the bilinguals with a high proficiency 
level. For the near-native bilinguals, the expectations are in contrast. On the basis of the 
literature, we do not expect interlingual repetition effects for cognates, or for non-cognates; 
on the basis of spreading activation principles, we do expect interlingual repetition effects for 
cognates, while we do not expect interlingual repetition effects for non-cognates. 
In the experiments that are discussed in the next sections, we will collect experimental 
data for the three proficiency levels involved. 
4.2 Experiment 3a: Bilinguals of an intermediate proficiency level 
In this experiment, we wanted to use subjects with a relatively low proficiency level. As we 
wanted to compare the results of this experiment with the results of the Dutch-English 
bilinguals in Experiment 1, we needed subjects that had at least acquired the words we used 
in the lexical decision task, but at the same time had a low proficiency level. 
We decided to take students of secondary education. In order to find the right group of 
subjects, we asked four English teachers of the school at which the experiment was carried 
out, to rate at which grade students of secondary education would know the 190 English 
words we wanted to present in the lexical decision task. In the Netherlands, the secondary 
school system is divided into 6 grades, starting with age 13 (1) to age 18 (6). The judges had 
to rate for each word at which grade it would be known by the learners. 
The ratings of the judges were highly consistent Я
а д
 = .91. (In order to obtain the value 
of this reliability coefficient, the raters were taken as a fixed factor; see Rietveld & Van Hout, 
1993). In grade 4, the students would know 92.2% of the words, according to the judges. In 
grade 3,78.5% of the words would be known. As we wanted those group of subjects that had 
the lowest proficiency level possible to carry out the lexical decision task, we decided to take 
the third graders. 
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Following the predictions listed in Table 4.1 and Table 4.2, we expected an interlingual 
repetition effect for the cognate, but not for non-cognate stimuli. 
4.2.1 Method 
The materials, apparatus, design, and procedure we used in this experiment were the same as 
the ones described in section 3.2.1. 
Subjects 
In this experiment, Dutch secondary school students (n = 32) participated. They were 
attending an upper-middle class secondary school. Ages varied between 14 and 16 years. They 
had had about 300 hours of education in English. We ensured that no native speakers of 
English were involved. 
4.2.2 Results 
The data were analysed by using the univariate option within the SPSS MANOVA procedure. 
Only reaction times between 300 and 2000 ms were taken into account. 
Table 4.3 Mean intralingual reaction times in ms (SD; error percentage) for the bilinguals 
•with an intermediate proficiency level. 
Language 
Dutch 
English 
Baseline 
906 (147; 30) 
1085 (147; 35) 
Repeated 
882 (131; 28) 
1017 (133; 30) 
Priming effect 
24 (tend.) 
68* 
There was a significant intralingual repetition effect (F,(l,31) = 19.82, ρ < .05; 
F2(l,39) = 23.20, ρ < .05; see Table 4.3). There was an interaction with Language 
CF,(1,31) = 6.87, ρ < .05; F2(l,39) = 7.01,ρ < .05). This was due to the fact that there was an 
significant intralingual repetition effect for the English stimuli (F,(l,31) = 27.68,ρ < .05; 
F2(l,39) = 28.94,/? < .05), while there was only a tendency towards an intralingual repetition 
effect for the Dutch stimuli (F,(l,31) = 3.05, ρ = .09; F2 (1,39) = 3.95, ρ = .05). We judged 
this tendency to be enough to set the precondition for an interlingual repetition effect. 
Overall, there was no interlingual repetition effect (F,(l,31) < 1; F2(l,39) = 1.04, n.s.). 
However, there was an interaction with Word type (F,(l,31) = 4.43,p < .05; F2(l,39) = 7.58, 
ρ < .05). For the cognates, there was a tendency towards an interlingual repetition effect in the 
subject analysis (F,(l,31) = 3.83, ρ = .06). This effect was significant in the item analysis 
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(F2(l,39) = 5.78, ρ < .05). For the non-cognates, there was no interlingual priming effect 
(F,(l,31) < 1; F2(l,39) = 2.04, n.s.). There was no interaction with Language (F,(l,31) < 1; 
F2(l,39) < 1). This means that, statistically speaking, there was as much interlingual priming 
in English as in Dutch, but that there was only interlingual repetition pruning for the cognates, 
and not for the non-cognates (see Table 4.4). 
Table 4.4 Mean interlingual reaction times in ms (SD; error percentage) for the bilinguals 
with an intermediate proficiency level. 
Word type 
Cognate 
Non-cognate 
Baseline ' 
1009 (147; 33) 
989 (126; 29) 
Repeated 
978 (122; 33) 
997 (124; 30) 
Priming effect 
31* 
-8 
The error percentages for the bilinguals of an intermediate proficiency level were quite high: 
around 30 %. However, since the error percentages were of the same order in Dutch as in 
English, they cannot be attributed to the proficiency level in L2. 
4.3 Review of Experiment 1: Bilinguals of a high proficiency level 
In this section, the results of Experiment 1 will be summarized. In this experiment, we used 
subjects with a high proficiency level in L2. We expected interlingual repetition priming 
effects for both the cognate and the non-cognate stimuli (see Tables 4.1 and 4.2). 
We obtained a significant intralingual repetition effect. We also found an interlingual 
repetition effect. There were no interactions between the interlingual repetition effect and 
Language, or Word type. This means that there was as much priming between languages in 
English as in Dutch, and that there was an equally large interlingual repetition effect for the 
cognates as for the non-cognates (see Table 4.5). 
Table 4.5 Mean reaction times in ms (SD; error percentage) for the bilinguals with a high 
proficiency level. 
Repetition 
Intralingual 
Interlingual 
Baseline 
910 (130; 15) 
917 (143; 15) 
Repeated 
849 (118; 11) 
888 (132; 13) 
Priming effect 
61* 
29* 
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4.4 Experiment 3b: Bilinguals of a near-native proficiency level 
The subjects in this experiment were of a very high level of proficiency. We hypothesised no 
interlingual repetition effects on the basis of the literature on repetition (see Table 4.1). 
However, on the basis of spreading activation arguments, one could expect an interlingual 
repetition effect for the cognates, but not for the non-cognates (see Table 4.2). 
4.4.1 Method 
The materials, apparatus, design, and procedure we used were the same as the ones used for 
the Dutch-English bilinguals with an intermediate proficiency and the Dutch-English 
bilinguals with a high proficiency. 
Subjects 
The subjects (n = 16) under investigation were of a near-native level. They were excellent 
learners of English as defined in Bongaerts, Van Summeren, Planken, and Schils (in press), 
working at the English department the university and in other institutes of tertiary education. 
We ensured that no native speakers of English were involved. For purposes of their studies, 
they had all been immersed in the English language and culture for at least several months. 
4.4.2 Results 
The data were analysed by using the univariate option within the SPSS MANOVA procedure. 
Only reaction times between 300 and 2000 ms were taken into account. 
There was a significant intralingual repetition effect (F,(l,15) = 28.89, ρ < .05; 
F2(l,39) = 30.16, ρ < .05; see Table 4.6). There were no interactions with Word type 
(F,(l,15) = 1.40, n.s.; F2(l,39) = 1.08, n.s.) or Language (7 ,^(1,15) < 1; F2(l,39) < 1). 
Table 4.6 Mean reaction times in ms (SD; error percentage) for the bilinguals with a 
near-native proficiency level. 
Repetition 
Intralingual 
Interlingual 
Baseline 
860 (144; 9) 
866 (139; 9) 
Repeated 
809 (122; 6) 
843 (122; 7) 
Priming effect 
51* 
23* 
There was also an interlingual repetition effect (F,(l,15) = 5.30, ρ < .05; .F2(l,39) = 10.20, 
ρ < .05). Furthermore, there were no interactions between the interlingual repetition effect and 
Language (F,(l,15) = 1.05, n.s.; F2(l,39) < 1) or Word type (F,(l,15) < 1; F2(l,39) = 1.94, 
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n.s.). So, statistically speaking, there was as much interlingual priming in English as in Dutch. 
Furthermore, there was an equally large interlingual repetition effect for the cognates as for 
the non-cognates. 
4.5 Conclusion 
In this chapter, we investigated Research Question 2: what is the effect of proficiency level 
on lexical processing? We proposed the Proficiency Hypothesis: the organisation of the 
bilingual mental lexicon is related to proficiency level. We carried out three auditory 
Dutch-English experiments with subjects of different proficiency levels. 
When the results of the experiments are combined, the following pattern emerges (see 
also Table 4.7): 
1. For the bilinguals with an intermediate proficiency, there is interlingual repetition 
priming for cognates, but not for non-cognates. 
2. For the bilinguals with a high proficiency, there is interlingual repetition priming for 
both cognates and non-cognates. 
3. For the bilinguals with a near-native proficiency, there is interlingual priming for both 
cognates and non-cognates. 
Table 4.7 Interlingual repetition effects found in the auditory experiments. 
Proficiency level Cognates Non-cognates 
Intermediate + - . 
High + + 
Near-native + + 
This means that predictions 1 and 2 are confirmed. (As can be recalled from Section 4.1, 
predictions 1 and 2 were the same, whether they were based on the literature, or based on 
spreading activation principles.) For bilinguals of an intermediate proficiency level, there is 
only interlingual repetition priming for cognates, and for bilinguals with a high proficiency 
level there is interlingual repetition priming for both cognates and non-cognates. Only 
prediction 3 was not confirmed. (Based on the literature, we expected no interlingual 
repetition effects for cognates or non-cognates; based on spreading activation arguments, we 
expected interlingual repetition priming effects for cognates, but not for non-cognates.) For 
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near-native bilinguals, there is interlingual repetition priming for cognates and for 
non-cognates. 
This means that for bilinguals with an intermediate proficiency level, interlingual 
repetition priming will only occur if there is interlingual overlap at both the levels 
phonological and conceptual representations. For bilinguals of high and near-native 
proficiency levels, interlingual overlap at the level of conceptual representations appears to 
be enough to cause an interlingual repetition effect. 
The effect of proficiency level on interlingual repetition priming might be explained in the 
following way: for bilinguals with a low proficiency level, there is a large amount of overlap 
between translation equivalents at the levels of conceptual and phonological representations. 
However, as the connections between the nodes in L2 are not very strong, there is only 
interlingual repetition priming for cognates, and not for non-cognates. 
For bilinguals with a high proficiency level, there is a (less) large amount of overlap 
between translation equivalents at both the levels of conceptual and phonological 
representations. In addition, the connections between the nodes in L2 will have grown 
stronger. This leads to interlingual repetition effects for both cognates and non-cognates. 
For near-native bilinguals, the amount of overlap between translation equivalents at the 
levels of phonological and conceptual representations has decreased. However, the 
connections between the nodes in L2 are very strong. There is still enough interlingual overlap 
at the levels of conceptual and phonological representations to cause interlingual repetition 
priming effects for cognates and non-cognates. 
With regard to Research Question 2, we have to conclude that the effect of proficiency on 
lexical processing probably lies in the reduction of the interlingual overlap at the levels of 
conceptual and phonological representations, in addition to stronger connections between the 
nodes in L2. The ramification of these findings for a more general model of the bilingual 
lexicon will be discussed in Chapter 7. 
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The effects of typological distance: 
the Maastricht dialect10 and Turkish 
5.1 Introduction 
In Chapter 2, two repetition priming experiments using a single lexical decision task were 
discussed. In these experiments, language pairs were used that were typologically not strongly 
related: Kirsner et al. (1980) used Hindi-English bilinguals; Monsell et al. (1992) used 
Welsh-English bilinguals. Kirsner et al. examined only non-cognate stimuli. They did not find 
any interlingual repetition priming effects. Monsell et al. examined cognates and 
non-cognates. They found interlingual repetition effects for the cognate stimuli, but not for 
the non-cognate ones. The proficiency levels of the subjects in both experiments was very 
high: they were students following courses at L2(English)-speaking universities. 
By contrast, Chen and Ng (1989) did find interlingual repetition priming effects for 
non-cognates using a language pair that is not strongly related. They asked Chinese-English 
bilinguals with a high proficiency level to carry out a paired lexical decision task. 
'°An earlier version of the section on the Maastricht dialect was published in Applied Psycholinguistics: 
Woutersen el at. (1994). 
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These contradictory results led us to formulate the third research question, which 
concerned typological distance (see Chapter 2). We wanted to know whether the processing 
and organisation of the bilingual lexicon is influenced by typological distance. 
Following Crystal (1992, p. 399), we will define typological distance as the degree of 
structural similarity at various levels of the bilingual lexicon. So, languages can be strongly 
or weakly related at the syntactic, the morphological, and/or the phonological levels. Since 
the level of conceptual representations is not language-specific (see also Sections 1.3.2,2.4.1, 
and 7.2.3), this level may also be strongly or weakly related, depending on the presence or 
absence of cultural differences. We will concentrate on the levels of conceptual and 
phonological representations. Typological distance will be examined in the following way: 
we will compare languages with a very strong typological relationship with languages with 
a weak typological relationship. In order to do so, we will compare standard Dutch-Maastricht 
dialect, Dutch-English, and Dutch-Turkish bilinguals. 
The Dutch-English experiments have been discussed in Chapter 4. There, we found 
interlingual repetition effects for cognates and non-cognates for Dutch subjects with a high 
proficiency in English. We explained the results by proposing that for subjects with a high 
proficiency level, there is a reasonable amount of overlap at the levels of conceptual and/or 
phonological representations for translation equivalents, in combination with strong 
connections between the nodes in L2. 
When two language varieties are very strongly related, and are spoken in the same region, 
like standard Dutch and the Maastricht dialect, the overlap between the conceptual and/or 
phonological representations of translation equivalents is even higher. This high degree of 
interlingual overlap is inherent in the systems of the language varieties that are involved. 
Irrespective of the proficiency level of the bilingual speakers, the amount of overlap between 
the Maastricht dialect and standard Dutch will be high, since in the Maastricht dialect system 
roughly the same conceptual and phonological representations are used as in the standard 
Dutch system. Consequently, even when the proficiency of the bilinguals grows, a large 
amount of overlap will still remain at the levels of conceptual and/or phonological 
representations for translation equivalents. In addition, the connection between the nodes in 
L2 will probably be strong. Therefore, we do not only expect to find interlingual repetition 
effects for cognates for bilinguals with a very high proficiency in standard Dutch and the 
Maastricht dialect, but for non-cognates as well. 
For bilinguals with a lower proficiency level in two very strongly related languages, there 
also is a large amount of overlap at the levels of conceptual and/or phonological 
representations for translation equivalents. However, in contrast to bilinguals with a high 
proficiency level, the connections between the nodes in L2 are not likely to be strong. As a 
result, repetition of both word form and meaning are probably needed in order to obtain 
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interlingual repetition effects. As a consequence, we expect to find interlingual repetition 
effects for cognates, and not for non-cognates. 
When two languages are typologically not strongly related, the interlingual overlap 
between the conceptual and phonological representations that is inherent in the language 
systems is likely to be very low. So, even though the connections in L2 are likely to be strong 
due to a high proficiency level, no interlingual repetition effects as a result of concept priming 
alone (for non-cognates) are expected. Indeed, no interlingual repetition effects for 
non-cognates are found for bilinguals with a high proficiency level in Hindi and English, or 
in Welsh and English (Kirsner et al., 1980; Monsell et al., 1992). Consequently, for bilinguals 
with a high proficiency level in Dutch and Turkish, we do not expect to find an interlingual 
repetition effect for non-cognates. 
In the present chapter, the effects of a very strong and a weak typological relationship will be 
examined. The Maastricht dialect and Turkish are compared. The Maastricht dialect was 
chosen, because it is typologically less strongly related to standard Dutch than other Dutch 
dialects. This means that the two language varieties do not only differ at the level of 
phonological representations, but at the phonological word form level as well. We will also 
discuss Schaufeli's data on Dutch-Turkish bilinguals (see also Schaufeli, 1994). Turkish was 
chosen, because there are not only differences at the syntactic level, but also differences at the 
levels of phonological and orthographical representations. 
Again, in all experiments, two types of stimuli were used, cognates and non-cognates. 
The design of the standard Dutch-Maastricht dialect experiments and the Dutch-Turkish 
experiment is identical with the design of the Dutch-English experiments discussed in 
previous chapters. Therefore, the experiments can be compared directly. 
First, the Maastricht dialect will be presented (Section 5.2). Then, two experiments will 
be presented in which Maastricht dialect speaking subjects of different proficiency levels will 
be used (Sections 5.3 and 5.4). Then, the results of these experiments will be discussed 
(Section 5.5) Finally, the Schaufeli data on Turkish will be presented and discussed 
(Sections 5.6 and 5.7). 
5.2 The Maastricht dialect 
Maastricht is a city in the south of the Netherlands with a dialect which has been very well 
preserved. Its language situation is very suitable for investigating the bilingual lexicon, since 
the Maastricht dialect is still actively used by a large proportion of speakers in all generations 
and in all layers of society. Unlike most other city dialects, it has a relatively high prestige 
within the speech community (Münstermann & Hagen, 1986; Münstermann, 1989). As a 
consequence, even people brought up in standard Dutch will learn how to speak the 
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Maastricht dialect; it will become their L2. On the other hand, all people brought up in the 
Maastricht dialect acquire standard Dutch at an early age, as this is the language used in 
education, by the Dutch media, and by most official bodies. Consequently, for the native 
speakers of the Maastricht dialect, standard Dutch has an L2 status. 
The differences between the Maastricht dialect and standard Dutch are relatively large. 
As a result of its location, with the German border and the French language border, i.e. the 
French-speaking part of Belgium, only some 20 miles away, the Maastricht dialect has always 
had a strong influence from both of these neighbouring languages. In the lexicon, these 
influences are very much apparent in words such as the following: 
kraank German krank, 
as opposed to Dutch ziek (meaning 'sick'); 
sjink German Schinken, 
as opposed to Dutch ham (meaning 'ham'); 
tas German Tasse, French tasse, 
as opposed to Dutch kopje, diminutive form of kop (meaning 'cup'); 
versjèt Frenchfourchette, 
as opposed to Dutch vork (meaning 'fork'). 
However, the number of these radically different words is limited. Although many words 
differ substantially, they mostly derive from the same stem. At the same time, the list of 
cognate stimuli presented in Appendix С rightly suggests that both languages share a large 
number of words that show considerable interlingual overlap at the word form level. 
As for the language situation in Maastricht, the town is renowned in sociolinguistic 
circles for the widespread use of the Maastricht dialect: it is spoken in all layers of society and 
in all oral domains, except formal education. In formal education, all the Official' interaction 
takes place in standard Dutch, while the Maastricht dialect is used in all informal interactions. 
There is, in fact, a notable range of styles within the Maastricht dialect; unlike other dialects, 
which are marked as 'informal' and 'lower-class', the Maastricht dialect has both such an 
informal, lower-class accent, and a formal, more 'refined' one. However, the Maastricht 
dialect is hardly ever written (Münstermann & Hagen, 1986; Münstermann, 1989). 
The typical situation, then, is for children to be raised in the Maastricht dialect, if their 
parents are speakers of the Maastricht dialect. These children are gradually confronted with 
standard Dutch through the media, and through visitors and peers who speak standard Dutch. 
For most mixed marriages and monolingual standard Dutch families, the children's situation 
is basically the reverse: they are raised in standard Dutch, but are gradually exposed to the 
Maastricht dialect when the children start to play outside the house, or when they enter 
education. In general, all Maastricht dialect speakers master standard Dutch at a very early age 
(although most of them retain a noticeable southern Dutch accent for life). Speakers of 
standard Dutch usually completely master the Maastricht dialect perceptively, but their 
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productive skills vary substantially: they may range from elementary to fully proficient, 
largely depending on their personal language situation. 
We will compare two Maastricht dialect speaking groups, speakers of standard Dutch and 
speakers of the Maastricht dialect For the speakers of the Maastricht dialect, the Maastricht 
dialect is LI, and standard Dutch is L2; for the speakers of standard Dutch, standard Dutch 
is LI, and the Maastricht dialect is L2. The speakers of the Maastricht dialect are supposed 
to be the better L2 speakers. They generally use their L2 (standard Dutch) more often and in 
more situations, than the speakers of standard Dutch use their L2 (the Maastricht dialect). 
Hence, we regard the speakers of standard Dutch to be of an intermediate proficiency level. 
The speakers of the Maastricht dialect are near-native bilinguals. 
Just as for the experiments reported in Chapter 3 and Chapter 4, the delayed repetition 
task with cognates and non-cognates was used. In both experiments, auditory stimuli were 
used. Since we used language varieties that are very strongly related, typologically and 
culturally, the effects of overlapping word meanings between LI and L2 were expected to be 
strong. Therefore, we expected interlingual repetition effects for the cognates and for the 
non-cognates for the near-native group of subjects. As we already put forward in Chapter 3, 
for bilinguals with an intermediate proficiency level, the overlap between translation 
equivalents at the level of conceptual representations is likely to be high anyway. However, 
the connections between the nodes in L2 are not very strong. Consequently, only interlingual 
repetition effects are expected if there is phonological, in addition to conceptual priming. This 
means that for the group of bilinguals with an intermediate proficiency, we expected 
interlingual repetition effects for the cognates, but not for the non-cognates. 
5.3 Experiment 4a: Speakers of standard Dutch 
In this experiment, L2 speakers of the Maastricht dialect were used. Their proficiency level 
in L2 can be called intermediate. We expected interlingual repetition priming effects for the 
cognates, but not for the non-cognates. 
5.3.1 Method 
The apparatus, design, and procedure we used were the same as the ones described in section 
3.2.1. Instead of English stimuli, Maastricht dialect stimuli were used. 
Materials 
A total of 80 standard Dutch-Maastricht dialect translation equivalent word pairs were 
selected as experimental items, divided into 40 cognate and 40 non-cognate ones. In order to 
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find suitable word pairs, two rating tasks were used. Both rating tasks were performed by 6 
near-native bilingual speakers. At the beginning of each task, the judges received written 
instructions, and were allowed to ask questions if anything was unclear. The words to be 
judged were presented on audio-tape. 
In the first rating task, judgements had to be made about 274 standard Dutch-Maastricht 
dialect word pairs. The two members of a word pair always had the same meaning, but varied 
phonologically from virtually identical to radically different. Or to put it differently: the word 
pairs varied from cognate to non-cognate. The judges had to place the word pairs on a 7-point 
scale varying from very dissimilar (1) to very similar (7). The ratings were highly consistent: 
RqT) = .97. The distribution of the ratings was bimodal. This indicates that speakers perceive 
most word pairs as being either similar or dissimilar. 
In the second rating task, the judges had to estimate how many Maastricht dialect 
speaking adolescents would know the Maastricht dialect member for each of the 75 
non-cognate pairs that were presented to them. Here, the judges had to place the word pairs 
on a 5-point scale ranging from Opercent (1) to 100percent (5). Reasonably consistent ratings 
were found: А
а д
 = .84. 
Stimuli were selected by taking the 40 cognate and 40 non-cognate words at the extreme 
ends of the distribution of the first rating task. Then, the Maastricht dialect non-cognate 
members were compared with the Maastricht dialect non-cognates of the second rating task. 
Words that were judged to be known by less than 75% of Maastricht dialect-speaking 
adolescents (words with a mean rating lower than 4.0) were replaced by new non-cognate 
words from the extreme end of the distribution of the first rating task. 
To mask the saliency of the repetition, a total of 160 filler words were added to the 
experimental items, 80 words in standard Dutch and 80 words in the Maastricht dialect. 
Furthermore, 160 pseudo-words were constructed for each language variety, in order to obtain 
an equal number of potential yes- and no-responses. The pseudo-words were derived from real 
words by changing one or more phonemes in different positions in the word, while observing 
the morpho-phonetic rules of the language variety in question. 
As an extra cue for knowing which language was spoken, the standard Dutch stimuli were 
pronounced by a man, and the Maastricht dialect stimuli were pronounced by a woman. The 
experimental stimuli are listed in Appendix C. In line with normal practice in psycholinguistic 
experiments, only nouns and adjectives were used. 
Subjects 
The subjects (n = 32) were students attending a Maastricht upper-middle class secondary 
school. Ages ranged between 13 and 19 years. We ensured that the subjects were native 
speakers of standard Dutch. These speakers have started to learn the Maastricht dialect at 
various ages ranging from 4 to 13 years. 
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5.3.2 Results 
The data were analysed by using the univariate option within the SPSS MANOVA procedure. 
Only reaction times between 300 and 2000 ms were taken into account. 
Table 5.1 Mean intralingual reaction times in ms (SD; error percentage) for the speaters 
of standard Dutch. 
Language 
Standard Dutch 
Maastricht dialect 
Baseline 
934(138; 9) 
1171 (177; 18) 
Repeated 
906(150; 11) 
1077(150; 11) 
Priming effect 
28* 
94* 
An intralingual repetition effect was found (F,(l,31) = 22.58,ρ < .05; F2 (1,39) = 36.03, 
ρ < .05). There was an interaction with the variable Language (Fi(l,31) = 20.35, ρ < .05; 
F2(l,39) = 8.50,ρ < .05), caused by a larger intralingual repetition effect for the Maastricht 
dialect, (F,(l,31) = 33.66, ρ < .05; F2 (1,39) = 32.32, ρ < .05), than for standard Dutch 
(F,(l,31) = 4.47.P < .05; F2(l,39) = 5J9,p< .05), 94 and 23 ms respectively (see Table 5.1). 
There was no interaction with Word type (F,(l,31) < 1; F2(l,39) < 1). 
Table S.2 Mean interlingual reaction times in ms (SD; error percentage) for the speakers 
of standard Dutch. 
Word type 
Cognate 
Non-cognate 
Baseline 
1071 (158; 15) 
1057 (155; 13) 
Repeated 
1015 (184; 11) 
1039(173; 15) 
Priming effect 
56* 
18 
For these subjects, there was also interlingual repetition priming (F,(l,31) = 8.41,ρ < .05; 
F2(l,39) = 6.79,ρ < .05). Here, there was an interaction with Word type ( F, (1,31) = 4.18, 
ρ < .05; F2(l,39) = 5.57,ρ < .05). This interaction was caused by an interlingual repetition 
effect for the cognates (F,(l,31) = 11Λ5,ρ < .05; F2(l,39) = 13.65,p < .05), but not for the 
non-cognates (F,(l,31) = 1.46, n.s.; F2(l,39) < 1). There was no interaction with Language 
(F,(l,31) = 2.06, n.s.; F2(l,39) = 1.68, n.s.). This means that the interlingual priming effect 
was equally large in the standard Dutch as in the Maastricht dialect, and that there was an 
interlingual repetition effect for the cognates, but not for the non-cognates (see Table 5.2). 
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5.4 Experiment 4b: Speakers of the Maastricht dialect 
In this experiment, near-native bilinguals participated. The subjects were native speakers of 
the Maastricht dialect. Since the language varieties are very strongly related, we expected 
interlingual repetition priming effects for cognates and non-cognates. 
5.4.1 Method 
The materials, apparatus, design, and procedure we used were the same as in the previous 
experiment with the speakers of standard Dutch. 
Subjects 
The subjects (n = 32) were students attending a Maastricht upper-middle class secondary 
school. Ages ranged between 13 and 19 years. We questioned them to make sure that they 
were native speakers and daily users of the Maastricht dialect. They have started to learn 
standard Dutch around the age of 4. 
5.4.2 Results 
The data were analysed by using the univariate option within the SPSS MANOVA procedure. 
Only reaction times between 300 and 2000 ms were taken into account. 
Table 5.3 Mean reaction times in ms (SD; error percentage) for the speakers of the 
Maastricht dialect. 
Repetition 
Intralingual 
Interlingual 
Baseline 
1069 (152; 10) 
1082 (140; 10) 
Repeated 
1016 (154; 6) 
1042 (153; 9) 
Priming effect 
53* 
40* 
For these subjects, there was an intralingual repetition effect (F,(l,31) = 18.83, ρ < .05; 
F2(l,39) = 49.17,ρ < .05; see Table 5.3). There were no interactions with the intralingual 
priming effect (for Word type: F,(1,31)<1; F2(l,39) < 1; for Language: F,(1,31)<1; 
F2(1,39)<1). 
There was also an interlingual repetition effect (F](l,31) = 8.41, ρ < .05; 
F2(l,39) = 33.87, ρ < .05). There were no interactions with the variables Word type 
(F,(l,31) < 1; F2(l,39) = 1.41, n.s.), or Language (F,(l,31) < 1; F2(l,39) < 1). This means 
that, statistically speaking, there were no differences in priming for standard Dutch and the 
Maastricht dialect, and that there was as much interlingual repetition priming for the cognates 
as for the non-cognates. 
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5.5 Conclusion with regard to the Maastricht dialect 
The speakers of standard Dutch behaved as was predicted. We found interlingual repetition 
effects for cognates, but not for non-cognates. Apparently, for bilinguals with an intermediate 
proficiency level, interlingual overlap at both the levels of conceptual and phonological 
representations is needed in order to obtain interlingual repetition effects. This is due to the 
weak connections between the nodes in L2. 
The speakers of the Maastricht dialect also behaved as was predicted. We found an 
interlingual repetition effect for cognates and for non-cognates. This effect may be a combined 
effect of typological distance and proficiency level. When languages are very strongly related, 
there may be a large amount of interlingual overlap at the level of conceptual representations 
that is inherent in the language systems. In addition, when subjects have a high proficiency 
level, the connections between the nodes in L2 will be strong. The combination of a large 
interlingual overlap at the level of conceptual representations for translation equivalents and 
strong connections in L2 could lead to interlingual repetition effects. 
Another possible explanation of the results could be that the Dutch-Maastricht dialect 
combination is a mirror of the Dutch-English combination. For both combinations, 
interlingual repetition effects are found for cognates, but not for non-cognates for bilinguals 
with an intermediate proficiency level. In addition, interlingual repetition effects are found for 
both cognates and non-cognates for bilinguals with a near-native proficiency level. Thus, 
having a strong typological relationship may have no effect on the organisation of the 
bilingual lexicon. 
In the next section, we will consider two languages with a weak typological relationship: 
Dutch and Turkish. 
5.6 The Schaufeli data: Dutch-Turkish bilinguals 
In this section, the data from Schaufeli (1994) will be discussed". She investigated repetition 
effects for Dutch-Turkish subjects. Since she used the same design and procedure as we did 
in our English and Maastricht dialect experiments, her results are comparable to the results 
we reported in the previous chapters and sections. 
Turkish does not have a strong typological relationship to Dutch. Based on Van der 
Heijden (1991) we will present some differences between Turkish and Dutch. The largest 
difference with Dutch is that Turkish is an agglutinating language, whereas Dutch is not. 
Agglutination entails that grammatical functions are realised by postpositions. These 
"Schaufeli's project was part of the same research programme as Woutersen's project. Schaufeli allowed 
us to use her raw data in the present dissertation, enabling us to carry out the same statistical analyses as in 
the other experiments. 
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postpositions are attached to verbs and nouns. The stem and the postposition can always be 
recognised, they do not melt together. An example of a Turkish noun with several 
postpositions is the following: 
çeker meaning 'sugar'; 
çekerli meaning 'with sugar'; 
çekerlik meaning'sugar bowl'; 
§ekerci meaning'sugar maker'. 
On the level of phonological representations Turkish has 8 vowels that are similar to their 
Dutch equivalents: 
a as in Dutch bad, meaning 'bath'; 
e as in Dutch bed, meaning 'bed'; 
ι as in Dutch lopen, meaning'to walk'; 
i as in Dutch net or rft, meaning 'reed' or 'ride'; 
о as in Dutch top, meaning 'top' ; 
Ö as in Dutch deuk, meaning 'dent'; 
u as in Dutch boek, meaning 'book'; 
Ü as in Dutch fuut, meaning 'grebe'. 
Most consonants are also similar to their Dutch equivalents. However, there are a few that do 
not exist in Dutch: 
с as in English jive; 
g as in English good; 
g realised as lengthening of the vowel, or 
realised as Dutch j or w, or 
realised as a short pause; 
j as in Frenchjaquet (coat); 
ν realised in between Dutch ν and w. 
Due to the fact that Dutch and Turkish have a weak typological relationship, and are spoken 
in different cultures, the amount of interlingual overlap at the levels of conceptual and 
phonological representations is likely to be small for Dutch-Turkish bilinguals with a high 
proficiency. This would result in no interlingual repetition priming effects for non-cognates 
(Kirsner et al., 1980; Monsell et al., 1992). For cognates, we do expect interlingual repetition 
effects. The combined interlingual overlap of the levels of conceptual and phonological 
representations is probably enough to cause a priming effect. 
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5.6.1 Method 
The apparatus, design, and procedure we used were the same as the ones described in 
Section З.2.1., but instead of English stimuli, Turkish stimuli were used. A rating task was 
carried out in order to select the cognate and non-cognate word pairs. Words were selected 
by taking the 40 cognate and 40 non-cognate words at the extremes of the distribution of the 
rating task. The 160 fillers were selected from the remaining stimuli of the rating task. In 
addition, in order to obtain an equal number of potential yes- and no-responses, 160 
pseudowords were constructed for each language. The pseudowords were derived from real 
words by changing one or more phonemes in different positions in the word, without breaking 
the morpho-phonetic rules of the language in question. In line with normal practice in 
psycholinguistic experiments, only nouns and adjectives were used. The Dutch stimuli were 
pronounced by a man, the Turkish stimuli were pronounced by a woman. 
Subjects 
The subjects (n = 16) were staff members of various Dutch universities. They were native 
speakers of Dutch. These speakers had started to learn Turkish after age 12. Their 
comprehension of the Turkish language was excellent. Some of them had lived in Turkey for 
several months. Since they were all involved in research on the Turkish language, they used 
L2 very often. We will call them the Dutch-Turkish bilinguals. 
5.6.2 Results 
For the Dutch-Turkish bilinguals, an intralingual repetition effect was found. In addition, there 
was an interaction between the intralingual repetition effect and Language. This interaction 
was caused by the fact that there was more repetition priming for the Turkish targets, than for 
the Dutch targets, 109 and 52 ms respectively. No interaction with Word type was found (see 
Table 5.4). 
Table S.4 Mean intralingual reaction times in ms (SD; error percentage) for the 
Dutch-Turkish bilinguals. 
Language 
Dutch 
Turkish 
Baseline 
859 (159; 4) 
918 (175; 7) 
Repeated 
807(195; 5) 
809 (151; 10) 
Priming effect 
52* 
109* 
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Table 5.5 shows that Schaufeli also found an interlingual repetition effect. She found an 
interaction with Word type, caused by the fact that there was an interlingual repetition effect 
for the cognates, but not for the non-cognates. There was no interaction with Language. So, 
there were no differences between the interlingual repetition effects in Dutch and in Turkish. 
Table 5.5 Mean interlingual reaction times in ms (SD; error percentage) for the 
Dutch-Turkish bilinguals. 
Word type 
Cognate 
Non-cognate 
Baseline 
860 (137; 4) 
897 (126; 6) 
Repeated 
797(104; 4) 
897 (186; 10) 
Priming effect 
64* 
-1 
5.7 Conclusion with regard to the Schaufeli data 
For the Dutch-Turkish bilinguals, there is interlingual repetition priming for cognates, but not 
for non-cognates. So, the results of Kirsner et al. (1980) and Monsell et al. (1992) for weakly 
related languages were replicated. 
The findings seem to contradict other results found with subjects of a high proficiency 
level. As can be recalled from Chapter 4, for the students of English, there was interlingual 
repetition priming for both cognates and non-cognates. The contradictory results for Turkish 
can be caused by the typological distance between Dutch and Turkish. The explanation then 
would be that when languages are not strongly related, there will be a small number of 
overlapping LI and L2 nodes at the levels of conceptual and phonological representations. 
This small amount of interlingual overlap is inherent in weakly related language systems. 
Thus, for bilinguals with a high proficiency level, there is not much overlap between 
translation equivalents at the levels of conceptual and phonological representations. 
Interlingual repetition priming can only occur, when there is some interlingual overlap at both 
the levels of phonological and conceptual representations. This leads to an interlingual 
repetition effect for cognates, but not for non-cognates. 
The results of Chen and Ng (1989), who did find an interlingual repetition effect for 
non-cognates using two languages that are not strongly related, can be explained by the fact 
that they used the paired lexical decision task. As we have proposed in Section 2.4.1, in a 
paired lexical decision task, post-lexical checking mechanisms probably play a role. So, even 
when there is only a small amount of interlingual overlap at the level of conceptual 
representations, interlingual repetition effects can be observed using this task. 
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In the next chapter, the results of all the repetition priming experiments will be combined. 
Interlingual repetition effects, as well as intralingual repetition priming effects will be 
compared. If we only examine the interlingual effects, as we did above, the results look rather 
straightforward for the Turkish data. However, as we will show in the next chapter, there are 
several problems with the results for Turkish. 
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Chapter 6 
The repetition experiments revisited 
6.1 Introduction 
In this chapter, we will give an overview of the results of all the repetition experiments 
presented in this dissertation. In addition to the analyses of the repetition effects, which we 
reported in Chapters 3 to 5, we have carried out an additional analysis in which the difference 
between the reaction times in LI and L2 was examined. In this way, more can be said about 
language dominance and processing speed in LI and L2, which may lead to a more 
comprehensive picture of the processes involved in the bilingual mental lexicon. The 
explanations of the outcomes with regard to bilingual processing will be used as input for a 
new model of the bilingual lexicon. This model will be described in Chapter 7. 
In the present chapter, we will start with an overview of the variables (Section 6.2). Then, 
the results of the processing speed analyses and the overall results of the auditory repetition 
experiments will be dealt with (Sections 6.3 and 6.4). The results will be explained in 
Section 6.5. In the final section (Section 6.6), we will reconsider some results of the priming 
experiments in the bilingual literature, and we will present an alternative explanation of the 
outcomes of the delayed repetition experiments. 
CHAPTER 6 
6.2 Overview of the variables 
In this dissertation, seven bilingual repetition experiments have been reported. In total, five 
variables have been investigated, 
1. Modality: auditory and visual; 
2. Repetition: intralingual and interlingual; 
3. Language: LI and L2; 
4. Word type: cognates and non-cognates; 
5. Proficiency level: intermediate, high, and near-native; 
6. Typological distance: very strongly, strongly, and weakly related. 
With regard to the first variable, modality, we concluded in Chapter 3, that there are no 
significant differences between delayed visual and auditory repetition priming that are directly 
relevant to our results. Therefore, this variable will not be taken into consideration in the 
remaining sections of this chapter. We will concentrate on the six auditory repetition 
experiments. 
In the previous chapters, we have concentrated on interlingual repetition priming. We have 
compared the results for different languages or language varieties (variable 3), word types 
(variable 4), proficiency levels (variable 5), and typological distances (variable 6). However, 
in order to get a clear picture of what is going on during bilingual lexical processing, 
intralingual repetition effects are also important to take into account. 
Intralingual repetition effects are the result of repeated access to lexical items. Based on 
the activation metaphor used in the Logogen and Interactive Activation models, we propose 
that these effects can be explained as follows. When a lexical item is presented, activation will 
spread to all the nodes that represent the lexical item. If the word form node and the lemma 
node reach the threshold activation level, the lexical item will be selected. The difference 
between the resting activation level and the threshold activation level is reflected in the 
reaction time to the first presentation of the lexical item. When there is a large difference 
between the resting level and the threshold level, the reaction time will be slow; when there 
is a small difference between the resting and the threshold levels, the reaction time will be 
fast. (See also Section 1.4 for the Logogen and Interactive Activation models, and Section 2.2 
for the repetition priming effect.) 
The activation that is added to the resting levels has a slow decay rate. Therefore, a 
certain amount of activation can still be present, in addition to the resting activation. This is 
called residual activation. Thus, if in a repetition task a lexical item is accessed for a second 
time, all the nodes that represent the lexical item will still have an certain amount of residual 
activation in addition to the resting activation level. The residual activation in the nodes 
results in the threshold level being reached sooner. As a result, a faster reaction time in the 
repeated condition will be observed. In other words, the residual activation in the nodes causes 
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the intralingual repetition effect. Over time, the amount of residual activation will gradually 
approach the resting level (see Figure 6.1). 
Activation 
, 
Level 
Resting 
Level 
, 
m — » 
*Time 
Activation 
Rate 
Activation 
Decay 
Figure 6.1 Activation curve.I2 
We assume that the decay rate of the activation may be asymptotically approaching the resting 
level. This results in the resting level staying a little higher after a lexical item has been 
presented. In this way, proficiency effects can be explained: more proficient bilinguals will 
have encountered the lexical items more often. 
In Figure 6.2, the activation curves of two types of bilinguals are shown. First, the 
activation curve of a bilingual with a high proficiency level H is presented. Here, the resting 
activation level is high. When a lexical item is presented for the first time at rB, the threshold 
Th will be reached in a small amount of time DBM. Then, the activation level will slowly drop, 
until it is raised again when the item is repeated at iR (see Figure 6.3). Again, a small amount 
of time D
m
 will be needed to reach the threshold. The time difference between the baseline 
and the repeated conditions, Д(£>
вд
 - D^ will be small. 
"We would like to thank Michael Cysouw for providing Figures 6.1 to 6.3. 
95 
CHAPTER 6 
Activation 
Th 
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-»Time 
0В.Н 
Лв.і 
Figure 6.2 Activation in the baseline condition. 
(Th = threshold level; Η = high proficiency; L = low proficiency; 
t = time; В » baseline condition, D = decision) 
•Time 
Figure 6.3 Activation in the repeated condition. 
(Th = threshold level; Η = high proficiency; L = low proficiency; 
t = time; R ш repeated condition, D = decision) 
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Second, in Figure 6.2 the activation curve of a bilingual with a low proficiency level L is 
presented. Here, a low resting activation level is depicted. When the lexical item is presented 
for the first time at rB, the amount of time Dg¿ that is needed to reach the threshold level will 
be quite large. In the repeated condition, a reasonable amount of time Дц. will be needed at 
fR, too. Consequently, the difference between the baseline and the repeated conditions 
A(DBL - Дд,) will be large (see Figure 6.3). The difference between the baseline and the 
repeated conditions will be larger for the bilingual with a low proficiency level in L2, than for 
the bilingual with a high proficiency level in L2: Д(І)
ВД
, - DKL) > á(DBii - І\н)· 
In other words, when the initial resting activation of a lexical item is low, the presence of 
residual activation will give rise to a large repetition effect if the lexical item is accessed for 
a second time. So, for lexical items with a low resting activation level, there is much to be 
gained by repetition priming. When the initial resting activation level is high, the presence of 
residual activation will only give rise to a small repetition effect if the lexical item is accessed 
for a second time. So, given a large difference between the resting and the threshold levels, 
large intralingual repetition priming effects will be observed; given a small difference between 
the resting and the threshold levels, small intralingual repetition effects will be observed. To 
sum up, for bilinguals with a high proficiency level, the resting activation will be high, and 
the intralingual repetition effect will be small; for bilinguals with a low proficiency level, the 
resting activation will be low, and the intralingual repetition effect will be large. 
In addition to intra- and interlingual repetition effects, another effect can be investigated on 
the basis of the reaction time differences. This effect concerns the difference between the 
reaction times in LI and L2. As we already saw in Section 2.4.2, if subjects are not really 
balanced bilinguals, they will react faster in LI than in L2. Caramazza and Brones (1979) also 
provide evidence from Spanish-English bilinguals that subjects react faster in LI than in L2, 
if L2 is the weaker language. 
For our six auditory repetition experiments, it would also be interesting to compare the 
reaction times in LI and L2. However, there is a complicating factor. As explained in 
Section 3.2.1, we started to measure the reaction times at the beginning of the words. In 
addition, we used words with different word lengths. The word lengths were not 
counterbalanced for LI and L2. Therefore, an additional analysis is necessary to obtain the 
reaction time difference between LI and L2. We will call this difference the processing speed 
difference. 
The results of the processing speed analysis are presented in Section 6.3. In Section 6.4, 
the results of all the variables concerning the auditory experiments are presented. 
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6.3 Processing speed 
Processing speed was analysed by using the SPSS covariance procedure. This means that for 
each experiment, the means for the baseline conditions of LI and L2 were adjusted for the 
length of the stimuli. These adjusted means of LI and L2 were compared. The results are 
presented in Table 6.1. 
For the secondary school students LI was faster than L2 (F(l,2) = 19.12,7» < .05). The 
speakers of standard Dutch also had a higher processing speed in LI than in L2 
(F(l,2) = 13.13,/» < .05). The Dutch-Turkish bilinguals reacted faster in LI than in L2, too 
(F(l,2) = 20.53, ρ < .05). For the university students, there was only a tendency for the 
processing speed to be higher in L2 (F\i,2) = 3.70, ρ < .10). So, these bilinguals reacted 
almost equally fast in LI and L2. The speakers of the Maastricht dialect reacted faster in L2 
than in LI (Д1,2) = 27.83,/» < .05). Finally, the near-natives of English reacted equally fast 
inLlandL2(F(l,2)<l). 
Table 6.1 Processing speed difference of the baselines (means and difference in ms). 
Subjects 
Secondary school 
students 
Speakers of 
standard Dutch 
Dutch-Turkish 
bilinguals 
University students 
Speakers of the 
Maastricht dialect 
Near-natives 
of English 
Languages 
LI = Dutch 
L2 = English 
LI = standard Dutch 
L2 = Maastricht dialect 
LI = Dutch 
L2 = Turkish 
LI = Dutch 
L2 = English 
LI = Maastricht dialect 
L2 = standard Dutch 
LI = Dutch 
L2 = English 
Original 
means 
927 
1085 
941 
1169 
844 
920 
867 
981 
1174 
978 
843 
875 
Adjusted 
means 
951 
1060 
1006 
1104 
844 
919 
903 
945 
1113 
1040 
850 
868 
Adjusted 
difference 
L2-L1 
109* 
98* 
75* 
42(tend.) 
-73* 
18 
Thus, the findings of Caramazza and Brones (1979) and the findings presented in 
Section 2.4.2 are also reflected in the results of the present analysis. Processing speed is 
higher in LI for bilinguals with an intermediate proficiency level. However, when the 
proficiency grows, processing speed will become equally high in LI and L2. For bilinguals 
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with a high proficiency level, there is only a small difference between LI and L2. For 
near-native bilinguals, there is no difference between LI and L2. 
Only for the speakers of the Maastricht dialect, the reaction times were faster in L2 
(standard Dutch) than in LI (Maastricht dialect). This result is counter-intuitive. Just as for 
the near-native speakers of English, one would have expected equally large reaction times in 
LI and L2. A possible explanation for the results of the speakers of the Maastricht dialect is 
the fact that standard Dutch and the Maastricht dialect are used in separate domains. The 
language variety in which the speakers of the Maastricht dialect received their education, i.e. 
the language variety used in formal instruction at school, was standard Dutch. So, in formal 
situations, these people are used to speaking and hearing the Dutch language. Since the lexical 
decision task was carried out in a formal setting at school, a situation in which the Maastricht 
dialect is normally not used, this may have resulted in a processing advantage for standard 
Dutch. 
6.4 Overall results 
The results of the auditory repetition experiments are summarised in Table 6.2. The following 
conclusions can be drawn from this table. 
I When the languages are strongly or very strongly related: 
1. For bilinguals of an intermediate proficiency: 
• There is only interlingual repetition priming for cognates. 
• Intralingual repetition effects are larger in L2 than in LI. 
• Processing speed is higher in LI than in L2. 
2. For bilinguals of a high proficiency: 
• There is interlingual repetition priming for cognates and non-cognates. 
• Intralingual repetition effects are almost equally large in L2 than in LI. 
• Processing speed is almost equally high in LI and in L2. 
3. For bilinguals of a near-native proficiency: 
• There is interlingual repetition priming for cognates and non-cognates. 
• Intralingual repetition effects are equally large in L2 and in LI. 
• Processing speed is equally high in LI and L2. 
II When the languages are weakly related: 
4. For bilinguals of a very high proficiency: 
• There is only interlingual repetition priming for cognates. 
• Intralingual repetition effects are larger in L2 than in LI. 
• Processing speed is higher in LI than in L2. 
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Therefore, in psycholinguistic terms, the advanced learners of'exotic' languages behave much 
like the intermediate learners of languages that are strongly related to LI. 
Table 6.2 Overview of the results of the auditory repetition experiments 
(Processing speed: < means faster than, s means almost equally fast as, = means equally fast as, 
> means slower than; Intralingual repetition: < means smaller than, i means almost equally large 
as, = means equally large as) 
Subjects 
LI 
L2 
Proficiency 
level 
Typological 
relation 
Processing 
speed 
REPETITION 
intralingual 
interlingual 
cognates 
non-cognates 
Secondary 
school 
students 
Dutch 
English 
intermediate 
strong 
L K L 2 
L K L 2 
+ 
-
Speakers of 
standard Dutch 
Standard Dutch 
Maastricht 
dialect 
intermediate 
very strong 
L K L 2 
L K L 2 
+ 
-
Dutch-
Turkish 
bilinguals 
Dutch 
Turkish 
high 
weak 
L K L 2 
L X L 2 
+ 
-
University 
students 
Dutch 
English 
high 
strong 
LI Í. L2 
LI s L 2 
+ 
+ 
Speakers of the 
Maastricht 
dialect 
Maastricht 
dialect 
Standard Dutch 
near-native 
very strong 
L I > L 2 
L 1 = L 2 
+ 
+ 
Near-
natives 
of English 
Dutch 
English 
near-native 
strong 
L 1 = L 2 
L 1 = L 2 
+ 
+ 
6.5 Explanations 
In this section, we will try to explain the outcomes of the repetition experiments presented in 
this dissertation, starting with the subjects of the lowest proficiency level. Then, the higher 
proficiency levels will be discussed. Finally, the influence of typological distance will be 
explained. 
6.5.1 Proficiency level 
Psycholinguistically, the proficiency level that a bilingual has attained, is reflected in the 
connection strengths of the nodes in L2, and in the amount of interlingual overlap at the 
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various levels of the lexicon (see also Section 4.1). More precisely, the connections in L2 are 
strong for bilinguals with a high proficiency level. In addition, there is only a small amount 
of interlingual overlap between the nodes at the various levels. For bilinguals with a low 
proficiency level, the connections in L2 are weak. Furthermore, there is a larger amount of 
interlingual overlap between the nodes at the various levels. However, for an interlingual 
repetition effect to occur, a minimum amount of interlingual overlap, and a minimum level 
of connection strength have to be present. 
In this section, we will discuss the three proficiency levels that we have examined in our 
repetition experiments, viz. the intermediate proficiency level, the high proficiency level, and 
the near-native proficiency level. 
Intermediate proficiency level 
Subjects with an intermediate proficiency level have stronger connections between the nodes 
in the LI lexicon than between the nodes in the L2 lexicon. In general, these subjects have a 
large number of overlapping nodes at the level of conceptual representations for translation 
equivalents in LI and L2. For cognates, there are overlapping nodes between LI and L2 at the 
level of phonological representations as well. 
The connections between the levels (e.g., the level of conceptual representations, the 
conceptual level, the lemma level, the phonological word form level, and the level of 
phonological representations) are much stronger in the LI lexicon than in the L2 lexicon. (See 
Chapter 7 for a detailed description of the levels.) This is a result of the fact that the LI words 
have been used more frequently. The high frequency of usage leads to faster baseline reaction 
times in LI. As a consequence, processing speed is higher in LI than in L2. 
Another consequence of the fact that the L2 words are not frequently used, is that the 
difference between the resting activation level and the threshold activation level is relatively 
large in L2. In the case of intralingual repetition priming, this leads to strong effects in L2, 
because much can be gained by priming. In LI, there is relatively less to be gained by 
priming, because there is a smaller activation difference in this language. In other words, there 
are smaller intralingual repetition priming effects in LI than in L2. 
For bilinguals of an intermediate proficiency level, there is a large amount of overlap at 
the level of conceptual representations between translation equivalents in LI and L2. In 
addition, the connections between the nodes in the L2 lexicon are not very strong, compared 
to the LI nodes. As a consequence, during interlingual repetition from LI to L2, upon the 
presentation of the LI prime, there is a large amount of activation within LI that spreads from 
the level of phonological representations to the level of conceptual representations. However, 
only a small amount of activation will spread into L2. Since the connections in L2 are weak, 
the L2 lemmas do not receive much activation from the nodes that are activated during the 
presentation of the LI prime, i.e. the nodes at the level of conceptual representations and the 
nodes at the conceptual level. 
101 
CHAPTER 6 
In the case of interlingual repetition priming from L2 to LI, the L2 nodes at the level of 
conceptual representations are only weakly activated. There is not much activation that 
spreads to the LI concepts and lemmas. As a consequence of the fact that the concepts and 
lemmas in the other language are only weakly activated, there is no interlingual repetition 
effect for non-cognates. 
The situation for cognates is different. For bilinguals of an intermediate proficiency level, 
a large number of phonemes is shared in LI and L2. As a consequence, there is a large amount 
of overlap at the level of phonological representations between lexical items that are cognate 
in LI and L2. So, in the case of interlingual repetition priming from LI to L2, not only the 
concepts and lemmas have a weak activation level, but the word forms, too. The shared 
phonological representations will spread activation to both LI and L2. (Since the connections 
are weaker in L2, the word forms in L2 will be less activated than the word forms in LI.) 
During interlingual repetition priming from L2 to LI, not only the concepts and lemmas, but 
also the word forms are activated in both languages. As a consequence, there is an interlingual 
repetition effect for cognates. 
High proficiency level 
In general, for subjects with a high proficiency level, the connections between nodes in the 
L2 lexicon will be almost equally strong as the connections between the nodes in the LI 
lexicon. For translation equivalents, these subjects will have a smaller proportion of 
overlapping nodes at the level of conceptual representations than subjects with an intermediate 
proficiency level. (As we already put forward in Section 4.1, in our view conceptual 
representations are not restricted to lexical semantic information. See also Section 7.3.1.) 
Bilinguals with a high proficiency level will have a smaller proportion of overlapping nodes 
between LI and L2 at the level of phonological representations than bilinguals with an 
intermediate proficiency level. 
The L2 words are used frequently. Therefore, the connections between the nodes in the 
L2 lexicon are almost as strong as the connections in the LI lexicon. This leads to almost 
equally fast processing in LI and L2. Consequently, the reaction times are almost equally fast 
in LI andL2. 
Since the L2 words are used frequently, the difference between the resting activation level 
and threshold activation level is almost equally large inL2 and LI. This leads to comparable 
intralingual repetition effects in L2 and LI. 
For bilinguals with a high proficiency, a number of phonological elements are shared by 
LI and L2. As there is also interlingual overlap at the level of conceptual representations, and 
since there are strong connections between the levels of both the LI and L2 lexicons, there 
is interlingual repetition priming for cognates. 
Interlingual repetition effects are obtained for non-cognates as well. This is a result of the 
fact that there is overlap between LI and L2 at the level of conceptual representations, and of 
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the fact that the connections between the nodes in the L2 lexicon are strong. Consequently, 
during interlingual repetition priming from LI to L2, the concepts and lemmas in L2 will be 
strongly activated, leading to interlingual repetition priming for non-cognates. 
Near-native proficiency level 
Near-native subjects have equally strong connections between the nodes in the L2 lexicon and 
in the LI lexicon. They have a smaller number of overlapping conceptual representations for 
translation equivalents in LI and L2 than bilinguals with a high proficiency level. For 
cognates, there is a smaller number of overlapping phonological representations between LI 
and L2 than is the case for bilinguals with a high proficiency level. 
Near-native bilinguals use the L2 words very frequently. Therefore, the connections 
between the nodes are equally strong in the LI and L2 lexicons. This leads to comparable 
reaction times in both languages. In other words, processing speed is equally high in L2 as in 
LI. 
Furthermore, the difference between the resting activation level and the threshold 
activation level is equally large in LI and L2. This will lead to comparable intralingual 
repetition effects in LI and L2. 
At the level of conceptual representations, there is a small amount of overlap between LI 
and L2. However, as the connections between the nodes in the L2 lexicon are strong, there is 
interlingual repetition priming for non-cognates. 
For near-native bilinguals, there is a small number of overlapping nodes at the level of 
phonological representations for LI and L2 lexical items with the same form. There is also 
still some overlap between LI and L2 at the level of conceptual representations, and there are 
strong connections between the levels of L2. As a consequence, there is interlingual repetition 
priming for cognates. 
6.5.2 Typological distance 
Typological distance is defined as the degree of structural similarity between LI and L2 at 
various levels of the bilingual lexicon. For most translation equivalents, speakers of standard 
Dutch and the Maastricht dialect have a large amount of interlingual overlap at the level of 
conceptual representations. Since Turkish and Dutch are spoken in different cultures, 
bilinguals of Dutch and Turkish have a small amount of overlap at the level of conceptual 
representations for most translation equivalents. At the level of phonological representations, 
there is a small amount of interlingual overlap for non-cognates, and a reasonably large 
amount of interlingual overlap for cognates. 
Typological distance is not necessarily only a theoretical construct, i.e. the structural 
similarity between the language systems that are involved. It is very conceivable that the 
language learner develops a psychotypology (Kellerman, 1983). This psychotypology has to 
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do with the learner's impression of the language that is learned, with what the learner 
perceives as the structural similarity between the languages. The psychotypology of the 
learner will influence the organisation of his or her language systems. For instance, when a 
learner perceives two languages as phonologically related, there will be limited differences 
between the LI and L2 representations at the phonological level. The phonological 
representations of L2 will be basically mapped upon LI. 
In the following sections, the influence of very strong and weak typological relationships 
will be discussed. 
Strong typological relationship 
The results of the standard Dutch-Maastricht dialect bilinguals are in line with the results of 
the Dutch-English bilinguals. The difference between a strong and a very strong typological 
relationship does not have an effect on the organisation of the bilingual lexicon. The amount 
of overlap between LI and L2, and the strengths of the connections in L2 are identical for 
bilinguals with an intermediate proficiency in the Maastricht dialect or in English. Interlingual 
overlap and connection strength are also identical for near-native Dutch-English bilinguals 
and near-native Maastricht dialect-standard Dutch bilinguals. 
Weak typological relationship 
The results of the Dutch-Turkish bilinguals are not in line with the results of the 
Dutch-English bilinguals. We found that for bilingual subjects with a high proficiency level, 
who speak two languages that are not strongly related, the results are identical to the results 
for subjects of an intermediate proficiency level who speak two languages that are strongly 
related. These results need some additional explanation. 
For the Dutch-Turkish bilinguals, there is less intralingual repetition priming in LI than 
in L2. In Section 6.5.1, we have explained the intralingual effects by the distance between the 
resting activation level and the threshold activation level. The gap between resting and 
threshold level is larger in L2 than in LI. However, since the Dutch-Turkish bilinguals use 
L2 very often, this result cannot primarily be the consequence of frequency with which the 
Turkish language was used by the subjects. Neither is it probable that typological distance has 
an effect on the gap between the resting and threshold level, in the sense that for languages 
that are typologically rather distant, the gap will remain large. 
In addition, processing speed is larger in LI than in L2. This must mean that the 
connections between the nodes are stronger in LI than in L2. Again, it is not very likely that 
the fact that LI and L2 are not strongly related, would have a detrimental effect on the 
processing speed in L2. 
With regard to the interlingual repetition effects, the results are in line with our 
expectations. There is no interlingual repetition priming for non-cognates. We argued that this 
is due to the fact that there is not much overlap between LI and L2 at the level of conceptual 
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representations. There is interlingual repetition priming for cognates, caused by the combined 
overlap at the level of conceptual representations and the level of phonological 
representations. 
An explanation of the Turkish results could be the alleged proficiency level of the 
Dutch-Turkish bilinguals. Odlin (1989) has discussed the fact that there is a strong relation 
between typological distance and the time needed for acquisition. When L2 is not strongly 
related to LI, it will take more time to acquire L2. Turkish is not strongly related to Dutch, 
whereas English is. Therefore, for a Dutch language learner, it should take more time to attain 
a high proficiency level in Turkish than in English. This implies that the Dutch-Turkish 
bilinguals would not have the high proficiency level in L2 we ascribed to them, but they 
would have an intermediate proficiency level instead. 
6.6 Discussion 
In this section, we will reconsider the results found in the literature with the semantic priming 
task and explain them with reference to results we found with the delayed repetition priming 
task. Then, we will present an alternative explanation of the outcomes of the repetition 
experiments described in this dissertation. 
In Section 2.4.2, we saw that interlingual semantic priming effects did not occur when the 
delayed lexical decision task was used (Kirsner et al., 1984; 2 and 32 trials between prime and 
target). We explained this outcome by posing that during semantic priming, post-lexical 
strategies play a role. These processes are probably not involved in delayed repetition priming 
experiments, the kind of experiments we used in this dissertation. However, why did we find 
interlingual priming effects when using a delayed repetition priming task, whereas others did 
not when using a delayed semantic priming task? 
When words have a semantic overlap, there are nodes at the level of conceptual 
representations which are shared. In the case of interlingual semantic overlap, the lexical items 
of two languages share a number of nodes at the level of conceptual representations. When 
lexical items are translation equivalents, there is also interlingual overlap at the level of 
conceptual representations. Consequently, interlingual semantic and repetition priming are 
both instances of the same phenomenon, that is, facilitation due to interlingual overlap at the 
level of conceptual representations. The difference is gradual: during repetition priming, more 
nodes that are shared between two lexical items are activated than during semantic priming. 
This explains why we have found interlingual repetition effects for non-cognates, while others 
have found no interlingual semantic priming effects in a delayed priming task: the amount of 
interlingual overlap at the level of conceptual representations is simply too small for 
semantically related words to cause an interlingual priming effect. However, when 
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post-lexical strategies can be used, as in a paired lexical decision task, an interlingual priming 
effect will be found. In this task, the semantic relation will be taken into account during 
processing. 
An alternative explanation for the fact that we obtained interlingual repetition priming effects 
for cognates can be that these effects were caused by direct access to the word form of only 
one language. By direct access, we mean that a given word form was accessed twice, 
irrespective of the language that was used. As can be recalled from Chapters 3 to 5, most of 
the cognate stimuli in our experiments were very similar, even identical in some cases, in both 
languages. We attempted to separate the languages by employing a male and a female speaker 
for the different languages concerned, and by presenting the stimuli in single language blocks. 
Nevertheless, it could be the case that when a word was primed in LI, and then repeated in 
L2, it was not the L2 word form that was accessed, but the LI word form instead. This could 
also work in the reverse direction, although this is less likely to occur. For instance, when the 
stimulus LIP was presented in a Dutch block, the Dutch word form LIP was accessed. When 
LIP was then presented in an English block, again the Dutch word form LIP was accessed. 
Although a process like this would surely lead to a repetition priming effect, this repetition 
effect could hardly be called interlingual. 
In the case of the non-cognate stimuli, the direct access explanation is not possible, since 
for these stimuli the word form was not repeated. The interlingual repetition effects for this 
type of stimuli must be attributed to conceptual access processes. 
The results of the repetition experiments presented in this dissertation are explained using the 
activation metaphor. We have stated several assumptions about the overlap between the LI 
and L2 lexicons, and about the connection strengths in LI and L2. In the next chapter, we will 
attempt to present a model of the bilingual lexicon which incorporates all these claims. 
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Towards an elaborated model 
of the bilingual lexicon 
7.1 Introduction 
The bilingual model to be presented in this chapter is based on the monolingual production 
model proposed by Levelt (1989) and the monolingual perception model proposed by 
Schreuder and Baayen (1995). In total, six representational levels are distinguished: the level 
of conceptual representations, the conceptual level, the lemma level, the word form level, the 
level of phonological representations, and the level of orthographical representations. At each 
of these levels, there are nodes which are connected to nodes at other (higher or lower) levels. 
In the following section, some general considerations and assumptions regarding the 
bilingual model will be discussed. Then, in Section 7.3, the architecture of the model will be 
explained. Each level will be presented separately. In Section 7.4, the development of the 
bilingual lexicon will be discussed as a result of a growing proficiency level and the context 
of acquisition. In Section 7.5, the influence of other factors on the bilingual lexicon will be 
discussed. Then, in Section 7.6, a discussion of the model will be presented. Finally, in 
Section 7.7, some suggestions for further research will be given. 
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7.2 Considerations and assumptions 
In this section, attention will be paid to several questions to be asked in bilingual modelling. 
We will discuss whether lexical items are always represented in the same way, how concepts 
are represented, and whether concepts are language-specific. Furthermore, we will pay 
attention to spreading activation mechanisms and the consequences of differences between 
phonology and orthography. 
7.2.1 Representations and exposure to L2 
According to some theories, not all lexical items in the mental lexicon of a bilingual person 
are represented in the same way (Grosjean, 1982; Romaine, 1989; De Groot, 1993). For 
instance, when for a certain bilingual, most lexical items have a large amount of overlap 
between LI and L2 at the levels of conceptual and phonological representations, in addition 
to strong connections in L2, it is possible that at the same time, some lexical items only have 
a small amount of overlap between LI and L2 at those levels, in addition to weak connections 
in L2. However, we think that, due to exposure to L2, most word representations in the mental 
lexicon of a bilingual tend to evolve by developing and strengthening connections in roughly 
the same way and time. 
Exposure to L2 has two main effects on the organisation of the bilingual lexicon. On the 
one hand, exposure to L2 will lead to a growing proficiency level of the bilingual involved. 
As a consequence, the lexicon of a bilingual with a high proficiency level is organised in a 
way that differs from the lexicon of a bilingual with a low proficiency level, i.e. a bilingual 
with a high proficiency probably has less interlingual overlap at the various levels of the 
lexicon, and stronger connections in L2. On the other hand, exposure to L2 is governed by 
acquisition context. Lexical items are organised differently depending on the context they are 
acquired in. For instance, when the words are acquired in an L2 environment, there is 
probably less interlingual overlap. 
7.2.2 Single concepts vs. decomposed conceptual nodes 
Our bilingual model is constructed on the basis of the monolingual models proposed by Levelt 
(1989) and Schreuder and Baayen (1995). Apart from the fact that the Levelt model is 
primarily a production model, and the Schreuder and Baayen model is a perception model, 
there is another structural difference between the models. (See Levelt (1993) for a short 
description of the perception side of the model.) In the Levelt model, concepts are represented 
as single concepts; in the Schreuder and Baayen model, concepts are represented as 
decomposed primitives. We will first discuss the Schreuder and Baayen model and then the 
Levelt model. 
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The main purpose of the Schreuder and Baayen model is to handle morphological processes 
like inflection and derivation. Although morphology will not be the main point of attention 
of our bilingual model, the way in which the Schreuder and Baayen model is built, can give 
useful insights into the representations and processes in the mental lexicon. 
In the Schreuder and Baayen model, three basic levels are distinguished (see Figure 7.1): 
the access representation level, the conceptual level, and the semantic and syntactic 
representation level. The levels are activated on the basis of spreading activation mechanisms. 
At the access representation level, morphological forms are stored. These morphological 
forms can be both single and complex. The model can account for the development of the 
complex morphological forms. Frequently encountered complex forms will be recognised on 
the basis of their full form, instead of their constituents. 
vegetable A green N measures abstraction 
Semantic and syntactic 
nodes 
Concept nodes 
( J Access representations 
groente groen te 
Figure 7.1 The Schreuder and Baayen model 
(based on Schreuder and Baayen, 1995). 
At the second level, the conceptual nodes are stored. At this level, the licensing of coactive 
nodes takes place. This means that after the conceptual nodes have been activated, it is 
determined whether the syntactic representations permit the combination to become activated. 
When permission is given, the meaning of the complex form can be computed. Complex 
morphological concepts will develop when their constituent forms are not semantically 
transparent, or when they require a complicated computational process in order to be formed, 
instead of a simple addition of forms. 
ÒOOÓOO 
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Finally, at the semantic and syntactic representation level, the semantic primitives and 
the syntactic representations of the morpheme and word constituents are stored. Consequently, 
the Schreuder and Baayen model is of a decompositional nature. 
In the Levelt (1989) model, three levels are distinguished in the lexicon: the conceptual level, 
the lemma level, and the lexeme level (see Figure 7.2). Together, lemmas and lexemes form 
lexical items. 
(riherccncepti 
Figure 7.2 The Levelt model (based on Levelt, 1989). 
At the conceptual level, meaning configurations are represented. These meaning 
configurations are compositional in nature. There are no decomposed primitives, only single 
concepts. At the lemma level, syntactic information is stored. At this level, a set of syntactic 
properties is stored, including the category of the lexical item and the syntactic arguments it 
can take. At the lexeme level, phonological information is represented, i.e. information about 
the phonological segments and the syllable structure of the lexical items. 
In our bilingual model, we have chosen to use decomposed concepts. These are chosen instead 
of single concepts, because, as already mentioned in the description of the De Groot model 
in Chapter 1, employing decomposed concepts enables one to model differential translation 
performance on different word types. 
The decomposed concepts in our model can be called conceptual representations or 
semantic primitives. By semantic primitives, those meaning components are meant which can 
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be found in all languages. When combined, semantic primitives can form complex concepts. 
These complex concepts are represented at the conceptual level of our model. The distribution 
from these complex concepts over the primitives can vary per language (see also 
Sections 7.3.1 and 7.3.2). 
At the third level of the Schreuder and Baayen model, there are two types of nodes, viz. 
semantic and syntactic nodes. However, it is also possible that these two types do not need 
to be distinguished. Syntactic categories can coincide with conceptual representations 
(Jackendoff, 1992). According to Jackendoff, the major units of conceptual structure are 
conceptual constituents, such as event, state, thing, place, part, property, and amount. The 
syntactic constituents of a sentence map onto the conceptual constituents in the meaning of 
that sentence. For example, in the sentence 'John loves Mary', the condition love has two 
conceptual constituents. Semantically, there has to be one who loves, and one who is loved. 
For this reason, syntactically a subject and an object are needed. So, in this case, the syntactic 
nodes appear to be semantically motivated. A consequence of this view is that there is no need 
for separate nodes for syntax and semantics at the highest level of the Schreuder and Baayen 
model. 
In the Levelt model, no syntactic information is stored at the highest level. Instead, the 
thematic roles of the lexical items are specified at the conceptual level. In our bilingual model, 
we will adopt the view expressed by Levelt and Jackendoff. At the level of conceptual 
representations, the thematic roles that a word can take are specified. 
7.2.3 Language-specific concepts 
A principal question in bilingual modelling is whether there are language-specific conceptual 
representations. Can each concept be expressed in each language? One can argue that there 
are no language-specific conceptual representations. Of course, it is reasonable to assume that 
the conceptual system contains sets of conceptual representations that are only used for saying 
things in a particular language. However, this does not mean that those concepts can be 
expressed only in that language. For example, for a Dutch speaker, the word CAB may be 
connected to a concept including the representations New York, Yellow, and Chevrolet, 
simply because he happened to use cabs most often in New York. So, there is a concept 
somewhere in this speaker's mind for which he has only an English word. If this speaker 
wants to explain in Dutch to his colleagues how he got from JFK airport to the Empire State 
building in a taxi, the entity he is talking about is a CAB. That is the concept he starts from. 
He will probably tell them something about the specifics of taxis in New York. This way, the 
listener can convey the main characteristics of the concept CAB. In other words, the specific 
associations and experiences a speaker has with a concept can be conveyed by a verbal 
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explanation. As a consequence, the concept can be understood by the listener (Woutersen et 
ai, 1994). In this way, a language-specific concept can be expressed in each language. 
Furthermore, it has been argued that the fact that some words have no translation 
equivalent in another language proves that some concepts cannot be conveyed in each 
language. Every language has a number of words that are notoriously difficult to translate. A 
well-known example of this is the Dutch noun GEZELLIGHEID, which has to do with 
cosiness, family togetherness, belonging, etc.; the adjective GEZELLIG means something like 
'cosy, chummy, or, matey'. Maybe only speakers of Dutch combine these elements into one 
single concept. But it would be possible to give an exposé on Dutch family life and the role 
of GEZELLIGHEID in any language, which would enable a speaker of that language to 
develop a concept for GEZELLIGHEID, even though he does not have a specific lexical label 
(lemma) for it. (See also Talmy (1985) for an overview of different lexicalisation patterns 
across languages.) 
In short, we think that conceptual representations are not language-specific. However, in 
each language, different sets of conceptual representations are bundled together. A set of 
conceptual representations can be called a concept. Concepts are language-specific, and are 
connected to lemmas. At the lemma level, the connection between semantic and syntactic 
information and the word form level is made. It is possible that languages have particular 
concepts with no specific lemmas connected to them. These concepts have to be expressed 
by a verbal explanation. 
If there is considerable overlap at the level of conceptual representations for words in LI 
and L2, the words are translation equivalents. One of the conceptual representations that 
differs between translation equivalents is [LANGUAGE]. 
7.2.4 Spreading activation mechanisms 
In our bilingual model, we will follow the theory of Balota and Lorch (1986). According to 
them, the amount of activation spreading from a given node to another node is a function of 
(1) the strength of the connection between those two nodes, and (2) the strength of that 
connection relative to the strengths of all the other connections emanating from that node. 
Furthermore, we will assume that the strength of a connection has a decay rate, which can 
only be halted by using the connection in question. In other words, connections between nodes 
will become weaker, as a result of the fact that they are not used. 
7.2.5 Perception vs. production 
Zwitserlood (1994) claims that the difference between production and perception phenomena 
has to do with differences in processing, and not with differences in the representations of 
words. Therefore, perception and production could in principle be modelled by bidirectional 
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connections between the nodes at the various levels. During perception, the bottom-up 
connections could be used; during production the top-down connections could be used. 
However, since we have investigated only perception phenomena, we will focus on the 
perception side of the bilingual mental lexicon in our model. 
7.2.6 Separate word forms for phonology and orthography 
Neither the Levelt model, nor the Schleuder and Baayen model distinguish between word 
form representations for sets of phonological nodes and word form representations for sets of 
orthographical nodes. We assume that there are separate access representations for spoken and 
written word forms (See Ferrand and Grainger (1992,1993) and Grainger and Ferrand (1994) 
for empirical evidence.) 
7.3 The bilingual model 
In this section, the bilingual model will be described. We will present the various levels, 
starting with the level of conceptual representations (Section 7.3.1). Finally, Section 7.3.5 will 
be devoted to the language nodes. We will explain their relevance for bilingual modelling. 
In Figure 7.3, the general framework of our model is shown. Note that the model is a 
dynamic one, various states can be represented for various lexical items and types of 
bilinguals. Figure 7.3 only represents one possible state of a certain lexical item from a 
particular bilingual. 
7.3.1 The level of conceptual representations 
As in the Schreuder and Baayen model, the nodes at the level of conceptual representations 
of our bilingual model are of a decomposed nature. The information that is stored at this level 
is not language-specific. 
One should be aware of the fact that the information stored in the nodes at the level of 
conceptual representations comes from different domains, as there are the so-called physical 
nodes (nodes with information about the shape of an object, for instance about the shape of 
a violin) and functional nodes (nodes with information on what one can do with an object, for 
instance the fact that a violin is used for making music; Flores d'Arcáis & Schreuder, 1987). 
The nodes at the level of conceptual representations can also contain encyclopaedic 
background knowledge, contextual information, and information about situational conditions 
(Bierwisch & Schreuder, 1992). As we put forward in Section 7.2.2, at the level of conceptual 
representations, the thematic roles of the lexical items are specified, too. 
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7.3.2 The conceptual level 
At the conceptual level, the semantic information of the level of conceptual representations 
is brought together in concept nodes. The semantic information that is stored at the conceptual 
level is language-specific. Each concept is connected to a unique set of conceptual 
representation nodes. In other words, lexical word meaning is stored here. So, each set of 
conceptual meaning representations is given its own language-specific identity at the 
conceptual level. The concept nodes are connected to lemmas. 
Figure 7.3 The general framework 
(C = conceptual representation,; LN = language node; S = syntactic unit; 
Ρ = phonological representation; О = orthographical representation) 
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7.33 The lemma level 
The information that is mapped onto the lemma level is semantic and syntactic in nature. The 
semantic information comes from the concept nodes; the syntactic information comes from 
syntactic units. In the syntactic units, information about the word class of the lexical items, 
the syntactic arguments they can take, etc. is stored. 
The syntactic information that is stored at the syntactic units is from another kind than 
the information about the thematic roles that is stored at the level of conceptual 
representations. How these two types of information work together is an interesting subject 
of investigation. 
Figure 7,4 Associative connections. 
(C = conceptual representation; LN = language node; S = syntactic unit; Ρ = phonological representation) 
At the lemma level, the information of the conceptual level and the syntactic units is 
connected to two types of word forms, phonological and orthographical ones. This means in 
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particular, that at the lemma level the connection between word meaning and word form is 
made. 
There can also be connections between the lemmas within a certain language. When 
lexical items are frequently used together, associative connections will develop. This means 
that at the lemma level there are not only connections between levels, but also within levels. 
In Chapter 2, we have discussed interlingual associative priming in relation to 
connections between the lexical items within the lemma level. We have suggested that 
interlingual associative priming can work in two ways. In our model, this would work as 
follows (see Figure 7.4). When for instance L2 is primed by LI, it is possible that first the 
lemma of LI is accessed, then the LI concept, then the conceptual representations that belong 
to LI and L2, then the L2 concept, then the translation equivalent lemma of L2, and then the 
associatively connected lemma of L2. It is also possible that first the lemma of LI is accessed, 
then the associatively connected lemma of LI, then the LI concept, then the conceptual 
representations that belong to LI and L2, then the L2 concept, and then the translation 
equivalent lemma of L2. These processing mechanisms can also work in parallel. 
7.3.4 The word form level 
The word form level is divided into two main levels of representation, namely the 
phonological word form level and the orthographical word form level. (See Ferrand and 
Grainger (1992,1993) and Grainger and Ferrand (1994) for evidence). 
In our model, information about morphology and phonology is stored at the word form 
level. Not only the root form, but also the inflections are stored at this level. So, word forms 
can be both simple or complex. When two simple forms are often used together, they can form 
a new complex word form, which is stored separately. This process is identical to the 
formation of complex conceptual nodes in the Schreuder and Baayen (1995) model. 
In addition, information about the phonological or orthographical segments involved and 
information about the syllable and accent structure of the lexical item is stored at the word 
form level. So, at the word form level, each set of phonological or orthographical 
representations is bundled into a language-specific entity. 
73.5 The levels of phonological and orthographical representations 
At the level of phonological representations, phonemes and allophones are represented. At this 
level, paralinguistic features like stress are stored, too. As the level of phonological 
representations is the direct input level for the auditory mode, processing of the phonological 
representations will be sequential. In other words, the phonological representations are 
perceived and retrieved one after the other. 
116 
TOWARDS AN ELABORATED MODEL OF THE BILINGUAL LEXICON 
At the level of orthographical representations, the graphic symbols of the phonological 
representations are stored. The orthographical representations can vary from letters, as in the 
Western languages, to characters, as in Chinese. The activation of a word will be more holistic 
at the level of orthographical representations than at the level of phonological representations. 
If one sees a word, all the orthographical representations are processed in parallel, while if one 
hears a word, the phonological representations are processed one by one. 
In those languages where there are letters, the levels of phonological and orthographical 
representations can be related by connections which are usually called grapheme-phoneme 
correspondence rules. Through these connections, each phoneme is related to the grapheme(s) 
that represent it. In languages or language varieties that do not have a written version, the 
relation between the levels of phonological and orthographical representations can be only 
indirect, i.e. via the word form level. The way these connections are organised, can vary per 
language. In languages where there are no letters, the relation between the levels of 
phonological and orthographical representations will be indirect, i.e. via the word form level. 
In some languages, the relationship between phonemes and graphemes is more 
straightforward than in others. Each phoneme can have its own grapheme attached to it, or 
not. For instance, in Dutch, there is a reasonably direct relationship between phonemes and 
graphemes. In English, this relation is much more complicated, because for many vowels 
there are several graphemes available. In Serbo-Croatian, a different grapheme is available 
for each phoneme. This means for instance, that in Serbo-Croatian, each phoneme node is 
attached to one grapheme node, whereas in English, a phoneme node can be attached to two 
or more grapheme nodes. So, the complexity of the connection networks of these languages 
forms a continuum from a language like Serbo-Croatian via Dutch to a language like English. 
7.3.6 The language nodes 
In addition to the nodes proposed by Levelt (1989) and Schreuder and Baayen (1995), another 
type of nodes may be added, the so-called language nodes (see also Section 1.4.2).For 
production, Green (1986, 1993) has proposed that languages can be selected, active or 
dormant. A selected language controls speech output; an active language plays a role in 
ongoing processing; a dormant language resides in long-term memory with no effects on 
ongoing processing. In addition, Dijkstra and Van Heuven (1997), Grainger (1993), and 
Grainger and Dijkstra (1992) have constructed the ΒΙΑ model in which language nodes 
deactivate the lexicons in a more gradual way. In our model, the language nodes are not only 
able to deactivate languages in a gradual way, but are also able to activate them. 
The language nodes in our model can handle the activation of a language as follows. 
Depending on the situational context, a particular language node will reach a certain activation 
level. When language a is used, language node a will be more activated; when language b is 
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used, language node b will be more active. When language a is used, and language b is likely 
to be used, language node a will be very active, and language node b will only be activated 
to a certain degree. 
The activation of languages forms a continuum. This means that when a language is 
selected, the language node of that language will have a high activation level, while the 
activation level of the other language will be lower. The activation of the language node with 
the highest activation level will spread to all the nodes at the conceptual level that are 
connected to that language node. As a consequence, all these conceptual nodes and the nodes 
at the levels below, viz. the lemma level, the word form level, etc., will receive a higher 
activation level as well. As a result, when access is needed to the lexical items in the selected 
language, it will be fast. When retrieval of a lexical item in the language with the highest 
activation level is blocked in some way, the equivalent word in the other language will be 
retrieved. It is also possible that a synonym in the same language is retrieved. 
Normally, the activation of the language nodes is an automatic process depending on 
context. However, proficient bilinguals can control it to a certain degree. When asked to carry 
out a bilingual task, they can for instance choose to activate both languages at the same time. 
A question to be asked with regard to the language nodes is whether these nodes can fully 
control lexical access. Is it possible to access only one language of the bilingual lexicon, and 
ignore the other, as it were? 
Beauvillain (1992) proposes that lexical organisation in bilinguals is governed by 
orthography, rather than by language. He claims that during lexical access, there is no 
language-selective access to a subset of lexical items that is organised by language. He 
presents evidence to show that there is an initial state of interference between the two 
languages. So, subjects are not able to fully limit access to one language system. Instead, the 
orthographical representation of words is used for selecting a subset of words which share 
orthographical properties. 
Kirsner et al. (1993) also propose that language is not the principal factor governing 
lexical organisation. They argue that modality, morphology, and stage of processing are more 
important factors in lexical organisation. According to them, bilingualism can be explained 
in the same way as monolingualism, without reference to unique processes. 
We agree with these researchers that, if there is phonological or orthographical overlap 
between the lexical items of the languages during lexical access, in both languages, nodes at 
the levels of phonological or orthographical representations are activated. Then, during further 
processing, the word forms that are connected to the nodes at the levels of phonological or 
orthographical representations not only receive activation from below, but also from the nodes 
above them, viz. the lemmas, the concepts, the conceptual representations, and the language 
nodes. The language nodes will send activation as a result of the language context. So, when 
Dutch people talk English, the English language node will have a high activation level. As a 
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result, the activation level of all the English lemmas will be raised. This activation will spread 
further to the lower levels of the lexicon. This means that when an English word is presented, 
access to an English word form will normally be easier than access to a Dutch word form with 
the same phonological or orthographical form. However, when the languages share a large 
number of cognates, the non-selected language will be more activated, than when other types 
of languages were involved. This is the result of the activation that is spreading from the 
lower levels. 
We do not think that in a bilingual unique processes are at work. Not even the language 
nodes are specific to a bilingual. Monolinguals also possess language nodes. We think that 
language nodes are not any different from nodes representing different speech styles or 
registers, like formal or informal language use. So, when formal English is used, different 
lexical items are highlighted than when informal English is used. 
The crucial point is that lexical items which are learned or acquired in a specific language 
context will have a node attached to the lemma which specifies the context the word is usually 
used in. This node can send activation to all the lemmas that are connected to it. When the 
specific language context is present, all the connected lemma nodes will reach a higher 
activation level. Moreover, the influence of language context is not restricted to languages 
alone. For registers and dialects, too, there are specific language nodes inside the bilingual 
lexicon. 
7.4 The acquisition of the bilingual lexicon 
In this section, the acquisition of the bilingual lexicon will be discussed. Special attention will 
be paid to the role of proficiency level and context of acquisition. We will show that the 
interlingual overlap at the levels of phonological and the conceptual representations develops 
in the same way: starting with a large amount of overlap between LI and L2 at the levels of 
phonological and conceptual representations, this overlap will gradually diminish at both 
levels. 
7.4.1 Low proficiency level 
When a person starts to learn a new language, first a language node in L2 will develop. Then 
for each lexical item separate concept, lemma, and word form nodes will develop (see 
Figures 7.5a and b). 
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Figure 7.5a Cognate representations for a low proficiency level 
(C = conceptual representation, LS = language node, S= syntactic unit, Ρ = phonological representation) 
Figure 7.5b Non-cognate representations for a low proficiency level 
(C = conceptual representation, LN = language node, S = syntactic unit, Ρ = phonological representation) 
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The language node is connected to all the concepts that have been learned. Initially, all the 
conceptual representations of the translation equivalent in LI will be taken over. So, a 
bilingual with a low proficiency level will have an extensive set of conceptual representations 
attached to an L1 concept which will also be connected to the corresponding L2 concept This 
means that there is complete interlingual overlap at the level of conceptual representations for 
bilinguals with a low proficiency level. 
In addition, nodes at the levels of phonological and orthographical representations will 
be connected to the phonological and orthographical word form levels. For bilinguals with a 
low proficiency level, the phonological representations of LI will initially be taken over. For 
cognates, the same set of phonological representations will be attached to an L2 word form; 
for non-cognates, the phonological representations of LI will be rearranged, and attached to 
an L2 word form. 
Obviously, there will be a small amount of interlingual overlap at the level of 
orthographical representations when the two languages have different orthographical systems. 
7.4.2 High proficiency level 
As the proficiency of the bilingual develops, that is, when he or she starts to learn more about 
the meaning, the syntax, the phonological shape, etc. of the L2 words, specific L2 nodes will 
develop at the levels of conceptual and the phonological representations. In addition, the 
conceptual nodes will be reorganised. Conceptual representations that were taken over from 
the LI translation equivalent, but were not appropriate in L2, i.e. were never apparent in the 
L2 context, will be disconnected. In other words, the connections will have disappeared as a 
result of the decay rate. An example is the French word for CHAIR, i.e CHAISE. Every 
CHAISE is called a CHAIR. However, not each CHAIR is called a CHAISE. An easy chair, 
for instance, is called FAUTEUIL in French. For a beginning bilingual, CHAIR and CHAISE 
could have the same meaning, whereas for an advanced bilingual the conceptual 
representation [EASY] would not be connected to the concept CHAISE. 
A bilingual with a high proficiency level will have an extended set of conceptual 
representations in LI, but also in L2. Only the core representations will be shared by the two 
languages (see Figures 7.6a and b). 
The same is true at the level of phonological representations: at this level, new 
phonological representations are also added to the set of possible phonological representations 
in L2. These phonological representations will be connected to the word forms in L2. Specific 
LI phonological representations will also be disconnected as a result of the fact, that they are 
not used when L2 is spoken or listened to. 
So, with increasing proficiency, nodes are not only disconnected, but also new nodes are 
connected to the concepts and word forms. 
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Figure 7.6a Cognate representations for a high proficiency level. 
(C = conceptual representation; LN = language node; S = syntactic unit; Ρ = phonological representation) 
Figure 7.6b Non-cognate representations for a high proficiency level. 
(C - conceptual representation; LN - language node; S = syntactic unit; Ρ =• phonological representation) 
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7.43 Context of acquisition 
It is also possible that a newly acquired lexical item in L2 starts with a specific L2 set of 
conceptual representations, even when the learner has a low proficiency level. Whether this 
happens or not depends on the acquisition context. When for example the English word TAXI 
is learned in London, meaning representations specific to a London taxi will be attached to 
the lemma. This will lead to relatively fewer shared nodes between the conceptual 
representations of LI and L2. So, the amount of interlingual overlap at the level of conceptual 
representations will be smaller as a result of the acquisition context. 
So, context of acquisition influences the number of nodes that are shared between the 
languages at the level of conceptual representations. When L2 is learned in an LI 
environment, there will be more overlap between LI and L2 at the level of conceptual 
representations than when L2 is learned in an L2 environment. 
7.4.4 Differences between bottom-up and top-down connections 
Due to the fact that during language acquisition perceptive skills develop first, and productive 
skills only later, the connections in the bilingual lexicon will first develop in the bottom-up 
direction, the perception direction, and only later in the top-down direction, the production 
direction. For instance, the connections between the lemma and the conceptual levels will first 
develop in the direction from lemmas to concepts, and only later on the direction from 
concepts to lemmas. 
When a bilingual with a low proficiency hears a word, first the nodes at the level of 
phonological representations will be activated. From this level, a connection leads to the 
phonological word form level. This connection is stronger than the connection going from the 
phonological word form level to the level of phonological representations. During perception, 
the activation will spread further from the word form level to the lemma level, to the 
conceptual level, and to the level of conceptual representations. The connections in this 
direction are stronger than the connections in the reverse direction. 
The amount of activation spreading from a given node to another node is a function of 
the strength ofthat connection relative to the strengths of all the other connections emanating 
from that node (Balota & Lorch, 1986). Therefore, the difference between the bottom-up and 
top-down connections will even be larger than the absolute difference in connection strengths 
between the nodes. As the connections in the top-down direction are weak, and as the 
connections in the bottom-up direction are strong, even more activation will spread in the 
bottom-up than in the top-down direction. For bilinguals with a high proficiency, however, 
the connections between all levels are strong in both directions. 
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7.4.5 The influence of proficiency 
Proficiency is a complex factor: it influences the interlingual overlap between the nodes at the 
various levels, it influences the connection strength between the nodes, and it influences the 
morphological representation of L2 words. 
For a bilingual with a very high proficiency level, there is relatively less overlap between 
the lexicons at the levels of conceptual and phonological representations. Furthermore, the 
connections are (nearly) as strong in the top-down direction as in the bottom-up direction, and 
(nearly) as strong in L2 as in LI. 
Otherwise, if a bilingual has a low proficiency, there is a relatively large proportion of 
interlingual overlap at the levels of conceptual and phonological representations. Furthermore, 
the connections are weaker in the top-down direction than in the bottom-up direction, and 
weaker in L2 than in LI. 
With regard to the morphological representation of the L2 items, one could argue the 
following. Since complex morphological words that are not often used are represented by their 
parts, i.e. as separate morphemes, it follows that the lower the proficiency level of a bilingual 
(the less the words are used), the more complex morphological words will be represented as 
separate morphemes in L2 (see Figures 7.7a and b). 
Figure 7.7a Stage one of morphological representation. 
(C = conceptual representation; LN = language node; S = syntactic unit; Ρ = phonological representation) 
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Figure 7.7b Stage two of morphological representation. 
(C = conceptual representation; LN = language node; S = syntactic unit; Ρ = phonological representation) 
7.5 Other factors in the bilingual lexicon 
In this section, two factors are described which play a role in the bilingual mental lexicon and 
which are not accounted for by proficiency level or context of acquisition: typological 
distance and strategic control. 
7.5.1 Typological distance 
Differences in typological distance are reflected in a differing degree of interlingual overlap 
at the levels of conceptual and phonological representations. When two languages are not 
strongly related and are spoken in different cultures, it is conceivable that the lexical items 
have culture-specific meaning representations, resulting in a small amount of interlingual 
overlap at the level of conceptual representations. In addition, when two languages have very 
different syntactic systems, the thematic roles of translation equivalents may differ 
substantially. Since thematic roles are also represented at the conceptual level, the degree of 
similarity between LI and L2 representation will even be smaller. In addition, the interlingual 
overlap at the level of phonological representations is likely to be small when languages are 
not strongly related. 
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7.5.2 Strategic control 
A recurring issue in studies on the bilingual lexicon is strategic control. In bilingual 
experiments, some results cannot be explained by factors such as proficiency level, 
typological distance, etc. It seems possible for certain subjects to manipulate their lexical 
processing by strategic control. For bilingual subjects, the ability to strategically control their 
processing depends on proficiency level. 
An example of a form of strategic control in spontaneous speech can be found during 
code-switching. When it is appropriate in the context, bilinguals can readily and willingly use 
words of their languages interchangeably (Grosjean & Miller, 1994). When it is not 
considered appropriate, they are very well able to suppress the 'inappropriate' language. In 
this case, strategic control has to do with the ability to inhibit or suppress the lexical items of 
the language that is considered inappropriate. 
Strategic control can be incorporated by assuming that the bilingual can influence the 
activation levels of the language nodes. When this is useful, for instance in a bilingual 
experiment where there is much time pressure, bilinguals with a high proficiency level can 
either choose to highly activate both language nodes or to suppress one. In this way, they will 
be able to respond quickly to both languages. 
7.6 Concluding remarks with respect to the model 
In this chapter, a bilingual model of the mental lexicon is presented. Special attention is paid 
to the role of proficiency level. This fact makes the model a dynamic one. As a result, there 
can never be one state which all the lexical items are in. In the bilingual lexicon, connections 
are continually strengthened and weakened, and new nodes are added to previous ones. 
A possible criticism of the model we have presented lies in its dynamic nature. This 
nature makes it very difficult to make straightforward predictions for individual items. 
However, we think that this is inherent in the way the mental lexicon works. Predictions can 
only be made for a large proportion of the lexical items in the lexicon of a particular bilingual 
speaker with a certain proficiency level and language background. There will always be 
lexical items that behave differently for such a bilingual. With regard to possible types of 
bilinguals, predictions can only be made for a large proportion of carefully selected bilinguals. 
There will always be individual differences between bilinguals. 
Clear predictions and tests of the model are based on processing speed and interlingual 
priming between LI and L2. Processing speed is the result of the connection strengths 
between the levels. If the processing speed is high, the connections must be strong. 
Interlingual priming is the result of the interlingual overlap between the levels and the 
connection strength. By looking at processing speed, we can find out how strong the 
connections are. If we know this, priming can give us additional information about the overlap 
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between the lexical items in the two languages. The combined results of priming and 
processing speed experiments can indicate what proportion of the bilingual lexicon of a 
certain type of bilinguals is organised in a particular way. 
7.7 Suggestions for further research 
The results of typological distance are not straightforward in our experiments. The standard 
Dutch-Maastricht dialect results can be explained by the Proficiency Hypothesis; the 
Dutch-Turkish results pose real problems, probably due to the proficiency level of the subjects 
(see Section 6.5.4). 
If one wants to show to what extent the typological and cultural distance between the 
languages plays a role during bilingual lexical access, a task has to be constructed in which 
the interlingual overlap at the levels of conceptual and phonological representations is varied 
systematically. To that end, the conceptual overlap between translation equivalents could be 
rated by a large number of bilingual subjects. In this way, a rough measure of the 
psychotypology of the subjects is obtained. The subjects would have to be naive, and their 
proficiency level would have to be rated by an independent task. 
Another possible line of research on repetition priming could be the use of false friends as 
stimuli. It would be very interesting to determine whether repetition of the word form alone 
is enough to cause an interlingual repetition effect, and what the effects are of a growing 
proficiency level. As can be recalled from Section 2.3, contradictory results are found in the 
literature on delayed visual repetition priming. Kerkman (1984) and Kerkman and De Bot 
(1989) did not find any interlingual repetition effects using Dutch-English bilinguals with a 
high or a near-native proficiency level. However, Gerard and Scarborough (1989) did find an 
effect using Spanish-English bilinguals of a high proficiency level. Maybe a delayed auditory 
repetition experiment can shed some light on the results. However, care has to be taken that 
the proportion of the false friend stimuli is not too high, since the presence of these words is 
very salient. A high proportion could lead to strategic behaviour on the part of the subjects, 
which would not reflect normal language processing. 
In addition, since we have proposed that near-native bilinguals have specific phonological 
nodes in L2, i.e. less overlap between LI and L2 at the level of phonological representations, 
false friends should be easier to process for near-native bilinguals than for less proficient 
bilinguals. As a result, for near-native subjects we would expect no interlingual repetition 
priming effects for false friends. 
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Further research will shed more light on repetition processes in the bilingual lexicon. 
However, we do think that by taking into account proficiency level, and by making the model 
dynamic, a model has been created that is psycholinguistically realistic. 
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Dutch-English stimuli 
Cognates Dutch 
atoom 
bel 
blok 
bom 
cement 
dek 
dok 
dokter 
eclips 
effect 
filter 
foto 
hiel 
kink 
klok 
lans 
letter 
lift 
lik 
lip 
lot 
nek 
net 
noot 
park 
pen 
piek 
poel 
pot 
script 
set 
sok 
splinter 
tekst 
tent 
test 
vin 
wiel 
wind 
winter 
Cognates English 
atom 
bell 
block 
bomb 
cement 
clock 
deck 
dock 
doctor 
eclipse 
effect 
filter 
fin 
heel 
kink 
lance 
letter 
lick 
lift 
lip 
lot 
neck 
net 
note 
park 
peak 
pen 
photo 
pool 
pot 
script 
set 
sock 
splinter 
tent 
test 
text 
wheel 
wind 
winter 
APPENDIX A 
Non-cognates Dutch 
auto 
bewaker 
boom 
boomgaard 
boterham 
citroen 
dier 
doos 
eed 
eten 
fiets 
fles 
geld 
handdoek 
handschoen 
horloge 
kast 
kluis 
koekje 
lucht 
mens 
oogst 
oorlog 
plaksel 
raam 
regel 
rok 
sap 
schilderij 
sleutel 
stad 
stoep 
touw 
tuin 
varken 
vierkant 
vogel 
weg 
winkel 
woestijn 
Non-cognates English 
air 
animal 
bicycle 
bird 
biscuit 
bottle 
box 
car 
cupboard 
desert 
food 
garden 
glove 
glue 
guard 
harvest 
human 
juice 
key 
lemon 
money 
oath 
orchard 
painting 
pavement 
Pig 
road 
rope 
rule 
safe 
sandwich 
shop 
skirt 
square 
towel 
town 
tree 
war 
watch 
window 
Fillers Dutch 
acteur 
allooi 
anker 
avontuur 
bever 
blunder 
boon 
buffer 
bus 
censor 
cultuur 
dak 
dieet 
dij 
domein 
donder 
europeaan 
faam 
fluit 
geit 
gelei 
groep 
hal 
harp 
harpoen 
hoef 
ingang 
instituut 
jubileum 
kabinet 
kameel 
kano 
kasteel 
kiel 
kind 
klap 
klas 
kolom 
kolonie 
kraai 
krab 
kroon 
kruis 
kudde 
kus 
lever 
lok 
luipaard 
magneet 
mast 
melk 
monster 
norm 
olijf 
orakel 
paleis 
plaat 
plank 
publiek 
pulp 
puzzel 
raket 
rapport 
regen 
riet 
riool 
ritueel 
snor 
stro 
suiker 
teer 
tunnel 
uil 
uur 
vloer 
vork 
was 
wereld 
werk 
zee 
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Fillers English 
ace 
alphabet 
angel 
anger 
bear 
book 
bundle 
cable 
cat 
circle 
coach 
comb 
compass 
congress 
cook 
copy 
cramp 
dance 
devil 
dew 
diagram 
dish 
dispute 
drawer 
echo 
event 
fable 
form 
gift 
grant 
grill 
hat 
Pseudowords Dutch 
aaf 
aalbekken 
aarpe 
aftrond 
agem 
alfaar 
amfoort 
ankelt 
apper 
auko 
babbezaar 
bakkel 
beel 
beslat 
beulaar 
beus 
biekel 
biff en 
bijk 
bingelen 
birren 
bluis 
bluk 
blunk 
boffel 
boker 
boof 
bork 
brank 
brek 
brepen 
brieken 
hay 
heart 
hedge 
hunger 
ice 
idea 
insect 
jewel 
journalist 
ladder 
lamp 
land 
legion 
limit 
line 
machine 
briet 
brimmel 
brol 
bruk 
buif 
buim 
buizel 
burk 
daap 
dakgoor 
dalm 
dastel 
davel 
detel 
deul 
deven 
manner 
maximum 
meat 
motor 
nail 
needle 
night 
number 
oil 
pain 
panel 
pilot 
plaster 
plum 
ram 
rasp 
dochtel 
dokser 
dolfoen 
doon 
draas 
draftig 
drak 
dreed 
druilen 
duip 
dwoom 
etel 
falg 
faroen 
farrel 
ficht 
rib 
riddle 
ride 
ring 
scale 
school 
shoe 
slave 
soup 
sport 
start 
state 
storm 
title 
train 
year 
flaas 
frant 
frep 
frood 
ruim 
fuit 
galk 
galper 
garni 
geps 
glap 
gol 
gork 
groel 
gruipel 
gruiten 
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guien 
guif 
hespel 
heuk 
hichten 
hintel 
hoik 
huuk 
juif 
kang 
kistel 
klamer 
kleizen 
kneker 
knisser 
knotel 
Pseudowords 
aclostic 
actere 
adina 
afest 
arckle 
bandle 
beeg 
belk 
bip 
bircie 
blunger 
brist 
bunner 
cag 
casp 
celm 
kolfijn 
kraaf 
krang 
krempel 
kretelen 
kromel 
kwasp 
kwoest 
lefter 
Ιοφ 
lorst 
meeg 
meep 
oeper 
oerens 
omvak 
English 
cimpf 
claff 
clush 
cobe 
cudder 
dake 
darp 
dasp 
dease 
delk 
delp 
dift 
dilk 
drail 
dronze 
dussle 
oop 
peem 
pinzel 
plink 
praun 
prui 
rastel 
razijn 
rinden 
rolk 
scher 
schiek 
smaren 
smuis 
spaten 
sproker 
duzzle 
eacher 
elport 
encare 
ergen 
escoop 
excuke 
faville 
feek 
fid 
filton 
fism 
flubber 
foed 
fojo 
foop 
stager 
steep 
stolk 
strap 
streul 
ström 
suif 
suk 
sunder 
tasp 
tekken 
teul 
tiekel 
tolf 
tuik 
vrunter 
foost 
fote 
frab 
gayden 
geem 
gozzem 
grenk 
grio 
grobe 
habble 
heeb 
herger 
hetter 
hib 
hibby 
hurf 
wakkel 
wapel 
waps 
wassel 
wegeer 
wenger 
weuk 
wijg 
woek 
wor 
wust 
wuut 
zarm 
zeld 
zinten 
zurken 
jaker 
jamp 
jast 
jemmery 
jillow 
joli 
joto 
jub 
keed 
kell 
kest 
kimble 
klough 
lasp 
lelly 
lermer 
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lisk 
lod 
lunnel 
luxion 
macter 
maddle 
markle 
merd 
mider 
mobe 
mocket 
moober 
mook 
mool 
mury 
neep 
Practice Dutch 
borstel 
haar 
kelder 
klapper 
laken 
lint 
map 
pan 
potrei 
vaas 
nert 
nesk 
nid 
noaf 
nool 
norf 
offiise 
opple 
orper 
otticle 
pask 
piar 
plock 
plun 
pog 
pook 
bekkel 
bele 
biek 
lekel 
plaam 
pras 
rolen 
ship 
zaap 
zwoog 
potey 
prant 
priai 
puild 
quaiste 
rabie 
raith 
ranse 
rext 
rint 
rabbie 
roong 
saff 
scoat 
scorni 
scrupt 
scubby 
shig 
silter 
slunder 
snop 
sork 
stroot 
subbie 
sundle 
swibe 
teng 
thang 
mile 
throle 
tolant 
trince 
Practice English 
article 
author 
chance 
coast 
debate 
ghost 
grade 
pump 
rock 
triumph 
berf 
twange 
varch 
vester 
voluge 
voon 
weeb 
weegle 
wodget 
wonkle 
yolk 
yoon 
zenick 
zerse 
zi gure 
zipple 
zolf 
dipple 
dumble 
fiabe 
pitchel 
riet 
sartie 
slas 
zop 
zust 
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Design of the repetition experiments 
Each subject was presented with four blocks. In the first two blocks, one in Dutch and one in 
English, reaction times were collected for the baseline conditions. In the last two blocks, one 
in Dutch and one in English, reaction times were collected for the repeated conditions. In all, 
each block consisted of 160 stimuli: 40 experimental stimuli, 20 cognates and 20 
non-cognates, 40 filler stimuli and 80 pseudo-stimuli. Of the 20 experimental stimuli for a 
given word type, 10 stimuli belonged to the intralingual repetition condition, and 10 stimuli 
belonged to interlingual repetition condition. There were separate blocks for each language: 
a baseline and a repeated block. Table B.l gives a schematic representation of the distribution 
of the experimental items and the block structure. 
The different blocks are numbered using Roman numerals: I and II are the baseline 
blocks, and III and IV are the repeated blocks. The 8 sets of 10 experimental word pairs are 
marked by a combination of letter(s) and number: the cognates by (cl) to (c4), and the 
non-cognates by (nel) to (nc4). An example of set (cl) is the Dutch-English cognate word 
pair BEL-BELL. We can see in Table B.l that set (cl) is presented for the first time in block 
I, a Dutch block. This means that the Dutch word BEL is presented. Given the fact, that set 
(cl) occurs in an intralingual repetition condition, it should be presented for a second time in 
the same language, namely in block III. Therefore, (cl), the Dutch word BEL recurs in the 
Dutch intralingual repetition condition. Note that in this design the word pairs in set (cl) only 
occur in a Dutch-Dutch repeated condition, and that the English members of the word pairs 
in set (cl), e.g., BELL are never presented. In addition, the first and second presentations of 
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items in set (cl) are always separated by an entire block of English stimuli (block П). We will 
return to these aspects of the design later on. 
Table B.J Distribution of experimental items across the four stimulus blocks. 
Block 
I 
II 
III 
IV 
Stimulus language 
Dutch 
English 
Dutch 
English 
Word type 
Cognate 
Non-cognate 
Cognate 
Non-cognate 
Cognate 
Non-cognate 
Cognate 
Non-cognate 
Repetition 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Mark 
cl 
c2 
nel 
nc2 
c3 
c4 
nc3 
nc4 
cl 
c4 
nel 
nc4 
c3 
c2 
nc3 
nc2 
Another example is the non-cognate word pair TUIN-GARDEN as an instance of set (nc4). 
In block II, the English word GARDEN is presented. Set (nc4) belongs to the interlingual 
repetition condition. Therefore, the items of set (nc4) will be repeated in a Dutch block (block 
III). Again, we should note that the items in set (nc4) only occur in an English-Dutch repeated 
condition: the sequences TUIN/GARDEN, TUIN/TUIN, and GARDEN/GARDEN do not 
occur. In addition, the baseline and repeated presentations of items in set (nc4) always occur 
in adjacent blocks, whereas the two presentations of stimuli in the previous example (cl) were 
separated by an entire block. In the remainder of this section, we will show how the design 
was adapted to account for this discrepancy between sets of items. 
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The first adaptation concerned the fact that the baseline and repeated presentations in a given 
condition were always separated by a variable number of blocks (0,1 or 2). This problem was 
avoided by rotating all possible orders over subjects. When we take a closer look at Table B. 1, 
we can see that the first and second presentations for both intralingual conditions are separated 
by 1 block, for the Dutch-English condition by 2 blocks, and for the English-Dutch condition 
by 0 blocks. These differences in distance between first and second presentations can bias the 
results. By adding all the other permutations of baseline and repeated blocks to the design, the 
various distances are equally distributed over the conditions. Table B.2 shows the four 
possible permutations of the blocks. 
Table B.2 Possible block orders. 
(1) 
I (Dutch) 
II (English) 
III (Dutch) 
IV (English) 
(2) 
II (English) 
I (Dutch) 
III (Dutch) 
IV (English) 
(3) 
II (English) 
I (Dutch) 
IV (English) 
III (Dutch) 
(4) 
I (Dutch) 
II (English) 
IV (English) 
III (Dutch) 
When we reconsider the items in set (cl), presented in blocks I and III, we can see in 
Table B.2 that the distances between first and second presentations are varied over the 
different block orders: once 0 intermediate blocks (order 2), twice 1 intermediate block (orders 
1 and 3), and once 2 intermediate blocks (order 4). The same holds for all others sets of 
experimental items. 
The second adaptation made to the design concerned avoiding an unequal distribution of 
different word lengths over the various conditions. Huttenlocher and Goodman (1987) found 
that subjects listen to the entire sound partem before responding to an auditory stimulus. In 
other words, a nonword decision is not initiated after the phoneme where the sound pattern 
deviates from all possible words as Marslen-Wilson proposed in his Cohort Model (see for 
instance Marslen-Wilson & Komisarjevsky Tyler; 1980). This means that word length, i.e. 
the whole length of the presented speech segment in milliseconds, influences the length of the 
reaction time measured from the onset of the speech segment. As a consequence, the various 
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word lengths should be equally distributed across the conditions. This can be achieved, as is 
shown in Table B.3, by rotating the sets of word pairs over the conditions. 
Table B.3 Rotation of stimulus groups across the conditions. 
I Dutch 
II English 
Cognate 
Non-cognate 
Cognate 
Non-cognate 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
Intra 
Inter 
A 
cl 
c2 
nel 
nc2 
c3 
c4 
nc3 
nc4 
В 
c4 
cl 
nc4 
nel 
c2 
c3 
nc2 
nc3 
С 
c3 
c4 
nc3 
nc4 
cl 
c2 
nel 
nc2 
D 
c2 
c3 
nc2 
nc3 
c4 
cl 
nc4 
nel 
In Table B.3, the distributions (A to D) over blocks I and II are given. Of course, the 
distribution over blocks III and IV changes correspondingly. It is clear that every set of stimuli 
occurs once under each condition, so that each word length makes an equal contribution to the 
mean reaction time of each condition. 
When we cross the four block orders, (1) to (4), with the four distributions of the stimulus 
sets, A to D, we obtain 16 versions of the stimulus materials. This implies that we needed 16 
subjects to fill one cell in the design. The full matrix of all 16 versions is listed in Table B.4. 
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Table B.4 Total distribution of the word pairs. 
(1) (2) (3) (4) 
intra inter intra inter intra inter intra inter 
A I cl c2 II c3 c4 II c3 c4 I cl c2 
nel nc2 nc3 nc4 nc3 nc4 nel nc2 
II c3 c4 I cl c2 I cl c2 Π c3 c4 
nc3 nc4 nel nc2 nel nc2 nc3 nc4 
III cl c4 III cl c4 IV c3 c2 IV c3 c2 
nel nc4 nel nc4 nc3 nc2 nc3 nc2 
IV c3 c2 IV c3 c2 III cl c4 III cl c4 
nc3 nc2 nc3 nc2 nel nc4 nel nc4 
В I c4 cl II c2 c3 II c2 c3 I c4 cl 
nc4 nel nc2 nc3 nc2 nc3 nc4 nel 
II c2 c3 I c4 cl I c4 cl II c2 c3 
nc2 nc3 nc4 nel nc4 nel nc2 nc3 
III c4 c3 III c4 c3 IV c2 cl IV c2 cl 
nc4 nc3 nc4 nc3 nc2 nel nc2 nel 
IV c2 cl IV c2 cl III c4 c3 III c4 c3 
nc2 nel nc2 nel nc4 nc3 nc4 nc3 
C I c3 c4 II cl c2 II cl c2 I c3 c4 
nc3 nc4 nel nc2 nel nc2 nc3 nc4 
II cl c2 I c3 c4 I c3 c4 II cl c2 
nel nc2 nc3 nc4 nc3 nc4 nel nc2 
III c3 c2 III c3 c2 IV cl c4 IV cl c4 
nc3 nc2 nc3 nc2 nel nc4 nel nc4 
IV cl c4 IV cl c4 III c3 c2 III c3 c2 
nel nc4 nel nc4 nc3 nc2 nc3 nc2 
D I c2 c3 II c4 cl II c4 cl I c2 c3 
nc2 nc3 nc4 nel nc4 nel nc2 nc3 
II c4 cl I c2 c3 I c2 c3 II c4 cl 
nc4 nel nc2 nc3 nc2 nc3 nc4 nel 
III c2 cl III c2 cl IV c4 c3 IV c4 c3 
nc2 nel nc2 nel nc4 nc3 nc4 nc3 
IV c4 c3 IV c4 c3 III c2 cl III c2 cl 
nc4 nc3 nc4 nc3 nc2 nel nc2 nel 
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Standard Dutch-Maastricht dialect stimuli 
Cognates 
aap 
aarde 
adder 
altaar 
baas 
bak 
bang 
beeld 
beurt 
beven 
blik 
breken 
brok 
ceintuur 
dadel 
den 
dokter 
driftig 
dun 
excuus 
Standard Dutch 
ezel 
fakkel 
fiets 
fles 
framboos 
gal 
gave 
gebouw 
gedrag 
geld 
gesprek 
geweer 
glad 
golf 
grens 
mis 
taak 
tikken 
verlegen 
ziel 
Cognates 
aap 
aarde 
adder 
altaar 
baas 
bak 
bang 
beeld 
beurt 
beve 
blik 
breke 
brok 
dadel 
den 
dokter 
driftig 
dun 
ekskuus 
ezel 
Maastricht dialect 
fakkel 
fiets 
fles 
framboos 
gal 
gave 
gebouw 
gedrag 
geld 
gesprek 
geweer 
glad 
gollef 
grens 
mis 
sentuur 
taak 
tikke 
verlege 
ziel 
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Non-cognates 
aalbessen 
baksteen 
bidden 
bord 
botten 
glijbaan 
ham 
hard 
helemaal 
huilen 
jurk 
klaar 
klokhuis 
kopje 
krabben 
krant 
kruisbes 
kruiwagen 
kwaad 
laars 
standard Dutch 
lucifer 
mooi 
naald 
niezen 
nooit 
oom 
plas 
prei 
prul 
ruzie 
scheiding 
schommel 
snor 
speld 
spuug 
sturen 
vork 
vuilnisbak 
ziek 
zoenen 
Non-cognates 
beije 
brik 
drekbak 
gans 
gezet 
hèl 
kitsj 
kleid 
klómmel 
kneuk 
knievel 
koet 
kraank 
krètse 
kriete 
krónsel 
kroukaar 
naolje 
neeste 
noets 
Maastricht dialect 
noonk 
pool 
poor 
pune 
ruizing 
sjeigel 
sjievel 
sjikke 
sjink 
sjoen 
sjoggel 
spang 
speij 
stievel 
tas 
tèlleur 
veerdig 
versjèt 
wiemele 
zwegel 
Fillers standard Dutch 
aambeeld 
aardbei 
abdij 
afgrond 
auto 
bandje 
been 
bij 
bijbel 
binden 
bisschop 
blauw 
boek 
boordje 
boot 
breed 
broek 
citroen 
dag 
deeg 
deksel 
dijk 
dikwijls 
dorp 
draad 
drempel 
duif 
durf 
eeuw 
ernst 
fatsoen 
gang 
gewoon 
graan 
grappenmaker 
greppel 
hel 
hooi 
hurken 
klap 
knijpen 
koe 
koel 
kom 
koor 
korst 
kraai 
kraan 
kruimel 
laden 
leeuw 
leren 
leveren 
lood 
loon 
mens 
mes 
muis 
nichtje 
oog 
oor 
oud 
paard 
pet 
rug 
saus 
schuren 
sla 
sprong 
stem 
tapkast 
uur 
voeren 
vriend 
vriezen 
vuil 
zilver 
zingen 
zuigen 
zweep 
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Fillers Maastricht dialect 
antwoord 
aosem 
arties 
bagaasj 
ballek 
batteraof 
bed 
beer 
bekker 
berreg 
blaank 
brand 
brèl 
broed 
brómmel 
broor 
damp 
dèk 
dolfijn 
dollek 
doors 
doum 
drökke 
droppel 
eerappel 
eiland 
feilem 
flink 
fruit 
gaas 
gas 
gleuje 
Pseudowords standard Dutch 
aaf 
aalbekken 
aarpe 
aftrond 
agem 
alfaar 
amfoort 
ankelt 
apper 
auko 
babbezaar 
bakkel 
beel 
beslat 
beulaar 
beus 
biekel 
biffen 
bijk 
bingelen 
birren 
bluis 
bluk 
blunk 
boffel 
boker 
boof 
bork 
brank 
brek 
brepen 
brieken 
goeje 
gries 
grond 
hier 
hond 
humme 
ies 
joed 
kaajt 
käös 
keteer 
knien 
kortelèt 
leed 
lieg 
liening 
briet 
brimmel 
brol 
brak 
buif 
buim 
buizel 
burk 
daap 
dakgoor 
dalm 
dastel 
davel 
detel 
deul 
deven 
luip 
mèllek 
mèrret 
meule 
miew 
moer 
mojer 
mök 
nuijts 
örregens 
riete 
rouke 
sjaw 
sjeep 
sjeete 
sjóklaat 
dochtel 
dokser 
dolfoen 
doon 
draas 
draftig 
drak 
dreed 
druilen 
duip 
dwoom 
etel 
falg 
faroen 
farrel 
ficht 
snie 
stasie 
stru 
taak 
toen 
toert 
touw 
versnerreke 
weurs 
woene 
woer 
woordebook 
zaajt 
zie 
zoer 
zwaon 
flaas 
frant 
frep 
frood 
ftiim 
fuit 
galk 
galper 
garm 
geps 
glap 
gol 
gork 
groei 
gruipel 
gruiten 
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guien 
guif 
hespel 
heuk 
nichten 
hintel 
hoik 
huuk 
juif 
kang 
kistel 
klamer 
kleizen 
kneker 
knisser 
knotel 
kolfijn 
kraaf 
krang 
krempel 
kretelen 
kromel 
kwasp 
kwoest 
lefter 
lorp 
lorst 
meeg 
meep 
oeper 
oerens 
omvak 
Pseudowords Maastricht dialect 
aajk 
aankel 
abrijj 
aostel 
artiel 
artos 
awwerie 
berek 
berref 
biffe 
blak 
bliew 
bluuk 
boeld 
boffel 
böpke 
brepaaj 
breze 
brieke 
brier 
broul 
braik 
buuk 
buuld 
buzel 
def 
det 
dokser 
dörrek 
dreid 
dröttel 
fiek 
oop 
peem 
pinzel 
plink 
praun 
prui 
rastel 
razijn 
rinden 
rolk 
scher 
schiek 
smaren 
smuis 
spaten 
sproker 
fitoe 
flaap 
flietel 
fosser 
foum 
freel 
fru 
gam 
gekrag 
glöts 
grend 
grins 
haorstel 
hiérele 
hietel 
hötsj 
stager 
steep 
stolk 
strap 
streul 
strom 
suif 
suk 
sunder 
tasp 
tekken 
teul 
tiekel 
tolf 
tuik 
vrunter 
huijker 
ief 
iekrep 
inklinge 
inslien 
itterpin 
jaggel 
jors 
kepperaar 
ket 
kinnezik 
kissetrek 
klabbedie 
klakas 
klatsjel 
kleuver 
wakkei 
wapel 
waps 
wassel 
wegeer 
wenger 
weuk 
wijg 
woek 
wor 
wust 
wuut 
zarm 
zeld 
zinten 
zurken 
kloup 
kniekei 
kómfer 
körrepel 
koutepritsj 
kraspel 
kriemel 
kroefel 
kuulpe 
laas 
läördsje 
lezaar 
Hemer 
liereme 
loors 
lorres 
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loutel 
magoejere 
mave 
megoe 
mersjee 
mesteer 
mieker 
mögkel 
mortint 
naotsj 
neunter 
nistel 
nittel 
nupsiel 
okkelepiep 
ökske 
oller 
opplatsje 
ortsje 
ouk 
patang 
perrekel 
pijjzel 
plaans 
plegel 
pleksiep 
plitske 
ploet 
pöttel 
praan 
prakuul 
praogel 
rawwele 
rekijjn 
relisp 
retap 
riekele 
riel 
riesjp 
sartijj 
sentuuk 
sjandong 
sjmuus 
sjosterd 
sjprel 
skoot 
slie 
smil 
snok 
söppel 
souf 
stries 
taanjel 
tad 
takketies 
taortel 
teuk 
top 
trang 
trastel 
trekstak 
trijs 
uitel 
umwees 
viegow 
vijj 
voekel 
vraam 
vreus 
waalek 
wans 
waper 
wetsj 
wiep 
wintele 
wök 
worrelijjn 
zaaf 
zökker 
zuul 
Practice standard Dutch 
bochel 
boodschap 
dam 
galg 
gans 
gil 
vangen 
vergiet 
woord 
zaak 
bekkel 
bele 
biek 
lekel 
plaam 
pras 
rolen 
stup 
zaap 
zwoog 
Practice Maastricht dialect 
bok 
dochter 
gaaf 
huif 
keerbeurstel 
kelder 
krissie 
lótsj 
vrech 
wónder 
dakel 
dieks 
draons 
fots 
heurt 
jarpin 
nigów 
nuustel 
prikkedasie 
vraotel 
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Summary 
In this dissertation, bilingual word perception is investigated. In particular, the influence of 
the factors modality, proficiency level, and typological distance on the organisation of the 
bilingual lexicon is examined. The factors are investigated by means of seven bilingual 
repetition experiments. In all experiments, the lexical decision task is used. 
In the introduction, the importance of bilingual modelling is discussed. In addition, the 
theoretical importance of investigating modality, proficiency level and typological distance 
is explained. 
In Chapter 1, the term bilingualism is defined. This term will be used to refer to all people 
that in one way or another can speak, write, understand, or read two languages. Furthermore, 
two kinds of metaphors that are used in bilingual modelling are explained, viz. spatial and 
activation metaphors. It is argued that activation metaphors are more useful for bilingual 
modelling than spatial metaphors, since activation models allow for more precise statements 
about storage and retrieval mechanisms. A number of spatial bilingual models is discussed, 
the Weinreich model, the Three-store model, and three neurolinguistic hypotheses by Paradis, 
viz. the Extended System Hypothesis, the Dual System Hypothesis and the Tripartite System 
Hypothesis. In addition, two monolingual activation models are discussed, the Logogen 
model, and the Interactive Activation Model. Furthermore, five bilingual activation models 
are discussed, the Subset Hypothesis, the De Groot model, the Kroll model, the Bilingual 
Interactive Activation (ΒΙΑ) model, and the Bilingual MOdel of Lexical Access (BIMOLA) 
model. It is argued that each model has its shortcomings. For instance, they all provide 
insufficient detail about the organisation of specific types of lexical information, such as 
information about morphology or conceptual word meaning. It is argued that a model of the 
bilingual lexicon should always incorporate the phenomenon of proficiency. In a diachronic 
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model of the bilingual lexicon, proficiency level is a major factor influencing the 
representation of L2 words. In a synchronic model of the bilingual lexicon, the proficiency 
level for which the model was designed should be mentioned explicitly. 
In Chapter 2, the lexical decision task and the repetition priming paradigm are explained. 
In a lexical decision task, subjects have to decide whether a string of letters or phonemes that 
is presented to them forms an existing word or not. The delay between the onset of the 
stimulus and the response is measured (reaction time). In lexical decision, six effects can be 
found: the word frequency effect, the lexical status effect, the pseudoword/nonword effect, 
the repetition effect, the semantic priming effect, and the associative priming effect. These 
effects are explained in a spreading activation framework. 
In a repetition experiment, some of the stimuli are presented twice. Repetition 
experiments can be monolingual or bilingual. In a monolingual experiment, some stimuli are 
actually repeated. In a bilingual experiment, translation equivalents are used at the second 
presentation. The influence of the delay between the first and the second presentation is 
discussed. In addition, a number of earlier priming experiments is discussed. This discussion 
also deals with associative and semantic priming experiments, both monolingual and 
bilingual. The combined results of these experiments lead to the formulation of three research 
questions: 
1. Is there a difference between delayed visual and auditory repetition priming? 
2. What is the effect of proficiency on lexical processing? Does a growing proficiency level 
imply a reduction in interlingual overlap between conceptual representations? 
3. What is the role of typological distance? Is there a difference in interlingual overlap at 
the various levels of the bilingual lexicon for languages that vary in typological distance? 
In Chapter 3, Research Question 1 is investigated: is there a difference between delayed visual 
and auditory repetition priming? The Modality Hypothesis is proposed: during auditory 
processing, when phonological word forms are active, processing mechanisms are used that 
are different from the ones used during visual processing, when the orthographical word forms 
are active. In order to investigate the Modality Hypothesis, two English-Dutch repetition 
experiments are carried out, an auditory and a visual repetition experiment. In both 
experiments, the same stimuli (cognates and non-cognates) and the same type of subjects are 
used (very proficient Dutch-English bilinguals). In both experiments, similar repetition effects 
are found. Interlingual repetition priming is not only found for cognates, but for non-cognates 
as well. An overall analysis including both modalities showed that there are no differences 
between the two modalities in terms of lexical processing effects. As a result, the Modality 
Hypothesis is rejected. The answer to Research Question 1 then, is that there appears to be no 
processing difference between delayed visual and auditory repetition priming. In both 
modalities, conceptual processes can be measured. 
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In Chapter 4, Research Question 2 is investigated: what is the effect of proficiency level 
on lexical processing? The Proficiency Hypothesis is put forward: the organisation of the 
bilingual mental lexicon is related to proficiency level. In order to investigate the Proficiency 
Hypothesis, three auditory Dutch-English experiments are carried out in which subjects of 
different proficiency levels participate, viz. subjects of an intermediate proficiency level, 
subjects of a high proficiency level, and subjects of a near-native proficiency level. Again, the 
stimuli to be investigated are cognates and non-cognates. When the results of the experiments 
are combined, the following pattern emerges: 1. For the bilinguals with an intermediate 
proficiency, there is interlingual repetition priming for cognates, but not for non-cognates. 2. 
For the bilinguals with a high or near-native proficiency, there is interlingual repetition 
priming for both cognates and non-cognates. With regard to Research Question 2, it is 
concluded that the effect of proficiency on lexical processing probably lies in the reduction 
of the interlingual overlap at the levels of conceptual and phonological representations, in 
addition to stronger connections between the nodes in L2. 
In Chapter 5, the third research question is investigated: What is the role of typological 
distance? Is there a difference in interlingual overlap at the various levels of the bilingual 
lexicon for languages that vary in typological distance? To test this hypothesis, the effects of 
a very strong and a weak typological relationship are examined, viz. Standard Dutch and the 
Maastricht dialect, as opposed to Dutch and Turkish. Again, in all experiments two types of 
stimuli were used, cognates and non-cognates. For the Maastricht dialect experiments, two 
types of subjects were used, viz. the so-called speakers of Standard Dutch (LI = Standard 
Dutch, intermediate proficiency level in L2) and the so-called speakers of the Maastricht 
dialect (LI = the Maastricht dialect, near-native proficiency level in L2). For the Turkish 
experiment, Dutch speakers with a high proficiency level in Turkish were used. Since the 
design of the standard Dutch-Maastricht dialect experiments and the Dutch-Turkish 
experiment is similar to the design of the Dutch-English experiments discussed before, the 
experiments can be compared directly. For the speakers of standard Dutch, interlingual 
repetition effects are found for cognates, but not for non-cognates. For the speakers of the 
Maastricht dialect, interlingual repetition effects are found for cognates and non-cognates. For 
the Dutch-Turkish bilinguals, there is interlingual repetition priming for cognates, but not for 
non-cognates. 
In Chapter 6, an overview is given of all the repetition experiments presented in this 
dissertation. In the overview of the variables, special attention is paid to the processes 
involved in intralingual repetition. Furthermore, an additional analysis is carried out in which 
the difference between the reaction times in LI and L2 is examined, so that more can be said 
about language dominance and processing speed in LI and L2. On the basis of the results of 
all the analyses, it is argued that the proficiency level that a bilingual has attained, is reflected 
in the connection strengths of the nodes in L2, and in the amount of interlingual overlap at the 
various levels of the lexicon. For bilinguals with a high proficiency level, the connections in 
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L2 are strong. In addition, there is only a small amount of interlingual overlap between the 
nodes at the various levels. For bilinguals with a low proficiency level, the connections in L2 
are weak and there is a larger amount of interlingual overlap between the nodes at the various 
levels. 
Typological distance is discussed too. It is argued that the typological distance between 
two languages involved does not have an effect on the organisation of the bilingual lexicon, 
and that the results for Dutch and Turkish (weak typological relationship) are probably due 
to the proficiency level of the subjects involved. Finally, some results of the priming 
experiments in the bilingual literature are reconsidered in this chapter. In addition, an 
alternative explanation of the outcomes of the delayed repetition experiments is suggested. 
In Chapter 7, a new model of the bilingual lexicon is presented. This bilingual model is 
based on the monolingual production model proposed by Levelt and the monolingual 
perception model proposed by Schreuder and Baayen. In total, six representational levels are 
distinguished: the level of conceptual representations, the conceptual level, the lemma level, 
the word form level, the level of phonological representations, and the level of orthographical 
representations. At each of these levels, there are nodes which are connected to nodes at other 
(higher or lower) levels. First, some questions regarding bilingual modelling are discussed. 
It is questioned whether lexical items are always represented in the same way, how concepts 
are represented, and whether concepts are language-specific. Furthermore, attention is paid 
to spreading activation mechanisms and the consequences of differences between phonology 
and orthography. Then, the architecture of the model is explained, presenting each level 
separately. Moreover, the acquisition of the bilingual lexicon is discussed with regard to 
proficiency, context of acquisition, typological distance and strategic control. The dissertation 
ends with a discussion of the model and suggestions for further research. 
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In deze dissertatie wordt woordperceptie bij tweetaligen onderzocht. In het bijzonder wordt 
gekeken naar de invloed van de factoren modaliteit, taalvaardigheid en typologische afstand 
op de organisatie van het tweetalige lexicon. Deze factoren worden onderzocht door middel 
van zeven tweetalige repetitie-experimenten. In alle experimenten wordt de lexicale 
decisie-taak gebruikt. 
In de introductie wordt het belang van het ontwerpen van tweetalige modellen aan de orde 
gesteld. Daarna wordt de theoretische relevantie van onderzoek naar modaliteit, 
taalvaardigheid en typologische afstand besproken. 
In hoofdstuk 1 wordt de term tweetaligheid gedefinieerd. Deze term zal worden gebruikt voor 
alle personen die op de een of andere manier twee talen kunnen spreken, schrijven, verstaan 
of lezen. Tevens worden twee typen metaforen uitgelegd: de spatiele metafoor en de 
activatie-metafoor. Er wordt uiteengezet dat activatie-metaforen meer geschikt zijn voor 
gebruik als tweetalig model dan spatiele metaforen. Met activatie-modellen is het namelijk 
mogelijk om opslag- en ophaalmechanismen nauwkeuriger te beschrijven. Een aantal spatiele 
tweetalige modellen wordt behandeld, te weten het Weinreich model, het Three-store 
(Drievoudige opslag) model en drie neurolinguïstische hypotheses van Paradis: de Uitgebreide 
Systeem Hypothese, de Tweevoudige Systeem Hypothese en de Drievoudige Systeem 
Hypothese. Tevens worden twee eentalige modellen besproken, namelijk het Logogen model 
en het Interactieve Activatie Model. Vervolgens wordt aandacht besteed aan vijf tweetalige 
modellen: de Subset Hypothese, het De Groot model, het Kroll model, het Bilingual 
Interactive Activation (Tweetalige Interactieve Activatie, kortweg ΒΙΑ) model en het 
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Bilingual MOdel of Lexical Access (Tweetalig model voor lexicale toegang, of BIMOLA 
model). Betoogd wordt dat ieder model zijn tekortkomingen heeft. Zo geven zij allemaal te 
weinig informatie over de organisatie van specifieke typen van lexicale informatie, zoals 
morfologie of conceptuele woordbetekenis. Gesteld wordt dat in de structuur van een model 
van het tweetalige lexicon altijd rekening moet houden met het niveau van taalvaardigheid in 
de tweede taal. Voor een diachroon model van het tweetalige lexicon geldt dat taalvaardigheid 
de representatie van woorden in de tweede taal direct beïnvloedt. Voor een synchroon model 
van het tweetalige lexicon geldt dat er expliciet melding moet worden gemaakt van het 
taaivaardigheidsniveau waarvoor het model is ontworpen. 
In hoofdstuk 2 worden de lexicale decisietaak en het repetitie-paradigma uitgelegd. Bij 
lexicale decisie moeten proefpersonen beslissen of de hun aangeboden reeks van letters of 
fonemen een bestaand woord vormt of niet. De tijd tussen het aanbieden van de stimulus en 
het geven van het antwoord wordt geregistreerd (reactietijd). Bij lexicale decisie worden 
doorgaans zes effecten bestudeerd: het woordfrequentie-effect, het lexicale status effect, het 
pseudowoord/nonwoord effect, het repetitie-effect, het semantische priming effect en het 
associatieve priming effect. Deze effecten worden uitgelegd met behulp van de 
activatie-metafoor. 
In een repetitie-experiment worden bepaalde stimuli tweemaal aangeboden. Deze 
experimenten kunnen een- of tweetalig zijn. In een eentalig experiment worden sommige 
stimuli letterlijk herhaald. In een tweetalig experiment worden vertaalequivalenten gebruikt 
bij de tweede aanbieding, met andere woorden, het Nederlandse woord TUIN kan herhaald 
worden als zijn Engelse equivalent GARDEN, of andersom. In dit hoofdstuk wordt gekeken 
naar de invloed van de tijd tussen de eerste en tweede aanbieding. Daarna worden een aantal 
experimenten besproken. Hierbij komen ook associatieve en semantische priming 
experimenten aan de orde, zowel een- als tweetalige. Wanneer de resultaten van deze 
experimenten gecombineerd worden, kunnen drie onderzoeksvragen worden geformuleerd: 
1. Is er een verschil tussen visuele en auditieve repetitie-experimenten? 
2. Wat is het effect van taalvaardigheid op lexicale verwerking? Zorgt een toegenomen 
taalvaardigheid voor een gereduceerde tussen-taal overlap voor conceptuele 
representaties? 
3. Wat is de rol van typologische afstand? Zijn verschillen in tussen-taal overlap op de 
verschillende niveaus van het tweetalige lexicon wanneer de typologische afstand tussen 
de talen gevarieerd wordt? 
In hoofdstuk 3 wordt de eerste onderzoeksvraag onderzocht: Is er een verschil tussen visuele 
en auditieve repetitie-experimenten? Daartoe wordt de Modaliteitshypothese voorgesteld: Er 
zijn verschillende verwerkingsmechanismen voor auditieve woordherkenning, waar de 
fonologische woordvormen actief zijn, en visuele woordherkenning, waar de orthografische 
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woordvormen actief zijn. Om de Modaliteitshypothese te onderzoeken zijn twee 
Engels-Nederlandse repetitie-experimenten uitgevoerd, een auditieve en een visuele. In beide 
experimenten zijn dezelfde stimuli gebruikt (cognates en поп-cognates). Ook de 
proefpersonen waren vergelijkbaar (Nederlands-Engelse tweetaligen met een hoge 
taalvaardigheid). In beide experimenten zijn gelijksoortige effecten gevonden: zowel voor 
cognates als voor поп-cognates waren er repetitie-effecten tussen talen. Met een analyse 
waarin beide modaliteiten werden vergeleken, werd aangetoond dat er geen verschillen tussen 
de modaliteiten zijn voor wat lexicale verwerkingsprocessen betren. 
In hoofdstuk 4 wordt de tweede onderzoeksvraag behandeld: Wat is het effect van 
taalvaardigheid op lexicale verwerking? De Taalvaardigheidshypothese wordt voorgesteld: 
De organisatie van het tweetalige mentale lexicon is gerelateerd aan het 
taaivaardigheidsniveau. De Taalvaardigheidshypothese is onderzocht met behulp van drie 
auditieve Nederlands-Engelse repetitie-experimenten. Hieraan namen proefpersonen van 
verschillende taal vaardigheidsniveau's deel, te weten proefpersonen met een (voor 
Nederlandse begrippen) gemiddeld taaivaardigheidsniveau in het Engels, proefpersonen met 
een hoog taaivaardigheidsniveau en proefpersonen met een near-native 
taaivaardigheidsniveau. De te onderzoeken stimuli waren weer cognates en non-cognates. 
Wanneer de resultaten van deze experimenten bij elkaar gevoegd worden, treedt het volgende 
patroon op: 1. Bij tweetaligen met een gemiddeld taaivaardigheidsniveau zijn er tussen-taal 
effecten voor cognates, maar niet voor non-cognates. 2. Bij tweetaligen met een hoog of 
near-native taaivaardigheidsniveau zijn er tussen-taal effecten voor zowel cognates als 
non-cognates. Met betrekking tot de tweede onderzoeksvraag kan worden geconcludeerd dat 
het effect van taalvaardigheid op lexicale verwerking waarschijnlijk tweevoudig is: Enerzijds 
is er een reductie van de overlap tussen talen op het conceptuele en fonologische 
representatie-niveau, anderzijds zijn er sterkere verbindingen tussen de knopen in de tweede 
taal. 
De derde onderzoeksvraag wordt in hoofdstuk 5 behandeld: Wat is de rol van typologische 
afstand? Zijn verschillen in tussen-taal overlap op de verschillende niveaus van het tweetalige 
lexicon wanneer de typologische afstand tussen de talen gevarieerd wordt? Hiertoe zijn de 
effecten van een zeer sterke en een zwakke typologische relatie onderzocht, te weten 
standaard Nederlands en Maastrichts tegenover Nederlands en Turks. Opnieuw waren de 
stimuli cognates en non-cognates. Voor de Maastrichtse experimenten zijn twee soorten 
proefpersonen gebruikt: de zogenaamde sprekers van het Standaard Nederlands (moedertaal 
is Nederlands, gemiddelde taalvaardigheid in het Maastrichts) en de zogenaamde sprekers van 
het Maastrichts (moedertaal is Maastrichts, near-native taalvaardigheid in het Nederlands). 
Voor de Turkse experimenten zijn Nederlandse proefpersonen met een hoge taalvaardigheid 
in het Turks gebruikt. Omdat de opzet van de Maastrichtse en Turkse experimenten gelijk was 
161 
SAMENVATTING 
aan de opzet van de Engelse experimenten, kunnen de experimenten direct met elkaar 
vergeleken worden. Voor de sprekers van het Standaard Nederlands zijn tussen-taal effecten 
gevonden voor de cognates, maar niet voor de поп-cognates. Voor de sprekers van het 
Maastrichts zijn tussen-taal effecten gevonden voor zowel cognates als поп-cognates. Voor 
de Nederlands-Turkse tweetaligen zijn tussen-taal effecten gevonden voor de cognates maar 
niet voor de non-cognates. 
In hoofdstuk 6 wordt een overzicht gegeven van al de repetitie-experimenten waarover in deze 
dissertatie gerapporteerd is. Bij het overzicht van de variabelen wordt speciale aandacht 
besteed aan de processen die een rol spelen bij repetitie binnen talen. Er wordt een analyse 
besproken waarin het verschil tussen de reactietijden in de eerste en de tweede taal is 
onderzocht. Met behulp van deze analyse kunnen namelijk uitspraken worden gedaan over 
welke de dominante taal is en over de verwerkingssnelheid in de eerste en tweede taal. 
Wanneer dan de resultaten van alle analyses gecombineerd worden, kan aannemelijk worden 
gemaakt dat het taaivaardigheidsniveau van invloed is op de sterkte van de verbindingen in 
de tweede taal en op de mate van tussen-taal overlap tussen de verschillende niveaus van het 
tweetalige lexicon. Voor tweetaligen met een hoge taalvaardigheid zijn de verbindingen in de 
tweede taal sterk, en is er weinig tussen-taal overlap tussen de knopen op de verschillende 
niveaus. Voor tweetaligen met een lage taalvaardigheid zijn de verbindingen in de tweede taal 
zwak, en is er veel tussen-taal overlap tussen de knopen op de verschillende niveaus. 
In hoofdstuk 6 wordt ook aandacht besteed aan typologische afstand. Betoogd wordt dat 
typologische afstand geen effect heeft op de organisatie van het tweetalige lexicon. De 
resultaten voor het Turks (grote afstand tot het Nederlands) zijn waarschijnlijk het gevolg van 
het taaivaardigheidsniveau van de proefpersonen. Tot slot worden in dit hoofdstuk een aantal 
resultaten van priming experimenten uit de literatuur besproken in het licht van de nieuw 
verkregen inzichten. Tevens wordt er een alternatieve verklaring voor de resultaten met de 
repetitie-experimenten voorgesteld. 
In hoofdstuk 7 wordt een nieuw model van het tweetalige lexicon gepresenteerd. Dit model 
is gebaseerd op het eentalige productiemodel van Levelt en het eentalige perceptiemodel van 
Schreuder en Baayen. In het nieuwe model worden zes representatieniveaus onderscheiden: 
het conceptuele representatieniveau, het concept niveau, het lemma niveau, het woordvorm 
niveau, het fonologische representatieniveau en het orthografische representatieniveau. Op elk 
niveau zijn er knopen die verbonden zijn met knopen op hogere of lagere niveaus. Allereerst 
worden er in dit hoofdstuk een aantal vragen betreffende tweetalige modellen behandeld. Aan 
de orde komt of woorden altijd op dezelfde manier gerepresenteerd worden, hoe concepten 
gerepresenteerd worden, en of concepten taalspecifiek zijn. Ook wordt er aandacht besteed 
aan spreidende activatie-mechanismen en aan de gevolgen van verschillen tussen fonologie 
en Orthografie. Vervolgens wordt de architectuur van het model uitgelegd. Hierbij wordt elk 
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niveau apart besproken. Daarna wordt de verwerving van het tweetalige lexicon behandeld. 
Hierbij komen taalvaardigheid, taalverwervingsomgeving, typologische afstand en 
strategische controle aan de orde. De dissertatie eindigt met een aantal kanttekeningen bij het 
model en aanbevelingen voor verder onderzoek. 
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