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This paper discusses the problem of finding the function U(X, t) and the 
unknown positive coefficient a(t) in the parabolic initial-boundary value 
problem 
u,-u(t)du=O in 52 x (0, T] 
44 t) =.0x, f) on ~22 x [0, T] (1.1) 
24(x, 0) = h(x) in Q, 
where Q is a simply connected domain in R” with smooth boundary 852. 
With only the above data this problem is under-determined and we are 
forced to impose additional boundary conditions. We shall show that a 
unique solution pair (u, a) is obtained when in addition one prescribes 
certain time dependent functions of U. In particular, this may take the form 
of the heat flux g(t) at a given point x0 E X?, that is, 
-u(t) g b3, t) = g(t), O<t<T, (1.2) 
where v denotes the inner normal to the curve 32. Alternatively one may 
impose other functionals, not necessarily those that correspond to 
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measurements on the lateral boundary, for example, the total energy 
leaving the domain Q can be specified at each time t 
s u(x, t) dx=E(t), O<t<T, (1.3) n 
and a recovery of the function u(t) can be made. 
In the past few decades a great deal of interest has been directed towards 
the determination of unknown coefficients in partial differential equations. 
One motivation behind this research is to determine the unknown proper- 
ties of a region by measuring only data on its boundary, and particular 
attention has been focused on coefficients hat represent physical quantities, 
for example, the conductivity of a medium. The methods used depend 
strongly on the type of equation and the variables on which the unknown 
coefficient isassumed a priori to depend. An important, but difftcult case, 
is when the unknown conductivity depends on the dependent variable. For 
a heat flow problem, this has the physical interpretation of a temperature 
dependent conductivity. If, however, the spatial change in the function 
u(x, t) is small in comparison with the change in time, then a reasonable 
approximation to this state of affairs may be to consider the coefficient to
be a function only of the time variable. This is the problem proposed in this 
paper. 
For the case of a = a(u), a partial existence result was obtained by 
Cannon and DuChateau [4]. Pilant and Rundell [S-12] have developed 
a method that leads to a unique constructible solution to various undeter- 
mined coefficient problems for elliptic and parabolic partial differential 
equations with the unknown coefftcient or term being a function of U, but 
the recovery of a(u) from u,-V(a(u)Vu) =0 largely remains an open 
problem. 
For parabolic equations in one space variable, Cannon [2] and Jones 
[7, X] consider the problem of determining a conductivity u(t) in the equa- 
tion U, = a(t) u,, subject to time dependent boundary conditions. The main 
techniques of these papers is the reduction of the problem to a nonlinear 
integral equation for the coefficient u(t). This approach, which depends on 
the explicit form of the fundamental solution of the heat operator, does not 
easily extend to regions in n space variables for n B 2. In this paper we 
prove that the determination of a time dependent conductivity is possible 
for arbitrary domains in Iw” in a well-posed manner. Our approach can best 
be described as a “soft” variation of the method of Jones, and relies on the 
maximum principle and the compactness of a certain mapping to generate 
a solution by successive approximations. 
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2. SPECIFICATION OF THE HEAT FLUX 
In this section we consider the question of finding the solution pair 
(u, a) to the overposed initial-boundary value problem 
u, - a(t) LIZ.4 = 0 in Q x (0, T] (2.la) 
4x, 1) =f(x, t) (x, t) E a52 x [O, T] (2.lb) 
u(x, 0) = h(x) in 52 (2.lc) 
wx,, t) 
-a(t) av = g(t) (x,, t) Ea52 x~0, 2-1. (2.ld) 
By a solution pair (u, a) we mean that 
(1) a(t) is continuous for 0 < t < T, and satisfies the bounds 0 < a < 
a(t) < 5, for some constants 5 and a. 
(2) u, Vu are continuous for XE 52 x (0, T) (the closure of the cylin- 
drical domain), 
(3) d@t, &Qx, axj exist and are continuous for (x, t) E 52 x (0, T), 
1 < i, j< n, 
(4) the system (2.1) is satisfied. 
We shall make the following assumptions on the boundary data, 
Al. he C’(0); Odh(x)<h(x,), h,(x,) =h,<O, for some ho, and 
Ah20 for ~~52. 
A2. f(x, t) is nonnegative and continuously differentiable, with 
fi(x, t) 2 0 for x E aQ, 0 G t G T; f(x, t) <f(x,, t) for all t 2 0. For x E &2, 
the compatibility condition f(x, 0) = h(x) holds. 
We remark that our assumptions on the initial data preclude the impor- 
tant case of h = Constant. We postpone until later the discussion on how 
to include this case. 
Denote by u(x, t; a) the solution of the direct problem (2.la)-(2.lc) for 
a given function a(t). We shall require the overposed data to satisfy 
A3. g(t) is a continuous, and positive function on [O, T] and satisfies 
the estimate 
-au,(x,, ca) G g(t) < -au,bb t; a), for O<t<T, 
where a and 5 are positive and the notation u,(x, t) denotes au/&(x, t) at 
a point (x, t) on the lateral boundary &2x (0, T). 
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Note that the compatibility condition 
g(O)= -g$ fr(xo, 0) 
0 
must hold if dh(x,) > 0. If dh(x,) = 0 then a and ti must be chosen so that 
a < a(O) < 5 where a(O) = -g(O)/h,(x,) provided that h,,(x,) < 0. Now 
the inequality in A3 says that the heat flux leaving the point x0 on the 
boundary must lie between that flux from the heat conduction problems 
(2.la)-(2.lc) with a(t) having the constant values a and ~7 and we can 
expect this to hold for some interval 0 d t < T for some T> 0, which 
depends upon the region Q and the data. See [2], for example. 
We shall use the symbol ljf(x)lls to denote the maximum norm of a 
function f over a set S. In particular this set will be the interval [O, T]. We 
shall denote by E[a, b] the ordered Banach space C[a, h] equipped with 
the positive cone P = {f E C[u, b]: f 2 0}, where the partial order is f 2 g 
if (x) B g(x) for all XE [a, 61. See [l]. A self map U of E will be said to 
be isotone, if Uf > Ug whenever f 2 g. 
As in [6], we make the change of variable 
(2.2 1 
and set fi(x, T; a) = u(x, t; a). Since u(t) > 0 the mapping a is one to one. 
Thus ii satisfies 
ii,-Aii=O in Q x (0, a(T)] (2.3a) 
ii(X,T)=f(X,N-'(T)) (x, T)EaaX co, 4T)l (2.3b) 
22(x, 0) = h(x) in 52. (2.3~) 
We have yet to use the overposed boundary condition (2.ld). Following 
Jones [6] we define a map Y: UH -g(t)/u,.(x,, t;a). If the overposed 
condition (2.ld) is satisfied for some u(t) then we must have that 
a = Jr-a. (2.4) 
Conversely if Y has a fixed point a, then (2.ld) must hold for this function 
a. The approach is to use the extra information contained in the overposed 
data, (2.ld), to show that 5 has a (unique) fixed point. We can view (2.ld) 
as giving a natural “update scheme” for the method of successive 
approximations applied to the map Y. 
We shall demonstrate various properties of the mapping Y and then use 
these to show that F is both a contraction and an isotone mapping on 
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E[a, a]. From this we shall obtain the fact that F has a unique fixed 
point, and this in turn will solve the inverse problem. 
First, note that from the assumptions we have u,(x,,, 0; a) = h,(x,) < 0, 
and since for each fixed t > 0, u(x, t; a) < u(x,, t; a), the strong maximum 
principle shows that u,(xO, t; a) < 0 for all t 20. This shows that the 
mapping a + Ya is well defined, and takes continuous functions into 
continuous functions. 
Second, F is an increasing map. To see this, let al(t) 2 u,(t) and put 
u(x, t) = u(x, t; a,) - u(x, t; u2). Then u satisfies 
u, -a,(t) Au = (u,(t) - u*(t)) h(x, t; u2) > 0, P-5) 
u(x, t) vanishes on &2 x [0, T], and u(x, 0) = 0 on 52. The maximum prin- 
ciple shows that u(x, t) 3 0 for all x, t and thus 0,(x,,, t) 20. Therefore 
u,(x,,, t; a) is an increasing function of a, and hence Y[u,] 2 Y[uz]. Note 
that we have used the assumptions Al and A2 and the maximum principle 
to assert that du(x, t; u2) > 0. 
Third, 5 maps the interval [a, a] into itself. From the monotonicity of 
Y-, it is sufficient to show that Ya 2 a and Yti < a. These conditions follow 
directly from our assumption A3 on the overposed data g(t). 
Fourth, .Y is in fact a compact self map on the space C[a, 21. Note that 
from (2.3) the function ii satisfies 
where G denotes the boundary Green’s function for the heat equation with 
Dirichlet data, and Z denotes the contribution from the initial data. Thus 
z&(x0, t;a) = I&,, T) + j; jaD G,&,, Y, 7 -s)f(y, a-'(s)) dvds. (2.6) 
The function Z(x, t; a) has the form 
(2.7) 
where 1, and b,,(x) are the eigenvalues and eigenvectors of the Laplacian 
on the domain Q with Dirichlet boundary conditions. For t2 > tl > 0, 
IJx,,, t,; a)-Z,(x,, tl; a),<5 ltZ- tll : I,, Ib,l l~~,(xo)l~vl e-“““‘I 
1 
SC Itz- t,I. (2.8) 
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For each x0 and each fixed y, the function G,,(xo, y, r -s) has a square 
root singularity at s= T [6]. Thus the continuity off shows that the map- 
ping a H r4,(x0, t; a) is compact. 
We have thus proved that 5 is a compact, isotone mapping of C[a, ti] 
onto itself, and further that Y-a 3 a and fti < a. From [ 11, it follows that 
there is a minimal fixed point a of Y which is the limit of the increasing 
sequence {a,(t)} generated by a,(t) = a and a,, + , = Y-a,,. This limit a(t) 
lies in the interval [a, a]. 
As 
IAX,, t; 4) - I”(XO, t; 6) 
< sup s 
’ la,(s) - al(s)1 ds f 1, lb,,1 (~~,(x,)/&~l e -‘G 
0CIG-T 0 1 
6 c, t sup Ial - dt)l, (2.9 1 
04fGT 
the square root singularity of the Green’s function in (2.6) now permits us 
to make the estimate 
where C(f, h, Q) is bounded in t independent of u,(t). Thus 
Il4(xo, ca,)--Ax09 c a,)ll,,B& CM k Q)lla, -4lfi). (2.10) 
From the expression 
g1(t) gz(t) 
%(X03 t;a,) -44x0, t;%I 
= ‘!?l(f)~~“(X0~ t;~,)--u,(xo~ w,)) +uo, t~~,){g,W-&(~)) 
Go, t; a,) U”(XO, t; 4
d M, I~“bO? t; a*)- %(X0, c Ul)l + M, Ig,(t) - gz(t)l 
hi 
for some constants M, and M,, we therefore obtain 
(2.11) 
where C(T,) tends to zero with To. From this it follows that Y is a con- 
traction on C[a, ii] provided To sufficiently small. The uniqueness of any 
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fixed point follows for 0 < t < T,. However, since the contraction constant 
does not depend on the function a(t), this uniqueness will hold for all time, 
by the bootstrap procedure. 
From Eq. (2.7) and (2.8) we obtain the estimate 
ll~,-~,ll.~CIlg,-g,ll. (2.12) 
for some constant C, depending onf, h, g, 0, and T. 
We have thus proved, 
THEOREM 1. Let conditions Al, A2, and A3 hold. Then there exists a 
unique solution pair (u(x, t), u(t)) to (2.1) for all t 20. The function a(t) 
may be recovered from the iteration scheme 
ao(t)=g a,+,=Ya,, n>O, 
where the sequence a,(t) is monotonically increasing in n. Furthermore, tf 
al(t) and a,(t) are the coefficients corresponding to overposed data gI(t) and 
g2( t), respectively, then inequality (2.12) holds. 
Remark 1. The problem takes on a particularly simple form when 
f(x, t) = 0. Here we are no longer forcing the temperature to rise by 
controlling the boundary temperature to be increasing, and in fact one 
should expect u(x, t) to decay to zero as t -+ co, as heat is lost through the 
boundary. In this case the function g(t) will be negative for all t > 0. On 
multiplying (2.6) by a(t) and integrating the resulting expression from 0 
to t, we obtain 
(2.13) 
If we put G(t) = -jL g(s) ds and d(t) = C;“(a,/n,)(a~,(x,)/av) e-i’ then 
u(t) is obtained as the solution to 
d(O) - d(a(t)) = G(t). (2.14) 
We note that -d’(r) = C;” a,(@,(x,)/av) e-““* represents the inner 
normal derivative at x0 of the solution w(x, t) to the heat equation in 
52 x [0, T] with initial data h(x) and which satisties homogeneous Dirichlet 
data on LX2 x [0, T]. Since h(x) is nonnegative in 52, it follows from the 
maximum principle that w(x, t) is positive in 1;2 x 10, T] and -N(T) is 
positive for all T > 0. Thus, L&‘(Z) is a strictly decreasing function for all 
z>O and 
(2.15) 
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The regularity assumptions on the function h(x) guarantee that the series 
in (2.15) converges. The Dirichlet series defining A(r) therefore converges 
for Re(r) > 0. 
Thus provided G(r) is in the range of d there exists a unique solution 
a(t) to (2.14). Since G(t) is increasing, this requires that G(t) < z&‘(O). For 
any To such that 
G( To) < a(O), (2.16) 
then we see that there is a unique a(t), and hence by the inverse function 
theorem applied to (2.2), also an a(t) that solves system (2.1), provided 
t6 To. 
Since d(z) is a real analytic function at the variable r for t 3 0, it follows 
that a(t) possesses exactly the same degree of smoothness as the function 
G(t). Thus, if g(t) is k times continuously differentiable on [0, To] then so 
also is the coefficient a(t). Finally differentiating Eq. (2.13) gives g(t) = 
-a(t) u,(xO, t; a) and from the assumption on the sign of g(t) we see that 
the a(t) obtained is positive. 
Remark 2. Since 
(2.17) 
our restriction on the length of time for which one can determine the 
solution, simply states that the initial energy resident in the bar has not 
dissipated by time To. In fact, as was pointed out in [2], even in one 
space variable we cannot weaken condition (2.16). 
Remark 3. Other differential operators other than the one used in 
(2.la) may be considered. In the Introduction we noted the circumstances 
where one might model the situation where one is trying to recover a func- 
tion a = a(u) by assuming that u has relatively insignificant variation in x 
and therefore replacing a(u) by a(t). A more accurate representation may 
be achieved if one has at least partial information of the spatial dependence 
of u on x, for we could then replace the function a(u) by the function 
c(x) b(t) where c(x) is assumed to be known and b(t) has to be recovered. 
Instead of (2.la) this would lead to the equation 
u, - b(t) V(c(x) Vu) = 0. 
Remark 4. A known forcing term F(x, t) may be included in Eq. (2.la) 
with little change in Theorem 1. Indeed we need only assume that the 
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function F(x, t) obeys smoothness conditions and inequalities imilar to the 
boundary data f(x, t). 
3. OVERSPECIFICATION BY OTHER FUNCTIONALS 
In this section we shall show that various other forms of overposed data 
can be prescribed to affect a recovery of a(t). In particular, we shall look 
at the case of measuring the total energy output from the body, and from 
measuring Neumann data at a point x0 E &2 for all t. We shall assume that 
homogeneous boundary conditions hold on 852 x [0, T]. As in the last 
section, this is not an essential restriction, but it will have the advantage of 
simplifying the exposition. 
If instead of overposing by specifying the heat flux at a point x0 on LX& 
as in (2.ld), one imposes the normal derivative or the L' norm of u over 
0. That is, we impose either 
4(x0, t) = f?(t) for some x0 E BQ, t 2 0 (3.1) 
or 
s u(x, t) dx = F(l), t > 0. (3.2) R 
In [S], Jones used a condition like (3.1) in one space variable, where he 
considered nonhomogeneous boundary data but zero initial conditions. He 
showed that there was essentially no difference from the results obtained by 
using condition (3.1) instead of (2.ld). We shall show, however, that the 
introduction of nonzero initial data cannot be done in an arbitrary way. 
For example, if we overimpose by using (3.1), then we obtain the equation 
where as before z = s; a(s) ds. However, Q?(r), will not in general be a one 
to one function. It represents the value of the inner normal derivative at x0 
of the solution w(x, r) to the heat equation in D x [O, T] with initial func- 
tion h(x). One would not expect monotonicity in %% unless w(x, T) was 
strictly decreasing in r for r 2 0, i.e., unless w,(x, r) < 0 for all x E Sz. This 
condition can be guaranteed by restricting h(x) to be strictly subharmonic, 
i.e., d/z(x) < 0 in Q. With this condition on h(x), %7’(r) will be strictly 
negative and hence 
(3.4) 
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Also, from 
g’(t) = V’(z) a(t), (3.5) 
it is necessary that g be continuously differentiable in [0, T] and g’(t) < 0. 
In order for g(t) to be in the range of %‘:, we require that g(0) $ V?(O), but 
this is taken care of by assuming that boundary data are continuous at x0, 
i.e., h,,(x,) = g(0). Our assumptions are thus 
Bl. h(x) is twice continuously differentiable and dh ~0 in 52 with 
h>O on &2, 
B2. g(t) is a continuously differentiable, decreasing function on 
[0, T] and satisfies Eq. (3.1). 
THEOREM 2. Let Bl, B2 hold. Then there xists a unique solution pair to 
(3.1), valid to the range 0 Q t < T, for some T,. If g(t) is k times con- 
tinuously differentiable in [0, T,] then the same is true for a(t). Further- 
more, tf a,(t), a2( t) are the coefficients corresponding to overposed data 
g,(x) and g*(f) ihen 
Ilal(t) -adt)ll ro d C3 Ilgl(t) - gAt)ll rc,. (3.2) 
The estimate (3.2)’ is valid for 0 Q t < T,, where T, is the minimum of the 
lengths of the intervals on which a,(t) and a,(t) are defined. 
An analogous theorem holds for condition (3.2). 
The condition that h be strictly subharmonic in Q may seem peculiar, 
but as the following example shows it cannot in general be removed. 
EXAMPLE. Let U(X, t) satisfy 
4 -a(t) u,, = 0, O<x<n, r>o, 
u(0, t) = u(7c, t) = 0, t 2 0, 
u(x, 0) = h(x) = p sin x - $ sin 2x, O~xXlr, 
u,(O3 t) = g(t) 
(3.6) 
with g(t) any continuously differentiable d creasing function with g(0) = 
h’(0) =/I - l/4. Note that h(x) 2 0 on [0, z] for /I 2 l/4 and h”(x) < 0 on 
(0, rr) if b > 1 and of mixed sign for b < 1. Choose /I with l/4 < j3 < 1, then 
u(x, t) has solution 
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Define 
so that $‘(l) < 0 for 0 < t -C co. The condition on the normal derivative 
gives 
g(t) = /w(t) - tCw)14. 
Differentiating yields 
s’(t) = V(t)(B- CW13) 
so that 
But this is impossible since /I < 1 and (3.7) implies that lim,,, t)(t) = 1. 
Hence (3.6) possesses no solution that leads to an integrable function a(t). 
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