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The functional-renormalization-group aided density-functional theory (FRG-DFT) is applied to
the two-dimensional homogeneous electron gas (2DHEG). The correlation energy of the 2DHEG is
derived as a function of the Wigner-Seitz radius rs directly. We find that our correlation energy
completely reproduces the exact behavior at the high-density limit. For finite density, the result of
FRG-DFT shows good agreement with the Monte Carlo (MC) results in the high-density region,
although the discrepancy between FRG-DFT and MC results becomes larger as the system becomes
more dilute. Our study is the first example in which the FRG-DFT is applied to more-than-one-
dimensional models, and shows that the FRG-DFT is a feasible and promising method even for the
analysis of realistic models for quantum many-body systems.
I. INTRODUCTION
The density functional theory (DFT)1,2 is one of the
most widely used methods for the analysis of quantum
many-body systems including electron systems. The
DFT is particularly known as a powerful tool for the
analysis of the ground states thanks to the Kohn-Sham
scheme.2 In the DFT, the energy density functional
(EDF) plays a key role, since the accuracy of the DFT
calculation depends only on the accuracy of the EDF.
The Hohenberg-Kohn (HK) theorem1 guarantees the ex-
istence of such EDFs. The recipe to get EDFs from the
microscopic Hamiltonians is, however, not provided by
the HK theorem, and the construction of such a scheme
is still an open problem.3
A remarkable finding for the construction of the EDF
is that the effective-action formalism gives a microscopic
definition of the EDF.4 The effective actions, which give
the physical solutions at their stationary points, are the
quantum counterparts of the classical actions and include
quantum fluctuations. The effective action for the den-
sity, which is also known as the two-particle point ir-
reducible effective action,5,6 is given by the functional
Legendre transformation of a generating functional with
a source coupled to the local composite density operator
ρˆ (x) = ψˆ† (x) ψˆ (x) with respect to the source. It was
found that the effective action for the density field is cor-
responding to the EDF,4 and the correspondence gives a
microscopic definition of the EDF.
Here, let us call the functional renormalization
group (FRG),7–10 which is an exact formalism for the
renormalization-group procedure. In particular, the FRG
has been developed as a powerful computational machin-
ery in the effective-action formalism.10 The FRG in the
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effective-action formalism provides non-perturbative and
systematic ways to construct effective actions based on
microscopic Hamiltonians by use of the one-parameter
functional differential equation, which represents the
change of the effective action when the quantum fluc-
tuations are gradually taken from the ultraviolet scale
to the infrared scale; see Refs. 11–14 for reviews. Since
EDFs can be constructed from the effective actions, a
scheme to derive EDFs microscopically is expected to be
obtained by borrowing the idea from the FRG.
The attempt to derive EDFs employing the idea of
the FRG, which we call the functional-renormalization-
group aided density-functional theory (FRG-DFT), was
initiated by Polonyi, Sailer, and Schwenk.15–17 They dis-
cussed the functional evolution equation describing the
change of the effective action when the interaction is
gradually turned on. Such a procedure of gradual turn-
ing on of the interaction is reminiscent of the adiabatic
connection.18–22 In the FRG-DFT, however, the EDF
is obtained from the functional differential equation in
principle, in contrast to the most studies with the adi-
abatic connection, in which some ansatz on the form of
the functional, or on the exchange-correlation kernel, is
needed to derive the EDF. Moreover, flexible and sys-
tematic approximation schemes inspired by the FRG are
provided in the FRG-DFT. Recently, some applications
have been demonstrated,23–28 in some of which the FRG-
DFT was found to describe the properties of the systems
successfully. These applications are, however, limited to
the cases of zero-dimensional systems with and without
the dimension of time,23,24 and one-dimensional systems
with short-range interactions such as a simplified interac-
tion representing the nuclear force25–27 and the contact
interaction.28
The FRG-DFT is applicable to infinite systems as well
as finite systems. The FRG-DFT formalism for the in-
finite systems has recently been developed in Ref. 26,
in which the flowing chemical potential was introduced
in order to control the expectation value of the parti-
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2cle number. The formalism successfully described the
properties of the ground state26 and excited states27 of
the one-dimensional homogeneous matter composed of
spinless nucleons:29 The equation of state (EOS) was
calculated and the resultant saturation energy, which is
the minimum of the EOS with respect to the density,
showed a good agreement with the Monte Carlo (MC)
calculation29 in Ref. 26. In addition, the density-density
spectral function was derived in the framework of the
FRG-DFT for the first time and was found to repro-
duce some notable features of the non-linear Tomonaga-
Luttinger liquid in Ref. 27. These results suggest that
the FRG-DFT is a promising method for the analysis of
excited states as well as the ground state.
These successful analyses for infinite systems motivate
one to apply the FRG-DFT to higher-dimensional real-
istic matters. The extension to higher-dimensional sys-
tems is formally straightforward, though the FRG-DFT
has not been applied to the more-than-one dimensional
either finite or infinite systems. A reasonable next step
is applications to two-dimensional models in which the
numerical analysis are expected to be easier than those
for three-dimensional models.
In the condensed-matter-physics community, the two-
dimensional homogeneous electron gas (2DHEG) has
been studied30–38 for decades. In spite of its simplic-
ity, this model has played an important role for the un-
derstanding of physics emerged by the correlations of
electrons, and it shows rich physical phenomena, such
as the Wigner crystallization and the magnetic phase
transition.30,39 In addition, the two-dimensional elec-
tron gas is realized in, for instance, the semiconductor
hetero-structures40 and the atomic-layer materials,41,42
and some interesting phenomena such as the quantum
Hall effect43,44 have been studied in the two-dimensional
electron systems. The 2DHEG at the zero-temperature is
parameterized by only two parameters, the Wigner-Seitz
radius rs and the spin polarization ζ. In this system,
benchmark results for the correlation energy are avail-
able for wide range of densities: At the high-density limit,
the rs-dependence of the correlation energy is known to
be described by the Gell-Mann-Brueckner resummation
exactly.45 For the case of finite density, the correlation
energies were calculated by the MC calculations30,31,33,46
at some rs and ζ.
In this paper, we apply the FRG-DFT to the spin-
unpolarized 2DHEG. The correlation energy is derived
as a function of rs with the second-order vertex expan-
sion scheme. We find that the correlation energy derived
by the FRG-DFT completely reproduces the exact be-
havior at the high-density limit (rs → 0). For finite rs,
we compare our results with those of the MC calcula-
tions. The FRG-DFT result is in good agreement with
MC results in the high-density region, although the dis-
crepancy between FRG-DFT and MC results becomes
larger as rs increases. Our study shows that the FRG-
DFT is feasible even for two-dimensional systems and
systems with the long-range interaction. These results
show that the FRG-DFT is a promising method to ana-
lyze realistic quantum many-body systems, although the
improvement of approximation is still required for more
accurate description of dilute systems.
This paper is organized as follows: In Sec. II, we
present our formalism. We derive the exact flow equation
for the 2DHEG and give the analytic solution of the cor-
relation energy in the second-order vertex approximation
in Sec. II A. We also discuss that the correlation energy
derived by the FRG-DFT reproduces the exact behavior
at the high-density limit from the formal viewpoint in
Sec. II B. In Sec. III, we show the details for the numeri-
cal analysis. We compare the result with those from the
MC simulations. Section IV is devoted to the conclusion.
II. FORMALISM
In this section, we present our formalism to calculate
the correlation energy of the spin-unpolarized 2DHEG.
We employ the FRG-DFT formalism for the infinite sys-
tems developed in Ref. 26. The FRG-DFT flow equation
and its solution in the second-order vertex expansion are
shown. We also discuss that the solution naturally re-
produces the exact correlation energy at the high-density
limit. Here, in this paper, we employ the Hartree atomic
unit.
A. FRG-DFT flow equation
We consider the spin-unpolarized 2DHEG at the zero
temperature. This system is characterized by only one
parameter rs, which is defined by the electron density
n = 1/
(
pir2s
)
. The Hamiltonian of this system reads
Hˆ =Hˆel + Hˆel-i + Hˆi, (1)
Hˆel =
∑
s
∫
x
ψˆ∗s (x)
−∆
2
ψˆs (x)
+
1
2
∑
s,s′
∫
x,x′
ψˆ∗s (x) ψˆ
∗
s′ (x
′)
× U (x− x′) ψˆs′ (x′) ψˆs (x) ,
Hˆel-i =− ni
∑
s
∫
x,x′
ψˆ∗s (x) U (x− x′) ψˆs (x) ,
Hˆi =
n2i
2
∫
x,x′
U (x− x′) ,
where x is the two-dimensional spacial coordinate,
∫
x
is
the shorthand of
∫
dx, ψˆs (x) and ψˆ
∗
s (x) are the elec-
tron field operators with spin index s, U (x− x′) is the
Coulomb interaction,
U (x− x′) := 1|x− x′| ,
3and ni = n is the density of the background opposite
charge, which has been introduced to neutralize the sys-
tem. Here, Hˆel contains the kinetic term for electrons
and the electron-electron interaction term, Hˆel-i is the
electron-background interaction term, and Hˆi is the in-
teraction term of the background.
We employ the imaginary-time path integral formal-
ism for finite temperature for convenience, although we
focus on the zero-temperature case in this paper. Follow-
ing the procedure in Refs. 15 and 16, we introduce the
renormalization group (RG) parameter λ ∈ [0, 1] and the
following λ-dependent action:
Sλ [ψ
∗, ψ] =Sel,λ [ψ∗, ψ] + Sel-i,λ [ψ∗, ψ] + Si,λ, (2)
Sel,λ [ψ
∗, ψ] =
∑
s
∫
X
ψ∗s (X)
(
∂τ − 1
2
∆
)
ψs (X)
+
1
2
∑
s,s′
∫
X,X′
U2b,λ (X,X
′)
× ψ∗s (X) ψ∗s′ (X ′) ψs′ (X ′) ψs (X) ,
Sel-i,λ [ψ
∗, ψ] =− ni
∑
s
∫
X,X′
U2b,λ (X,X
′)
× ψ∗s (X) ψs (X) ,
Si,λ =
n2i
2
∫
X,X′
U2b,λ (X,X
′) ,
where X = (τ,x) is the vector of the imaginary time τ
and x,
∫
X
is the shorthand of
∫ β
0
dτ
∫
dx with the inverse
temperature β, ψs (X) and ψ
∗
s (X) are the electron fields
with spin index s, and U2b,λ (X,X
′) is defined as
U2b,λ (X,X
′) := λδ (τ − τ ′) U (x− x′) .
Here,  is a positive infinitesimal which appears when
constructing the path integral formalism based on the
normal-ordered Hamiltonian,47 X is X = (τ + ,x),
and Sλ=0 is the action for the non-interacting Fermion
gas, while Sλ=1 is for the 2DHEG with the actual cou-
pling strength, which is corresponding to the Hamilto-
nian Eq. (1).
Here, we introduce the the effective action for the den-
sity field ρψ (X) =
∑
s ψ
∗
s (X) ψs (X), which can be re-
lated to the EDF.4 So as to define the effective action for
the density, we introduce the generating functional for
the density correlation functions:
Zλ [J ] =
∫
Dψ∗Dψ exp
(∫
X
J (X) ρψ (X)− Sλ [ψ∗, ψ]
)
.
The generating functional for the connected density cor-
relation functions is given by Wλ [J ] = lnZλ [J ], which
gives the n-point correlation function in the presence of
the external field J as follows:
G
(n)
λ [J ] (X1, . . . , Xn) :=
δnWλ [J ]
δJ (X1) · · · δJ (Xn) .
Then, the effective action for the density field is defined
by the Legendre transformation:
Γλ [ρ] :=
∫
X
Jsup,λ [ρ] (X) ρ (X)−Wλ [Jsup,λ [ρ]] , (3)
where Jsup,λ [ρ] (X) is the external field satisfying
δWλ [J ]
δJ (X)
∣∣∣∣
J=Jsup,λ[ρ]
= ρ (X) . (4)
The relation between the EDF Eλ [ρ] and Γλ [ρ] is given
by4
Eλ [ρ] = lim
β→∞
Γλ [ρ]
β
. (5)
This follows from the fact that the ground-state density
ρgs,λ (X) is given by the variational equation
δΓλ [ρ]
δρ (X)
∣∣∣∣
ρ=ρgs,λ(X)
= Jsup,λ [ρgs,λ] (X) = µλ, (6)
and limβ→∞ Γλ [ρgs,λ] /β can be identified with the
ground-state energy Egs,λ. Here, we have introduced
the λ-dependent chemical potential µλ satisfying µλ=0 =
pin = 1/r2s so that the electron density is fixed to n for
all λ ∈ [0, 1].26 The same chemical potential µλ has been
introduced for the spin-up and spin-down electrons to
make the particle number of electrons with each spin the
same since the spin-unpolarized 2DHEG is considered.
The change of Γλ [ρ] with respect to λ is described by
the following renormalization-group flow equation:16,25
∂λΓλ [ρ] =
1
2
∫
X,X′
∂λU2b,λ (X,X
′) (ρ (X)− ni) (ρ (X ′)− ni)
+
1
2
∫
X,X′
∂λU2b,λ (X,X
′)
((
δ2Γλ [ρ]
δρ (X′) δρ (X ′)
)−1
− ρ (X) δ(2) (x− x′)
)
. (7)
The first and second terms in the right-hand side cor- respond to the Hartree and exchange-correlation terms,
4respectively. The positive infinitesimal ′ satisfying
′ >  has been introduced to avoid τ = τ ′ for(
δ2Γλ [ρ] /δρ (X) δρ (X
′)
)−1
, where its definition has un-
certainty since ρˆ also includes the infinitesimal  in its
definition: We have
(
δ2Γλ [ρ]
δρ (X) δρ (X ′)
)−1
=
δ2Wλ [J ]
δJ (X) δJ (X ′)
∣∣∣∣
J=Jsup,λ[ρ]
= 〈ρˆ (X) ρˆ (X ′)〉ρ − ρ (X) ρ (X ′) , (8)
by use of
δ2Γλ [ρ]
δρ (X) δρ (X ′)
=
δJsup,λ [ρ] (X)
δρ (X ′)
,
and
δ2Wλ [J ]
δJ (X) δJ (X ′)
∣∣∣∣
J=Jsup,λ[ρ]
=
δρ (X)
δJ (X ′)
∣∣∣∣
J=Jsup,λ[ρ]
,
which are obtained from Eqs. (3) and (4), respectively.
Here, the average of an operator Oˆ
〈
Oˆ
〉
ρ
:=
∫ Dψ∗Dψ Oˆe∫X Jsup,λ[ρ](X) ρˆ(X)−Sλ[ψ∗,ψ]
Z [Jsup,λ [ρ]]
,
gives the time-ordered average. The defini-
tion of
(
δ2Γλ [ρ] /δρ (X) δρ (X
′)
)−1
at τ = τ ′
is uncertain because the time ordering of
ψs (X) and ψ
∗
s′ (X
′
) in 〈ρˆ (X) ρˆ (X ′)〉ρ =∑
s,s′ 〈ψ∗s (X) ψs (X) ψ∗s′ (X ′) ψs′ (X ′) 〉ρ depends
on which limit → 0 or τ → τ ′ is taken first, i.e.,
lim
τ→τ ′
lim
→0
〈ρˆ (X) ρˆ (X ′)〉ρ 6= lim→0 limτ→τ ′ 〈ρˆ (X) ρˆ (X
′)〉ρ .
In order to make
(
δ2Γλ [ρ] /δρ (X) δρ (X
′)
)−1
satisfy the
ordering corresponding to the density-density correlation
function in the flow equation, we have introduced ′.
Such a prescription yields the the term with the delta
function in the last term; see Ref. 26 for a detail.
In principle, the effective action for the 2DHEG
Γλ=1 [ρ] is obtained by solving Eq. (7) starting from the
effective action for the non-interacting system Γλ=0 [ρ].
Equation (7) is, however, a functional differential equa-
tion, which is hard to be solved computationally and
needs to be reduced to some numerically solvable equa-
tions for the practical use. One of the schemes to realize
such a reduction is the vertex expansion, in which the fol-
lowing Taylor series expansion of Γλ [ρ] around ρ = ρgs,λ
is employed:
Γλ [ρ] = Γλ [ρgs,λ] + µλ +
∞∑
n=2
1
n!
∫
X1
· · ·
∫
Xn
δnΓλ[ρgs,λ]
δρ(X1) · · · δρ(Xn) (ρ (X1)− ρgs,λ (X1)) · · · (ρ (Xn)− ρgs,λ (Xn)) .
By applying this expansion, Eq. (7) is converted to a series of flow equations. Since the flow equation for Γ
(n)
λ , which
is the n-th derivative of Γλ [ρ] with respect to ρ, depends on Γ
(m≤n+2)
λ , these flow equations for Γ
(n)
λ form an infinite
series of coupled differential equations. Therefore, a truncation for this series at some order is needed in practice.
The ground-state energy and density, Egs,λ and ρgs,λ, are related to Γλ [ρ] via Eqs. (5) and (6), and the rela-
tions between the density correlation functions
{
G
(n)
λ (X1, . . . , Xn)
}∞
n=2
:=
{
G
(n)
λ [J = µλ] (X1, . . . , Xn)
}∞
n=2
and the
derivatives of Γλ [ρ] are derived from the derivatives of Eq. (8) with respect to ρ. With these relations, the expansion
up to the second order gives the flow equations for Egs,λ, ρgs,λ, and the two-point density-correlation function G
(2)
λ .
5These flow equations read
∂λEgs,λ = lim
β→∞
1
β
[∫
X
µλ ∂λρgs,λ (X) +
1
2
∫
X,X′
∂λU2b,λ (X,X
′) (ρgs,λ (X)− ni) (ρgs,λ (X ′)− ni)
+
1
2
∫
X,X′
∂λU2b,λ (X,X
′)
(
G
(2)
λ (X′ , X
′)− ρgs,λ (X ′) δ(2) (x− x′)
)]
, (9)
∂λρgs,λ (X) =
∫
X′
G
(2)
λ (X,X
′)
(
∂λµλ −
∫
X′′
∂λU2b,λ (X
′, X ′′) (ρgs,λ (X ′′)− ni)
)
− 1
2
∫
X′,X′′
∂λU2b,λ (X
′, X ′′)
(
G
(3)
λ (X,X
′
′ , X
′′)−G(2)λ (X,X ′) δ(2) (x′ − x′′)
)
, (10)
∂λG
(2)
λ (X1, X2) =
∫
X′
G
(3)
λ (X1, X2, X
′)
(
∂λµλ −
∫
X′′
∂λU2b,λ (X
′, X ′′) (ρgs,λ (X ′′)− ni)
)
−
∫
X′,X′′
∂λU2b,λ (X
′, X ′′)
×
[
G
(2)
λ (X1, X
′) G(2)λ (X2, X
′′) +
1
2
(
G
(4)
λ (X1, X2, X
′, X ′′′)−G(3)λ (X1, X2, X ′′) δ(2) (x′ − x′′)
)]
.
(11)
We have mentioned that µλ is chosen so that the den-
sity of the system is fixed to n during the flow, i.e.,
ρgs,λ=0 (X) = n and ∂λρgs,λ (X) = 0 for any λ. Here, we
present how to choose such µλ and derive the flow equa-
tions for the ground-state energy per particle and the
two-point density-correlation function with the choice of
µλ, as shown in Ref. 26. Since we consider the homoge-
neous system, the momentum representation as Ref. 26 is
convenient. From Eq. (10), one finds that ρgs,λ (X) = n,
i.e. ∂λρgs,λ (X) = 0, is realized by the following choice of
µλ:
∂λµλ
=
1
2G˜
(2)
λ (0)
∫
p
U˜ (p)
(∫
ω
eiω
′
G˜
(3)
λ (P,−P )− G˜(2)λ (0)
)
,
where we have introduced
∫
p
:=
∫
dp/ (2pi)
2
,
∫
ω
:=∫
dω/ (2pi),
∫
P
:=
∫
p
∫
ω
, and the Fourier transformations
of U (x) and G
(n)
λ (X1, . . . , Xn):
U˜ (p) :=
∫
x
U (x) e−ip·x =
2pi
|p| ,
(2pi)
3
δ(3) (P1 + · · ·+ Pn) G˜(n)λ (P1, . . . , Pn−1)
:=
∫
X1,...,Xn
e−i(P1·X1+···+Pn·Xn)G(n)λ (X1, . . . , Xn) .
Here, we should note that G˜
(2)
λ (0) = limp→0 G˜
(2)
λ (0,p)
is interpreted as the p limit of G˜
(2)
λ (P ), which is
the static particle-density susceptibility and generally
nonzero.26,48–50 Then, from Eqs. (9) and (11), the
flow equations for the ground-state energy per particle
Egs,λ/N and the two-point density-correlation function
G˜
(2)
λ in terms of the momentum representation read
∂λ
Egs,λ
N
=
1
2n
∫
p
U˜ (p)
(∫
ω
eiω
′
G˜
(2)
λ (P )− n
)
,
(12)
∂λG˜
(2)
λ (P ) = −U˜ (p)
[
G˜
(2)
λ (P )
]2
+ Cλ (P ) , (13)
respectively. The first and second terms in the right-
hand side of Eq. (13) come from the direct and exchange-
correlation terms, respectively. These terms are re-
summed by solving Eq. (13). Here, N = n
∫
dx is the
number of electrons and
Cλ (P ) :=
1
2
∫
P ′
eiω
′′U˜ (p′)
G˜
(3)
λ (P
′,−P ′) G˜(3)λ (P,−P )
G˜
(2)
λ (0)
− 1
2
∫
P ′
eiω
′′U˜ (p′) G˜(4)λ (P
′,−P ′, P ) . (14)
We note that the Hartree term is correctly canceled
out with the positive background due to Si,λ.
51 The
ground-state energy per particle is obtained by integrat-
ing Eq. (12) with respect to λ:
Egs,λ=1
N
=
Egs,λ=0
N
+
1
2n
∫
p
U˜ (p)
(∫
ω
eiω
′
G˜
(2)
λ=0 (P )− n
)
+
1
2n
∫ 1
0
dλ
∫
P
eiω
′
U˜ (p)
(
G˜
(2)
λ (P )− G˜(2)λ=0 (P )
)
. (15)
In the right-hand side, the first term is the energy for the free system, and identical with the kinetic energy given
by 1/
(
2r2s
)
. The second term is the exchange energy given by −4√2/ (3pirs).52 The third term corresponds to the
6correlation energy:
Ecorr
N
:=
1
2n
∫ 1
0
dλ
∫
P
eiω
′
U˜ (p)
(
G˜
(2)
λ (P )− G˜(2)λ=0 (P )
)
. (16)
Note that the Hartree term does not appear in Eq. (15) since the background opposite charge has cancelled it out.
Here, G˜
(2)
λ (P ) appearing in the right-hand side of Eq. (16) is obtained by solving Eq. (13). However, some
approximation on Cλ (P ) in the right-hand side of Eq. (13) is needed since the flows of G
(3)
λ and G
(4)
λ , which appear
in the definition of Cλ (P ) as Eq. (14), are not taken into account in the vertex expansion up to the second order. In
this paper, we simply ignore the λ-dependence of Cλ (P ): Cλ (P ) ≈ Cλ=0 (P ). Under this approximation, Eq. (13)
can be solved analytically. The solution reads
G˜
(2)
λ (P ) =
G˜
(2)
λ=0 (P ) +
√
Cλ=0 (P ) /U˜ (p) tanh
(
λU˜ (p)
√
Cλ=0 (P ) /U˜ (p)
)
1 +
√
U˜ (p) /Cλ=0 (P )G˜
(2)
λ=0 (P ) tanh
(
λU˜ (p)
√
Cλ=0 (P ) /U˜ (p)
) . (17)
Then, the integral with respect to λ in Eq. (16) can be performed analytically. The resultant correlation energy is as
follows:
Ecorr
N
=
1
2n
∫
P
ln
cosh(√U˜ (p) Cλ=0 (P ))+
√
U˜ (p)
Cλ=0 (P )
G˜
(2)
λ=0 (P ) sinh
(√
U˜ (p) Cλ=0 (P )
)− U˜ (p) G˜(2)λ=0 (P )
 .
(18)
We should specify G˜
(2,3,4)
λ=0 appearing in Eq. (18) and Cλ=0 (P ). The n-point density-correlation function for the
free case, G˜
(n)
λ=0, reads
G˜
(n)
λ=0 (P1, . . . , Pn−1) = −Ns
∑
σ∈Sn−1
∫
P ′
n−1∏
k=0
G˜
(2)
F,0
(
k∑
i=1
Pσ(i) + P
′
)
,
where Ns = 2 is the spin degrees of freedom, Sn−1 is the symmetric group of order n− 1, and
∑k=0
i=1 Pσ(i) = 0. Here,
G˜
(2)
F,0 (P ) is the two-point propagator of free Fermions: G˜
(2)
F,0 (P ) = e
iω/ (iω − ξ (p)), where ξ (p) := p2/2 − µλ=0.
Using these expressions for the density-correlation functions, we have
G˜
(2)
λ=0 (P ) =2Ns
∫
p′
θ (−ξ (p′)) ξ (p + p
′)− ξ (p′)
ω2 + [ξ (p + p′)− ξ (p′)]2 , (19)
Cλ=0 (P ) =2Ns
∫∫
p′,p′′
U (p′) θ (−ξ (p′′)) (θ (−ξ (p + p′ + p′′))− θ (−ξ (p′ + p′′)))
×
 (ξ (p′′ + p)− ξ (p′′))2 − ω2(
ω2 + (ξ (p′′ + p)− ξ (p′′))2
)2 − (ξ (p′′ + p + p′)− ξ (p′′ + p′)) (ξ (p′′ + p)− ξ (p′′))− ω2(
ω2 + (ξ (p′′ + p + p′)− ξ (p′′ + p′))2
)(
ω2 + (ξ (p′′ + p)− ξ (p′′))2
)
 ,
(20)
where θ (x) is the Heaviside step function. We note that by use of the G˜
(2)
λ=0 (P ) given in Eq. (19), the exchange energy
−4√2/ (3pirs) is correctly obtained from the second term in the right-hand side of Eq. (15).
B. Reproduction of the exact correlation energy at
the high-density limit
We show how our solution Eq. (18) behaves at the high-
density limit (rs → 0). First, we discuss how Cλ=0 (P )
and G˜
(2)
λ=0 (P ) depend on the Fermi momentum pF =√
2/rs or the Wigner-Seitz radius rs. Since µλ=0 = p
2
F/2,
Cλ=0 and G˜
(2)
λ=0 have pF-dependence through ξ (p) =
p2/2 − p2F/2. Here, Cλ=0 (P ) and G˜(2)λ=0 (P ) are rede-
fined as Cλ=0 (ω,p; pF) and G˜
(2)
λ=0 (ω,p; pF), respectively,
to discuss the pF-dependence of Cλ=0 and G˜
(2)
λ=0. When
the momentum and frequency are rescaled as ω = ω/p2F
and p = p/pF, Cλ=0 (ω,p; pF) and G˜
(2)
λ=0 (ω,p; pF) be-
7have as follows:
Cλ=0 (ω,p; pF) = p
−1
F Cλ=0 (ω,p; 1) , (21)
G˜
(2)
λ=0 (ω,p; pF) = G˜
(2)
λ=0 (ω,p; 1) . (22)
By use of these relations, Eq. (18) can be rewritten as
Ecorr
N
=
2pi
r2s
∫
P
ln
1 +
√
U˜ (p)
Cλ=0 (ω,p; 1)
G˜
(2)
λ=0 (ω,p; 1) tanh
rs
√
U˜ (p)Cλ=0 (ω,p; 1)
2
− rs√
2
U˜ (p) G˜
(2)
λ=0 (ω,p; 1)

+
2pi
r2s
∫
P
ln
cosh
rs
√
U˜ (p)Cλ=0 (ω,p; 1)
2
 , (23)
where we have used pF =
√
2/rs and introduced
∫
P
:=
∫
dω/ (2pi)
∫
dp/ (2pi)
2
. By expanding this equation with
respect to rs, we have
Ecorr
N
=
2pi
r2s
∫
P
(
ln
[
1 + rs
U˜ (p)√
2
G˜
(2)
λ=0 (ω,p; 1)
]
− rs√
2
U˜ (p) G˜
(2)
λ=0 (ω,p; 1)
)
+ pi
∫
P
U˜ (p)Cλ=0 (ω,p; 1)
2
+O (rs)
=
1
2n
∫
P
(
ln
[
1 + U˜ (p) G˜
(2)
λ=0 (ω,p; pF)
]
− U˜ (p) G˜(2)λ=0 (ω,p; pF)
)
+
1
4n
∫
P
U˜ (p)Cλ=0 (ω,p; pF) +O (rs) . (24)
We note that U˜ (p), G˜
(2)
λ=0 (ω,p; 1), and Cλ=0 (ω,p; 1) do
not depend on rs.
The first term of Eq. (24) is identical with the contri-
butions from ring diagrams and the second term is found
to be the same as the contribution from the second-order
exchange term. Actually, by performing the frequency
integral of the second term, we have
1
4n
∫
P
U˜ (p)Cλ=0 (ω,p; pF)
=
2pi2Ns
n
∫∫∫
p,p′,p′′
θ (−ξ (p′′)) θ (−ξ (p′))
|p| |p + p′ + p′′|
× (1− θ (−ξ (p + p
′))) (1− θ (−ξ (p + p′′)))
p · (p + p′ + p′′) ,
which is identical with the expression of the second-order
exchange contribution.45 Therefore, the asymptotic form
shown in Eq. (24) is the same as the expression given by
the Gell-Man-Brueckner resummation,45,53 and our cor-
relation energy naturally reproduces the exact behavior
at the high-density limit:37,45,54
Ecorr
N
= ln 2− 1 + β (2)− 8
pi2
β (4)
−
√
2
(
10
3pi
− 1
)
rs ln rs +O (rs)
=− 0.192496 . . .− 0.0863136 . . .× rs ln rs +O (rs) ,
(25)
where β (x) is the Dirichlet beta function.
III. NUMERICAL RESULTS
A. Details for the numerical calculation
In this subsection, we mention some details for the
numerical calculation of Eqs. (18), (19), and (20).
Equation (20) has a quadruple momentum integral. In
the case of the Coulomb interaction, however, this in-
tegral can be analytically reduced to a double integral,
which reduces the time for the numerical computation.
Further reduction of the computational time is possible
by using the relation Eqs. (21) and (22): Thanks to these
relations, Cλ=0 (ω,p; pF) and G˜
(2)
λ=0 (ω,p; pF) are easily
obtained for various pF, i.e., rs, once Cλ=0 (ω,p; 1) and
G˜
(2)
λ=0 (ω,p; 1) are numerically obtained.
Since the integrand in Eq. (18) does not depend on
the direction of the momentum, the angular integration
can be performed easily and the momentum integral is
reduced to the integral with respect to |p|. Moreover,
the interval of the ω-integration can be restricted to
[0,∞) since the integrand in Eq. (18) is an even func-
tion of ω. For the numerical calculation, we change the
variables for integral as θω = (2/pi) arctan (ω
αω/sω) and
θp = (2/pi) arctan (p
αp/sp), where αω,p and sω,p are ar-
bitral positive numbers. Then, the interval of the nu-
merical integrations are changed from p, ω ∈ [0,∞) to
θp, θω ∈ [0, 1].
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FIG. 1. Correlation energy Ecorr/N of the 2DHEG de-
rived by the FRG-DFT method (solid red line) shown as
the function of the Wigner-Seitz radius rs. For comparison,
the results derived by the Gell-Mann-Brueckner resummation
(black dashed line) and the Monte-Carlo calculations are also
shown. The green inverted triangles and blue triangles are
the energies derived by the extrapolations of the results of
the DMC calculations to the infinite systems given by Kwon
et al.31 and Drummond et al.,46 respectively.
TABLE I. The correlation energy Ecorr/N of the 2DHEG at
the selected Wigner-Seitz radii rs by the FRG-DFT and the
DMC method with the backflow correction.31,46 The number
in the parentheses are errors in the last decimal place.
rs (a.u.) 1 5 10
FRG-DFT −0.10992 −0.056581 −0.039396
DMC31 −0.1096(3) −0.0495(1) −0.03034(2)
DMC46 −0.1102(6) −0.04959(3) −0.030378(6)
B. Correlation energy
Figure 1 shows the result of the rs-dependence of the
correlation energy Ecorr/N derived by the FRG-DFT.
The computational time to derive the correlation energy
from Eq. (18) is relatively short, which enables us to
obtain the correlation energies for various rs enough to
see the smooth shape of the rs-dependence curve. Con-
cretely, we calculate the correlation energies by changing
rs at intervals of 0.1 a.u. in rs ≥ 0.1 a.u., and at shorter
intervals near rs = 0. For comparison, Fig. 1 also shows
the energies derived by the Gell-Mann-Brueckner resum-
mation and the Monte Carlo (MC) calculations, which
were derived from the extrapolations of the results by the
diffusion Monte Carlo (DMC) method with the backflow
correction31,46 to the infinite systems. Since the energies
given in Ref. 46 are the total energies, the kinetic energy
1/
(
2r2s
)
and the exchange energy −4√2/ (3pirs) are sub-
tracted to extract the correlation energy. We see that
the FRG-DFT result completely reproduces the energy
by the Gell-Mann-Brueckner resummation at the small
rs region, as we have discussed in Sec. II B. For finite rs,
the FRG-DFT result seems to be relatively close to the
MC results in the small rs, particularly in rs = 1 a.u., al-
though the deviation between the energies by the FRG-
DFT and the MC simultaneously becomes larger as rs
increases. The improvement of the result by the FRG-
DFT in comparison with the Gell-Mann-Brueckner re-
summation at finite rs is caused by the resummation of
the exchange contribution Cλ=0 (P ) in the G˜
(2)
λ (P ) per-
formed with solving Eq. (13), since in the Gell-Mann-
Brueckner resummation, Cλ=0 (P ) is not resummed but
just added to the two-point density correlation function,
and contributes to the energy as the second term in the
right-hand side of Eq. (24).
Table I shows the numerical values of the correlation
energies Ecorr/N obtained from the FRG-DFT and MC
calculations for several rs. At rs = 1 a.u., we find that the
FRG-DFT result agrees with both MC results within the
errors of the MC calculations. The discrepancy, however,
becomes larger as rs increases: The result of the FRG-
DFT misses by approximately 14 % at rs = 5 a.u. and
30 % at rs = 10 a.u. in comparison with the MC results.
In order to improve the accuracy in large-rs region, the
inclusion of the flows of the higher-order correlation func-
tions G
(n≥3)
λ , which are neglected in the present scheme,
would be needed.
IV. CONCLUSION
We have shown the first application of the functional-
renormalization-group aided density-functional theory
(FRG-DFT) to the two-dimensional homogeneous elec-
tron gas. Employing the vertex-expansion scheme up to
the second order, we have derived the correlation energy
as a function of rs. We have found that the scheme re-
produces the exact correlation energy at the high-density
limit. For finite density, the resultant correlation energy
is consistent with the results of the Monte Carlo calcula-
tion at the high-density region, whereas the discrepancy
increases as the system becomes dilute.
For more accurate description of the dilute systems, we
need to improve the approximation. An advantage of the
vertex-expansion scheme is that the systematic improve-
ment of the approximation is possible. The next straight-
forward step is the inclusion of the flow of the three-point
density-correlation function. Another attractive way to
take the flows of higher-order correlation functions is the
KS-FRG scheme.24
The FRG-DFT is a flexible method and has large
extensibility. For example, the formalism can be ex-
tended to the case when the system has arbitral spin-
polarization. The analysis of the magnetic transition in
this framework is a significant future direction. The ex-
tensions of the formalism to the three-dimensional sys-
tems and the case of finite temperature are also straight-
forward. Recently, the calculation of the density-density
correlation function has been achieved in the framework
9of the FRG-DFT.27 Therefore, the FRG-DFT will be-
come a tool to investigate not only the ground state but
also excited states of the electron gas. The superconduc-
tivity is another interesting topic regarding the electron
systems, and the inclusion of pairing fields in our frame-
work is also an attractive future direction.
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