Abstract-When studying the therapeutic efficacy of potential new drugs, it would be much more efficient to use predictors in order to assess their toxicity before going into clinical trials.
I. INTRODUCTION
Genomic arrays are a powerful instrument of analysis for the experts in the field of drug toxicity research, since they provide them with a better global picture and allow them to analyze the interactions among thousands of genes simultaneously.
One important advantage when working with micromays is thus the high data throughput; on the other hand this implies the need of coupling their use with sophisticated data mining techniques in order to extract the information that is actually useful for the case at hand. Moreover, as in many other real world applications, the original data is usually not reliable enough, because of imprecisions in the measurements, noise or other causes inherent to the nature of the data itself. In this paper we present a modification of the a priori algorithm, a well known method aimed at finding regularities in a series of data in order to discover co-occurring elements.
The very large amount of possible Combinations that need to he analyzed cannot be dealt with through exhaustive search, so obviously particular attention must be paid to the choice of the data structure used to store the information. Also, as already pointed out, the poor quality of the data cannot be ignored.
The fuzzy formulation of the a priori algorithm presented here addresses the laner point. Section I1 introduces the basic concept of "association rule" and Section I11 summarizes the original formulation of the a priori algorithm; Section IV then presents the fuzzy extension.
We discuss our results in Section V and finally in Section VI we conclude and discuss possible further extensions.
ASSOCIATION RULES
The a priori algorithm belongs to a class of methods whose goal is to find regularities in a set of data in order to discover co-occurring elements and to generate a set of rules that can be used for prediction [l] , [2] .
A field in which it may typically find applications is market basket analysis, where one wants to determine the items that customers buy together so that, knowing what products are already in the shopping cart, it may be possible to infer the presence of other products; such information is stored in the form of an association rule.
An association rule stores the attributes for a particular sample; in the case of market basket analysis, the customers represent the samples, and the items they bought are the respective attributes. In the standard formulation of the problem an association rule contains crisp information (either an item has been bought or not). The goal is, of course, the selection of interesting rules from the whole set, so some measure is required in order to attach a relevance value to each rule.
One of the quantities that are commonly considered is the so called support of the rule, that is the percentage of samples for which the rule applies. Usually a minimum support is specified, so that only the samples represented by those rules whose attributes satisfy at least the specified number of rules are selected (that is, we are interested in frequent subgroups of items.)
Despite not being conceptually too challenging in principle, the task of rule selection presents obvious difficulties, since an exhaustive search through all the rules is practically unfeasible due to the very high number of possible combinations; what is needed is an effective way to store the elements and to process them. [5] and so on. We argue that an a prionbased approach combined with use of fuzzy logic may still prove effective, especially when dealing with unreliable data.
THE A PRIORI ALGORITHM
In this paper we follow the implementation described in [3] and use a p r e f i free as the main data structure.
The structure of this tree is sketched in Figure 1 . Each node of the tree represents an association rule identified through its attributes; it also needs to contain a counter indicating the frequency of the rule in the original dataset in order to be able to assess whether the support constraint is satisfied or UNTIL (F, = {}) or (stop condition) Fig. 2 . Pseudo-code describing the process of building the prefix tree whose index is greater than the those of the elements already present. Obviously the tree is greatly simplified by eliminating this redundancy.
No element added to a subgroup that does not satisfy the support constraint may possibly generate a frequent subgroup at any successive level thus justifying the early pruning of the tree. Since growing the tree may cause a combinatorial explosion, the pruning mechanism is meant to try and keep the memory consumption low since the frontiers deep in the tree will contain fewer and fewer elements to be further expanded. This iterative process is repeated until it is no more possible to expand the last frontier or another stop condition is true, as may be the case if a maximum depth for the tree was specified. Figure 1 shows an example of such prefix tree, with its typical highly unbalanced structure. In this example, the tree not.
implementation also affects the performance during the search appear in at least as many rules as by the chosen for frequent subgroups. The idea behind a prefi free is that support; in other words, those elements will we do not need to store the complete information about a rule frontier. at each node.
Assuming that all nodes satisfy the constraint for the support in the tree at each depth level, no pruning will be required; nevertheless n attributes and it will also contain the counter. The whole are avoided, All subgroups can be easily retrieved from this rule can be easily reconstructed and this solution seems also a data SVUCture, natural implementation that facilitates later access to the data. code in Figure 2 , where we use the term "n-frontier" to indicate the collection of all subgroups containing n attributes.
The generic n-th iteration consists of two steps: at first all rules containing n attributes are generated; after that, the ones not satisfying the frequency requirement are pruned, thus generating a clean n-frontier. The rules of size n + 1 can be easily built by selecting one element at a time from the 1-frontier and adding it to one of the subgroups of size n. Moreover, since for our purposes two subgroups are identical regardless of how the elements they contain are arranged, we can avoid testing unnecessary combinations if all the elements are assigned an identifier that defines an order on them. Extending a subgroup will only be allowed with elements Storing the tree is expensive in terms Of and was built starting from five attributes that, by themselves, the More precisely* each Of the nodes at depth represents the last element in a rule describing a sample with the ordering of the attributes that repeated subgroups
The tree is built incrementally as described by the pseudo-
Iv. FUZZY SUBGROUP MINING
The approach just outlined provides an efficient solution in terms of memory and time requirements. One limitation, though, is that in the original formulation the association rules are meant to represent crisp information (in the market basket analysis example, a customer either bought an item or not).
In many real world applications it is very unlikely that the original data is already accurate enough to he used as an input for the algorithm; for instance, when working with biological data it is mandatory to take into account some imprecision due to measurements or just biological variability, so such crisp decision lines are inappropriate.
Moreover, the generation of the association rules themselves is an intrinsically imprecise task since a clearly cut decision Pseudo-code describing the process of building the prefix tree in line is rarely available: on the contrary, it is often desirable to leave some freedom to the users, in terms of interaction with the algorithm.
A natural extension is thus the embedding of fuzzy logic [I31 in the algorithm itself by letting the attributes stored in the association rules represent a fuzzy degree of membership. Computing the support for each rule will require the choice of a threshold, which of course will influence the pruning of the prefix tree. The choice of a fuzzy threshold obviously modifies the starting data; in particular a lower threshold may allow more elements to satisfy the constraint on the support and eventually larger subgroups to be discovered. Since in most cases the original data is imprecise, allowing this kind of flexibility may represent a great advantage.
The algorithm is described in the form of pseudo-code in Figure 3 . Besides the additional loop introduced to consider one different fuzzy threshold at a time, the main difference with Figure 2 is in the construction of the first frontier. The notation F p shows that it is now dependent on the fuzzy threshold, as already explained; in summary more elements are added to the first frontier and only the last frontier is considered as a source for subgroups to expand.
The underlying idea is that, by choosing a maximum allowed number of elements per subgroup, a minimum support and a fuzzy threshold for each iteration, the user is now able to tune the algorithm toward a subset of the whole search space where it is more likely to find useful subgroups.
The example in Figure 4 illustrates this point. Let us assume that after choosing a fuzzy threshold 0 , five attributes initially satisfy the support constraint (let them be a, b, c, d and f).
As previously mentioned, the attributes are ordered using an internal index.
In this first iteration, the tree is built as described earlier Fig. 4 . The evolution of the prefix tree under two successive choices for the fuzzy threshold. In the bottom half, the dashed area represent the p m of the tree that will be expanded, whereas the shadowed area will be "fmzen".
and for the sake of the example we assume that two of the discovered subgroups do not satisfy the requirements for the minimum support and are pruned from the tree, as shown in the upper part of Figure 4 .
A successive run with a fuzzy threshold 1 < o discovers another attribute (9) that now satisfies the constraint, moreover attribute e is reconsidered and accepted in the expanded first frontier because, thanks to the lower fuzzy threshold, it now satisfies the support constraint. This attribute is assigned a higher internal index and is appended at the end of the list of available attributes (this is indicated by e' in the lower part of Figure 4) .
The tree may now continue to grow by expanding the subgroups found in the last frontier; however the process is slightly different than in the original formulation of the algorithm. The shadowed area in the figure shows a part of the tree that was generated by previous runs; the leaves of the tree contained in this area will not be expanded anymore; rather we ignore this part of the search tree and focus only on the last frontier.
Since we are arguably interested in finding larger subgroups this represents a trade-off that allows us to get a deeper insight into what was already found with a more restrictive constraint while keeping the tree small. Comparing the bottom half of Figure 4 with the top one, it is evident that we have succeeded in further expanding the tree (depth-wise) without having to consider possibly less interesting subgroups.
Obviously this technique poses a problem for the ordering of the elements, that we want to maintain homogeneous throughout different runs in order to keep the tree consistent. 562
Newly found elements will be assigned a higher intemal index so that the sorting will be consistent (as in the case of g in the example); we also need to take into account those elements whose support increases (and possibly now satisfies the constraint) because of the changed threshold (e').
It is clear from this example that two main steps may be isolated in the process of building the prefix tree. Initially, a "basic" set of subgroups satisfying the requirements is selected, which corresponds to narrowing the search space down to a particular region of interest. An initial conservative choice for the support helps in keeping the search tree small but may be too restrictive and overlook potential candidates.
By softening the fuzzy constraints this hard core will be ailowed to expand, adding larger subgroups to the initial set; newly found subgroups will still satisfy the original support requirement and will in a way represent a "refinement" of the original solution.
V. EXPERIMENTS
The research we are considering as the source of our data originated from a study conducted at VistaGen Therapeutics, Inc.; the purpose of this study is to investigate the possibility of using gene expression profiles as predictors for potential drug toxicity.
A. The data
The data used in our experiments was generated using gene microarray technology [ 1 I]. Microarrays can be regarded as matrices in which each spot contains information ahout the amount of RNA for a particular sample; the number of spots per array is typically in the order of several thousands.
This kind of data has often presented a challenge to researcher in the field of data mining due to its characteristics of noisiness and unreliability, and many different approaches have been already documented in literature [41, [61, [SI, [IO] .
For our purposes it is sufficient to say that, starting from the raw data, it is possible to generate a matrix of intensity values representing RNA expression profiles.
An experiment then consists in measuring the effects produced by a particular drug in terms of variation in the gene expression levels; even though the actual biological path may remain partially unknown, the idea is that a relationships may be observed between the final effects (the gene expression levels) and the cause (the administration of the drug). Our experiments involved a set of nephrotoxic drugs tested on two selected kidney cell lines to produce an output consisting in the expression levels of about 8000 genes. Previous tests conducted in laboratories on human renal epithelial cells suggest that they show different sensitivities to different drugs, very much as observed in vivo. In particular the two cell lines considered here are two different areas of the kidney (the Proximal Straight Tubule, or PST, and the Collecting 'hhule, or CT), respectively the areas most and least sensitive to treatment.
The object of the present research are genes that are involved in the early response to the drugs, that is before acute 563 toxicity manifests itself; in order to identify them, an appropriate concentration was selected for five target drugs: Cisplatin, Cyclosporin, Gentamycin, Tohramycin and Kanamycin.
The gene subgroup discovery process is complicated by the fact that the role of most genes is still unknown; indeed one of the aims of the biologists is to find groups of undocumented genes in order to broaden their knowledge of the biological pathways that cause a drug to be toxic. In a situation like this an exploratory analysis that allows the scientist to get some preliminary results in order to retest, refine them and possibly validate them against existing literature is of much greater use than a static algorithm.
B. Mining for predictors
From previous studies it is already known to biologists that potentially interesting genes are the ones that show a differential response in the two considered cell lines (PST and CT), so they were asked to formalize a description of the expected targets in terms of groups of interest, which will then be used to define the association rules, or in other words to decide whether a gene is to be considered overall expressed or not for a certain drug.
The quantity that would be natural to consider for this purpose is the bare expression level for a given gene, but unfortunately this is usually not particularly useful per se, since it is influenced by too many factors, including intrinsic biological variability, which basically deteriorate the signdnoise ratio.
Biologists prefer to rely on a different quantity, the so called fold expression, which is defined as the ratio of the expression levels of genes observed in the sample before (contml) and after (treatment) the drug is administered. Table I presents four such groups as defined by the biologists depending on the relative importance of the gene expression in the two cell lines. For instance, they argue that a decrease in the fold expression in the PST region coupled with a contemporary increase or stability in the CT region is a sign of drug toxicity (as represented by group I).
Even so, there is no criterion providing an all-purpose cutoff
value to decide what values of fold expression correspond to the "expressed" status. A 2-fold expression cut seemed a reasonable choice for the present data, even though a very large amount of genes would lie very close to either side of this crisp border.
As already pointed out, the binary perspective is probably too restrictive, so we reformulated the definitions of such groups in term of fuuy rules, which have the advantage of expressing in a better and more intuitive way the imprecise background knowledge provided by the expert.
When PST and CT are regarded as linguistic variables, the fuzzy property up corresponds to "over-expressed" and the opposite holds for down. An unnoticeable modification in the value of the fold expression is indicated by no change. The properties can be combined using the usual fuzzy operators [9], [12] .
A graphical representation of the fuzzy groups is given in Figure 5 . Table I1 presents the results produced by our algorithm in this case. For all the groups we required a minimum support of at least four of the drugs. We considered three runs with fuzzy thresholds o = 1.0, 1 = 0.9, 2 = 0.8 respectively.
Let us consider Group 1 as an example of the way the algorithm works. For 0 = 1.0, the largest subgroup found contains 17 genes; the total number of genes that, considered singularly, satisfy the constraint is 45. There are also several smaller subgroups that differ in at least one gene or for the drugs they cover (for instance, there are three subgroups containing six genes each). 1 = 0.9, we expand the first frontier to contain 43 new genes. Moreover, three genes that were previously excluded now meet the requirements for the support. This results in the discovery of a new subgroup containing 34 genes.
With 2 = 0.8, 48 more genes are allowed; the support is now high enough for six more genes and finally a subgroup of 44 genes is discovered.
Those results were examined by the biologists and compared to what is already known from literature; they then decided to modify the definition of the groups, while maintaining the basic idea, that is selecting genes whose expression levels are noticeably different in PST and CT.
In the new definition, only two larger groups were cou- Table 111 . A graphical interpretation is given in Figure 6 . Experiments analogous to the ones previously described were carried on using the new groups and we considered genes expressed in either of the two groups.
It is worth noting that in this case some of the resulting subgroups were considered relevant from the biological point of view, since they corresponded to groupings already known from literature.
Biologists defined a list of "classes" that grouped some of the drugs according to their known mechanism of action and examined the suhgmups discovered by our algorithm that fell into one of those classes (that is, whose support matched one of the classes).
They noticed that some of the genes belonging to those subgroups had already been described in the literature and were known to be related to that particular mechanism of action, while other genes were a new addition. Those genes appeared to be related to particular drugs, responding to them and signaling their toxicity, thus representing good candidates as predictors for the respective drug class.
Table IV presents a selection of those genes together with the class they describe and the drugs that form this class.
VI. CONCLUSIONS
The use of a fuzzified version of the a priori algorithm proved to be very promising for the application to genomic data mining.
The peculiar nature of the data, namely highly noisy hiological data, makes it very difficult to use traditional crisp data analysis tools; our approach, in addition, was considered very intuitive by the experts and allowed them to explore the data and refine their hypotheses, in some cases confirming them, and to select a smaller sample of interesting candidates fmm the whole dataset.
The results found during the preliminary experiments described here are encouraging, since they are supported by existing literature and also offer new insights that open the way to further research. Future work'will include more testing on larger datasets and will benefit from increased interaction between the experts in the two fields of data analysis and biology.
