Abstract This paper is an extension of Ahn, Lee and Schmidt (2001) to allow a parametric function for time-varying coefficients on the individual effects. It is shown that the main results of Ahn, Lee and Schmidt (2001) hold for our model too. Least squares is consistent, given white noise errors, but less efficient than a GMM estimator. An application of the GMM estimators to the measurement of cost efficiency of Spanish banks is also included. The empirical study shows the consequences of increasing the number of assumptions made regarding the error term. The GMM estimates, especially for private banks, cast doubt on the normality assumption supporting the traditional MLE frontier models.
Introduction
We treat H as fixed, so that "asymptotic" means as A R Q S . The distinctive feature of the model is the interaction between the time-varying parametric function £ T # " % $ and the individual effect & ( ¡ .
We consider the case that the & U ¡ are "fixed effects," as will be discussed in more detail below. In this case estimation may be non-trivial due to the "incidental parameters problem" that the number of & 's grows with sample size; see, for example, Chamberlain (1980) .
Models of this form have been proposed and used in the literature on frontier productions functions (measurement of the efficiency of production). For example, Kumbhakar (1990) proposed the case that
, and Battese and Coelli (1992) proposed the case
Both of these papers considered random effects models in which & v ¡ is independent of § and . In fact, both of these papers proposed specific (truncated normal) distributions for the & ( ¡ , with estimation by maximum likelihood. The aim of the present paper is to provide a fixed-effects treatment of models of this type.
There is also a literature on the case that the £ themselves are treated as parameters. That is, the model becomes: This corresponds to using a set of dummy variables for time rather than a parametric function £ T # " % $ , and now £ & ( ¡ is just the product of fixed time and individual effects. This model has been considered by Kiefer (1980) , Holtz-Eakin, Newey and Rosen (1988) , Lee (1991 ), Chamberlain (1992 , Lee and Schmidt (1993) and Ahn, Lee and Schmidt (2001) , among others. Lee (1991) and Lee and Schmidt (1993) have applied this model to the frontier production function problem, in order to avoid having to assume a specific parametric function £ ' " % $ . Another motivation for the model is that a fixed-effects version allows one to control for unobservables (e.g. macro events) that are the same for each individual, but to which different individuals may react differently.
Ahn, Lee and Schmidt (2001) establish some interesting results for the estimation of model (1.2). A generalized method of moments (GMM) estimator of the type considered by Holtz-Eakin, Newey and Rosen (1988) is consistent given exogeneity assumptions on the regressors § and .
Least squares applied to (1.2), treating the & 4 ¡ as fixed parameters, is consistent provided that the regressors are strictly exogenous and that the errors ) ¡ ¤ £ are white noise. The requirement of white noise errors for consistency of least squares is unusual, and is a reflection of the incidental parameters problem. Furthermore, if the errors are white noise, then a GMM estimator that incorporates the white noise assumption dominates least squares, in the sense of being asymptotically more efficient. This is also a somewhat unusual result, since in the usual linear model with normal errors, the moment conditions implied by the white noise assumption would not add to the efficiency of estimation.
The results of Ahn, Lee and Schmidt apply only to the case that the £ are unrestricted, and therefore do not apply to the model (1.1). However, in this paper we show that essentially the same results do hold for the model (1.1). This enables us to use a parametric function £ ' # " 7 $ , and to test the validity of this assumption, while maintaining only weak assumptions on the & ¡ . This may be very useful, especially in the frontier production function setting. Applications using unrestricted £ have yielded temporal patterns of efficiency that seem unreasonably variable and in need of smoothing, which a parametric function can accomplish.
The plan of the paper is as follows. Section 2 restates the model and lists our assumptions.
Section 3 considers GMM estimation under basic exogeneity assumptions, while Section 4 considers GMM when we add the conditions implied by white noise errors. Section 5 considers least squares estimation and the sense in which it is dominated by GMM. In Section 6, this methodology is applied to the measurement of cost efficiency of Spanish banks. Finally, Section 7 contains some concluding remarks.
The model and assumptions
The model is given in equation (1.1) above. We can rewrite it in matrix form, as follows. Let . We make the following "orthogonality" and "covariance" as-
sumptions.
Assumption 1 (Orthogonality).
Assumption 1 says that We also assume the following regularity conditions. Assumption 3 (Regularity).
is independently and identically distributed over 3 ;
(ii) ) ¡ has finite fourth moment, and
The first four of these conditions correspond to assumptions (BA.1)-(BA.4) of Ahn, Lee and Schmidt (2001) , who give some explanation. Condition (v) is new, and self-explanatory.
GMM under the Orthogonality Assumption
Let
. This is a sort of generalized within transformation to remove the individual effects. The Orthogonality Assumption (Assumption 1) then implies the following moment conditions: 
We could use these moment conditions as the basis for GMM estimation. Alternatively, we can remove the parameter s by applying a nonsingular linear transformation to (3.3) in such a way that the transformed set of moment conditions is separated into two subsets, where the first subset does not contain s and the second subset is exactly identified for P , given 2 2 g " % $ . The following transformation accomplishes this. 
Here (3.6) is exactly identified for P , given , and " , in the sense that the number of moment conditions in (3.6) is the same as the dimension of . Also does not appear in (3.5). It follows (e.g., Ahn and Schmidt (1995) (Hansen (1982) , Assumption 3) the resulting GMM estimator is ± A -consistent and asymptotically normal.
To express the asymptotic variance of the GMM estimator analytically, we need a little more
have the following forms: 
This result can be obtained either by direct calculation, or by applying the chain rule to Ç e calculated in Ahn, Lee and Schmidt (2001, p. 251) . This asymptotic variance form is obtained from the Orthogonality Assumption only and does not need any further assumption.
A practical problem with this GMM procedure is that it is based on a rather large set of moment conditions. Some considerable simplifications are possible if we make the following assumption of no conditional heteroskedasticity (NCH) of ) ¡ :
Under the NCH assumption,
Thus it is easy to construct a consistent estimate of « ( e k e as given in (3.12).
In order to consistently estimate the asymptotic variance under NCH, we need to estimate , s , and © w w . Estimation of s and © w w was discussed above. We can obtain an estimate of s from the GMM problem (3.4). A direct algebraic calculation gives us that
Finally, under the NCH assumption, the set of moment conditions ( 
These three sets of moment conditions respectively correspond to (21a), (21b), and (21c) of Ahn, Lee and Schmidt (2001, p. 229) . We can replace the nuisance parameters w w , s and s by consistent estimates, as given above (based on some initial consistent GMM estimates of , and "
). The point of this simplification is that we have drastically reduced the set of moment
We note that this is a stronger result than the corresponding result (Proposition 1, p. 229) of Ahn, Lee and Schmidt (2001) . In order to reach essentially the same conclusion on the reduction of the number of moment conditions, they impose the assumption that
a much stronger assumption than our NCH assumption.
GMM under the Orthogonality and Covariance Assumptions
In this section we continue to maintain the Orthogonality Assumption (Assumption 1), but now we add the Covariance Assumption (Assumption 2), which asserts that
Clearly the Covariance Assumption holds if and only if 
The moment conditions e ¡ in (4.2a) are exactly the same as those in (3.2) of the previous section, and follow from the Orthogonality Assumption.
The moment conditions f y ¡ in (4.2b) correspond to those in equation (12) their validity depends on both the non-autocorrelation and the homoskedasticity of the ) ¡ 1 £ .
Some further analysis may be useful to establish that (4.2b) and (4.2c) represent all of the useful implications of the Covariance Assumption. We begin with the implication (4.1) of the Covariance Assumption, which we rewrite as 
which is equal to b Ö ¡ in (4.2c). The asymptotic variance of the GMM estimate is complicated because it depends on the moments of ) ¡ ¤ £ up to fourth order. However, we can simplify things with the following "conditional independence of the moments up to fourth order" (CIM4) assumption:
d 2 F 8 9 8 9 8 @ 2 I H , with mean zero, and with second, third and fourth moments that do not depend on
This is a strong assumption; it implies the Orthogonality Assumption, the Covariance Assumption, the NCH assumption, and more. In Appendix A, we calculate the asymptotic variance matrix of the GMM estimate based on (4.2) under the assumption (CIM4).
Given assumption (CIM4), the moment conditions (3.16), which are asymptotically equivalent to (4.2a), can be simplified as follows:
That is, in place of the large set of moment conditions (4.2a), (4.2b) and (4.2c), we can use the reduced set of moment conditions consisting of (4.9), (4.2b) and (4.2c).
A final simplification arises if, conditional on
In this case, (4.2b)
can be shown to be redundant given (4.2a) and (4.2c). (See Proposition 4 of Ahn, Lee and Schmidt (2001, p. 231) .) Hence, in that case, the GMM estimator using the moment conditions (4.9) and
(4.2c) is efficient.
Least Squares
In this section we consider the concentrated least squares (CLS) estimation of the model. We treat the & ( ¡ as parameters to be estimated, so this is a true "fixed effects" treatment. We can consider the following least squares problem: 
That is, the CLS estimator is asymptotically equivalent to the GMM estimator based on (5.5).
The moment conditions (5.5a) and (5.5b) are satisfied under the Orthogonality Assumption.
However, this is not true of (5.5c). The moment conditions (5.5c) require the Covariance Assumption to be valid (unless we make very specific and unusual assumptions about the form of and its relationship to the error variance matrix). Thus, the consistency of the CLS estimator requires both the Orthogonality Assumption and the Covariance Assumption. This is a rather striking result, since the consistency of least squares does not usually require restrictions on the second moments of the errors, and is a reflection of the incidental parameters problem.
We would generally believe that least squares should be efficient when the errors are i. is redundant and (4.2a) can be replaced by (4.9), so that the efficient GMM estimator is based on (4.9a), (4.9b), (4.9c) and (4.2c). The CLS estimator is based on (5.5a), which is the same as (4.9a);
(5.5b), which is the same as (4.9b); and (5.5c), which is a subset of (4.2c). 2 So the inefficiency of CLS lies in its failure to use the moment conditions (4.9c) and from its failure to use all of the moment conditions in (4.2c). The latter failure did not arise in the Ahn, Lee and Schmidt (2001) analysis (see footnote 2).
In Appendix B, we calculate the asymptotic variance matrix of the CLS estimator, under the "conditional independence of the moments up to fourth order" (CIM4) assumption of Section 4.
Empirical Application
This section includes an application of the estimators suggested in previous sections to the measurement of cost efficiency. The application uses panel data from Spanish private and savings banks covering the period 1992-1998. In order to allow for changes in cost efficiency over time, the individual effects are modeled in a parametric form as the "inverse" of the exponential time-varying function proposed by Battese and Coelli (1992) in a MLE framework.
The cost frontier model
The technology of banks is modeled using the following translog cost function: The cost equation (6.1) is estimated using the GMM estimators suggested in previous sections.
We will denote the GMM estimator based on the moment conditions (3.2) by GMM1. Assuming, in addition, no conditional heteroskedasticity (NCH) we get the GMM2 estimator. The GMM estimator that assumes orthogonality and covariance is denoted by GMM3 and is based on the moment conditions (4.2). If we impose conditional independence of the moments up to the fourth order we get the GMM4 estimator which is obtained using (4.9), (4.2b) and (4.2c). We also consider an estimator that, in addition to GMM4, assumes that the error term is i.i.d. normal. 3 This estimator uses only the moment conditions (4.9) and (4.2c) and we will denote it by GMM5. Thus, as we go from GMM1 to GMM5 we are relying on stronger and stronger assumptions. The concentrated least squares estimator that minimizes the objective function (5.3) will be denoted by CLS. As mentioned above, the CLS uses the same assumptions as GMM3, but the latter is more efficient.
These estimations are also compared with the traditional WITHIN estimator and with the MLE estimator proposed by Battese and Coelli (1992) . In the latter case, additional distributional assumptions must be imposed. In particular, the noise term ) ¡ 1 £ is assumed to follow a normal dis- 
Following Cornwell, Schmidt and Sickles (1990) the frontier intercept can be estimated as:
and the inefficiency term as:
Since the dependent variable is expressed in natural logs, cost efficiency indexes can be calculated from (6.4) as:
As customary, the efficiency indexes in the WITHIN model can be obtained using the expression (6.5) once " ¥ ò or £ ' # " 7 $ q ¥ l 5 is imposed. (See Schmidt and Sickles, 1984.) It is easy to see from expressions (6.4) and (6.5) that cost efficiency compares the performance (individual effect) of a particular firm with a firm located on the frontier (i.e. with the minimum effect). Since cost efficiency is a relative concept, the average efficiency index is thus related to the estimated variance v f : the higher the variance of the individual effects, the smaller the average efficiency.
Note, however, that adjusting the GMM specification to be a frontier yields a model with a frontier intercept that varies over time (i.e. with technical change) which does not appear in MLE1. For this reason, we also estimate a MLE estimator with a time-varying intercept which we will denote MLE2. In this model, the time-varying parametric function £ appears twice:
first, multiplying a non-negative individual effect (S ¡ ) which is assumed to be distributed as a half-normal, and second, multiplying a constant that is the minimum alpha value obtained using GMM5. 5 That is:
Data
The application uses yearly data from Spanish saving and private banks. The number of banks decreased over the last ten years due to mergers and acquisitions. These mergers took place especially among saving banks and mainly in the early 1990s. In order to work with a balanced panel data, we use data from 38 private banks and 50 savings banks over the period 1992-98.
The estimations were carried out separately for savings and private banks since they are involved in quite different activities. Savings banks concentrate on retail banking, providing checking, savings and loans service to individuals (especially mortgage loans), whereas private banks are more involved in commercial and industrial loans. Another difference is the fact that savings banks are more specialized than other banks in long-term loans, which do not require a continuous monitoring. Since the two groups are likely to have different cost structures and have been regulated in different ways, we analyse the two groups separately rather than pool them.
The variables used in the analysis are defined in the same way for both groups of banks. We follow the majority of the literature and apply the intermediation approach proposed by Sealey and Lindley (1977) which treats deposits as inputs and loans as outputs. We include three types of outputs and three types of inputs. The outputs are: Loans to banks and other profitable assets ( ¦ °e );
Loans to firms and households ( ¦ 9 f ); and noninterest income ( ¦ Ö ). Using noninterest income goes beyond the intermediation approach as commonly modeled. We include it in an attempt to capture off-balance-sheet activities such as securitization, brokerage services, management financial assets for their customers or mutual funds, which are becoming increasingly important in Spanish banks. This way of measuring nontraditional banking activities is not fully satisfactory (i.e. we cannot distinguish between variations due to changes in volumes and variations due to changes in prices, and noninterest income is partly generated from traditional activities such as fees from service charges on deposits or credits rather than nontraditional activities). Since comprehensive information about the amount of off-balance-sheet services is not available, we prefer to describe them in an approximate way. 
Empirical results
The parameter estimates of the cost frontiers for savings banks and private banks are presented in Table 1 and Table 2 respectively. 6 Since the variables have been normalized by dividing by the sample geometric mean, the first order coefficients can be interpreted as the elasticities evaluated at that point. The standard homogeneity of degree one in input prices is imposed by normalizing cost and input prices using the price of physical capital as a numeraire.
Since all elasticities are positive at the geometric mean, the estimated cost frontiers are increasing at this point in their variables. These results confirm (positive) monotonicity of both cost frontiers. Returns to scale can be estimated as one minus the scale elasticity (i.e. the sum of each output cost elasticity). At the sample mean, the scale elasticity is only a function of the first-order output parameters. Over the whole estimations, the sum of these parameters is smaller than one for both savings and private banks. These results indicate the existence of increasing returns to scale as found in many past analyses of Spanish banks.
Note that we can clearly distinguish two groups of estimators for private banks in terms of the scale elasticity values. This value ranges from 0.756 to 0.860 using WITHIN and GMM up to GMM4, whereas it rises over 0.925 using GMM5 and MLE estimators. The scale elasticity values for the savings banks are more homogeneous. However, they tend to increase as we go from GMM1 to MLE. In particular, the scale elasticity is less than 0.857 using the WITHIN, GMM1
and GMM3 estimators, whereas it is over 0.90 using other estimators.
The estimated parameters in cost frontier (6.1) can be used to calculate individual indexes of cost efficiency. These indexes are obtained using expression (6.5), except for the MLE estimator where we follow Battese and Coelli (1992) . This paper allows the computation of estimates of the individual technical inefficiencies from the estimation of a production function. Here, that model 6 The D estimates are reported in Table 3 and Table 4 due to they are mainly related with the results regarding the efficiency indices.
is modified to adjust for estimation of cost efficiency.
Tables 3 and 4 report some results for cost efficiency for private and savings banks respectively. These tables also provide the estimated " value, which allows us to assess variations in cost efficiency over time. 7 The cost efficiency indexes increase or decrease over time on the basis of the sign of the " 's. If this parameter is positive (negative), efficiency decreases (increases) and the differences among firms increase (decrease) due to the exponential functional form of £ ' " % $ .
The private banks' average efficiency using the WITHIN estimator is quite similar to that obtained using GMM1. This is reasonable because the consistency of both estimators relies on the orthogonality assumption, and we cannot reject time-invariant efficiency using GMM1. The average efficiency from using GMM2 and GMM3 is slightly smaller, but again it is not possible to reject the null hypothesis that " ¥ o . Time-invariant efficiency is also not rejected using the GMM4 estimator, but now private banks' average efficiency returns to the initial values found using WITHIN and GMM1.
However, average and time-path efficiency change a lot when the error term is assumed to be normal. 8 The efficiency level at D ¥ 6 5 using the GMM5 estimator is 92% but it decreases strongly over time. Unlike the previous estimators, this means that changes in efficiency over the whole period are now statistically significant. The results from the CLS and MLE estimators, which also assume ) ¡ 1 £ to be i.i.d. normal, are quite similar to GMM5. 9
A quick glance at the correlation coefficients in Table 3 is quite similar to that found using GMM5 or CLS once the MLE estimator is adjusted in order to include a time-varying frontier intercept.
(always over 90%). In contrast, correlations between any estimators belonging to opposite groups range from 24% to 70%.
The same subset of estimators can be also appreciated in Figure 1 On the other hand, an notable feature of Table 4 is that results for savings banks are, in general, much more homogeneous than those found for private banks. For instance, the average efficiency at D E ¥ l 5 is over 80% and it seems to decrease over time. Whatever the model, the estimated " value is positive and statistically different from zero. 11 Thus we can conclude that time-varying efficiency models will provide more accurate estimates of savings banks' efficiency than the standard WITHIN model.
Conclusion
In this paper we have considered a panel data model with parametrically time-varying coefficients on the individual effects. Following Ahn, Lee and Schmidt (2001) , we have enumerated the moment conditions implied by alternative sets of assumptions on the model. We have shown explicitly that our sets of moment conditions capture all of the useful information contained in our assumptions, so that the corresponding GMM estimators exploit these assumptions efficiently.
We have also considered concentrated least squares estimation. Here the incidental parameters problem is relevant because we are treating the fixed effects as parameters to be estimated. An 10 This negative correlation might indicate that big banks are involved in activities not accounted for by the variables available.
11 Note that we cannot reject that D @ C B
using the MLE1 estimator, which does not include a time-varying frontier intercept (or technical change). Thus, the difference between interesting result is that the consistency of the least squares estimator requires both exogeneity assumptions and the assumption that the errors are white noise. Furthermore, given the white noise assumption, the least squares estimator is inefficient, because it fails to exploit all of the moment conditions that are available.
We show how the GMM estimation problem can be simplified under some additional assumptions, including the assumption of no conditional heteroskedasticity and a stronger conditional independence assumption. Under these assumptions we also give explicit expressions for the variance matrices of the GMM and least squares estimators.
Finally, we apply the proposed GMM estimations to the measurement of cost efficiency of Spanish banks over the period 1992-1998. The results seem to suggest, especially for private banks, the non-fulfilment of the normality assumption on the error term. This questions the validity of traditional MLE models, which are based on a normality assumption, when examining the efficiency of Spanish banks.
With these results, the variance-covariance of the GMM estimator is 
