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Abstract
We derive efficient approaches for two-parameter Hankel transforms. Such transforms
arise, for example, in covariance matrix computations for performance modeling and evalua-
tion of adaptive optics (AO) systems. Fast transforms are highly desirable since the parameter
space for performance evaluation and optimization is large. They may be also applicable
in real-time control algorithms for future AO systems. Both approaches exploit the analyt-
ical properties of the Hankel transform and result in structured matrix representations of
approximate transforms. The approximations can be made to satisfy any pre-specified ac-
curacy requirement. The matrix structures can then be exploited in subsequent computations
to significantly reduce computation cost. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction and motivation
We present methods for the fast computation of two-parameter Hankel transforms
arising in the modeling and performance evaluation of adaptive optics (AO) imag-
ing systems. AO has emerged as the technique of choice to mitigate the blurring
caused by atmospheric turbulence in large aperture imaging systems that allow ex-
tremely dim objects to be observed [9]. AO systems modeling and evaluation are
essential to assessment of performance capacities and limitations and to the effec-
tive design of AO systems for large telescopes such as Gemini, Keck, Subaru, and
VLT [4]. The objective of AO system design is to select hardware parameters and
control approaches that will optimize system performance for the expected operat-
ing conditions subject to the resources available, and maximize the resulting payoff
for the intended scientific applications. The large range of possible observing sce-
narios and AO system parameters entail numerous cases to be considered, and fast
computational approaches for performance evaluation and optimization are highly
desirable.
A typical AO imaging system consists of wave front sensors (WFS) and deform-
able mirrors (DM), in addition to an imaging system. See for example Fig. 1. The
turbulence-induced wave front deformations, or aperture-averaged phase variance,
are sensed by a DMs and compensated by a DM, the surface of which is adjusted to
be phase-conjugate to the incident wave front in a time commensurate with the rate
of the turbulence change. We let s denote the discrete WFS measurement vector and
c denote the DM actuator command vector.
According to the conventional theory [12,16,19], turbulence is stochastic in nature
and must be characterized by its statistical properties. Among other modeling ap-
proaches, the linear systems model framework developed by Ellerbroek [5] provides
first-order performance estimates which account for the full range of fundamental
AO error sources and their interacting effects. It is being applied in the evaluation of
existing and future AO facilities [7]. The modeling requires intensive computations
involving the covariance matrices for the statistical relationship between the sensed
phase gradient measurements s and the DM actuator commands c.
The computation is intensive in two aspects. First, the computation for each given
parameter set includes generating all entries of certain covariance matrices, where
each entry requires the evaluation of a multiple integral. Subsequent computations
with the covariance matrices require numerous inversions and multiplications of
large matrices [5] to obtain performance estimates such as the residual mean-square
phase error and the associated optical transfer function of the telescope. Secondly,
such computations are carried out many times over a large sample space of AO per-
formance parameters. We describe briefly the parameters according to their physical
meaning: (a) observing scenario parameters such as wavelength, aperture diameter,
and zenith angle; (b) assumed atmosphere characteristics such as the wind profile, the
refractive index structure constant of turbulence, and the turbulence outer scale; (c)
architecture specifics of wave front sensing such as the WFS sub-aperture geometry,
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Fig. 1. Main components of a simplified closed-loop AO system.
beacon geometry, pupil conjugate range; (d) architecture specifics of WFS such as
the actuator geometry and conjugate range, and (e) level of noise, degree of hardware
imperfection or limitations.
In terms of the computation complexity, the size of the covariance matrices is
proportional to the number of DM actuators and the number of wavefront sensor
measurements. Typically, the matrices are of order from 100 to 5000 for high-order
AO systems designed to compensate for turbulence on very large telescopes. Present
computational approaches for evaluating the integral for each matrix entry may sam-
ple the integrand at up to 104 points, where the integrand itself may be represented as
an integral or a series [6]. To cover a parameter sampling space of a reasonable size,
there may be hundreds or thousands of such covariance matrices to generate and use
in computations involving modern AO systems performance evaluation simulations.
The rest of the paper is organized as follows. In Section 2, we describe the prob-
lem of computing the two-parameter Hankel transform that arises in many statistical
atmospheric optics models, see for example [20,21] and the references therein. In
Section 3, we present two alternative approaches to representing the transform ap-
proximately by structured matrices. The matrix structures are to be exploited in the
subsequent computations to reduce computation cost significantly. We conclude the
paper in Section 4 with comments on further study and future work.
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2. Two-parameter Hankel transform in AO modeling
In this section, we introduce the problem of computing the two-parameter Hankel
transform that arises in Ellerbroek’s model [5] and many other statistical models,
see for example [14,20,21]. The material in this section is somewhat technical. The
notation and terminology for atmospheric turbulence models follows closely that
given in the recent text by Roggemann and Welsh [14]. The interested reader is
also referred to the survey by Hardy [9] on AO, and the text by Saliesa [16] on
electromagnetic wave propogation.
The basic computational quantities for AO system modeling and evaluation are
covariance matrices which describe the second order statistics of the DM actuator
command vector c and the temporally filtered WFS measurements vector s. The ac-
tuator command c optimally compensates for turbulence-induced phase distortions.
These covariance matrices are expressed [5,6] as
A D cov.c; c/; B D cov.c; s/; C D cov.s; s/: (1)
The scalar components ci of c can be represented as integrals of the form
ci D
Z
D
!i.r/i.r/ dr; (2)
where r denotes coordinates in the aperture plane D, i.r/ is, for example, an induced
wave front propagating (see Fig. 1) from a point source, and !i.r/ is a weighting
function [14]. A similar integral representation exists for the si components.
Ellerbroek’s derivation [6] of (2), and hence (1), assumes isotropic turbulence
with a Kolmogorov or von Kármán spectrum, Taylor’s frozen-flow hypothesis, and
no scintillation. (See [14] for definitions and detailed discussions of these terms.) In
particular, if outer scale effects are considered and the direction of the atmospheric
wind velocity is random and uniformly distributed, cov.ci; cj / may be represented
mathematically as follows:
cov.ci; cj /Dγ
Z 1
0
C2n.h/ dh
−1 Z Z
wi.r/wj .r
0/
Z H
0
C2n.h/

Z 1
0
f .x/

J0

2y
L0
x

J0

2y 0
L0
x

− 1

dx dh dr dr0: (3)
Here, h is the range along the optical axis of the telescope, H is the range to the nearer
of the two sources for the wavefronts i and j , J0 is the zero-order Bessel function
of the first kind, C2n is the index of refraction structure constant, which specifies the
steady variation of the turbulence strength at altitude h, y is a scalar function of h,
r and r0, y 0 is a scalar function depending on the wind velocity at h, Lo is the outer
scale of atmospheric turbulence at h, and γ is a normalization factor. The scalar
function f .x/ in (3) is defined as
f .x/ D x
.x2 C 1/11=6 ; (4)
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and is related to the von Kármán spectrum. In general, it depends on the character-
istics of the modeling problem being studied. We use (4) throughout the paper for
illustration purposes.
Efficient and accurate evaluation of the inner most integral in (3) is highly de-
sirable [5,6]. Following the notation in [3], we denote the two-parameter Hankel
transform of a function f .x/ by
h.; / D
Z 1
0
f .x/J0.x/J0.x/ dx; (5)
where  and  are non-negative real numbers. For the inner most integral along x in
(3), the parameters
 D 2y
L0
;  D 2y
0
L0
; (6)
depend on the scalar functions y.r; h/ and y 0.r0; h/. Thus, use of numerical quadra-
tures for the outer integrals require that the two-parameter Hankel transform of f in
(5) be evaluated at multiple pairs of points. As mentioned in Section 1, the number
of quadrature nodes may be at the order of 104. Moreover, a change in y and/or y 0
may results in a different set of parameters.
Let M > 0 and N > 0. Given M points a D a.0 V M − 1/ and N points b D b.0 V
N − 1/, we denote by
H.a; b/; a 2 RM; b 2 RN (7)
the M  N matrix with entries h.ai; bj /, i D 0 V M − 1, j D 0 V N − 1. For simplic-
ity, we may assume M D N . The problem consists then in efficiently evaluating the
matrix H.a; b/ for many sets of parameters a and b. By the modeling framework, if,
instead, the direction of the atmospheric wind velocity is assumed to be known, then
h.; / becomes a function of a single parameter, h./ [6], i.e. a single-parameter
Hankel transform.
A number of approaches for the computation of the single-parameter Hankel
transforms have been reported in the literature. See for example, [1,2,10,17]. These
approaches employ Fourier-based techniques to approximate the integration, requir-
ing the evaluation of the Bessel function J0 over and exponential grid of points. The
Bessel function may also be computed using either an integral expansion such as
J0./ D 1

Z 
0
cos. cos / d: (8)
or by a series representation,
J0./ D
1X
kD0
.−1/k

k
2kkW
2
:
More recently, Kapur and Rokhlin [11] presented an approach based on the use
of high-order quadratures [15] and the integral expansion (8) to efficiently compute
single-parameter Hankel transforms for equally spaced points. We have extended
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Kapur and Rokhlin’s integral representation approach to the two-parameter case.
The alternative approach (series expansion), which was proposed recently by Ellerb-
roek [5], applies the Mellin transform convolution theorem and the Cauchy residue
theorem [16] to convert the two-parameter Hankel transform from integral form to
a double power series in two parameters. This approach does not require equally
spaced points. The resulting expression for h.; / in (5) when  <  is
h.; /Dγ1
1X
nD0
1X
mD0
un
.nW/2
.n C m/W
.1=6/nCm
vm
.mW/2
Cγ2v5=6
1X
nD0
1X
mD0
un
.nW/2
.11=6/nCm
.n C m/W
vm
T.11=6/mU2
Cγ2v5=6
1X
nD0
1X
mD1
un.11=6/n
nW
1
T.n C m/WU2 .u=v/
mT.−5=6/mU2; (9)
where
u D 2=4; v D 2=4; γ1 D 3=5 and γ2 D C.−5=6/2C.11=6/ :
Here C is the Gamma function [3], and
.z/k
defD C.z C k/
C.z/
is a Gamma ratio.
We point out that with either the integral or series-based approaches aforemen-
tioned, elements of the matrix H.a; b/ in (7) are computed approximately. However,
the errors introduced by numerical quadratures or by truncating the power series
may be made below a pre-specified threshold. The series-based approach is used at
the element-wise level only, in the previous work [6]. In the next two sections, we
introduce matrix factorization approaches that exploit the geometry of the parameter
points and the smoothness of the integrand. These approaches lead to efficient algo-
rithms for the subsequent computations involving H.a; b/. Preliminary work by the
authors on this topic appeared in [13].
3. Compact form representations
We present in this section two approaches to obtain compact form structured
matrix representations of the matrix H.a; b/. These representations lead to efficient
subsequent computations with H.a; b/. The first approach is based on numerical
quadratures, and the second one is based on the power expansion representation
(9).
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3.1. Representation approach via numerical quadratures
3.1.1. A fast single-parameter Hankel transform
We introduce first a fast approach for the single-parameter Hankel transform. That
is, we seek to evaluate
h./ D 1

Z 
−
f .u/p
2 − u2 du; (10)
for many , where
F.u/
defD
Z 1
0
f .x/ cos.ux/ dx; (11)
is the Fourier cosine transform of f and is even in u. Recall that this is related to the
AO performance evaluation case when the wind velocity is known. The fast trans-
form approach comes from the work of Kapur and Rokhlin in [11]. With properly
designed numerical quadratures for the computation of the integrals in (11) and (10),
the transform at N equally spaced points can be done with O.N log N/ arithmetic
operations. The question of computing the transform with non-equally spaced points
is addressed in Section 3.2.
To compute (11), the integration range is first truncated to T0;XU for some real
number X, independent of u, so that
R 1
X
f .x/ dx < =2, where  is a given bound
on approximation error. Next, we use a Newton–Cotes quadrature with N equally
spaced nodes. Let hx D X=.N − 1/. Then,
F.u/ D hx
N−1X
jD0
f .xj / cos.uxj /!j C .u/ D QF.u/ C .u/; (12)
where xj D jhx , !j are quadrature weights at xj , and .u/ is the approximation
error in QF.u/, which is bounded by  .
Let a.0 V N − 1/ be an equally spaced set of evaluation points for the single-
parameter transform (10). We assume that a.i/ D iha with ha D =X. Let u D a.
Then QF in (12) at the N points of u can be written in vector form as
QF.u/ D Cv; C.i; j/ D cos.ij=.N − 1//; v.j/ D hxf .xj /!j : (13)
The matrix–vector multiplication Cv can be done with O.N log N/ operations with
a fast discrete cosine transform algorithm.
We consider next the computation of (10), assuming F.u/ is available and F.u−l/D
F.ul/, l D 1 V N − 1, since F.u/ is even and u0 D a0 D 0. Notice first that h.0/ DR 1
0 f .x/ dx D F.0/. For i > 0, using the Trapezoidal rule with end-point correction
by Rokhlin [15], we have
h.ai/ D ha
i−1X
lD−.i−1/
F .ul/q
a2i − u2l
C EC.ai; k/ C .ai; k/; i D 1 V N − 1: (14)
The correction term EC is defined as
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EC.ai; k/
defDha
kX
lD−k;l =D0
.i; l/
F .ai C lha/q
ja2i − .ai C lha/2j
; (15)
and deals with the singularity of the integrand in (10) at the end points. With the end
correction, the error term .ai/ is bounded as follows:
j.ai; k/j 6 γ
i4k−2
;
where γ is a constant, and k depends only on the required accuracy. The end-point
correction weights v.i; l/ may be pre-computed with O.kN/ operations, and be re-
used. An easy modification to the quadrature can make the errors at all points ai
uniformly bounded by a pre-specified threshold, see [18]. Since k is independent of
N and k  N , the cost for the end-point correction is O.N/.
We now turn to the computation of (14) at all points ai . It is easy to verify the
following vector representation of (14):
h.a/ D MDF.u/ C EC.a; k/ C .a; k/:
Here, D D 2I − e1eT1 , with e1 denoting the first column of the identity of dimension
N  N , and M is a N  N lower triangular matrix whose elements are
M.i; j/ D
8><
>:
1; i D j;
1p
i2−j2 ; j < i; 0 < i < N
0; otherwise.
(16)
The representation of the non-zero off-diagonal elements of M is obtained fromq
a2i − u2j D ha
p
i2 − j2 in (14). The multiplication of M with a vector may take
only O.N log N/ operations with an algorithm based on the same idea behind the
fast multipole algorithm [8].
In summary, we have
h.a/ D Qh.a/ C MD.u/ C .a; k/; Qh.a/ D MDCv C EC.a; k/:
The total cost for computing the approximate quantity Qh.a/ is O.N log N/ opera-
tions. Since the matrices C and M need not be formed element-wise explicitly, the
computation may take only O.N/ memory units.
3.1.2. A compact form representation of two-parameter Hankel transforms
The single-parameter Hankel transform approach can be extended in two ways
to the two-parameter Hankel transform. With each bj , one can compute H.a; bj /
using the fast one-parameter transform approach directly. This leads to an algorithm
for computing H.a; b/ element-wise with O.N2 log N/ operations. A subsequent
computation with explicitly computed H.a; bj / takes, however, at least O.N2/ oper-
ations. We now describe a more efficient alternative.
Substituting the integral representation of J0 (8) in (5) and changing the variables
u D  cos  , v D  cos , we have
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h.; /D 1
2
Z 1
0
Z 
0
Z 
0
f .x/ cos.x cos / cos.x cos / d d dx
D 1
2
Z 
−
Z 
−
Z 1
0
f .x/ cos.ux/ cos.vx/p
2 − u2p2 − v2 dx du dv:
Let
F.u; v/
defD
Z 1
0
f .x/ cos.ux/ cos.vx/ dx; (17)
then F.u; v/ is well defined for the function f in (4). The two-parameter Hankel
transform becomes
h.; / D 1
2
Z 
−
Z 
−
F .u; v/p
2 − u2p2 − v2 du dv: (18)
The integrand of (18) is even in u and v, and is singular at  and .
Similar to the computation of the single-parameter transform, we compute F.u; v/
in (17) at all evaluation points needed for the computation of H.a; b/. Again we
assume a Newton–Cotes quadrature with N equally spaced nodes to approximate
F.u; v/ in (17). For simplicity, we also assume a D b D u D v. Thus, ha D hb D h.
So, F.u; v/ evaluated at the N2 pairs of points of u and v can be expressed in matrix
form as
F.u; v/ D QF.u; v/ C .u; v/; QF.u; v/ D CDf CT; (19)
where Df D hxdiag.f .xj /!j /; j D 0 V N − 1. That is, the approximate matrix
QF.u; v/ is the two-dimensional N  N discrete cosine transform of Df . We note
from (19) that QF.u; v/ has a compact representation of O.N/ storage complexity by
using the structure of its matrix factors.
Applying the Trapezoidal rule with end correction to the integral in (18) in both
directions u and v, we have
h.ai; bj /Dh2
i−1X
lD−.i−1/
j−1X
l0D−.j−1/
F .ul; vl0/q
a2i − u2l
q
b2j − v2l0
CEC.ai; bj ; k/ C .ai; bj ; k/; (20)
where
EC.ai; bj /
D
kX
lD−k;l =D0
kX
l0D−k;l0 =D0
.i; l/.j; l0/
F .ai C lh; bj C l0h/pji2 − .i C l/2jpjj2 − .j C l0/2j (21)
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is the end-point correction term with some k > 0, independent of N. The matrix form
of (20) is as follows:
H.a; b/ D MDF.u; v/DMT C EC.a; b; k/ C .a; b; k/;
where EC.a; b; k/ D Bk QF.u; v/BTk C E, Bk is narrow banded and E is of low rank.
Since QF.u; v/ has the compact representation in (19), the approximation to H.a; b/
QH.a; b/ D MD QF.u; v/DMT C EC.a; b; k/ (22)
has a compact form representation of storage complexity O.N/ as well.
3.2. Representation approach via power series expansion
We have used suitable numerical quadratures to turn the computation of the two-
parameter transform into approximate sums and derived a structured matrix repre-
sentation. We now employ Ellerbroek’s power series expansion (9) to obtain another
structured matrix representation where equally spaced points are not required.
First, the three double power series in (9) can be truncated so that the truncated
errors are below a pre-specified bound. For convenience, we use K.ai; bj /, or simply
K, to denote the truncation point, i.e., the largest number of remaining terms in the
truncated sums for the .i; j/ element. Denote by vand./ the Vandermonde vector
vand./ D T1; ; 2; : : : ; K−1UT
of length K at node . Based on (9), we can write element H.ai; bj / as follows:
H.ai; bj /Dc1 vandT.ui/H1 vand.vj /;
Cc2 vandT.ui/H2 vand.vj /v5=6j
Cc2 vandT.ui/H3 vand.uj =vj /v5=6j C .ai; bj / ai 6 bj ; (23)
where c1 and c2 are constants. The factors H1, H2, and H3 are K  K Hankel ma-
trices, up to diagonal scalings, defined as
H1.p; q/D 1
pW2
.p C q/W
.1=6/pCq
1
qW2 ; (24)
H2.p; q/D 1
pW2
.11=6/pCq
.p C q/W
1
.11=6/2q
; (25)
H3.p; q/D .11=6/p
pW
1
.p C q/W2 .−5=6/
2
q (26)
for p; q D 1 V K . The notation ./q is defined in Section 2. Notice that the elements
of these matrices are independent of the values ui D .ai=2/2 and vj D .bj=2/2.
Now, it can be shown that the matrix H.a; b/ can be represented with a storage
complexity of O.N log N/. For simplicity assume that ai; bj 2 T0; 1U, elements of a
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and b, are given in increasing order. Similarly denote as u and v the K-dimensional
vectors with components ui and vj , respectively. Consider first the special case that
aN−1 6 b0. We get directly from (23)
H.a; b/Dc1 VandT.u/H1 Vand.v/;
C c2 VandT.u/H2 Vand.v/D.v/5=6
C c2 VandT.u/H3 Vand.u:=v/D.v/5=6 C .a; b/; (27)
where := denotes element-wise division, Vand.x.1 V N//DTvand.x1/; : : : ; vand.xN/U
is a Vandermonde matrix, and D.x/ is a diagonal matrix with the elements of x placed
along the diagonal. Let K.a; b/ > 0 be the truncation length for all elements so that
.a; b/ is element-wise below a pre-specified bound. It can be seen from the third
sum of (23) that such a K decreases with the ratio r D aN−1=b0. Thus, for small K,
H.a; b/ can be approximated by a matrix of rank 3K . Notice that as long as the ratio
r remains the same, the rank of the approximate matrix does not increase with N,
and the matrix has a lower rank representation. In other words, for the special case
aN−1 6 b0, the N  N matrix H.a; b/ has a representation of storage complexity
O.N/.
We are now in a position to show that for the case a D b, the matrix has a rep-
resentation of storage complexity O.N log N/. In this case, H.a; b/ is symmetric.
It suffices to consider the upper part of the matrix, where all elements satisfy the
expansion condition ai 6 bj as in (9). We partition the upper part into blocks so that
each block can be approximated by a lower rank matrix, and the number of blocks
is O.N/. Let the ratio ai=bj in each block be bounded by 1. Let K be the truncation
point. We illustrate such a partition for the case that the ai are equally spaced in Fig.
2, where the relevant blocks are marked by X’s. A similar partitioning scheme exists
for non-equally spaced points, where the partitioning is done in the spatial domain
of interest. Suppose the blocks on the diagonal are of size m  m, m 6 K . The size
of the blocks is doubled along the anti-diagonal. Each block can be approximated
Fig. 2. A hierarchical matrix partition.
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by a matrix of rank 6 3K . Above the diagonal, there are 52
N
m
− 4 blocks of order
m, 32 .N=2m − 2/ blocks of order 2m, 32 .N=4m − 2/ blocks of order 4m, and so on.
Thus, there are about 4N=m blocks in the upper part of the matrix. Let N D m2p for
some p > 0. Then the representation storage complexity is proportional to
p−2X
jD0

N
.m2j /
− 2

m2j D .p − 1/N − .N − 2m/ < N log N:
3.3. Computations with the compact form representations
The numerical computation of outer integrals in the generation of a covariance
matrix element described by the integral (3) amounts to the multiplication of a matrix
H.a; b/ with a weight vector followed by an inner product. Each covariance matrix
element is the sum of many such inner products.
Using the structured matrix representation of H.a; b/ via numerical quadratures
given in (22), the multiplication of H.a; b/ with a vector is obtained by a few matrix–
vector multiplications and a vector summation. The matrices are either diagonal,
banded, the discrete cosine transform matrix of the first type, or the multipole type
matrix as in (16). The structure of each matrix can be exploited so that the matrix–
vector multiplication can be done with O.N/ or O.N log N/ operations. Thus, the
cost for the multiplication of H.a; b/ with a vector is O.N log N/.
By the structured matrix representation via the power series, the matrix H.a; b/
can be viewed in (27) as a sum of block banded matrices along O.log N/ diago-
nals. The multiplication of each block banded matrix with a vector involves O.N/
operations. The total matrix–vector multiplication cost is thus O.N log N/. We note
that, although the two compact representations differ in storage requirement by a fac-
tor of O.log N/, both lead to matrix–vector multiplications with O.N log N/ arith-
metic operations. A more significant difference is that the power series expansion
representation does not require equally spaced points.
4. Additional comments
We have presented two compact structured matrix representations of H.a; b/ and
introduced the efficient use of the representations in subsequent computations for
generating the covariance matrices required in AO system modeling and evaluation.
In this section, we give additional comments on some topics for further study.
There is still room for reduction in computation cost. To show this, we depict
in Fig. 3 the matrix H.a; b/ from AO performance estimation for the case where
the direction of atmospheric wind velocity is assumed to be random and uniformly
distributed. Fig. 3 shows a three-dimensional plot and a two-dimensional plot of
H.a; b/ with a D b, where the ai , i D 1 V 256, are equally spaced on T0; 3U.
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Fig. 3. 3-D and 2-D viewpoints of the approximations of H.a; b/ with h D 3=256.
The three-dimensional plot shows the smoothness of h.; / as implied in its
definition (5). The wave-like pattern in the two-dimensional plot is altered if ai are
not evenly spaced. The compact form representation via the power series approach
permits arbitrarily distributed points in the parameters. In this case, the matrix par-
tition illustrated in Fig. 2 may be viewed as a template for partitioning by spatial or
geometric location instead of by element index. Let H.I; J / be the matrix block with
.ai; bj / in the spatial block DI  DJ . Because of the smoothness, the more points in
DI  DJ , the slower the variation in the elements of H.I; J / with the indices. This
suggests a template for parameter points as well. The values of non-template param-
eter points may be obtained by some local approximation scheme. The computed
values with one set of template points may be then used for evaluations at many sets
of sample points in the same spatial region.
The plots in Fig. 3 indicate also that the parameter points in the spatial blocks
far away from .0; 0/, or the diagonal, need not be as dense as in the blocks close
to .0; 0/. A study of the accuracy and efficiency for computing single-parameter
Hankel transform for non-uniform sampling points as opposed to equally spaced
points is reported in [18], based on the use of numerical quadratures. A similar study
of two-parameter Hankel transforms is yet to be done.
The comparison between the two structured matrix representation approaches is
under study as well. In particular, the techniques to obtain power series expansions
can be extended to a larger class of computational problems with Bessel functions of
the first kind as the inner most integrand. Numerical experiments show, however, that
the approach via numerical quadrature is less sensitive to rounding errors than the
power series approach. Our numerical experiments show that with the same partition
of the matrix in Fig. 3, the numerical rank of each block in double precision is much
lower than that suggested by the truncation point in the power series expansion. See
Fig. 4 for the numerical-rank map of the partitioned matrix. Here the numerical ranks
of the sub-blocks are identified. It remains to be seen if one can find a better analytical
expansion of h.; /, as in (9), in the sense that the terms are less oscillatory in sign.
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Fig. 4. Numerical-rank map of the partitioned matrix H.a; b/.
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