Abstract. We discuss iterative methods for the solution of the linear system Ax = b, which are based on a single splitting or a multisplitting of A. In order to compare di erent methods, it is common to compare the spectral radius of the iterative matrix. For M{matrices A and weak regular splittings there exist well-known comparison theorems. Here, we give a comparison theorem for splittings of Hermitian positive de nite matrices. Furthermore, we establish a comparison theorem for multisplittings of a Hermitian positive de nite matrix. 
x1 Introduction and De nitions
If we consider linear systems of equations Ax = b, A 2 I C n;n ; x; b 2 I C n , that occur in the numerical analysis, in many cases the matrix A = a ij ] is an M{matrix, i.e. A 2 IR n;n ; a ij 0 for i 6 = j; A ?1 exists and is nonnegative, or A is a Hermitian positive de nite matrix. Stimulated by O. Taussky in 1958 T] , a lot of common properties of these two classes of matrices were found, as for instance, determinant inequalities for principal submatrices of A. Here, we consider iterative methods for approximating the solution of the linear system Ax = b. We establish results for Hermitian positive de nite matrices, which corresponds with well-known results for M{matrices.
One class of iterative methods is based on a splitting (M; Theorem 1.2 (Householder -John H] , J]) Let A 2 I C n;n be Hermitian and let (M; N) be a P-regular splitting of A. Then (M ?1 N) < 1 if and only if A 0.
In order to get a parallel algorithm for the sequence (1.1), O'Leary and White introduced in OW] the concept of multisplittings. They called (M k ; N k ; E k ) m k=1 a multisplitting of A if for each k (M k ; N k ) is a single splitting of A, and E k is a nonnegative diagonal matrix with P m k=1 E k = I. Here, I denotes the identity matrix. Then, the iteration to solve Ax = b becomes
Using the matrices (M k ; N k ) is a weak regular splitting of a matrix A satisfying A ?1 0, then (1:2) is convergent. ii) If, for k = 1; : : : ; m (M k ; N k ) is a P-regular splitting of a symmetric positive de nite matrix A and E k = k I, then (1:2) is convergent.
iii) If, for k = 1; : : : ; m, jj(M k ; N k )jj 1 < 1, then (1:2) is convergent. Here, jj jj 1 is the maximum row sum matrix norm.
Moreover, White gives in W2] some more convergence results for Hermitian positive de nite matrices satisfying a special zero pattern, i.e. matrices in dissection form or in nested dissection form. But here, we consider general Hermitian positive de nite matrices and general multisplittings.
In order to compare the asymptotic convergence rate of (1.1) and (1.2), it is common to compare (M ?1 N) for di erent single splittings or (H) for di erent multisplittings. For M{matrices, or more general for monotone matrices, and weak regular splittings there exist well-known comparison theorems. A matrix A is called monotone, if A ?1 exists and A ?1 0. In this note, we give a comparison theorem for single and multisplittings of Hermitian positive de nite matrices. A matrix A is positive de nite, if for all x 2 I C n ; x 6 = 0; Re(x H Ax) > 0:
Here, Re(z) denotes the real part of the complex number z. These theorems have the same structure as the well-known comparison theorems for monotone matrices or M{matrices. The di erence between these theorems for monotone matrices and for is a nonnegative matrix, the partial ordering for matrices M and N of the splittings used above, is quite natural. It is the partial ordering of nonnegative matrices, which is de ned using the ordering of IR elementwise. Remarks: (i) Theorem 2.4 can also be shown by a proof which is similar to that of Theorem Since the ordering of Hermitian positive de nite matrices seems to be more restrictive and more di cult to verify, the assumptions of Theorem 2.4 also seems to be restrictive. However, the following examples show that we can not weaken them. Theorem 2.4 is not true, if we just assume that N 1 and N 2 are arbitrary Hermitian matrices or arbitrary positive de nite matrices. Furthermore, similar assumptions to those in The second example is the incomplete Cholesky-factorization A = LDL T ? R, where L is a lower triangular, and D is a diagonal matrix. In the matrix L, zero elements may occur in arbitrary o -diagonal places, which can be chosen in advance. These places (i; j) will be given by the set P P(n) = f(i; j)j1 i; j n; i 6 = jg; and require both (i; j) 2 P and (j; i) 2 P. Thus, a matrix A 2 C n;n admits an incomplete Cholesky-factorization with respect to P P(n) if there exist matrices L = l ij ]; D; R = r ij ] 2 I C n;n such that A = LDL T ? R with l ij = 0 if (i; j) 2 P; r ij = 0 if (i; j) 6 2 P:
For more details about incomplete Cholesky, or more general, the incomplete LDUfactorization see Meijerink and van der Vorst MV] and Robert R]. For M-and H-matrices the incomplete LDU-factorization exits for each P P(n). However, there are Hermitian positive de nite matrices, which do not admit an incomplete Cholesky-factorization for all P P(n), e.g.
in R]. To avoid this, Gustafsson G] and later on Robert R] suggested the following technique:
The modulus of the zeroed elements r ij ; (i; j) 2 P are added to the diagonal elements of row i and row j of LDL T . Thus, the row sum of A and the row sum of LDL T are the same, but the diagonal of R is no longer zero. But, with this modi cation, each Hermitian positive de nite matrix admits an incomplete factorization for each set P 2 P(n) R]. Now let us look at the matrix R of a modi ed incomplete LDL T splitting A = LDL T ? R.
We obtain that R is the sum of matrices of the form : Therefore, R is positive semide nite.
In general, Theorem 2.4 is not applicable to these splittings, the SSOR{splittings as in (2.6) and the modi ed incomplete LDL T splittings. For arbitrary matrices A 0 the SSOR{splittings for di erent choices of ! need not satisfy the assumptions of Theorem 2.4. Moreover, the modi ed incomplete LDL T splittings for di erent sets P need not satisfy the assumption of Theorem 2.4 in general. However, the next example describes such splittings.
The third example is the Jacobi-Overrelaxation-Method (JOR-method). The JOR-method is given by the splitting: At the end of this section, we give two properties of P-regular splittings which we need in the next section. Notice, that in the de nition of positive de niteness we use, the matrices need not to be Hermitian. However, the notation A 0 implies both properties, Hermitian and positive de nite.
Theorem 2.8 Let A 2 I C n;n be positive de nite and let (M,N) be a P-regular splitting of A. Then M is positive de nite.
Proof: Since M H + N = M H + M ? A we have for all x 2 I C n ; x 6 = 0 0 < Re( Since each (M k ; N k ) is a P-regular splitting, M H k + N k is positive de nite. Thus, the rst sum is positive de nite. The second sum may be written as and (3.1) follows with Theorem 2.4. Analogously we obtain (3.2). 2
Theorem 3.4 gives theoretical upper and lower bounds for a certain multisplitting and again, as in the case of single splittings, Theorem 3.4 has the same structure as the related Theorem 3.1 for monotone matrices.
