Research on modeling is becoming popular nowadays, there are several of analyses used in research for modeling and one of them is known as applied multiple linear regressions (MLR). To obtain a bootstrap, robust and fuzzy multiple linear regressions, an experienced researchers should be aware the correct method of statistical analysis in order to get a better improved result. The main idea of bootstrapping is to approximate the entire sampling distribution of some estimator. To achieve this is by resampling from our original sample. In this paper, we emphasized on combining and modeling using bootstrapping, robust and fuzzy regression methodology. An algorithm for combining method is given by SAS language. We also provided some technical example of application of method discussed by using SAS computer software. The visualizing output of the analysis is discussed in detail.
Introduction
Multiple linear regression (MLR) is an extension of simple linear regression. The random error term is added to make the model probabilistic rather than deterministic. The value of the coefficient β i determines the contribution of the independent variables x i , and β 0 is the y-intercept (Ngo & La Puente, 2012; Amir, Shafiq, Rahim, Liza, & Aleng, 2016) . A fuzzy regression model corresponding to equation (1) 
Explanation variables x i 's are assumed to be precise. However, response variable Y is not crisp; it is fuzzy in nature. That means the parameters are also fuzzy in nature. Hence, the objective is to estimate these parameters.
Assume A i 's are assumes symmetric fuzzy numbers which can be presented by interval. For example, A i can be expressed as a fuzzy set given by A i = < a 1c , a 1w > where a ic is center and a iw is radius or has associated vagueness. The fuzzy set reflects the confidence in the regression coefficients around a ic in terms of symmetric triangular memberships function. Application of this method should be given more attention when the underlying phenomenon is fuzzy which means that the response variable is fuzzy. Thus, the relationship is also considered to be fuzzy. (Kacprzyk & Fedrizzi, 1992) . In fuzzy regression methodology, parameters are estimated by minimizing total vagueness in the model.
Using A i = < a 1c , a 1w > write
Thus,
As y jw represent radius and so cannot be negative, therefore on the righthand side of equation 
Results
A higher R-squared value indicated how well the data fit the model and indicates a better model. Method of Multiple linear regression (MLR), we obtained the result as shown in Table 3  Table 4 shows the results by using bootstrapping method for fuzzy regression with n = 1000. The aim of bootstrapping procedure is to approximate the entire sampling distribution of some estimator by resampling (simple random sampling with replacement) from the original data (Yaffee, 2002) . Table 4 summarizes the findings of the calculated parameter. 
The lower limits of prediction interval are computed by coefficient minus standard error 
The upper limits of prediction interval are computed by coefficient plus standard error 
The width of prediction intervals in respect of multiple linear regression model and fuzzy regression model corresponding to each set of observed explanatory variables is computed manually. From Table 5 , average width for former multiple regression was found to be 3298.68 while using fuzzy regression, the average width is 21.48 this indicate that the superiority of fuzzy regression methodology. From this analysis, the most efficient method to obtained relationship between response and explanatory variable is to apply fuzzy regression method compared to linear regression method.
Conclusion
It was explained how to combine an algorithm between robust, fuzzy regression and the bootstrap method. A small sample size (8 observations only) was used (a) to apply a bootstrap method in order to achieve an adequate of sample size. (b) to compare the efficiency between original method and with the bootstrap method. (c) to give a better understanding on how the algorithm works According to biostatistics history, all the independent variables that we used in this case were significant to the number of fish caught. Without using bootstrapping, the result shows that two out of eight were significant. It is surprising that, using bootstrapping method (with n = 1000) the entire significant variable are included in the model as the finding from the biostatistics record. This algorithm provides us with the improved understanding of the modified method and underlying of relative contributions. For further study, it is possible to approach response surface methodology for every each of significant variables in single algorithm.
