Abstract. General quadratic matrix minimization problems, with orthogonal constraints, arise in continuous relaxations for the (discrete) quadratic assignment problem (QAP). Currently, bounds for QAP are obtained by treating the quadratic and linear parts of the objective function, of the relaxations, separately. This paper handles general objectives as one function. The objectives can be both nonhomogeneous and nonconvex. The constraints are orthogonal or Lo ewner partial order (positive semide nite) constraints. Comparisons are made to standard trust region subproblems. Numerical results are obtained using a parametric eigenvalue technique.
Introduction
Consider the general, equality constrained, matrix quadratic programming problem (EP ) min tr(AXBX t + 2CX t ) s.t. XX t = I; where I denotes the identity matrix, t means transpose, tr stands for trace, and A; B and C are real n n matrices. This problem can be viewed as a matrix version of the well known trust region subproblem for unconstrained minimization, i.e., (T R) min q(x) subject to x t x ; x 2 < n ; where q(x) = x t Qx + c t x is a quadratic, not necessarily convex, function on < n . Characterizations of optimality and e cient numerical algorithms exist for (TR). In addition, in the homogeneous case (C = 0; c = 0), both problems reduce to eigenvalue problems. But the important problem of e ciently solving the general nonhomogeneous (EP) is still open.
After scaling (TR), the unit ball 1, can be assumed. Moreover, the hard part of the trust region subproblem is dealing with the case x t x = 1, since the trivial < 1 case occurs only when q is convex with optimum in the interior of the ball. A characterization of optimality for (TR) holds without any gap between necessity and su ciency, even in the absence of convexity. Eigenvalue type algorithms can be applied to quickly and e ciently solve the problem. (See e.g., 10, 25] .) This is due to the fact that these problems are implicit convex problems. In fact, a dual program exists that consists in the maximization of a concave function over an interval 33] . However, the addition of a second trust region can create great di culties both in the theory and the algorithms; see e.g., 15, 24, 34, 35, 36] .
The general matrix quadratic programming problem (EP) has a quadratic objective function and (n 2 + n)=2 quadratic constraints. We further relax the orthogonal constraint XX t ? I = 0 to XX t ? I = N, where N is negative semide nite; equivalently XX t ? I 0;
is the partial ordering given by the positive semide nite matrices, i.e., the Lo ewner partial order. (We denote this latter problem by (P).) These problems resemble (TR) visually. Motivated by this, we extend the existing theory 2 S.E. KARISCH, F. RENDL, AND H. WOLKOWICZ for (TR) to (P) and (EP). We also present a parametric eigenvalue approach to bound the solution of (P) and (EP). The paper is organized as follows. In Section 2 we rst present preliminary de nitions and concepts. We also include a motivation for studying the matrix quadratic problems. We will show that the problems we investigate are relaxations of the quadratic assignment problem denoted QAP. We survey the theory of eigenvalue bounds for QAP that led to this relaxation in Section 2.2. In Section 3 we present rst and second order optimality conditions for (P) and (EP). This includes conditions that guarantee orthogonality of the optimum in (P).
In Section 4 we present perturbations of the matrices A; B using the full rank factorization of the linear term matrix C. This yields a parametric homogeneous eigenvalue problem, which is used to approximate the optimal solution of the general problem (P). Thereby, we obtain new lower bounds for QAP. Numerical tests are included.
2. Preliminary Notations and Motivation 2.1. Notations. We will use the following notation throughout the paper.
If S is symmetric then it has an orthogonal diagonalization S = UDU t , where the eigenvalues of S are ordered 1 (S) 2 (S) : : : n (S):
Recall that the spectrum of S is real since S is symmetric. We will use (S) := ( i (S)) to denote the vector of eigenvalues. The set of positive semide nite matrices is denoted P or psd. We let A B denote the Lo ewner partial order, i.e., A?B is negative semide nite (nsd). Similar de nitions hold for A B; A B; A B:
We denote the vector of all ones of size n by u := (1; : : : ; 1) t 2 < n : The vector of row sums of the matrix S 2 < n n is r(S), and the sum of all the entries of S is s(S), that is r(S) := Su and s(S) := u t Su:
The vector u k denotes the k-th unit vector, i.e., the k-th column of the identity matrix; while the matrix E k := u k u t k : We let diag(v) denote the diagonal matrix formed from the vector v and conversely, diag(S) is the vector of the diagonal elements of the matrix S. For a set K, we let int(K) denote interior and K denote closure.
We also need to de ne the minimal scalar product of two vectors and 2 < n .
It is given by h ; i ? := minf where is the set of permutation matrices. We assume in addition that A and B are real symmetric n n matrices and C 2 < n n .
The QAP is an NP-hard combinatorial optimization problem since the special case of QAP, the travelling salesman problem, is well known to be NP-hard. QAP even belongs to the hard core of NP-hard problems since nding an "-approximation of the optimal solution proves to be NP-hard. For the complexity proofs, see 31] . QAP is a very hard problem in practice as well, since instances of size n 15 can prove to be intractable; see e.g., 30 ].
Since current solution techniques employ branch and bound methods, one has to improve the quality of lower bounds in order to be able to solve larger problems. The remainder of this section will show that (P) can also be seen as a relaxation of QAP, which therefore yields bounds for QAP. A di erent approach for obtaining bounds is presented in this proceedings in 19].
Eigenvalue bounds employ the trace formulation of QAP and use the observation that the set of permutation matrices satis es = O \ E \ N:
Here O := fX : X t X = Ig is the set of orthogonal matrices, while E := fX : Xu = X t u = ug is the set of all matrices having row and column sums equal to one, and N := fX : X 0g is the set of nonnegative matrices.
The basic idea for eigenvalue bounds is to enlarge the feasible set to get a tractable problem. The orthogonal relaxation (i.e., optimizing over O instead of ) was applied to the QAP in 7, 29] and makes use of the following fact, which can be viewed as a variant of a classical inequality commonly referred to as the \Ho man-Wielandt Inequality". The quality of this bound is in general rather poor and was further improved by transformations of the objective function, called \shifts" and \reductions". These transformations consist in adding constants to the quadratic part and in appropriately modifying the linear part in order to keep the objective function value unchanged over the permutation matrices. A simple way to select these transformations was proposed in 7] and led to the bound labeled EVB2; see 14] , the relaxation of the feasible set was strengthened by optimizing over the smaller set X 2 O \ E. This is done by elimination of the constraints E and yields an equivalent projected problem PQAP. For the projection, an n (n?1) matrix V such that V t u = 0 and V t V = I n?1 was introduced. The new (n ? 1)-dimensional problem was then Before closing this section we look at the rank of the linear term of PQAP.
Both r(A) and r(B) are at most rank 1, therefore V t r(A)r t (B)V is also at most rank 1. The rank of the second part inĈ depends strongly on C, since rank C ? 2 rank (V t CV ) min(rank V; rank C):
We can see that if QAP is pure quadratic, that is C = 0, the linear part will become at most rank 1. Below we exploit this rank 1 property when nding bounds using perturbed problems. The problem is further simpli ed ifĈ = 0, which occurs if C = 0 and either r(A) or r(B) are constant vectors.
TRUST REGIONS AND QAP 5 2.3. Lo ewner Partial Order. The above provides motivation for the study of (EP). In the context of QAP we can think of (EP) as being the relaxation of the projected instance PQAP of an (n + 1) (n + 1) dimensional QAP. By treating the quadratic and linear parts of (EP) together one should expect better bounds, as shown in 29] for EVB3. We now further relax the orthogonal constraint X 2 O to XX t ? I = N where N is a negative semide nite matrix. For notional convenience we add a factor of 2 to the linear part. We then get the following relaxation to QAP (P ) min f(X) = trAXBX t + 2CX t s.t.
g(X) = XX t ? I 0;
where refers to the Lo ewner partial order de ned above, see e.g., 16 ].
Let us now look at some of the properties of the constraint g(X) of (P), which de nes an operator from < n n to the space of n n symmetric matrices. Note that g is P-convex, i.e., for any X 1 ; X 2 2 < n n and any 2 0; 1] we have g(
or equivalently Thus we can replace the cone constraint in (P ) by the scalar constraint
The function 1 (g(X)) is a convex function of X. We can nd the derivative of k (g(X)) using the corresponding normalized eigenvector v k of g(X): If k is simple, see e.g., 17], then
where E ij is the zero matrix with 1 in the i; j-position, X :j is the j-th column of X and v k (i) is the i-th component of v k . If k is not simple, then the function k may not be di erentiable. Since we want X orthogonal at the solution, we can expect multiple eigenvalues of 1. It is well known that the largest eigenvalue is convex and so we can obtain expressions for the subdi erentials of the largest Note that the di erentials at X in the direction h of the above functions in (P ) are:
df(X; h) = trA(XBh t + hB t X t ) + 2Ch t dg(X; h) = Xh t + hX t :
(2.6) Moreover df(X; h) = tr 2AXBh t + 2Ch t ; since A and B are symmetric.
We use the inner-product hS; Ti = trST t on the space of n n matrices. In the space of symmetric matrices with this inner-product, P is a closed convex cone with nonempty interior, intP 6 = ;. Moreover, P is self polar, i.e., the polar cone P + = fT = T t : trST 0; 8S 2 Pg = P see e.g., 20 ].
We will also need the singular values of an n n matrix E which we denote by 1 (E) : : : n (E): The corresponding singular value decomposition of E is U V t = E, where U and V are orthogonal n n matrices and is a diagonal matrix containing the singular values of E.
We should mention that optimization over a partial order like the Lo ewner order is an important problem. There are many applications which occur for example in control theory and combinatorial problems. Some applications were presented at the Fourth SIAM Conference on Optimization in Chicago in May 1992; see e.g., 1, 3] .
3. Optimality Conditions 3.1. First Order Conditions. In this section we present the rst order optimality conditions for the relaxed matrix quadratic programming problem (P ) min f(X) = trAXBX t + 2CX t s.t. g(X) = XX t ? I 0; with A; B; C 2 < n n ; A and B are symmetric.
This relaxation provides, under certain circumstances, conditions which guarantee that the optimal solution is orthogonal. Thus we will see that under TRUST REGIONS AND QAP 7 controlled assumptions, we do not weaken our bound by relaxing the constraint XX t ? I = 0 to XX t ? I 0. First we show the following. Equivalent formulations of Lemma 3.1 can be found in 6, 27] . Although the formulations are slightly di erent, the resulting feasible set and its extreme points are the same.
We de ne the Lagrangian of (P ) L(X; S) = f(X) + trSg(X) and the rst order optimality conditions
Note that the Lagrange multiplier is a psd symmetric matrix S, since g(X) is symmetric and P = P + .
Theorem 3.1. Suppose that X is a local minimizer of (P ). Then ( 3.1) holds for some S.
Proof. Since I 2 intP, the zero matrix satis es the Slater constraint quali cation, i.e., g(0) 0. Since X is a local minimizer of (P), the standard Lagrange multiplier theorem, see e.g., 21 ], states that there exists S 2 P + such 8 S.E. KARISCH, F. RENDL, AND H. WOLKOWICZ that complementary slackness trS(XX t ?I) = 0 holds and, for all n n matrices h 0 = hrL(X; S); hi = trA(XBh t + hBX t ) + S(Xh t + hX t ) + 2Ch t = 2tr(AXB + C + SX)h t ; i.e., AXB + C + SX = 0:
From Lemma 3.1, we see that the solution X is orthogonal if it is an extreme point of the feasible set. This can be guaranteed by perturbations which make the objective function f concave. However, the above rst order conditions provide us with a better means to guarantee orthogonality. In the pure quadratic case, i.e., C = 0, we do not have to apply the relaxation XX t I but can use XX t = I. This yields the eigenvalue decomposition bounds of Theorem (2.1).
In the case that A = B = 0, the problem (P ) can be solved explicitly, see e.g., 16 ], pg. 429. where X is orthogonal and S 0. Moreover, the optimal value
Proof. Since f(X) is linear, the optimum X is an extreme point of the feasible set F, i.e., it is orthogonal. Thus (3.5) follows from the rst order optimality condition for (P ).
Note that if f(X) is convex, i.e., A B is psd, then Theorem 3.1 yields a rst order characterization of optimality.
3.2. Second Order Conditions. We now present optimality conditions for (P) using second order information. We also present a conjecture that a characterization of optimality exists that has no gap between necessity and su ciency independent of convexity of the objective function f. This would extends known results on trust region methods and methods for quadratic objectives with a single quadratic constraint. Note that the relaxation has (n 2 + n)=2 constraints.
We rst present a test for optimality in (P ) which compares di erent solutions of the rst order optimality conditions (3.1). This extends the result in 9] which deals with a single real valued quadratic constraint. since S 0 implies X 1 X t 1 = X 2 X t 2 = I: We now characterize the feasible directions at a feasible point X.
Lemma 3.2. Let F = fX : XX t Ig denote the feasible set of (P). Then F is a convex set. Moreover, let X 2 F and denote the set of feasible directions at X by D X = fV 2 < n n : 9 > 0 with (X + V )(X + V ) t Ig: Proof. Note that, for each S 2 P, the Hessian of trSXX t = I S is psd and so the constraint g is P-convex and the feasible set F is a convex set. Moreover, g(0) 0 i.e., X = 0 is in the interior of F. Therefore D 0 = < n n . Thus the result holds in the trivial case X = 0. Now suppose that 0 6 = XX t I. Then the direction V = ?X points into the interior of the feasible set, i.e., (X + V )(X + V ) t = (1 ? ) 2 XX t I; for 0 < 1. Thus V = ?X is in the interior of the convex cone D X .
Suppose h is a feasible direction. Then, V = h + (1 ? )(?X); for 0 < 1, is a feasible direction pointing into the interior of the feasible set i.e., V 2 int D X . Therefore, (X + V )(X + V ) t ? I = (XV t + V X t ) + 2 V V t + XX t ? I is nsd for small, > 0. Since V V t is psd, this implies that XV t + V X t is nd on N(XX t ? I)g and thus Xh t + hX t is nsd on N(XX t ? I)g. Thus we have shown that int D X 6 = and D X fV : XV t + V X t is nd on N(XX t ? I)g: Conversely, suppose that Xh t + hX t is nd on N(XX t ? I)g. Then (Xh t + hX t ) + 2 hh t is nd on N(XX t ? I)g, for small > 0. This implies that (X + h)(X + h) t = (Xh t + hX t ) + 2 hh t + XX t ? I is nsd, for small > 0, see e.g., 2] or 22], i.e., h 2 D X . We can perturb h and still maintain that Xh t + hX t is nd on N(XX t ? I)g. Therefore h 2 intD X . This proves a). Since intD X 6 = ; and we are dealing with convex sets, b) follows from a continuity argument. Corollary 
If XX t I, then
; 6 = fV : XV t + V X t is nd on N(XX t ? I)g:
We now present second order optimality conditions for (P). Note that (3.8) di ers from the standard conditions in the literature and allows for su ciency for a global optimum to hold. In this respect, it is close to the standard trust region results. a) if ( 3.8) holds for some S, then X is a global minimum for (P ) ; b) if ( 3.8) holds for some S 0, then X is a global minimum of (P ) and XX t = I. Proof. Necessity follows directly from the previous theorem and holds without (3.10). By Theorem 3.4, the rst order conditions and (3.11) are sucient for X to be a global optimum for (P). But Theorem 3.2 and (3.10) imply that if X solves (P) then it is orthogonal and the associated Lagrange multiplier S 0. This proves su ciency.
We now present a conjecture that the above su cient conditions are in fact necessary. This would provide a characterization of optimality that parallels the one for the standard trust region subproblem TR. Recall that the standard second order necessary conditions di er from (3.8) in that the Hessian of the Lagrangian is positive semide nite on the tangent space, i.e. for all h such that Xh t + hX t = 0. Conjecture 3.1. X is a global minimum for (P ) only if ( 3.8) holds for some S.
Parametric Trust Region Bounds
In this section we present a parametric approach for solving (EP). We form bordered matrices by augmenting the matrices A and B using the full rank factorization of the linear term. We obtain a (larger) pure quadratic problem, which enables us to apply the eigenvalue bounds discussed above. Preliminary numerical results are given in Section 4.2.
We consider the matrix quadratic programming problem (EP) throughout this section, i.e., (EP ) min f(X) = trAXBX t + 2CX t s.t. XX t = I; where A; B are (real) symmetric n n matrices and C 2 < n n with r := rankC.
With respect to QAP this is again the orthogonal relaxation of PQAP, that is we assume again that the elimination of the linear equality constraints (the projection) was already done. where ; are symmetric matrices in < r r . We will describe below how we choose these matrices and . Furthermore, we partition Z = w u t v Y (4.12) with u; v 2 < n r and w 2 < r r . We now introduce the following (n + r) dimensional eigenvalue problem (P ; ) min q ; (Z) := tr AZ BZ t s.t. ZZ t = I n+r :
Since Z depends on the choice of and we will denote the optimal solution by Z( ; ). The following theorem shows that the optimal solution can be used to bound (EP ). Proof. Since X is the solution of (EP ) with X X t = I, Z = I r 0 0 X is feasible but not necessarily optimal for (P ; ) and so q ; (Z) = f( X) + tr q ; (Z( ; )) by optimality of Z( ; ). This proves the desired inequality.
We are now interested in choosing good values for and in order to maximize the lower bound h( ; ) := minftr AZ BZ t : ZZ t = Ig ? tr : This is a parametric programming problem, i.e., we want to max ; h( ; ) (4.14) or equivalently max ; f ( A); ( B) ? ? tr g: (4.15) We can use the techniques from 29] to maximize this function, i.e., we are maximizing the sum of two functions on < r 2 +r , where the rst one is the minimal scalar product, while the second is a simple quadratic with the Hessian being a matrix of ones except for a zero diagonal. Both functions are in general not concave, and the rst function does not have to be di erentiable when there are multiple eigenvalues. However, we can still apply subdi erentiable optimization and ignore the lack of concavity. (In 29] , the rst function was the minimal scalar product for the bound for the quadratic part; while the second function was the optimal value of the LSAP, i.e., the bound for the linear part.)
For completeness we now include the di erentials of the bound h( ; ). As mentioned in Section 2.3 the bound is di erentiable if the eigenvalues are simple.
We assume simple eigenvalues and suppose that ( A) and ( B) are ordered nondecreasingly and nonincreasingly, respectively. Then the di erentials of h( ; ) with respect to and become @h( ; ) @ ij = diag(P t E ij P) t ( B) ? ji @h( ; ) @ ij = diag ( A) t (Q t E ij Q) ? ji ; (4.16) where P and Q contain the eigenvectors of A and B in appropriate order, respectively. For multiple eigenvalues subgradients are used instead of gradients.
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The numerics showed that there do not occur problems with using subgradient directions in practice.
The above theorem provides a lower bound for (EP). However, we do not necessarily obtain a feasible solution for (EP) from the optimal solution of (P ; ).
But, if the matrices ; are diagonal, ordered appropriately, and large in absolute value, then the trace in (4.15) will essentially cancel with part of the minimal scalar product.
To with t 1 ; t 2 2 <. Recall that r = rankC. Then, for t 1 ! ?1; t 2 ! +1 the solution Z of (P ; ) takes the form Z( ; ) = I r 0 0 Y ; where Y is orthogonal and therefore feasible for (EP) in the limit. We leave it to the interested reader to work out the details.
Let us now consider the objective function of (P ; ). Av v t + 2a t Y Bu + 2AY bv t ; which we call the error term of (P ; ). We can see that the rst two terms in q ; are almost in the form of the objective function of (EP ), f(X) = trAXBX t + 2CX t ; if w ! I r and C = ab t . So for and given as in (4.17) and (4.18) we can bound (EP ) from above and below at the same time. These considerations lead to the following approximation for (EP ). Proof. The proof for the lower bound is analogous to the proof of Theorem One way would be a parametric approach equivalent to the one presented above.
An alternative would be applying nonsymmetric border perturbations on A and B. We brie y want to present this idea in the remainder of this subsection.
Let the full rank decomposition of C be now given by C = ?ab t : We then perturb A and B nonsymmetrically that iŝ A N = a t ?a A andB N = b t ?b B and de ne the (n + r) dimensional minimization problem (P N ) min q N (Z) = trÂ N ZB t N Z t s.t. ZZ t = I n+r with Z de ned as in (4.12) .
SinceÂ N andB N are not symmetric, (P N ) is not as tractable a problem as (P ; ). But the advantage of this approach is that the objective function of (P N ) becomes q N (Z) = trÂ N We see that some terms cancelled and so the error term g N becomes at least smaller than g ; in number of terms. It also seems that we got rid of the dominating terms of g ; . This fact was also shown by numerical experiments.
One approach for tackling (P N ), which uses the fact thatÂ andB are almost symmetric, is the theory of inde nite inner products, e.g., Gohberg et. al. 12 ].
So the application of this theory would be a future research direction.
Numerical
Results. The remainder of this paper discusses preliminary numerical experiments. We rst used the bound derived in Theorem 4.1 and applied the parametric programming approach discussed above to achieve a new eigenvalue bound for QAP. This new bound will be denoted by EVB5. We calculated the bound for four groups of instances of QAP. The results are given in The table is structered as follows. The rst and second columns give, respectively, the size and the best known solution of the problem instances. For problems of size 15 the solutions are optimal. The other columns compare the classical Gilmore{Lawler bound (GLB) 11, 18] , the eigenvalue bounds EVB2 through EVB4 discussed in the introduction, and EVB5, the new bound. There were no solutions available for EVB2 for problems of the last group.
We should give some technical notes about the computation of EVB5. We calculated the lower bound given in Theorem (4.1) and then maximized h( ; ) with respect to and . Speci cally, we selected and to be diagonal matrices. For the pure quadratic problems (groups 1,2 and 4) we used as starting values 0 = minf (A)g and 0 = maxf (B)g. For the examples in the second group it proved to be preferable to choose j 0 j and j 0 j large. (Since the problems from this group typically have a full rank linear term, these were the hardest for the present approach.) Then we proceeded iteratively. In each iteration we calculated a subgradient and followed the subgradient direction with a xed stepsize. If the objective function decreased, we reduced the stepsize-factor, and otherwise we increased it. We stopped after a xed number of iterations. In each computation 100 iterations into the direction of the (sub)gradient were made. We point out that about 10 to 20 iterations are su cient to calculate bounds that are close to the values of EVB5 that are reported in Table 1 .
It proved that subgradient directions were su cient to improve the bound. By choosing the stepsizes carefully at each iteration we were able to nd an improvement in the following iterations.
The comparisons of the di erent bounds show that EVB5 is in general a competitive bound compared to EVB2 and EVB4. The only exception are problems that have nonzero linear parts. This comes from the fact that EVB4 solves the linear part over the set of permutation matrices while EVB5 only uses orthogonal matrices.
The main point to consider lies in the fact that EVB5 allows further improvements by shifts or reductions. This might make EVB5 also competitive to EVB3 for which shifts and reductions were already selected to maximize the lower bound. So these rst numerical results are very promising and encouraging for future work into this direction.
We also did numerical experiments for the approximation of (P), the general matrix quadratic programming problem. The results are shown in Table 2 . The rst and second column in the table give the size of the example and the rank of the linear term, respectively. The third column contains a lower bound while the fourth column gives an upper bound of the given instance. The last two columns represent the gap between lower and upper bounds, where the second last column contains the absolute gap while the last column shows the relative gap.
The problem instances were generated as follows. The elements of A and B are uniformly distributed real numbers on the interval 1; 10]. C was constructed by C = ab t , with a and b being n r matrices whose elements where also generated uniformly on the interval 1; 10]. One can observe that the quality of the approximation depends on the in uence of the linear term of the given instance. Problems with a linear term of small rank typically yield a much smaller interval containing the correct optimum, than problems with linear term of full rank.
