We show the shortest vector problem in the l 2 norm is 
Introduction
The Shortest Vector Problem (SVP) is a famous problem in mathematics that underlies the solution of many other important optimization and combinatorial problems, such as integer programming [19, 18, 14] , polynomial factorization [18, 16, 20, 17] , low density subset-sum [15, 10, 8] , cryptanalisys [21, 7, 13, 11, 5] , just to say a few.
In this paper we show that approximating the shortest vector in a lattice within any constant factor less than p 2 is NP-hard for randomized reductions. We also give a deterministic reduction based on a number theoretic conjecture concerning the distribution of square-free smooth numbers.
The first intractability results for lattice problems date back to [22] where van Emde Boas proved that the closest vector problem (CVP) is NP-hard and conjectured that the shortest vector problem (SVP) was also NP-hard.
Since then, the hardness result for CVP was considerably strengthened: CVP was proved NP-hard to approximate within any constant factor in [4] and within a factor 2 lg 1, n in [9] . Despite the similarities between the two problems, progress in proving the hardness of SVP has been much slower. Even for the exact version of this Partially supported by DARPA contract DABT63-96-C-0018.
problem, proving the conjectured NP-hardness remained an open problem for a long time. Recently, Ajtai [3] proved that the SVP is NP-hard for randomized reductions. In the same paper it is shown that approximating the length of the shortest vector within a factor 1 + 1 2 n c is also NP-hard for some constant c. In [6] the non-approximability factor is slightly improved to 1 + 1 n , but still a factor that rapidly approaches 1 as the dimension of the lattice grows.
In this paper we prove the first non-approximability result for the shortest vector problem within some constant factor bounded away from 1. This result is achieved by reducing the approximate SVP from a variant of the CVP which was shown NP-hard to approximate in [4] . The techniques to reduce CVP to SVP are similar to those used in [2] and [3] where SVP is reduced from factoring (under some number theoretic conjecture) and a variant of subset sum respectively. However the similarities between the CVP and the SVP leads both to a simpler proof and a stronger result.
The rest of the paper is organized as follows. In section 2 we formally define the approximation problems associated to SVP, CVP and a variant of the latter. In section 3 we prove that the SVP is NP-hard to approximate by reduction from the modified CVP using a technical lemma which is proved in sections 4 and 5. The proof in section 4 results in a randomized reduction. The proof in section 5 uses a number theoretic conjecture, but gives a deterministic reduction. In section 4 we use a combinatorial theorem similar to a result in originally proved in [3] . We present an alternative construction and proof that greatly simplifies Ajtai's original result. The proof is sketched in the appendix.
Definitions
Let x be a vector in R n . For any p 1 let kxk p = P x p i 1=p be the p-norm of x. The results in this paper hold, with the obvious modifications, for any p-norm. However, for notational convenience we will concentrate on the Euclidean norm k k 2 which we will abbreviate with k k . We formalize the approximation problems associated to the shortest vector problem and the closest vector problem in terms of the following promise problems, as done in [12] . We also define a variant of CVP, which will be used as an intermediate step in proving the hardness of approximating the shortest vector in a lattice. The difference is that the YES instances are required to have a boolean solution, and in the NO instances the target vector can be multiplied by any non-zero integer. In [4] it is proved that GapCVP c and its variant GapCVP 0 c are NP-hard for any constant c. 
Definition 3 (Modified CVP)

Hardness of approximating SVP
In this section we use the hardness of approximating the closest vector in a lattice to show that the shortest vector problem is also hard to approximate within some constant factor. The proof uses the following technical lemma (see figure 1 ). 
Lemma 1
2.
For all x 2 f 0; 1g k there exists a z 2 Z m such that Cz = x and kLz , sk 2 
+ .
The proof of the above lemma will be given in the next section. We can now prove the main theorem.
Theorem 1 The shortest vector in a lattice is NP-hard to approximate within any constant factor less than p 2.
Proof: We will show that for any 0 the length of the shortest vector is NP-hard to approximate within a factor 
Proof of the Technical Lemma
In this section we prove lemma 1. First we need two simple lemmas and a combinatorial theorem that will be proved in the appendix. Lemma 2 and Lemma 3 will also be used in the next section. The following combinatorial theorem will be proved in the appendix. We remark that a similar theorem was already proved in [3] , and we could have used that result instead of Theorem 2. However our construction and analysis is much simpler than the one in [3] , and is probably more efficient.
We can now prove lemma 1. Let be a positive constant less than 1 and let k be a sufficiently large integer. We will build L; s; Cand b such that the shortest vector in L has squared norm at least 21 , l n b and for all x there exists a z such that Cz = x and kLz , sk , and by Theorem 2, with probability arbitrarily close to 1, for all x 2 f 0; 1g k there exists a z 2 Z such that Cz = x.
A Deterministic Reduction
In this section we show how the proof of the technical lemma can be made deterministic using a number theoretic conjecture. The conjecture is the following.
Conjecture 1 For any
0 there exists a d such that for all large enough , there exists an integer in ; + which is square-free and log d n-smooth, i.e., all of its prime factor have exponent 1 and are less than log d n.
We remark that although the above conjecture is a plausible one, proving it is probably beyond the the possibilities of current mathematical knowledge.
We now show that if the above conjecture is true, then there exists a deterministic algorithm satisfying the require- We have proved the following lemma.
Lemma 4 If Conjecture 1 holds true, than there exists a deterministic algorithm satisfying the conditions of Lemma 1.
Using this lemma in the proof of Theorem 1 we get the following corollary.
Corollary 1 If Conjecture 1 holds true, than GapSVP c is
NP-hard for any c p 2.
Discussion
We proved that the shortest vector problem is NP-hard to approximate within any constant factor less than p 2. The result holds for deterministic many-one reductions under a reasonable number theoretic conjecture and for randomized reductions unconditionally. The same proof is valid, with minor modifications, for any other l p norm (p 1).
The proof is by reduction from approximate CVP. We remark that we reduced instances of CVP of size n to instances of SVP of size m = n c , where c 4. Therefore, in order to assert that an instance of SVP is hard to solve in practice, the dimension m must be rather large. Finding a more efficient reduction, where for example m = On, is left as an open problem.
The technical lemma used in our reduction is in a certain sense optimal: it can be formally proved that any lattice L satisfying the lemma must have vectors of length less than p 2. Proving that SVP is NP-hard to approximate within factors larger than p 2 cannot be done by simply improving the technical lemma. We leave as an open problem to prove that SVP is NP-hard to approximate within any constant factor.
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A. Proof of the combinatorial theorem
In order to prove Theorem 2 we first prove a weaker result. Namely, instead of proving that with high probability over the choice of C all boolean vectors x 2 f 0; 1g k are in CZ, we show that each single vector x 2 f 0; 1g k is in CZ with very high probability. Proof: The idea behind the proof of the weak combinatorial theorem is the following. Since Z is rather big, for each particular x, the expected number of z 2 Z such that Cz = x is large. If the events X z = "Cz = x" were independent then with very high probability Cx = z for at least one z. Unfortunately, the X z 's are not independent in general.
Notice that X z and X z 0 are independent iff z z 0 = 0 . In fact the product z z 0 is a good measure of the correlation between the corresponding events. We now show Z can be shortened to a set of vectors such that the expected correla- concluding the proof of the theorem.
The above theorem is already sufficient to prove that SVP is NP-hard to approximate for randomized reductions. However, the theorem can be easily strengthened to make the randomness independent from the actual instance of CVP we are reducing from. The strong version of the theorem can be proved using the following constructive version of Sauer's lemma. We now prove Theorem 2. Define a matrix C 0 2 f0; 1g 4km at random by setting each entry to 1 independently with probability p = 4nk , and choose a random subset G 1; : : : ; 4k of its rows. With probability arbitrarily close to 1, G has more than k elements. Therefore, one can assume that C 0 j G has at least k rows and contains a k m sub-matrix C. Since the rows of C 0 are chosen independently at random, the induced probability distribution on C is the same as if we had chosen C as described in Theorem 2. We now prove that with probability at least 1 , 6 , one has f0; 1g G C 0 Zj G . Pr C 0 fx 2 C 0 Zg 1 , 6 : This proves that f0; 1g G C 0 Zj G and therefore f0; 1g k CZ.
