This article serves as a link between two well-established fields in mathematical statistics: empirical processes and inference based on randomization via algebraic groups. To this end, a broadly applicable conditional Donsker theorem is developed for empirical processes which are based on randomized observations. Random elements of an algebraic group are applied to the data vectors from which the randomized version of a statistic is derived. Combining a variant of the functional delta-method with a suitable studentization of the statistic, asymptotically exact hypothesis tests can be deduced, while the finite sample exactness property under group-invariant sub-hypotheses is preserved. The methodology is exemplified with two examples: Pearson's correlation coefficient and a Mann-Whitney-type effect based on right-censored paired data.
Introduction
Randomization methods form a powerful tool for reliable statistical inference. The idea behind randomization is to reuse the available data in a way such that the null hypothesis to be tested is true for the randomized data. A critical value based on the randomized statistic can then be used for reaching a test conclusion. A popular example of a randomization method is the permutation technique applied to the observations of two (or more) samples. The permutation is usually carried out randomly because it is computationally infeasible to realize all possible permutations which grow faster than exponentially in the sample sizes; cf. Stirling's approximation. The permuted samples could be considered as originating from the same mixture distribution, i.e. the differences between both underlying populations have been annihilated and a situation under the null hypothesis of no difference is realized.
Randomization methods date back to Fisher (see e.g. in the eighth edition of his book Fisher (1966) the discussion of the t-test in Section 21) and Pitman who discussed randomization by permutation in a series of papers (Pitman, 1937a (Pitman, ,b, 1938 . A general theorem for the convergence of the conditional distribution of randomized statistics was developed by Hoeffding (1952) . This theorem was generalized to the multivariate case by Dümbgen and Del Conte-Zerial (2013) ; cf. Lemma 4.1 therein. The popularity of randomization techniques has not faltered even though other competitors such as the bootstrap (Efron, 1979 ) and many variants of it have been developed along the way. One of the strong advantages of random permutation is that it results in exact tests for finite samples if the samples are exchangeable. This is more generally true for other randomization methods as well if the data distribution is invariante under the randomization; see e.g. Hemerik and Goeman (2018) for a recent work on the aspects of randomization tests.
Some particular analyses of the random permutation technique were provided in the following articles: Romano (1989) made use of the group invariance assumption to construct empirical processbased Kolmogorov-Smirnov-type tests for testing independence, spherical symmetry, exchangeability, homogeneity, and change points; also comparisons with the bootstrap approach were made. Next, Romano (1990) analyzed the asymptotic behaviour of randomization tests under broader null hypotheses which go beyond the group invariance case. He considered one-and two-sample problems, e.g. testing the equality of means or medians. It can often be shown that permutationbased inference methods asymptotically keep the significance level even under non-exchangeability; cf. Janssen (1997) for a conditional central limit theorem for the permutation version of two-sample t-tests. Chung and Romano (2013) analyzed the asymptotics of two (and more) sample permutation tests under null hypotheses which go beyond the case of exchangeability. Thereby, they assume the asymptotic linearity of their estimators and they prove a variant of Slutzky's theorem for randomization procedures. See also Pauly et al. (2015) for extensive simulation studies concerning Wald-type permutation tests in general factorial designs, and Friedrich et al. (2017) for good results of permutation methods applied to longitudinal data.
Early applications of random permutation in the independently right-censored survival analytic context were developed in Neuhaus (1993) and Janssen and Mayer (2001) and were extended to general weighted logrank permutation tests in Brendel et al. (2014) . Dobler and Pauly (2018) utilized studentized pooled bootstrapping and permutation techniques for constructing confidence intervals for Mann-Whitney effects in an unpaired, right-censored two-sample problem. Romano (2005) and Janssen and Völker (2007) for a connection to optimality of tests. Two particular examples of randomization techniques in one sample problems are the following: Janssen (1999) addressed studentized randomization tests for symmetry functionals of multivariate data; Konietschke and Pauly (2012) independently and randomly permuted the components of paired data to achieve asymptotically exact studentized randomization tests for the nonparametric Behrens-Fisher problem in uncensored paired data. Just as the bootstrap, random permutation has been thoroughly treated in the context of empirical process theory; see Chapter 3.7 in van der Vaart and Wellner (1996) for an overview. Donsker theorems and functional delta-methods for permutation empirical process provide a powerful technical tool to develop statistical inference procedures. Until the present day, a similarly empirical process-type theory had not been available for other randomization methods. The aim of this paper is to fill this gap. We will develop a generally applicable randomization empirical process theory which enables the construction of asymptotically exact hypothesis tests in one-sample problems which shall be solved using independent and identically distributed multivariate data vectors. At the same time, exactness of these tests should be guaranteed for certain sub-hypotheses under which the data distributions are invariant under the randomization. Both together will be achieved by means of randomizing studentized test statistics and by combining a conditional Donsker theorem with a functional delta-method for randomization empirical processes. The just mentioned studentization will be in the spirit of Janssen (1997) who considered a permutation version of the two-sample t-test by using a suitable studentization. The content of this article is as follows. Section 2 introduces two exemplary problems that we will later solve with the help of different randomization approaches: testing the presence of correlation based on Pearson's sample correlation coefficient for paired data and testing the presence of a Mann-Whitney effect for right-censored paired data. All essential empirical processes and the specific notion of randomization is introduced in Section 3. The main results, including a Donsker theorem and a functional delta-method for the randomization empirical process, are given in Section 4. In Section 5 both previously mentioned examples are reconsidered and particular conditional central limit theorems are derived. The practical performance of the randomization procedures in these examples is analyzed with the help of extensive Monte-Carlo simulations in Section 6 and an application of the developed Mann-Whitney methodology to a real data-set is exercized in Section 7. We conclude with a discussion in Section 8. The appendix contains most of the proofs and the derivation of the influence function related to the Mann-Whitney effect.
A well-known test for independence of X and Y tests whether ρ X,Y is equal to zero by using a studentized version of the empirical correlation coefficient as a test statistic. Pitman (1937b) suggested to randomize the pairings of all X and Y -values, of which there are n! possibilities if the sample consists of n ∈ N pairs. Omelka and Pauly (2012) applied a random permutation approach in the two-sample problem of testing equality of two correlation coefficients.
Note that such a randomization methods are not covered by the theory developed in this article, as we are going to randomize each data point separately, without creating new interaction between data points. In particular, we are going to consider two different randomization techniques for the data pairs in Section 5.1 to test the null hypothesis H : ρ X,Y = 0 of no correlation against one-or two-sided alternatives:
• random rotations around the origin, corresponding to the sub-hypothesis of rotation invariance of the joint distribution of (X, Y ),
• random sign flips for each component, corresponding to the sub-null hypothesis of joint distributions of (X, Y ) which are symmetric with respect to the coordinate axes.
As mentioned before, the aim will be to develop tests which are exact for finite sample sizes under these sub-hypotheses and asymptotically exact under H. Based on simulations in Section 6 we are going to compare the performance of both considered randomization approaches to that of a permutation test and a test which uses quantiles of the standard normal distribution as critical values.
Mann-Whitney effect for right-censored paired data
We use S 1 (t) = P (T 11 > t) and S 2 (t) = P (T 22 > t), t ≥ 0, to denote the marginal survival functions of positive random variables T 11 and T 22 which are, respectively, the first and second components independent and identically distributed (i.i.d.) pairs (T 11 , T 12 ) and (T 21 , T 22 ) of survival times. Both entries of a pair could relate to the outcomes of two different treatments applied to different parts of the same individual, e.g. one treatment per human eye. We define the tie-adjusted Mann-Whitney effect as p = P (T 11 > T 22 ) + 1 2 P (T 11 = T 22 ) = − S ± 1 dS 2 and consider the null hypothesis H : p = 1 2 of no group effect. Here S ± 1 (t) = 0.5(S 1 (t) + S 1 (t−)) denotes the normalized survival function, i.e the average of S 1 and its left-continuous version; cf. Dobler and Pauly (2018) for a derivation of the integral representation of p.
An asymptotically, as the sample size goes to infinity, normal estimator of p based on right-censored paired observations will be derived in Secion 5.2. An asymptotic hypothesis test based on the asymptotically valid standard normal quantiles could possibly be further improved by means of a suitable randomization technique. In this case, we will consider randomly interchanging the components of the pairs; see Konietschke and Pauly (2012) for such an approach in the uncensored case. Under the sub-hypothesis of exchangeability of both survival and of both censoring time components this technique will provide us with finitely exact critical values. It remains to show that, by choosing a suitable test statistic, this approach still yields asymptotically standard normal quantiles under H even if the mentioned exchangeability does not hold.
Empirical processes and a view towards hypothesis testing
From now on, to simplify notation, we will interpret all null and alternative hypotheses as a collection of distributions that satisfy the claimed property under the hypothesis. In the remainder of this article, we consider the following multi-dimensional one-sample setup: let X 1 , . . . , X n be i.i.d. d-dimensional random vectors with distribution P and P n be the empirical process based on this sample. This process is indexed by a family of functions F ⊂ {f : R d → R measurable : P |f | 2 < ∞} which is assumed to be a Donsker class. Note that the one-dimensional marginals of the empirical process take the form
The following ideas are in line with the suggestion by Hall and Wilson (1991) that "care should be taken to ensure that even if the data might be drawn from a population that fails to satisfy H 0 , resampling is done in a way that reflects H 0 ". In our case, H 0 will be an appropriate restriction of a general null hypothesis H of interest. To carry out the resampling through randomization, we use an algebraic group G which acts on R d . In this article, H 0 is always the null hypothesis of G-invariance of the distribution P , i.e. H 0 : P = P g for all g ∈ G. Throughout, we assume that G is such that uniform sampling from G is possible; we equip G with a suitable σ-algebra and denote by Q the uniform distribution on G.
Examples of a group G which has only finitely many elements are the group of all component permutations or the group that mirrors none, some, or all components of a vector with respect to the coordinate axes. In these cases, H 0 respectively contains all distributions with componentexchangeability and all distributions which are symmetric with respect to all coordinate axes. An example group which has infinite cardinality on R 2 consists of all rotations with respect to the origin: G = {A θ = ( cos θ − sin θ sin θ cos θ ) : θ ∈ [0, 2π)}}, equipped with matrix multiplication as the group operation. Here, we may draw θ uniformly from the interval [0, 2π) to obtain a random element of G. In this case H 0 corresponds to all rotation-invariant bivariate distributions. Generalizations to higher dimensions are obvious. Now, let G 1 , . . . , G n ∼ Q be independent random objects with a uniform distribution on G. We define the randomization empirical processP n as the empirical process of G 1 • X 1 , . . . , G n • X n , i.e.
Because a randomization test uses critical values with given fixed values of X 1 = x 1 , . . . , X n = x n ∈ R d , we wish to analyze the conditional distribution ofP n f given X 1 , . . . , X n which equals
. . , g n ).
There are several important characteristics of the processP n to analyze and remark.
1. A fundamental point to investigate is the asymptotic behaviour of the normalized process √ n(P n − P G n ), indexed by F, under both, some general null hypothesis H ⊃ H 0 and the alternative hypothesis, say K = H c , the complement of H, as n → ∞, while X 1 , X 2 , . . . are considered as fixed. To this end, two individual requisites need to be verified: conditional convergence of all finite-dimensional marginal distributions of the empirical process and its conditional tightness, both given X 1 , X 2 , . . . in outer probability.
2. The randomization empirical process reduces the restricted null hypothesis H 0 of G-invariance to a simple hypothesis: if X 1 = x 1 , . . . , X n = x n is a particular dataset and t n = T n (x 1 , . . . , x n ) denotes a realization of the test statistic, then t G n = T n (G 1 • x 1 , . . . , G n • x n ) can be used to exactly assess whether the number t n is extreme enough to attest a violation of H 0 .
3.
A suitable studentization of the test statistic will be necessary in cases of no G-invariance.
As we will see in the next section, the reason for this is that the randomization procedure in general alters the (asymptotic) distribution of a statistic.
Without the first mentioned property, i.e. asymptotic normality of the randomization empirical process irrespective of violations of the (sub-)null hypothesis, the applicability of the present theory would be far too restrictive because any randomization group invariance rarely holds in real world problems. But also if G-invariance should not hold in a particular application, randomization and permutation methods are often found to still produce very accurate results, often even for small samples.
Main results
Let us now turn towards the asymptotic properties of the randomization empirical process.
Theorem 1. Let F be a Donsker class and suppose that P G f 2 < ∞ for all f ∈ F. Given X 1 , X 2 , . . . , we have, as n → ∞,G
on ∞ (F) in outer probability whereG is a zero-mean Gaussian process with covariance function
The weak convergence in the theorem above is to be understood in the following sense:
where BL 1 is the space of real-valued, bounded Lipschitz continuous functions with Lipschitz constant at most 1, E denotes expectation, and E G denotes the conditional expectation given X 1 , . . . , X n in which only G 1 , . . . , G n are considered random.
Abbreviating the unconditional distribution of G 1 (X 1 ) as P G f = R d G f (g(x))dQ(g)dP (x), we find the more convenient covariance representation
This reveals that the limit process is a P G -Brownian bridge process. The Glivenko-Cantelli theorem yields the consistency of an estimator for the above covariance σ(f, h):
Corollary 2. Let F be a Donsker class and suppose that P G f 2 < ∞ for all f ∈ F. As n → ∞,
Proof. Conditional weak convergence implies unconditional weak convergence which is why Theorem 1 shows that F is a P G -Donsker class. Hence, Problem 2.10.8 in van der Vaart and Wellner (1996) yields that the class of products x → f (x) · g(x), f, g, ∈ F, forms a P G -Glivenko-Cantelli class in probability.
Let us, from now on, consider a real-valued population parameter of interest, θ = ϕ(P ) for some functional ϕ : ∞ (F) → R. Multivariate extensions are beyond the scope of the present article and will be treated in the near future. In order to apply the asymptotic results of Theorem 1 and Corollary 2 to real world problems, we still need to transfer these assertions to the level of θ with the help of a delta-method. The general (two-sided) univariate hypotheses to be tested in this paper will have the form H : θ = θ 0 against the alternative hypothesis K : θ = θ 0 where θ 0 ∈ R is some hypothetical value which can be established through randomization; one-sided tests are obtained similarly.
A reasonable estimator of θ might be given byθ n = ϕ(P n ). Note that, by the classical functional delta-method, we have the following asymptotically linear expansion for the empirical process P n if ϕ is Hadamard-differentiable:
is the so-called "influence function", µ ϕ,P = E(IF ϕ,P (X 1 )), and o p (1) is the placeholder for a sequence of random variables which converges to zero in outer probability. Let us denote the asymptotic variance of the random variable in the previous display by σ 2 ϕ,P . In order to combine the asymptotics of the randomization empirical process with the functional ϕ, we develop a functional delta-method for the randomization empirical process which states that
conditionally on the observations in outer probability. Such a linear expansion will yield the asymptotic normality of test statistics which is necessary for randomization-based inference on ϕ(P ).
Theorem 3. Let E be a normed space, F be a P -Donsker class, and BL 1 (E) be the space of bounded Lipschitz continuous functions from ∞ (F) to E which have Lipschitz constant at most 1. Let ϕ : D ϕ ⊂ ∞ (F) → E be Hadamard differentiable at P and P G tangentially to a subspace D 0 ⊂ D. Suppose P n andP n take values in D ϕ and that the result of Theorem 1 holds. Then the functional delta-method applies to the randomization empirical process in outer probability, i.e.
in outer probability as n → ∞. The limiting normal distribution has zero mean and variancẽ
If ϕ P G is defined and continuous on the whole space ∞ (F), we additionally have
A final obstacle still remains to be removed: the randomization technique apparently alters the asymptotic covariance structure of the empirical process if P = P G , that is, if the sub-null hypothesis H 0 of group invariance is false. In particular, the weak limit of √ n(P n − P ) is a P -Brownian bridge whereas the conditional weak limit of √ n(P n − P G n ) is a P G -Brownian bridge. Therefore, the final application of the developed theory to the examples of Sections 2.1 and 2.2 requires that the weak limits of W n = √ n(ϕ(P n ) − ϕ(P )) andW n = √ n(ϕ(P n ) − ϕ(P G n )) are both studentized with the help of appropriate estimators of the standard deviations depending on X 1 , X 2 , . . . and G 1 (X 1 ), G 2 (X 2 ), . . . , respectively. A suitable studentization does not only ensure the asymptotic pivotality of the limits under the larger null hypothesis H -both limits will be standard normal. It also retains the finite sample exactness under the restricted null hypothesis H 0 of G-invariance.
In view of the (co)variance estimator σ n , the functional delta-methods motivate the following studentizations for W n andW n , respectively:
The influence function of a complicated functional which consists of a (series of) concatenation(s) of simpler functionals can be conveniently derived with the help of a chain rule; see Reid (1981) for details.
Combining all ingredients, we finally obtain the randomization-based hypothesis test which is in the spirit of the permutation two-sample t-test as discussed in Lemma 4.1 of Janssen (1997) .
ϕ,P ,σ 2 ϕ,P G > 0, and for k = 1, 2,
Then, as n → ∞, the following test is consistent against K and it has asymptotic level α ∈ (0, 1) under H with finite sample exactness under H 0 :
The convergences in (2) are required to ensure that the variance estimators σ 2 ϕ,Pn andσ 2 ϕ,Pn are consistent. Note that this is the case if, for example, the influence function satisfies a pointwise Lipschitz condition with square-integrable Lipschitz constants L(X) and L(G(X)):
where d(·, ·) is a metric which metrizes weak convergence. Then, by the Cauchy-Schwarz inequality,
; analogous inequalities would hold for P n and P replaced byP n and P G , respectively.
Alternatively, the consistencies may also be verified directly by a close inspection of the particular form of the variance estimators. Such an approach will be pursued in the next section.
5 Examples continued 5.1 Test for correlation
pairs of random variables with joint distribution P , positive and finite marginal variances, and Pearson correlation coefficient ρ X,Y ∈ (−1, 1). We wish to apply the developed randomization empirical process theory to test the hypotheses H : ρ X,Y = 0 against K : ρ X,Y = 0 such that K implies that X and Y are dependent. A commonly used estimator for ρ X,Y is the empirical correlation coefficient
Y i denote the marginal empirical means. One possible candidate for a randomization group is the group G rot. = {A θ · (x, y) t : θ ∈ [0, 2π)} of rotations around the origin. This would yield finitely exact tests for the restricted null hypothesis
∼ 2 · Bin(1, 0.5) − 1 be independent of X, Y . This group would give rise to finitely exact tests for the restricted null hypothesis
of distributions which are symmetrical with respect to the axes.
One could of course also combine both groups G symm. and G rot. to increase the randomness involved in the randomization procedure. However, enlarging the algebraic groups like this would lead to more restrictive sub-hypotheses H 0 for finitely exact inference, in this case for all symmetric bivariate distributions which are rotation invariant. From this point of view, it seems preferable to choose rather small groups which still yield a non-degenerate asymptotic limit distribution of the randomized estimator and, in particular, finite exactness under a sub-hypothesis H 0 ⊂ H which is as large as possible.
In our further asymptotic analysis of this example, we assume without loss of generality that E(X) = E(Y ) = 0 and var(X) = var(Y ) = 1 because these nuisance parameters cancel out in the empirical Pearson correlation coefficient, and also in its randomized counterpart using G symm. or G rot. . Next, we note that ρ n can be expressed as a Hadamard-differentiable functional φ of the empirical process P n of (X i , Y i ), i = 1, . . . , n, indexed by F = {π 1 , π 2 , π 2 1 , π 2 2 , π 1 π 2 }, where π 1 (x, y) = x and π 2 (x, y) = y are the canoncial projections. Thus, for φ :
, we have the representation ρ n = φ(P n ) for x = P n π 1 =X n , y = P n π 2 =Ȳ n ,
It follows from the delta-method that √ n( ρ n − ρ X,Y ) is asymptotically equivalent to
Now, a simple application of the central limit theorem yields the following asymptotic behaviour; let us use the notation σ 2 W = var(W ) and σ W,Z = cov(W, Z) for squareintegrable real random variables W and Z.
It may also be desirable to apply the variance-stabilizing Fisher z-transformation first before applying a studentization. That is, by the delta-method,
as n → ∞.
The advantage of this transformation is that the asymptotic variance reduces to 1, i.e. it becomes independent of ρ X,Y , if the underlying distribution is bivariate normal. Next, we apply an appropriate studentization so that the asymptotic variance will be 1 even in non-normal cases. To this end, we consider
where σ 2 ρ,n involves the usual moment-type estimators; note that no further moment conditions are required for its consistency.
Let us now determine the asymptotic variances of the randomized empirical Pearson correlation coefficients based on either of the groups G rot. or G symm. . We writeT n = √ n 1−ρ 2 ñ σρ,n (arctanh(ρ n ) − arctanh(ρ G X,Y )), whereρ n andσ 2 ρ,n will be derived in the same way as ρ n and σ 2 ρ,n , just based on the randomized random vectors. Simple calculations show that ρ G X,Y = φ(P G n ) = 0 for both examplary choices of G above. For simplifying the presentation, we again assume that E(X) = E(Y ) = 0 and var(X) = var(Y ) = 1 without loss of generality.
Randomization of Pearson's correlation based on vector rotation
We first reconsider the group of rotations around the origin, G rot. . Let us express the rotations of the vectors (x, y) more conveniently as r(x, y) · (cos θ, sin θ), where r(x, y) = x 2 + y 2 , θ ∈ [0, 2π), to see that the asmyptotic variance (1) The term in curly brackets vanishes because the integrand is odd. The remaining inner integral simplifies due to the double-angle formulae: cos 2 (θ) sin 2 (θ) = sin 2 (2θ)/4 = {1 − cos(4θ)}/8. Hence, the expression above reduces to E{(X 2 + Y 2 ) 2 }/8 > 0.
Randomization of Pearson's correlation based on coordinate mirroring
It turns out that random coordinate mirrorings, i.e. G symm. are a legitimate choice as well: the resulting conditional asymptotic variance (1) equals
Final remarks
Denote byc n (α), α ∈ (0, 1), the conditional (1 − α)-quantile of |T n | given (X 1 , Y 1 ), (X 2 , Y 2 ), . . . , the corresponding randomization probability byγ n (α), and the standard normal cumulative distribution function by Φ. Suppose that the empirical variances estimators σ 2 X,n and σ 2 Y,n are different from 0 with probability 1; otherwise the test statistic could be set to 0 in such cases to make the resulting test slightly more conservative. Similarly,T n may be set to infinity if the numerator of ρ n is zero. We arrive at the following hypothesis test for correlation: Theorem 6. Let G be G rot. or G symm. and suppose that E(X 4 + Y 4 ) < ∞, ρ X,Y = ±1, and P ( σ 2 X,n = 0, σ 2 Y,n = 0) = 1. Then, for n → ∞, we have under H ∪ K thatc n (α) converges to Φ −1 (1 − α/2) in outer probability. Furthermore, the test
for G = G rot. and G symm. , respectively, the test has level α for all sample sizes n ∈ N.
The Mann-Whitney effect for right-censored paired data
Let (T 11 , T 12 ), . . . , (T n1 , T n2 ) be i.i.d. pairs of positive survival times which are possibly rightcensored by means of i.i.d. pairs of positive censoring times (C 11 , C 12 ), . . . , (C n1 , C n2 ). Let τ > 0 be the final evaluation time on the treatment timescale which must satisfy P (min(T 1j , C 1j ) > τ ) > 0 for j = 1, 2. The actually observable data consist of the survival or the censoring times, whatever comes first, i.e. (X i1 , X i2 ) = (min(T i1 , C i1 ), min(T i2 , C i2 )), and the uncensoring indicators
It is well-known that these Kaplan-Meier estimators can be written as Hadamard-differentiable functionals applied to the empirical process P n of the data (X i1 , X i2 , δ i1 , δ i2 ), i = 1, . . . , n, indexed by F = {1 (0,s] (π j ) · π j+2 , 1 [s,∞) (π j ) : j = 1, 2, s ∈ [0, τ ]}; see van der Vaart and Wellner (1996) , Example 3.9.31, for the ultimate consequence regarding the weak convergence of the Kaplan-Meier estimator using empirical process theory.
Both marginal Kaplan-Meier estimators will now be used to estimate the Mann-Whitney effect. To this end, we first truncate the censoring/event times at τ , i.e., overwriting the previous notation,
. As a consequence, both resulting Kaplan-Meier estimators will take the value 0 at τ with a probability tending to 1 with increasing sample size. The Mann-Whitney effect of interest can be expressed as p = P (min(T 11 , τ ) > min(T 22 , τ )) + 1 2 P (min(T 11 , τ ) = min(T 22 , τ )) and it can be estimated based on the truncated data. We refer to Dobler and Pauly (2018) for more details on the consequences of the truncation. Now, the estimated Mann-Whitney effect p n = − S ± 1,n d S 2,n results as a combination φ of the modified Wilcoxon functional (f, g) → f ± (u)dg(u) with the pair of both Kaplan-Meier functionals applied to the empirical process. As a randomization group to randomize the Mann-Whitney effect, we propose to use G exch. = {g : R 4 → R 4 : g(x 1 , x 2 , d 1 , d 2 ) ∈ {(x 1 , x 2 , d 1 , d 2 ), (x 2 , x 1 , d 2 , d 1 )}}, which interchanges the sample group correspondence within each observed pair of survival times. See Konietschke and Pauly (2012) for a similar approach for inference about p in the uncensored case. This choice results in the restricted null hypothesis of sample group exchangeability
implies that the marginal survival functions are the same and that the dependence structure between both components of survival pairs is symmetric. We would like to stress at this point that we are not making any smoothness or specific dependence assumptions on the survival times. It will just be required that the distribution of p is not degenerate.
Thus, because F is a Donsker class and φ is Hadamard-differentiable, Theorems 1 and 3 immediately apply under the above conditions. In particular, for i.i.d. group elements G 1 , . . . , G n with a uniform distribution on G exch. , it follows that the randomization empirical processP n of G i (X i1 , X i2 , δ i1 , δ i2 ), i = 1, . . . , n, is asymptotically Gaussian: conditionally on X i1 , X i2 , δ i1 , δ i2 , i = 1, . . . , n, the process √ n(P n − P G n ) converges weakly to a P G -Brownian bridge in outer probability as n → ∞. Consequently, we obtain for the randomized Mann-Whitney effect that √ n(p n − 1 2 ) = √ n(φ(P n ) − φ(P G n )) converges in the same fashion to a Gaussian random variable with unknown varianceσ 2 ∈ (0, ∞).
The influence function corresponding to the Mann-Whitney functional φ and consistent variance estimators σ 2 φ,Pn ,σ 2 φ,Pn deduced thereof are derived in Appendix B. Finally, a randomization version
α ∈ (0, 1), and the corresponding randomization probability byγ n (α). The following theorem about the deduced hypothesis test results:
Theorem 7. Excluding trivial cases of degenerate variances, we have for n → ∞ under H ∪ K that, as n → ∞,c n (α) converges to Φ −1 (1 − α/2) in outer probability. Furthermore, the test
Strictly speaking, under H exch.
0
⊂ H : {p = 1 2 } it is not necessarily true that the test Ψ n has the exact level α for all sample sizes n ∈ N. This is due to the fact that, for some realizations, the randomization test statistic may not be well-defined if the sample size is very small and the censoring rate very high because this could result in cases in which, after permutation, one groups contains censoring times only. However, the relative number of such particular realizations (g 1 , . . . , g n ) gets very unlikely when adding more data to the sample. Also, if we were to set the value of the randomized test statistic to 0 in cases when it is not well-defined, we would obtain a slightly more conservative hypothesis test which keeps the significance level α under exchangeability, i.e. H exch.
, for all sample sizes.
Simulations

Pearson correlation coefficient
For simulating the type I error rates, i.e. under the null hypothesis H : ρ X,Y = 0, we generated data according to the following distributions: I. bivariate normal distribution, i.e. symmetry and independence; II. bivariate t 5 -distribution, i.e. symmetry, no independence, and heavier tails than under the normal distribution;
III. χ 2 5 distributions, i.e. right-skew marginal distributions, connected by means of the independence copula;
IV. a mixture distribution of the above bivariate t 5 -(50%) and χ 2 5 -distributions (50%), i.e. no independence and right-skew marginal distributions.
We considered the sample sizes n = 10, 15, . . . , 100 and the significance levels α = 1%, 5%, 10%. The following methods for finding critical values have been used:
• a randomization method based on randomly mirroring the data with respect to the coordinate axes, i.e. the randomization group G symm. ; this corresponds to finite exactness of the resulting test under symmetric distributions such as in the cases I and II;
• a randomization method based on randomly rotating the data with respect to the origin, i.e. the randomization group G rot. ; this corresponds to finite exactness of the resulting test under rotation-invariant distributions such as in the cases I and II;
• Efron's bootstrap method, i.e. independently drawing the data with replacement; no finite sample exactness under any of the considered distributions;
• Random permutation of the first entries of all pairs; this corresponds to finite exactness of the resulting test if the dependence structure of the bivariate data distribution is given by the independence copula such as in the cases I and III;
• quantiles of the standard normal distribution; no finite sample exactness under any of the considered distributions.
We omitted the presentation of the simulated type I error probabilities based on the untransformed data because the results were quite similar and the Fisher z-transformation improved the performance in most of the cases. Furthermore, we do not display the results for the asymptotic tests which are based on normal quantiles; in non-normal scenarios their behaviour was far too liberal.
The plots in Figures 1 and 2 illustrate, first of all, the finite exactness of the randomization and permutation tests in the respective cases. Overall, both randomization-type tests show a similar accuracy. It is more interesting to compare the randomization and permutation tests' performance with that of the bootstrap test and when they are not finitely exact. In the set-ups I, II, and IV the bootstrap test is more liberal than both randomization tests. For χ 2 5 -distributed data (set-up III), the bootstrap tests behave similarly to the randomization tests, if not less liberal. For t 5distributed data (set-up II), the permutation tests are even more liberal than the bootstrap tests and for the mixture distribution (set-up IV) they are only slightly less liberal. In the perhaps most interesting case of the mixture distribution, where none of the tests is finitely exact, it is seen that the mirroring-based tests are most accurate, the rotation-based tests are accurate as well but somewhat conservative, and the permutation tests are too liberal.
Next, we simulated the power of the correlation tests with true correlation values ρ = 0.05, 0.1, 0.15, 0.2 and sample size n = 100. In the multivariate normal case, all tests showed a very similar performance which is why we do not display these results. In the case of a multivariate t 5 -distribution Figure 2 : Simulated type I error rates of the correlation test with χ 2 5 distributed data (left) and data from a bivariate t 5 -χ 2 5 mixture distribution (right); based on mirroring (-), rotating (--), bootstrapping (· · · ), permutation (· -·). The nominal significance level is printed in bold.
( Figure 3 , plots on the left) the permutation tests had the greatest power which is certainly due to its liberality under the null hypothesis. The case of a multivariate χ 2 5 -distribution was realized by generating X + Z and Y + Z where X, Y, Z are independent Γ-distributed random variables with scale parameters 2 and shape parameters 2.5 · (1 − ρ) for X and Y and 2.5ρ for Z. Because all tests were more or less liberal for n = 100, we increased the sample size to n = 200. There, however, hardy any difference is seen between the power of the tests (results not shown). In the mixture case (Figure 3 , plots on the right) the permutation test was slightly more powerful than the others. We conclude that, if the tests are reliable under the null hypothesis, the differences in power are not very large. Thus, we cannot give a clear recommendation for the choice of test based on the power study. Figure 3 : Simulated power of the correlation test with t 5 -(left), χ 2 5 -distributed data (middle) and data from a bivariate t 5 -χ 2 5 mixture distribution (right); based on mirroring (-), rotating (--), bootstrapping (· · · ), permutation (· -·). The sample size is n = 100.
Mann-Whitney effect
Simulations for testing the absence of a Mann-Whitney effect, i.e. p = 0.5, have been conducted under various data dependence structures, marginal distributions, and censoring intensities: I. We considered the following copulae:
1. Gumbel-Hougaard with parameter 5, i.e. positively correlated data; 2. Clayton with parameter -0.6, i.e. negatively correlated data; 3. independence.
II. The following marginal distributions were combined with the copulae:
1. equal exponential distributions with rate 2; 2. one exponential distribution with rate 2 and one 50/50 mixture distribution consisting of two exponential distributions with parameters 3 and 1.316; the latter parameter was chosen in order to achieve the absence of a Mann-Whitney effect, i.e. p = 0.5.
III. We have chosen three right-censoring intensities, each based on the minimum of τ = 1 and uniformly distributed random variables with minimum parameter 0 and maximum parameters 1. 2.7; resulting in censoring rates of about 24.6% (exponential survival distribution) and 26.1% (mixture survival distribution); 2. 1.6; resulting in censoring rates of about 31.9% (exponential survival distribution) and 33.1% (mixture survival distribution);
3. 1.1; resulting in censoring rates of about 40.6% (exponential survival distribution) and 41.2% (mixture survival distribution);
The censoring rates above have been found by simulation of 100,000 individuals. The samples sizes varied from n = 25 to 150 with increments of 25. Again, we chose α = 1%, 5%, 10% as the significance levels. We used the following methods to find critical values for the tests:
• a randomization method based on randomly interchanging the sample group correspondence within each pair, i.e. the randomization group G exch. ; this corresponds to finite exactness of the resulting test under exchangeability, i.e. an exchangeable copula and equal marginals which is satisfied in all simulation configurations involving II.1;
• Efron's bootstrap method, i.e. no finite sample exactness under any simulation set-up;
• quantiles of the standard normal distribution, i.e. no finite sample exactness under any simulation set-up.
The results are illustrated in Figures 4-6 . Comparing all three considered methods for finding critical values, we find the same overarching picture in all simulation configurations: the tests based on the standard normal quantiles are (very) liberal and the bootstrap-based tests are rather conservative. In contrast, the randomization-based tests achieve excellent rejection probabilities, i.e. they are very close to the significance level in all considered set-ups. Comparing the results for the different censoring intensities, we do not see a big difference, except for the Gumbel-Hougaard case; there, the reliability of the tests seems to improve with a stronger censoring rate.
To compare the power of all different tests, we choose the following random variables as survival times in the first group instead of the previous T i1 ∼ Exp(2): Figure 6 : Simulated type I error rates of the Mann-Whitney-type tests with the independence copula underlying the data under strong (left), medium (middle), and light censoring (right); equal (upper half) and unequal marginal survival distributions (lower half); based on randomization (-), bootstrapping (--), normal quantiles (· · · ). The nominal significance level is printed in bold. 21
We note that the null hypothesis is retrieved for ν = 0. In contrast, large values of ν increase the chance that the first survival time precedes the second, i.e. p < 0.5.
For the simulations we have chosen ν ∈ {0.1, 0.2, . . . , 0.5} and configurations in which all tests were reliable under the null hypothesis, i.e. the Gumbel-Hougaard copula combined with a medium censoring and all previous sample sizes and both kinds of marginal distributions; the Clayton and the independence copula combined with a strong censoring, sample size n = 150 and both kinds of marginal distributions. Across all configurations, all three kinds of the tests showed a comparable power which is why the display of the results is omitted. We again conclude that no recommendation for the choice of test can be made based on the power of the tests. However, based on the outcomes of the simulations under the null hypothesis, we clearly recommend the use of the test based on the randomization procedure.
Data example
In this section we apply the Mann-Whitney test of Theorem 7 to data about patients with diabetic retinopathy. The data are available from the timereg R-package in the dataset diabetes. It contains information on N = 197 patients for each which a randomly selected eye was treated by means of a laser photocoagulation. The recorded "survival times" are the times to blindness or censoring, whatever came first. Two subsets of particular interest are given by juvenile (n 1 = 114) or adult diabetes (n 2 = 83); see Huster et al. (1989) for a more complete description of the study. For easy reference, we will call these subgroups the "juvenile" and the "adult" subgroups.
The first research question of interest was whether the treatment was effective in delaying the onset of blindness. Using parametric models and Wald tests, Huster et al. (1989) were able to verify this for both subgroups. They also found a significant interaction effect between treatment and age at onset of diabetes; see Figure 7 for an illustration of this by means of the group-specific Kaplan-Meier estimators. We again refer to their article for more details and additional statistical analyses.
In the following, we will check whether the Mann-Whitney test developed in this paper arrives at the same conclusion. Since the follow-up time of interest was five years, we have chosen τ = 60 months as the terminal evaluation time. This choice leads to the following censoring rates within each subgroup:
• juvenile, treated: 68.42% (78 out of 114),
• juvenile, untreated: 55.26% (63 out of 114),
• adult, treated: 79.52% (66 out of 83),
• adult, untreated: 40.96% (34 out of 83).
Hence, we see quite strong right-censoring mechanisms being in place, in particular in the treatment subgroups. The Mann-Whitney effects are estimated by p juv = 0.5805 in the juvenile and p ad = 0.7074 in the adult subgroup. In words, a treated eye in the adult subgroup has a chance of 70.74% to evade blindness longer than untreated eyes in the same subgroup. The effect was weaker in the juvenile group, yet it is still in favor of the treatment as it is greater than 0.5. Applying the Mann-Whitney tests developed in this article, i.e. the tests based on randomizing the treatment, bootstrapping, and the asymptotic normal distribution, we obtain the following p-values for the juvenile group, where B = 2,000 resampling iterations were chosen for the first two tests: randomization: 0.0185, bootstrap: 0.0465, asymptotic: 0.0180.
In the adult group, all p-values are less than 0.001. As a consequence, all tests reject the null hypothesis of no Mann-Whitney effect at the significance level 5%, even in the juvenile group where the effect was not as large as in the adult group. The following two-sided confidence intervals were obtained by inverting the tests provide more information on the size of the effects: All in all, we see that, for each supgroup and nominal confidence level, all three obtained confidence intervals are very similar. We understand this as an indication that the asymptotic results are taking effect because, in the simulations of Section 6, the asymptotic tests were quite liberal and the bootstrap tests rather conservative, at least for small sample sizes. As a consequence, the confidence bands above seem trustworthy.
Discussion
In this article we developed an empirical process-based theory for conditional tests based on randomizing the individual observations. In particular, we have seen how conditional Donsker theorems, a variant of the functional delta-method, and appropriate studentizations can be combined to derive hypothesis test which are asymptotically exact, i.e. with growing sample sizes, but also exact for finite samples if some sub-hypothesis related to the randomization operation is true. So far we have only considered test statistics which are asymptotically normally distributed. Future research will consider extensions of the proposed randomization tests to other multivariate testing problems in which the limit distributions of the test statistics might be non-normal. Some of these will need to involve studentizations by means of suitable estimators of the variance-covariance matrices.
In our analysis of the dataset about the effectiveness of the laser treatment on eyes of diabetic patients we have come to solid conclusions based on the reliable hypothesis tests we have developed in this paper. In particular, no parametric assumptions had been necessary. It will also be interesting to analyze how the proposed methodolgy could possibly be combined with the permutation approach in two or more sample problems. In the Mann-Whitney example analyzed in this article, this could be applied to testing for an interaction effect between the specific kind of diabetes and the treatment. Furthermore, the randomization method might also be applied to other self-controlled case series; cf. Petersen et al. (2016) for an overview of this study design.
Another future paper will consider statistical inference on a variant of the Mann-Whitney effect for paired survival data: P (T 11 > T 12 ) + 0.5P (T 11 = T 12 ). Estimation of this parameter requires estimation of (part of) the bivariate survival function of (T 11 , T 12 ). It should be noted, however, that estimation of a bivariate survival function based on right-censored paired data involves much more complicated functionals than the one involved in the present paper; cf. Gill et al. (1995) . However, the possible gain in power and in interpretability of the new Mann-Whitney parameter is worth a thorogh analysis in this regard.
followed by δ → 0. Here, F δ = {f − g : f, g ∈ F, ρ P (f, g) < δ}, where ρ P is a suitable seminorm on F. But this final convergence is immediate becauseG n converges unconditionally weakly to a tight limit; and this weak convergence is equivalent to the mean version of the asymptotic equicontinuity condition; see Lemma 2.3.11 in van der Vaart and Wellner (1996) .
Proof of Theorem 3. Large parts of the proof of Theorem 3.9.11 in van der Vaart and Wellner (1996) apply as it does not make use of the particular structure of the bootstrap empirical process considered there, except that the randomization empirical process is centered at P G and not at P . As in the proof the just mentioned theorem, we assume without loss of generality that ϕ P G is defined on the whole space ∞ (F). Now, both sequences √ n(ϕ(P n )−ϕ(P G )) and √ n(ϕ(P G n )−ϕ(P G )) converge unconditionally because both processes √ n(P n − P G ) and √ n(P G n − P G ) converge unconditionally as they are both based on i.i.d. random vectors. Now, the classical functional delta-method applies which yields that √ n(ϕ(P n ) − ϕ(P G )) = ϕ P G ( √ n(P n − P G )) + o * p (1).
unconditionally as n → ∞. To obtain such an asymptotic behaviour for a similar expression withP n replaced by P G n , first note that the conditional central limit theorem for the randomization empirical process (Theorem 1) naturally also implies the unconditional convergence √ n(P n − P G n ) d −→G on ∞ (F) as n → ∞. From to the classical Donsker theorem we also know that √ n(P n −P G ) d −→G on ∞ (F). Hence, both sequences are tight, as is their difference √ n(P G n − P G ). From the multivariate central limit theorem we also know that all of its finite-dimensional marginal distributions converge weakly to those ofG. Hence, √ n(P G n − P G ) d −→G on ∞ (F). (Side remark: this convergence shows that F G := {x → G f (g(x))dQ(g) : f ∈ F} is a Donsker class.) It follows that the unconditional delta-method applies which is why √ n(ϕ(P G n ) − ϕ(P G )) = ϕ P G ( √ n(P G n − P G )) + o * p (1).
The rest of the proof again continues along the lines of Theorem 3.9.11 in van der Vaart and Wellner (1996) : subtracting both equations in the previous display reveals that √ n(ϕ(P n ) − ϕ(P G n )) − ϕ P G ( √ n(P n − P G n )) converges unconditionally to zero in outer probability from which the desired result follows. The asymptotic variance is the limit of the following conditional variances, var( √ n · ϕ P G (P n − P G n ) | X 1 , X 2 , . . . )
By the strong law of large numbers, this converges to R d G IF 2 ϕ,P G (g(x))dQ(g) − G IF ϕ,P G (g(x))dQ(g) 2 dP (x) almost surely as n → ∞.
Proof of Corollary 4. We first note that the convergences in (2) imply the consistency of the variance estimators due to the following reasons. The functional delta-method (Theorem 3) implies that {IF ϕ,P } is P -Donsker and {IF ϕ,P G } is P G -Donsker which in turn implies that the squares of these functions are P -and P G -Glivenko-Cantelli, respectively. In other words, the law of large numbers holds: as n → ∞, P n (IF 2 ϕ,P ) = P n (ϕ P ) 2 pr → P (ϕ P ) 2 andP n (IF 2 ϕ,P G ) =P n (ϕ P G ) 2 pr → P G (ϕ P G ) 2 .
A combination of the assumed and the argued convergences now yields σ 2 ϕ,Pn p → σ 2 ϕ P ∈ (0, ∞) and σ 2 ϕ,Pn p →σ 2 ϕ P ∈ (0, ∞). The asymptotic exactness of the proposed test then follows by combining the consistency of the variance estimators with Theorem 1 through Slutzky's lemma. Here, it should also be noted that convergence in probability ofσ 2 ϕ,Pn is equivalent to conditional convergence in probability given X 1 , X 2 , . . . .
