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Résumé
Cet article étudie un cas de décomposition naturelle de pléthysme. On travaille dans la catégorie
des foncteurs entre espaces vectoriels sur un corps premier Fp . Une décomposition de la nième
puissance symétrique Sn ◦ B est établie pour tout foncteur B prenant ses valeurs dans les algèbres
p-booléennes, c’est-à-dire dans les algèbres dont le produit vérifie : xp = x. L’enveloppe injective
du foncteur identité est un exemple d’un tel foncteur B. On applique ce résultat à des calculs de
cohomologie des foncteurs qui apparaissent dans l’étude de la cohomologie des espaces d’Eilenberg–
Mac Lane.
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Abstract
Composite functors’ splittings. A case of natural decomposition of plethysm is studied. We work
within the category of functors between vector spaces over a prime field Fp . The symmetric power
Sn ◦ B of a functor B is shown to split when B takes p-boolean algebras values—these are algebras
whose product satisfies xp = x. The injective envelope of the identity functor takes such values. This
is applied to functor cohomology computations, which are relevant to the study of the cohomology
of Eilenberg–Mac Lane spaces.
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Soit p un nombre premier. On note E la catégorie des espaces vectoriels sur Fp , et Ef la
catégorie des espaces vectoriels finis. Soit F la catégorie des foncteurs de Ef dans E . Sont
par exemple des objets de F le foncteur d’inclusion de Ef dans E , noté Id, les puissances
tensorielles T n(V ) = V ⊗n, les puissances symétriques Sn (quotient de T n par l’action du
groupe symétriqueSn par permutation des facteurs), les puissances divisées Γ n (invariants
de cette action), les puissances extérieures Λn, et le foncteur IFp , défini par
IFp (V ) = FV
∗
p .
Ce dernier foncteur est injectif [16, lemme 5.3.1], et s’écrit IFp = Fp ⊕IFp , où IFp est l’en-
veloppe injective de Λ1. Un autre exemple d’objet de F est le foncteur Sp∞ , limite directe
du système (Sph → Sph+1)h0, la flèche étant le morphisme de Frobenius X → Xp .
Soit F ∈F . On définit ∆F ∈F par
∆F(V ) = Ker(F(V ⊕ Fp) → F(V )).
On dit que F est de degré d’Eilenberg–Mac Lane au plus n si ∆n+1F = 0. Un foncteur est
polynomial s’il est de degré fini ; il est analytique s’il est limite directe de ses sous-foncteurs
polynomiaux. On note tn(F ) (nième foncteur de Taylor de F ) le plus grand sous-foncteur
de F de degré au plus n. Ainsi, si F est analytique, F est la limite directe de ses foncteurs
de Taylor. On obtient donc une filtration (tn(F ))n∈N de F , appelée filtration de Taylor.
Soit B un objet de F . On dit que ce foncteur est p-booléen s’il est muni d’un produit
naturel vérifiant xp = x. L’objet principal de cet article est de montrer que la filtration
de Taylor de la puissance symétrique Sn se scinde après composition (à droite) par un
foncteur p-booléen B (théorème 3 et corollaire 7). On montre aussi qu’il en est de même
de la filtration de Taylor du foncteur IFp (théorème 4 et corollaire 9). L’existence de tels
scindements avait été signalée par J. Smith.
Le foncteur IFp étant p-booléen, cela fournit des décompositions de Sn ◦ IFp et de IFp ◦
IFp . Cette dernière décomposition apparaît dans des travaux de Richter [15, théorème 7.1],
basés sur des résultats de Pirashvili [13]. Le présent article, qui n’utilise pas la technologie
de Pirashvili [13], étend donc le résultat de Richter à une classe plus vaste de foncteurs.
Un autre exemple est Sp∞ . Ce foncteur n’est pas p-booléen, car, si son produit (dé-
duit du produit de l’algèbre symétrique) est commutatif et vérifie xp = x, en revanche, il
n’est pas associatif. Cependant, Sp∞(V ) est une algèbre à niveau, (c’est-à-dire vérifiant
(xy)(zt) = (xz)(yt) pour p = 2, et une relation similaire faisant intervenir p2 termes pour
p > 2). Cette propriété, plus faible que l’associativité, suffit pour obtenir les décomposi-
tions ci-dessus. Ainsi, on obtient des décompositions de Sn ◦ Sp∞ et de IFp ◦ Sp∞ .
La motivation essentielle de l’étude des scindements ci-dessus est l’application à des
calculs d’extensions dans la catégorie F , notamment des extensions Ext∗F (Γ d, Sn ◦ Sm),
apparaissant dans l’étude de la cohomologie des espaces d’Eilenberg–Mac Lane, via
l’équivalence entre la catégorie des foncteurs analytiques et une catégorie quotient de la
catégorie des modules instables sur l’algèbre de Steenrod ([10], [16, théorème 5.2.6]).
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[3, théorème 1.3], puis Franjou, Lannes et Schwartz [8, théorème 6.6 et corollaire 7.4],
qui déterminent Ext∗F (Γ
1, Sn), et par Franjou, Friedlander, Scorichenko et Suslin [7, théo-
rèmes 5.8 et 6.3] qui déterminent Ext∗(Γ n,Sm). L’auteur s’est déjà intéressé à des exten-
sions faisant intervenir des compositions, en déterminant les groupes Ext∗F (Γ
1, Sn ◦ Sm),
en caractéristique 2 [17–19]. Ce résultat a été obtenu ultérieurement par d’autres méthodes
par Betley [1] et par Fresse.
Pour généraliser ce calcul à des puissances divisées plus élevées, la connaissance des
extensions Ext∗F (Γ
d, Sn ◦ I ) et Ext∗F (Γ d, Sn ◦Sp
∞
) s’avère très utile. Les décompositions
obtenues dans cet article aident sans doute à obtenir ces extensions, ainsi que le montrent
les quelques exemples développés à la fin de l’article : elles permettent par exemple de
calculer très rapidement les groupes d’extensions Ext∗F (Id, S
n ◦ B), Ext∗F (Id, S2
∞ ◦ B)
et Ext∗F (Id, IFp ◦ B), généralisant ainsi le calcul de Betley [2] de Ext∗F (Id, Sn ◦ I ). On
présente également quelques résultats concernant Ext∗F (Γ
2,Λm ◦ IFp ).
L’article se découpe comme suit.
(1) Dans une première partie, on détermine les foncteurs de Taylor de Sn, et leurs quotients
successifs, en vue d’obtenir une expression explicite de la décomposition de Sn ◦ B .
(2) On donne ensuite quelques définitions et conventions d’écriture concernant les fonc-
teurs booléens.
(3) La troisième partie est consacrée à la démonstration de la décomposition de Sn ◦ B
(théorème 3).
(4) On démontre ensuite le scindement de IFp ◦ B (théorème 4). Cette démonstration est
indépendante de la partie précédente.
(5) La dernière partie est consacrée à des applications aux calculs d’extensions dans F .
1. Foncteurs de Taylor de Sn
Pour déterminer les foncteurs de Taylor de Sn (théorème 2), on utilise la notion de par-
titions p-adiques d’un entier. Des propriétés combinatoires de ces objets ont été étudiées
par Sellers, Gupta, ou encore, plus récemment, Latapy [11]. On énonce, pour commencer
cette partie, quelques définitions et résultats élémentaires à ce sujet.
Soit n un entier positif. On rappelle qu’une partition de n est une suite décroissante
d’entiers positifs ou nuls λ = (λi)n1 telle que ∑n0 λi = n. Seul un nombre fini de
termes est non nul. On écrira alors λ = (λ1, . . . , λ), où il est implicite que λ 	= 0. Un
raffinement de λ = (λ1, . . . , λ) est une partition µ telle qu’on retrouve la partition λ en
regroupant convenablement les parts de µ : c’est une partition µ = (µ1, . . . ,µm) telle qu’il
existe une partition (I1, . . . , I) de l’ensemble {1, . . . ,m} vérifiant pour tout j ∈ {1, . . . , k} :∑
i∈Ij
µi = λj .
On définit un ordre sur l’ensemble des partitions de n de la manière suivante : λ µ si et
seulement si µ est un raffinement de λ.
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L’ordre défini ci-dessus induit par restriction un ordre sur l’ensemble des partitions
p-adique. Plus explicitement λ  µ si et seulement si µ est obtenu de λ en répétant
l’opération consistant à diviser une des parts pi en p parts pi−1. On trouvera dans [11,
théorème 1] une preuve du théorème suivant :
Théorème 1. L’ensemble partiellement ordonné des partitions p-adiques forme un treillis
associatif.
En particulier, étant donné deux partitions p-adiques λ et µ, il existe toujours un mini-
mum min( λ,µ ), et un maximum max( λ,µ ). Le minimum ainsi obtenu est également le
minimum dans l’ensemble de toutes les partitions de n :
Proposition 1. Si λ et µ sont des partitions p-adiques de n, et si κ est une partition de n
quelconque telle que κ  λ et κ  µ, alors κ min( λ,µ ). Ainsi, le minimum dans l’en-
semble de toutes les partitions de deux partitions p-adiques existe, et est égal au minimum
dans l’ensemble des partitions p-adiques.
Démonstration. Pour une partition quelconque κ de n, on définit la partition p-adique
( κ )p obtenue en décomposant toutes les parts selon leur développement p-adique. Par
exemple, si p = 2, la part (7) va être coupée en (4 + 2 + 1). Par définition, κ  ( κ )p .
Par ailleurs, ( κ )p est la plus petite partition p-adique vérifiant cette inégalité. Ainsi, si
κ  λ et κ  µ, alors ( κ )p  λ et ( κ )p  µ. Par conséquent, ces inégalités s’écrivant
dans l’ensemble des partitions p-adiques, on en déduit que κ  ( κ )p min( λ,µ ). 
Remarquons maintenant qu’étant donnée une partition p-adique λ, toutes les parts sont
congrues à 1 modulo p − 1. Ainsi, n, égal à la somme des parts, est congru au nombre de
parts modulo p − 1, c’est-à-dire à la longueur de la partition. On en déduit :
Proposition 2. Soit λ et µ deux partitions p-adiques de n de longueurs respectives  et m,
telles que λ µ.
– Si m −  < p − 1, alors m =  et λ = µ.
– Si m −  = p − 1, alors il n’existe pas de partition p-adique κ telle que λ < κ < µ.
– Si m −  > p − 1, alors il existe une partition p-adique κ telle que λ < κ < µ.
Autrement dit, toute chaîne maximale d’inégalités est une chaîne d’inégalités de hauteur
p − 1 (la hauteur étant la différence des longueurs).
Définition 2. Soit λ = (λ1  · · ·  λ) une partition p-adique de l’entier n. On désigne
par S(λ1, . . . , λ) ou S(λ ), le sous-foncteur de Sn engendré par les éléments de la forme
λ1 λx1 · · ·x .
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pour tout d-uplet (n1, . . . , nd) d’entiers positifs ou nuls de somme n forme une base de
Sn(V ). On obtient une base de S(λ )(V ) en considérant le sous-ensemble de cette base
constitué des éléments tels que la partition {n1, . . . , nd} (ni p-adique, ni ordonnée) soit
raffinée par λ.
Soit λ une partition p-adique de n. On désigne par λ> l’ensemble des partitions p-
adiques de n strictement inférieures à λ :
λ> = {µ | λ > µ}.
De même, λ désigne l’ensemble des partitions p-adiques de n inférieures ou égales à λ.
Les propositions 1 et 3 montrent directement la proposition suivante.
Proposition 4. Soit λ et µ deux partitions p-adiques de n. Alors S(µ) ⊂ S(λ ) si et
seulement si µ λ. Ainsi, S(µ)  S(λ ) si et seulement si µ ∈ λ>.
Proposition 5. Soit λ et µ deux partitions p-adiques de n. Alors
S(λ ) ∩ S(µ) = S(min( λ,µ )).
Démonstration. Comme les bases de S(λ ) et de S(µ) données dans la proposition 3
sont des sous-ensembles d’une même base de Sn, on obtient une base de S(µ) ∩ S(λ )
en prenant l’intersection. Soit en11 · · · endd un élément de cette intersection. Comme c’est un
élément de la base de S(λ ), on a, d’après la proposition 3,
{n1, . . . , nd} λ.
De la même manière,
{n1, . . . , nd} µ.
Par conséquent, on obtient, grâce à la proposition 1 :
{n1, . . . , nd}min( λ,µ ),
puis
e
n1
1 · · · endd ∈ S
(
min( λ,µ )
)
.
Cela montre l’inclusion S(λ )∩S(µ) ⊂ S(min( λ,µ )). L’inclusion réciproque est évidente
par la proposition 4, du fait que min( λ,µ ) λ et min( λ,µ ) µ. 
Comme rappelé dans l’introduction, on dispose dans F d’une notion de degré, et
de foncteurs de Taylor tn(F ). On dit qu’un foncteur F de degré n est homogène si
tn−1(F ) = 0. Tout foncteur simple est homogène, en particulier :
226 A. Troesch / Journal of Algebra 290 (2005) 221–249– la puissance extérieure Λn ;
– la puissance symétrique réduite Snp(V ) = Sn(V )/(xp = 0) (pour la simplicité de ce
foncteur, voir Carlisle et Kuhn [4] ; on peut aussi le montrer directement). Notons que
si p = 2, Snp = Λn.
Étant donné un (s + 1)-uplet (ν0, . . . , νs), on désignera par Sp( ν ) le produit tensoriel
Sp( ν ) = Sν0p ⊗ · · · ⊗ Sνsp . Si p = 2, puisque Sk2 = Λk , on écrira indifféremment S2( ν ) ou
Λ(ν ).
Théorème 2. La filtration de Taylor du foncteur Sn est donnée par
tm
(
Sn
)= ∑
λ=(λ1,...,λ)
S(λ ),
la somme étant prise sur les partitions p-adiques de n de longueur   m. Les quotients
successifs de cette filtration sont :
tm
(
Sn
)/
tm−1
(
Sn
)= ⊕
ν=(ν0,...,νs )
ν0+···+νs=m
ν0p0+···+νsps=n
Sp( ν ).
Exemple 1. Le foncteur tn(Sn) est égal à S(1, . . . ,1) = Sn. Le foncteur t1(Sn) (n = ph)
est égal à S(ph) = S1.
Soit λ une partition p-adique de n. On note νi( λ ) le nombre de parts de taille pi dans
la partition λ. On désigne par ν(λ ) la suite
ν(λ ) = (ν1( λ ), . . . , νs( λ )).
Dans cette écriture, il est implicite que ps est la plus grande part de λ. La somme ν0( λ )+
· · · + νs(λ ) est le nombre total de parts de λ. Inversement, étant donné une suite ν =
(ν0, . . . , νs) telle que
∑
νip
i = n, on désigne par λ(ν ) la partition p-adique constituée
pour tout i de νi parts de taille pi .
Démonstration du théorème 2 ( première partie). Soit tm(Sn) le plus grand sous-foncteur
de Sn de degré au plus m, et soit t ′m(Sn) le sous-foncteur de Sn défini par
t ′m
(
Sn
)= ∑
λ=(λ1,...,λ)
m
S(λ ).Il s’agit de montrer que t ′m(Sn) est égal à tm(Sn).
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α :Sν0 ⊗ · · · ⊗ Sνs → Sn défini par
α(X0 ⊗ · · · ⊗ Xs) = Xp
0
0 · · ·Xp
s
s , (1)
où Xi est un élément de Sνi (V ). On en déduit en particulier l’existence d’un morphisme
surjectif Sν0 ⊗ · · · ⊗ Sνs → S(λ ). Le degré d’Eilenberg–Mac Lane de Sν0 ⊗ · · · ⊗ Sνs est
égal à ν0 + · · · + νs , c’est-à-dire à la longueur de la partition λ. Ainsi, pour toute partition
p-adique λ de longueur , degS(λ ) . En particulier, le degré de t ′m(Sn) est au plus m,
d’où t ′m(Sn) ⊂ tm(Sn). 
Lemme 1. Soit λ une partition p-adique de n. Alors
S(λ )
/ ∑
µ∈λ>
S(µ ) = Sp
(
ν(λ )
)
.
Démonstration. On note λ = (λ1, . . . , λ) et ν(λ ) = (ν1, . . . , νs). Soit α le morphisme
surjectif Sν0 ⊗ · · · ⊗ Sνs → S(λ ) défini en (1). Si la classe de Xi est nulle dans Sνip , alors
Xi = xpYi (plus exactement, est une somme de tels éléments) et
α(X0 ⊗ · · · ⊗ Xs) = Xp
0
0 · · ·Xp
i−1
i−1 x
pi+1Yp
i
i X
pi+1
i+1 · · ·Xp
s
s .
Soit µ la partition p-adique de n telle que
νj (µ ) =
{
νj , si j 	= i, i + 1,
νi − p, si j = i,
νi+1 + 1, si j = i + 1.
On déduit de ce qui précède que α(X0 ⊗ · · · ⊗ Xs) est un élément de S(µ)(V ). On a évi-
demment µ < λ. Le morphisme α passe donc au quotient et définit un morphisme surjectif
(qu’on note aussi α) :
α :Sν0p ⊗ · · · ⊗ Sνsp → S(λ )
/ ∑
µ∈λ>
S(µ ). (2)
Ce morphisme est aussi injectif. En effet, soit V un espace vectoriel de base e1, . . . , ed .
On obtient une base de Sνip en considérant les éléments e
ni,1
1 · · · eni,dd , avec ni,j < p pour
tout i, j , et
∑
j ni,j = νi . Soit
s⊗
i=1
e
ni,1
1 · · · eni,dd
un élément de la base ainsi obtenue de Sp( ν ). L’image de cet élément par α est
∑
n pi
∑
n pie
i,1
1 · · · e i,dd . (3)
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par un sous-espace qui admet comme base un sous-ensemble de cette base. Il suffit donc,
pour montrer l’injectivité de α, de montrer que l’élément (3) n’est pas un élément de ce
sous-ensemble.
D’après les propositions 1 et 3, on obtient une base de S(λ )(V ) en considérant la fa-
mille d’éléments en11 · · · endd pour toutes les partitions (n1, . . . , nd) telles que
(n1, . . . , nd)p  λ
(notation définie dans la démonstration de la proposition 1). On observe que si (n1, . . . , nd)
est la partition définie par nj =∑i ni,jpi , alors
(n1, . . . , nd)p = λ,
car tous les entiers ni,j sont strictement plus petits que p. Cela achève la démonstra-
tion. 
Corollaire 1. Soit λ une partition p-adique de n de longueur m. Alors S(λ ) est de degré
exactement m, et
tm−1S(λ ) =
∑
µ∈λ>
S(µ).
Démonstration. Le lemme 1 permet d’obtenir une suite exacte courte
0 →
∑
µ∈λ>
S(µ) → S(λ ) → Sp
(
ν(λ )
)→ 0.
Le terme de gauche est inclus dans t ′m−1(Sn), donc dans tm−1(Sn), d’après la première
partie de la démonstration du théorème 2. Il est donc de degré au plus m − 1. Comme le
terme de droite est de degré m, le degré de S(λ ) est alors exactement m. De plus, le terme
de droite est homogène (en tant que produit tensoriel de foncteurs simples) de degré m.
Par conséquent, il n’existe pas de plus grand sous-foncteur de degré m− 1 de S(λ ) que le
terme de gauche, et ce dernier est donc égal à tm−1S(λ ). 
Démonstration du théorème 2 (deuxième partie). Pour montrer que tm(Sn) = t ′m(Sn), on
fait une récurrence décroissante sur m. Pour m = n, t ′n(Sn) = Sn = tn(Sn). Supposons que
t ′m(Sn) = tm(Sn). Alors
tm−1
(
Sn
)= tm−1(tm(Sn))= tm−1(t ′m(Sn)).
Or grâce au corollaire 1, on montre facilement que tm−1(t ′m(Sn)) = t ′m−1(Sn), ce qui achève
la récurrence.
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tm
(
Sn
)/
tm−1
(
Sn
)= ( ∑
λ=(λ1,...,λm)
S(λ )
)/
tm−1
( ∑
λ=(λ1,...,λm)
S(λ )
)
.
Ici, les partitions sont exactement de longueur m. Il suffit donc de montrer que si λ et µ
sont deux partitions p-adiques distinctes de n, de longueur commune m, alors
(
S(λ ) + S(µ))/tm−1(S(λ ) + S(µ))= (S(λ )/tm−1S(λ ))⊕ (S(µ)/tm−1S(µ)).
Cela provient du fait que S(λ ) ∩ S(µ) est contenu dans tm−1(S(λ ) + S(µ)), d’après le
lemme 5, car λ et µ ne sont pas comparables entre eux. 
2. Foncteurs booléens
Soit B un foncteur de F muni d’un produit associatif et commutatif
µ :B × B → B.
Le produit µ définit pour tout entier k  1 un morphisme, également noté µ, de Bk dans B .
On note ∆k :B → Bk la diagonale de B dans Bk .
Définition 3. Le foncteur B est dit p-booléen (ou simplement booléen) si la composition
B
∆p−→ Bp µ−→ B est l’identité de B . Autrement dit, xp = x pour tout x ∈ B(V ).
Voici quelques exemples importants de foncteurs booléens.
Exemple 2. L’injectif standard IFp (V ) = FV ∗p est un foncteur booléen pour le produit
µ(V ) :
(
Φ,Φ ′ :V ∗ → F2
) → (Ψ :f ∈ V ∗ → Φ(f )Φ ′(f )).
Exemple 3. Soit B un foncteur booléen de produit µ. Alors Γ n ◦B est encore un foncteur
booléen, pour le produit défini par
(x1 ⊗ · · · ⊗ xn, y1 ⊗ · · · ⊗ yn) → µ(x1, y1) ⊗ · · · ⊗ µ(xn, yn).
Par itération, Γ n1 ◦ · · · ◦ Γ nk ◦ B est un foncteur booléen.
Exemple 4. Le foncteur Sp∞ est un foncteur en algèbres commutatives pour le produit
induit par celui de l’algèbre symétrique. Pour ce produit, la relation xp = x est vérifiée.
Mais ce produit n’est pas associatif. Ce n’est donc pas un foncteur booléen. En revanche,
si p = 2, il vérifie la relation (xy)(zt) = (xz)(yt) définissant les algèbres à niveau. On
∞dira que c’est un foncteur à niveau booléen. Si p > 2, on peut considérer Sp comme un
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aire de l’algèbre symétrique). Ce produit n’est pas forcément égal à l’itération du produit
binaire. Il vérifie xp = x, ainsi qu’une relation à p2 termes similaire à celle obtenue pour
p = 2 : on peut intervertir tout couple de termes apparaissant dans deux blocs distincts de
p termes. On dira que Sp∞ est un foncteur à niveau p-booléen. On vérifiera aisément que
les résultats de cet article, donnés pour des foncteurs booléens, sont encore valables pour
les foncteurs à niveau p-booléens.
Dans la suite de cet article, on considérera le foncteur Sn ◦B . Il y aura donc en jeu deux
produits :
– le produit interne à B , de B⊗2 dans B ,
– le produit de l’algèbre symétrique, de B⊗2 = (S1 ⊗ S1) ◦ B dans S2 ◦ B .
Afin de bien distinguer ces deux produits, on introduit quelques notations.
Notation 1.
– Pour x et y dans B(V ), on notera x ∗ y le produit µ(x, y), par opposition au produit
dans l’algèbre symétrique, noté x · y ou xy.
– L’écriture x1 · · ·xn désignera toujours le produit dans l’algèbre symétrique des xi . Pour
désigner le produit dans B , on écrira x1 ∗ · · · ∗ xn.
– Étant donnée une famille x = (xi)i∈J d’éléments de B(V ), et I un sous-ensemble fini
de J , on note x∗I l’élément de B(V ) obtenu comme produit interne à B des éléments
(xi)i∈I . Cette notation s’oppose à la notation xI désignant l’élément de S|I |(B(V ))
obtenu comme produit dans l’algèbre symétrique des éléments (xi)i∈I .
– Étant donnée une famille I = {I1, . . . , I} de sous-ensembles de J , on note xI l’élé-
ment (x∗I1)
|I1| · · · · · (x∗I)|I|.
– La puissance kième par rapport à ∗ d’un élément x sera notée x∗k , par opposition à la
puissance kième dans l’algèbre symétrique, notée xk .
Dans ce qui suit, B désigne un foncteur booléen.
3. Décomposition de Sn ◦B
On montre ici qu’après composition (à droite) par un foncteur booléen B , la filtration
(tm(S
n)) est scindée. Plus précisément :
Théorème 3. Soit B un foncteur booléen et soit λ = (λ1  · · ·  λ) une partition
p-adique de n. L’inclusion i( λ ) :S(λ ) ◦ B → Sn ◦ B est une inclusion directe.
Nous montrerons ce théorème à la fin de la présente section. Auparavant, nous introdui-
sons quelques notations et lemmes.
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Φ(λ) :Sn ◦ B → S(λ ) ◦ B
x1 · · ·xn →
∑
{I1,...,Im}
(
x∗I1
)λ1 · · · (x∗I)λ, (4)
où la somme est prise sur les partitions {I1, . . . , I} de {1, . . . , n} telles que |Ii | = λi. On
notera x{I1,...,I} le monôme de la somme ci-dessus correspondant à la partition {I1, . . . , I}.
Dans les exemples 5 et 6, on suppose que p = 2.
Exemple 5. Φ(2,1)(x1x2x3) = (x1 ∗ x2)2x3 + (x1 ∗ x3)2x2 + (x2 ∗ x3)2x1.
Le morphisme Φ(λ) n’est en général pas un scindement de l’inclusion i( λ ), ainsi que
le montre l’exemple 6.
Exemple 6. Φ(2,1,1) ◦ i(2,1,1)(x21x2x3) = x21x2x3 + (x2 ∗ x3)2x21 .
Dans cet exemple, il apparaît un terme perturbateur (x2 ∗ x3)2x21 . Ce terme est un élé-
ment de S(2,2)◦B . Dans ce cas, on peut corriger l’expression obtenue en rajoutant l’image
de x21x2x3 par le morphisme Φ(2,2). Ainsi, Φ(2,1,1) + Φ(2,2) est un scindement de
i(2,1,1).
Dans le cas général, on ne parvient pas à construire explicitement le scindement recher-
ché sous la forme d’une somme de ces applications Φ . Une telle construction est cependant
possible dans certains cas particuliers, par exemple pour la partition (p,1, . . . ,1). Cet
exemple joue un rôle important dans la démonstration du théorème 3.
Proposition 6. Soit (p,1, . . . ,1) la partition p-adique de n constituée d’une part de taille
p et de n − p parts de taille 1. Le foncteur S(p,1, . . . ,1) ◦ B est un facteur direct de
Sn ◦ B .
Démonstration. Soit ypx1 · · ·xn−p un élément générateur de S(p,1, . . . ,1) ◦ B(V ). Soit
((p)k(1)n−pk ) la partition p-adique de n composée de k − 1 parts de taille p et de n − pk
parts de taille 1. On désigne par k0 le plus grand entier tel que p · k0  n − p. Un calcul
direct montre que la somme alternée
k0+1∑
k=1
(−1)k−1Φ((p)k(1)n−pk )
est un scindement de l’inclusion de S(p,1, . . . ,1) ◦ B dans Sn ◦ B . 
Corollaire 2. Le foncteur Snp ◦ B est un facteur direct de Sn ◦ B .
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0 → S(p,1, . . . ,1) → Sn → Snp → 0
se scinde d’après la proposition 6, ce qui entraîne le corollaire. 
Soit λ = (λ1, . . . , λ) et µ = (µ1, . . . ,µm) deux partitions p-adiques de n. Soit
x
µ1
1 · · ·xµmm un élément générateur de S(µ). On note (J1, . . . , Jm) la partition de l’en-
semble {1, . . . , n} définie par
Jj = {i | µ1 + · · · + µj−1 + 1 i  µ1 + · · · + µj }.
On définit y1, . . . , yn par yi = xj si i ∈ Jj . En particulier, yJj = xµjj , et y1 · · ·yn =
x
µ1
1 · · ·xµmm .
Lemme 2. Avec les notations ci-dessus, l’image de xµ11 · · ·xµmm par Φ(λ) est
Φ(λ)
(
x
µ1
1 · · ·xµmm
)= ∑
{I1,...,I}
∏
i=1
(
y∗Ii
)λi ,
où la somme est prise sur les partitions {I1, . . . , I} de {1, . . . , n} telles que
– pour tout i ∈ {1, . . . , }, |Ii | = λi ;
– pour tout i ∈ {1, . . . , } et tout j ∈ {1, . . . ,m}, soit Ii ⊂ Jj , soit Jj ⊂ Ii .
Avant de démontrer ce lemme, voyons-en quelques conséquences.
Corollaire 3. L’image de xµ11 · · ·xµmm par Φ(λ) est donnée par
Φ(λ)
(
x
µ1
1 · · ·xµmm
)= ∑
{I1,...,I}
( ∏
j |∃i, Ii⊂Jj
x
µj
j ·
∏
i|∃j, JjIi
(
y∗Ii
)λi)
la somme étant prise sur les mêmes partitions que dans le lemme 2.
Démonstration. D’après le lemme 2,
Φ(λ)
(
x
µ1
1 · · ·xµmm
)= ∑
{I1,...,I}
( ∏
i|∃j, Ii⊂Jj
(
y∗Ii
)λi · ∏
i|∃j, JjIi
(
y∗Ii
)λi),
où la somme est prise sur les partitions décrites dans le lemme 2. Mais si Ii ⊂ Jj , alorsy∗Ii = x∗|Ii |j = x∗λij .
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le premier produit s’écrit
∏
i|∃j, Ii⊂Jj
(
y∗Ii
)λi = ∏
i|∃j, Ii⊂Jj
x
λi
j =
∏
j |∃i, Ii⊂Jj
x
µj
j . 
Corollaire 4. Soit λ = (λ1, . . . , λk) une partition p-adique de n. Alors
Φ(λ)
(
x
λ1
1 · · ·xλkk
)= xλ11 · · ·xλkk mod ∑
µ∈λ>
S(µ ) ◦ B.
Démonstration. On utilise le corollaire 3 dans le cas où λ = µ. Dans ce cas, la partition
{J1, . . . , Jm} fait partie des indices de sommation, et le terme correspondant de la somme
est xλ11 · · ·xλ . Soit {I1, . . . , I} un autre indice de la somme. L’égalité du corollaire 3
montre que le terme correspondant dans la somme est dans
∑
µ∈λ> S(µ ) ◦ B . En effet,
soit κ la partition contenant :
– les parts λj pour tout j tel qu’il existe i tel que Ii ⊂ Jj ,
– les parts λi pour tout i tel qu’il existe j tel que Jj  Ii . Dans ce cas,
λi =
∑
j |Jj⊂Ii
λj . (5)
On est dans la deuxième situation pour au moins un indice i. La somme (5) contient pour
tout tel indice i au moins deux termes. Par conséquent, la partition κ est raffinée strictement
par λ. On termine en remarquant que le monôme y{I1,...,I} (notation 2) est contenu dans
S(κ ) ◦ B . 
Corollaire 5. Soit λ et µ deux partitions p-adiques de n. Alors
Φ(λ)
(
S(µ) ◦ B)⊂ S(µ) ◦ B ∩ S(λ ) ◦ B = S(min( λ,µ )) ◦ B.
Démonstration. Soit y1 · · ·yn = xµ11 · · ·xµmm un élément de S(µ) ◦ B(V ) comme dans le
lemme 2. Son image par Φ(λ) est contenue dans S(min( λ,µ )) ◦ B(V ). En effet, pour
les mêmes raisons que pour le corollaire 4, pour toute partition {I1, . . . , I} de {1, . . . , n}
telle que dans le lemme 2, le monôme y{I1,...,I} est contenu dans S(κ ) pour une certaine
partition p-adique de n vérifiant à la fois κ  λ et κ  µ, ce qui montre l’inclusion. 
Démonstration du lemme 2. Soit Part( λ ) l’ensemble des partitions (I ) = {I1, . . . , I}
de l’ensemble {1, . . . , n} telles que |Ii | = λi . Le groupe symétrique Sn agit (à droite) sur
Part( λ ). En effet, soit σ une permutation dansSn. Pour un sous-ensemble I = {i1, . . . , ik}
de {1, . . . , n}, on définit l’ensemble Iσ par
{ }
Iσ = σ−1(i1), . . . , σ−1(ik) .
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tion (Iσ ) par (
Iσ
)= {Iσ1 , . . . , I σ }.
L’action du groupe symétrique sur les partitions de {1, . . . , n} est alors donnée par
(I ) · σ = (Iσ ).
Soit (I ) = {I1, . . . , I} un élément de Part( λ ), et z1, . . . , zn des éléments de B(V ).
Alors, si Stab(I ) désigne le stabilisateur de (I ) sous l’action de Sn, Φ(λ)(z1 · · · zn) est
donné par
Φ(λ)(z1 · · · zn) =
∑
σ∈Sn/Stab(I )
z(Iσ ). (6)
Ici z(Iσ ) désigne le monôme (z∗Iσ1 )
λ1 · · · (z∗
Iσ
)λ , conformément à la notation 1.
Avec les notations du lemme, supposons qu’il existe i et j (qu’on se fixe une fois pour
toutes) tels que Ii ∪ Jj  Ii, Jj . On doit montrer que∑
σ∈Sn/Stab(I )∃s,t, I σs ∩JtIσs ,Jt
y(Iσ ) = 0. (7)
On suppose que tous les ys sont discernables deux à deux (même si en tant qu’éléments de
B(V ), ils sont égaux), sauf les éléments {ys | s ∈ Jj }. Sous cette convention, le nombre de
termes égaux à y(I) dans la somme définissant Φ(λ)(y1 · · ·yn) (tous obtenus par permuta-
tion des ys , pour s ∈ Jj ) est égal à
SJj
/(
SJj ∩ Stab(I )
)
. (8)
C’est aussi le nombre de ces termes dans la somme (7), car puisque Ii ∩ Jj  Ii, Jj on a
aussi, pour tout σ ∈SJj , Iσi ∩ Jj  Iσi , Jj . Or, on définit une inclusion
SJj ∩ Stab(I )
f−→SJj∩Ii ×SJj−Ii
par les restrictions
f (σ ) = (σ |Jj∩Ii , σ |Jj−Ii ). (9)
L’application (9) est clairement un morphisme de groupes. C’est une injection, car si
f (σ ) = (id, id), alors pour tout s ∈ Jj , σ(s) = s, et puisque σ ∈SJj , cela implique que
σ = id.
On obtient donc une chaîne d’inclusions de groupesSJj ∩ Stab(I ) ⊂SJj∩Ii ×SJj−Ii ⊂SJj .
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[
SJj |SJj ∩ Stab(I )
]
= [SJj∩Ii ×SJj−Ii |SJj ∩ Stab(I )] · [SJj |SJj∩Ii ×SJj−Ii ]. (10)
Soit a le cardinal de Jj ∩ Ii . On a a 	= λj et a 	= 0. Ainsi, [SJj |SJj∩Ii ×SJj−Ii ], égal
au coefficient binômial
(
λj
a
)
est divisible par p. On en déduit que l’indice [SJj |S(Jj ) ∩
Stab(I )], égal d’après (8) au nombre d’occurrences du terme y(I) dans la somme (7) est
divisible par p. La somme de ces termes (avec la convention d’indiscernabilité, puis sans)
est donc nulle.
En raisonnant ainsi pour tous les termes susceptibles d’apparaître dans la somme (7),
on montre que cette somme est nulle. 
On montre maintenant dans le cas général que chacun des termes de la décomposition
de tk(Sn) ◦ B/tk−1(Sn) ◦ B donnée dans le théorème 2 est un facteur direct de Sn ◦ B .
Proposition 7. Soit ν = (ν0, . . . , νs) une suite d’entiers positifs ou nuls tels que ν0p0 +
· · · + νsps = n. Alors il existe une inclusion directe de Sp( ν ) ◦ B dans Sn ◦ B .
Démonstration. Pour tout entier n, on note π(n) la projection naturelle Sn ◦B → Snp ◦B
et ι(n) l’inclusion Snp ◦B → Sn ◦B obtenue par le corollaire 2. En particulier, ι(n) est une
inclusion directe dont π(n) est une projection réciproque.
On définit dans la figure 1 une inclusion ι( ν ) :Sp( ν ) ◦ B → Sn ◦ B et une projection
réciproque
π(ν ) :Sn ◦ B → S(λ ) ◦ B
/ ∑
µ∈λ>
S(µ ) ◦ B  Sp( ν ),
S
ν0
p ◦ B ⊗ · · · ⊗ Sνsp ◦ B
ι(ν0)⊗···⊗ι(νs )
ι( ν )

α
S(λ( ν )) ◦ B/∑µ∈λ(ν )> S(µ ) ◦ B
Sν0 ◦ B ⊗ · · · ⊗ Sνs ◦ B
φ0⊗···⊗φs S(λ( ν )) ◦ B
proj.
Sν0p
0 ◦ B ⊗ · · · ⊗ Sνsps ◦ B
proj.
Sν0p
0+···+νsps ◦ B Sn ◦ B
Φ(λ(ν ))
π( ν )Fig. 1. Inclusion directe de Sp(ν ) ◦ B dans Sn ◦ B .
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en (2), et φ est le morphisme de Frobenius Sk ◦ B → Spk ◦ B .
Il suffit de vérifier que la composée α−1 ◦ π(ν ) ◦ ι( ν ) est égale à l’identité. Pour i tel
que 0 i  s, soit Xi un élément de Sνip ◦ B . Alors
ι( ν )(X1 ⊗ · · · ⊗ Xs) = ι(ν0)(X0)p0 · · · ι(νs)(Xs)ps .
Par conséquent, d’après le corollaire 4,
π(ν ) ◦ ι( ν )(X1 ⊗ · · · ⊗ Xs) = ι(ν0)(X0)p0 · · · ι(νs)(Xs)ps mod
∑
µ∈λ>
S(µ) ◦ B,
puis, d’après la définition de α,
α−1 ◦ π(ν ) ◦ ι( ν )(X1 ⊗ · · · ⊗ Xs) = π(ν0)
(
ι(ν0)(X0)
)⊗ · · · ⊗ π(νs)(ι(νs)(Xs))
= X1 ⊗ · · · ⊗ Xs.
La dernière égalité provient du fait que pour tout m, ι(m) est par définition un scindement
de la projection π(m). 
Il faut maintenant prouver que toutes les inclusions directes définies ainsi sont compa-
tibles entre elles, dans le sens où
– elles définissent des inclusions directes
⊕
ν∈E
Sp( ν ) ◦ B → Sn ◦ B,
pour tout ensemble E de suites ν = (ν0, . . . , νs) telles que∑νipi = n ;
– elles induisent des inclusions directes
∑
ν∈E
S
(
λ(ν )
) ◦ B → Sn ◦ B.
Proposition 8. Soit m un entier, et E un ensemble de suites ν = (ν0, . . . , νs) telles que∑
νip
i = n et∑νi = m. Alors le sous-foncteur⊕ν∈E Sp( ν ) de tm(Sn)/tm−1(Sn) est un
facteur direct de Sn. Plus précisément :
∑
ν∈E
ι( ν ) :
⊕
ν∈E
Sp( ν ) ◦ B → Sn ◦ Best une inclusion directe.
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⊕
ν∈E
π(ν ) :Sn ◦ B →
⊕
ν∈E
Sp( ν ) ◦ B
est un scindement de
∑
ν∈E ι( ν ). Il suffit de montrer que pour ν et ν′ dans E tels que
ν 	= ν′,
π
(
ν′
) ◦ ι( ν ) = 0.
Avec les notations de la démonstration de 7,
π
(
ν′
) ◦ ι( ν )(X0 ⊗ · · · ⊗ Xs) = π(ν′)(ι(ν1)(X0)ν0p0 · · · ι(νs)(X0)νsps ).
Par définition de π(ν′) (figure 1), il suffit de vérifier que l’image de l’élément ι(ν1)(X0)ν0p0
· · · ι(νs)(X0)νsps par Φ(λ(ν′)) est dans ∑µ∈λ(ν′)> S(µ ) ◦ B , ce qui provient du corol-
laire 5 et du fait que min( λ( ν ), λ( ν′)) < λ(ν′), puisque λ(ν ) 	= λ(ν′) et que le nombre
de parts de ces deux partitions est le même. 
On en déduit immédiatement :
Corollaire 6. Pour tout m, le foncteur [tm(Sn)/tm−1(Sn)] ◦ B est un facteur direct de
Sn ◦ B .
Notation 3. Soit E un ensemble de partitions p-adiques de n. On note ιE l’inclusion
ιE =
∑
λ∈E
ι
(
ν(λ )
)
:
⊕
λ∈E
Sp
(
ν(λ )
) ◦ B → Sn ◦ B,
et πE la projection
πE =
⊕
ν∈E
π(ν ) :Sn ◦ B →
⊕
ν∈E
Sp( ν ) ◦ B.
D’après la proposition 8, πE est un scindement de ιE . On note également iE l’inclusion
évidente de
∑
λ∈E S(λ ) dans Sn.
Lemme 3. Soit E un ensemble de partitions p-adiques de n. Alors πE ◦ iE est égal à la
projection naturelle
∑
λ∈E
S(λ ) ◦ B pr−→
⊕
λ∈E
Sp
(
ν(λ )
) ◦ B.
La démonstration de ce lemme ne présente pas de difficulté.
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toutes m parts. Alors
∑
λ∈E S(λ ) ◦ B est un facteur direct de Sn ◦ B . Autrement dit, il
existe une projection pE dont iE est un scindement.
Démonstration. On opère par récurrence sur m, en initialisant pour m < 0. Dans ce cas,
E est vide, et le résultat est trivial.
Supposons maintenant que le résultat est vrai pour m′ < m, et soit E un ensemble de
partitions p-adiques de n toutes de longueur m. On a une suite exacte courte
tm−1
(∑
λ∈E
S(λ )
)
◦ B i−→
∑
λ∈E
S(λ ) ◦ B pr−→
⊕
λ∈E
Sp
(
ν(λ )
) ◦ B.
On construit alors la projection pE en considérant le diagramme de la figure 2. Dans
cette figure, iE′ et pE′ sont obtenus par l’hypothèse de récurrence au rang m − p + 1, en
remarquant que, d’après la proposition 2 et le théorème 2, le foncteur tm−1(
∑
λ∈E S(λ ))
s’écrit comme une certaine somme
tm−1
(∑
λ∈E
S(λ )
)
=
∑
µ∈E′
S(µ),
où E′ est un certain ensemble de partitions p-adiques de n, toutes de longueur m−p + 1.
De plus, q est une projection scindée par i. Plus précisément,
q = pE′ ◦ iE. (11)
Puisque iE ◦ i = iE′ , on a bien q ◦ i = id. Ainsi, la suite exacte définie par la ligne inférieure
est scindée, ce qui permet de construire un scindement j de la projection pr. On définit alors
pE par :
pE = i ◦ pE′ + j ◦ πE.
Sn ◦ B
πE
pE′
pE
tm−1
(∑
λ∈E S(λ )
) ◦ B i
iE′
∑
λ∈E S(λ ) ◦ B
pr
q
iE
⊕
λ∈E Sp
(
ν(λ )
) ◦ B
ιE
jFig. 2. Construction de la projection pE .
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pE ◦ iE = i ◦ q + j ◦ pr = id. 
Le théorème 3 découle immédiatement de ce qui précède, ainsi que la décomposition
suivante :
Corollaire 7. Soit B un foncteur booléen. Alors :
Sn ◦ B =
⊕
k0
tk
(
Sn
) ◦ B/tk−1(Sn) ◦ B = ⊕
ν=(ν0,...,νs )
ν0p0+···+νsps=n
Sp( ν ) ◦ B.
Pour terminer cette section, on fait tendre n vers +∞ dans l’expression Sn ◦ B . Autre-
ment dit, on s’intéresse à Sp∞ ◦ B .
D’après le théorème 3 appliqué à la partition (p, . . . ,p) de pn+1, le morphisme de
Frobenius induit des inclusions directes Spn ◦ B → Spn+1 ◦ B . Le foncteur Sp∞ ◦ B étant
la limite directe du système constitué de ces inclusions, on en déduit que
Sp
∞ ◦ B = S1 ◦ B ⊕
⊕
n1
(
Sp
n
/Sp
n−1) ◦ B,
et on obtient par conséquent la décomposition suivante.
Corollaire 8. Soit B un foncteur booléen. Alors :
Sp
∞ ◦ B =
⊕
n0
⊕
ν=(ν0,...,νs )
ν0p0+···+νsps=pn
ν0>0
Sp( ν ) ◦ B.
4. Scindement de IFp ◦B
Ce qu’on note ici IFp ◦ B est par abus de notation le foncteur limite directe du système
t0(IFp ) ◦ B → t1(IFp ) ◦ B → t2(IFp ) ◦ B → ·· · .
On prendra garde qu’en général, si B prend des valeurs de dimension infinie,
IFp ◦ B(V ) 	= FB(V )
∗
2 ,
car la condition pour avoir cette égalité est B(V )∗∗ ∼= B(V ). C’est vrai si B est à valeur
dans Ef , par exemple si B = IFp .
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φ :V ∗ → Fp | ∃ x1, . . . , xn ∈ V tels que ∀f ∈ V ∗, φ(f ) = f (x1) · · ·f (xn)
}
,
c’est-à-dire tn(IFp ) = S0 ⊕ · · · ⊕ Sn/xp = x. Les quotients de cette filtration sont
tn(IFp )/tn−1(IFp ) = Snp.
Théorème 4. Pour tout foncteur booléen B , tn−1(IFp )◦B → tn(IFp )◦B est une inclusion
directe.
Corollaire 9. Soit B un foncteur booléen. Alors :
IFp ◦ B =
⊕
n0
Snp ◦ B.
Remarque 1. Pour B = IFp , p = 2, on obtient le scindement de IFp ◦ IFp de B. Richter
[15, théorème 7.1].
Démonstration du théorème 4. Soit Enα l’ensemble des partitions de {1, . . . , n} en n −
(p − 1)a sous-ensembles {I1, . . . , In−(p−1)a} tels que
|I1| = · · · = |Iα| = p et |Iα+1| = · · · = |In−(p−1)α| = 1.
Pour I = {I1, . . . , In−(p−1)α} un élément de Enα , on note xI l’élément de Sn−(p−1)α ◦ B
défini par
xI = x∗I1 · · ·x∗In−(p−1)α .
On note de la même manière son image dans tk(Sn) ◦ B , k  n − (p − 1)α. On définit
Ψ :
(
S0 ⊕ · · · ⊕ Sn) ◦ B → (S0 ⊕ · · · ⊕ Sn−1) ◦ B → tn−1(IFp ) ◦ B
par
Ψ (x1 · · ·xk) = x1 · · ·xk (12)
si k < n, et
Ψ (x1 · · ·xn) =
∑
α1
(−1)α−1
∑
I∈Eα
xI . (13)
Pour I ∈ Eα , soit I0 l’union des Ij , pour α + 1 j  n − (p − 1)α. Comme pour ces
indices, le cardinal de Ij est 1, on ax∗Iα+1 · · ·x∗In−(p−1)α = xI0 .
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expressions, les produits ∗ sont tous pris sur des ensembles à p éléments.
Résultat 1. Ψ (x1 · · ·xn−pxp) = Ψ (x1 · · ·xn−px).
D’après (12), il suffit de vérifier que Ψ (x1 · · ·xn−pxp) = x1 · · ·xn−px. Cela provient du
résultat suivant, dans lequel on a posé xn−p+1 = · · · = xn = x.
Résultat 2. On a une égalité dans tn−1(IFp ) :∑
I∈Enα
xI =
∑
I∈En−pα
xI · x +
∑
I∈En−pα−1
xI · x. (14)
En effet, si le résultat 2 est vrai, alors
∑
α1
(−1)α−1
∑
I∈Ea
=
∑
α1
(−1)α−1
( ∑
I∈En−pα
xI · x +
∑
I∈En−pα−1
xI · x
)
.
En simplifiant cette expression, on obtient, à l’aide de l’équation (13) :
Ψ
(
x1 · · ·xn−pxp
)= ∑
I∈En−p0
xI · x = x1 · · ·xn−px,
d’où le résultat 1. L’application Ψ passe donc au quotient, et définit une application
Ψ : tn(IFp ) ◦ B → tn−1(IFp ) ◦ B.
D’après l’équation (12), il est évident que cette application est scindée par l’inclusion de
tn−1(IFp ) ◦ B dans tn(IFp ) ◦ B , ce qui montre le théorème 4. 
Démonstration du résultat 2. Soit I = {I1, . . . , In−(p−1)α} dans Eα , et I0 défini comme
dans la démonstration du théorème 4. On note, pour j ∈ {0, . . . , α},
λj =
∣∣Ij ∩ {n − p + 1, . . . , n}∣∣
et
Jj = Ij ∪ {1, . . . , n − p + 1}.
Alors
xI =
(
x∗λ1 ∗ x∗J1
) · · · (x∗λa ∗ x∗Ja ) · xλ0 · yJ0 . (15)
Les différents facteurs égaux à x (c’est-à-dire les facteurs xn−p+1, . . . , xn) sont interchan-
geables dans cette expression (15). Donc, toutes les expressions similaires obtenues à partir
242 A. Troesch / Journal of Algebra 290 (2005) 221–249d’objets I ′ de Eα déduits de I par permutation de n − p + 1, . . . , n donnent la même ex-
pression (15). Il y a (
p
λ0, . . . , λa
)
= p!
λ0! · · ·λa !
tels objets I ′ donnant la même expression (15). Ce nombre est non nul modulo p si et
seulement si tous les λi sont nuls, sauf un égal à p. Cela signifie que les termes xi , i > n−p
restent groupés dans le sens où leurs indices se retrouvent dans le même ensemble Ij0 .
Deux cas peuvent alors se produire :
– soit j0 = 0, et dans ce cas, xI0 = xp · xJ0 = x · xJ0 . La deuxième égalité provient de la
relation xp = x dans tn−1(IFp ). On trouve la deuxième moitié de la somme (14) ;
– soit j0 	= 0. On peut supposer que j0 = α. Alors x∗Iα = x∗p = x. On trouve la première
moitié de la somme. 
5. Applications au calcul d’extensions en caractéristique 2
Les décompositions trouvées dans les corollaires 7, 8 et 9 se révèlent particulière-
ment intéressantes en caractéristique 2. En effet, dans ce cas, les foncteurs Sip sont égaux
aux puissances extérieures Λi . Or, par le complexe de Koszul, on parvient à relier les
extensions faisant intervenir les puissances extérieures aux extensions faisant intervenir
les puissances symétriques. On parvient ainsi à déterminer Ext∗F (Id, S
n ◦ B) en fonction
de Ext∗F (Id,B), puis de calculer Ext
∗
F (Id, IFp ◦ B) et Ext∗F (Id, S2
∞ ◦ B). Ces résultats
permettent par exemple de déterminer Ext∗F (Id, S
n ◦ IFp ), et par conséquent d’éviter le
détour par Ext∗F (Id, (S
2)◦h ◦ IFp ) (et donc par Ext∗F (Id, (S2)◦h ◦ Sm)) pour le calcul de
Ext∗F (Id, S
n ◦ Sm) exposé dans [17,19].
On expose également à la fin de cette section quelques résultats concernant Ext∗F (Γ
2,
Λn ◦ IFp ).
5.1. Préliminaires
On rappelle quelques outils efficaces pour calculer des groupes d’extensions dans
la catégorie F . Ces outils ont été exploités antérieurement pour le calcul des groupes
Ext∗F (Id, S
n) [8,9], Ext∗F (Γ n,Sm) [7], Ext∗F (Id, Sn ◦ Sm) [17–19], ou de divers autres
groupes d’extensions dans la catégorie F [6,14].
La base de tous les calculs cités ci-dessus est l’existence, pour tout complexe C• d’objets
de F (ou toute autre catégorie abélienne) et tout objet T ∈ F de deux suites spectrales
I(T ,C•) et II(T ,C•) appelées première et seconde suites spectrales d’hypercohomologie,
telles que
– les deux suites spectrales I(T ,C•) et II(T ,C•) ont même aboutissement ;
– en rang 1, Is,∗1 = Ext∗F (T ,Cs) ;
– en rang 2, II∗,t2 = Ext∗F (T ,H t (C•)) ;
– en rang r , les différentielles sont de bidegré (r,1 − r).
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bicomplexe obtenu en appliquant HomF (T ,−) à une résolution injective de Cartan–
Eilenberg du complexe C• [5, chapitre 17]. Par exemple, si le complexe C• est acyclique,
la suite spectrale I(T ,C•) est d’aboutissement nul.
Le théorème suivant a joué un rôle primordial dans les calculs d’extensions :
Lemme 4 (Théorème d’annulation de Pirashvili, [12]). Si F(0) = 0 et G(0) = 0, alors
Ext∗F (Id,F ⊗ G) = 0.
Il existe de nombreuses preuves de ce résultat. On pourra se référer à [8].
Remarque 2. Le théorème 4 reste vrai en remplaçant Id par un foncteur A additif. Franjou
[6, proposition 1.4.2] l’a généralisé dans le cas de foncteurs non additifs. On obtient par
exemple, pour A = Γ n,
Ext∗F
(
Γ n,F ⊗ G)= n⊕
m=0
Ext∗F
(
Γ m,F
)⊗ Ext∗F (Γ n−m,G).
Par exemple :
– si F1(0) = · · · = Fn+1(0) = 0, alors Ext∗F (Γ n,F1 ⊗ · · · ⊗ Fn+1) = 0 ;
– en particulier, si la longueur de la décomposition p-adique de m est strictement plus
grande que n, alors Ext∗F (Γ
n,Sm) = 0 ;
– si F(0) = 0 = G(0), alors Ext∗F (Γ 2,F ⊗ G) = Ext∗F (Γ 1,F ) ⊗ Ext∗F (Γ 1,G).
Les suites spectrales d’hypercohomologie et le lemme 4 permettent d’obtenir le lemme
suivant, qui a été crucial pour le calcul de Ext∗F (Id, S
n) [8] et Ext∗F (Id, Sn ◦ Sm) [17–19].
Lemme 5. Si F(0) = 0, alors Ext∗F (Id,Λn ◦ F) = Ext∗−n+1F (Id, Sn ◦ F).
Démonstration. Il suffit de considérer les suites spectrales d’hypercohomologie du com-
plexe de Koszul
Ko•n :Λn → Λn−1 ⊗ S1 → ·· · → Λ1 ⊗ Sn−1 → Sn (16)
composé au préalable par F . Comme le complexe de Koszul est acyclique (et donc aussi
le complexe Ko•n ◦F ), la première suite spectrale a un aboutissement nul. D’après le théo-
rème d’annulation de Pirashvili (chacun des foncteurs Λi ◦ F et Sj ◦ F sont sans terme
constant, car F(0) = 0), seules ses colonnes 0 et n sont non nulles, égales respectivement
à Ext∗F (Id,Λ
n ◦ F) et Ext∗F (Id, Sn ◦ F). Puisque l’aboutissement est nul, la différentielle
de rang n, de bidegré (n,1 − n), est une bijection entre ces deux colonnes. 
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teur G, car le défaut d’exactitude de la composition à gauche disparaît lorsqu’on applique
Ext∗F (Id,−) [18, théorème 3.1].
Jusqu’à la fin de l’article, on suppose désormais que p = 2, et que B est un foncteur
booléen sans terme constant.
5.2. Calcul de Ext∗(Id, Sn ◦ B)
Soit φn,m(t) =∑i0 t i · dim ExtiF (Γ n,Λm ◦ IF2 ) la série de Poincaré de l’espace vec-
toriel gradué Ext∗F (Γ
n,Λm ◦ IF2 ), et soit φBn,m la série de Poincaré de Ext∗F (Γ n,Λm ◦B).
Pour simplifier, on écrira φB pour φB1,1 (série de Poincaré de Ext∗F (Id,B)).
Si n n’est pas une puissance de 2, Ext∗F (Id, S
n ◦ B) = 0, car Sn est dans ce cas un
facteur direct dans un produit tensoriel. Ainsi, pour déterminer Ext∗F (Id, S
n ◦ B), il suffit
de calculer Ext∗F (Id, S
2h ◦ B).
Théorème 5. Soit B un foncteur booléen sans terme constant. On a une relation de mo-
dules à droite sur l’algèbre de Yoneda Ext∗F (Id, Id) :
Ext∗F
(
Id, S2h ◦ B)= Ext∗−2h+1F (Id, S2h ◦ B)⊕ Ext∗F (Id, S2h−1 ◦ B).
En particulier, les séries génératrices sont données par :
φ1,2h(t) = t2
h−1
h∏
i=1
1
1 − t2i−1 et φ
B
1,2h(t) = φB(t) · φ1,2h(t).
Démonstration. Le corollaire 7 donne :
Ext∗F
(
Id, S2h ◦ B)=⊕
λ
Ext∗F
(
Id,Λ
(
ν(λ )
) ◦ B),
la somme étant prise sur toutes les partitions 2-adiques λ de 2h. Or Λ(ν(λ )) s’exprime
comme un produit tensoriel de deux foncteurs sans termes constants dès lors que toutes les
parts de λ n’ont pas la même taille, c’est-à-dire dès lors que λ n’est pas égal aux partitions
constituées de 2h− parts identiques de taille 2. D’après le théorème de Pirashvili, on
obtient alors
Ext∗F
(
Id, S2h ◦ B)= h⊕
=0
Ext∗F
(
Id,Λ2 ◦ B). (17)
En utilisant l’égalité similaire pour S2h−1 , on obtient
( h ) ( h ) ( h−1 )
Ext∗F Id, S
2 ◦ B = Ext∗F Id,Λ2 ◦ B ⊕ Ext∗F Id, S2 ◦ B . (18)
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Pour obtenir les séries génératrices, on constate que l’expression (18) fournit, grâce au
lemme 5 une relation sur les séries génératrices :
φB1,2h(t)
t2h−1
= φB1,2h(t) +
φB1,2h−1(t)
t2h−1−1
.
On conclut sachant que φ1,1(t) = 1. 
Proposition 10. Le module d’extensions Ext∗F (Id, S
2h ◦ IF2 ) a une structure de module
triviale sur l’algèbre de Yoneda Ext∗F (Id, Id).
Démonstration. C’est évident pour h = 0, puisque ExtiF (Id, IF2 ) est nul si i > 0 et vaut
F2 si i = 0. Soit h 1, et supposons la proposition vraie pour h−1. Soit e une extension de
Ext∗F (Id, Id), non nulle et non égale à l’identité. On veut montrer que pour toute extension
f de Ext∗F (Id, S
2h ◦ IF2 ), le produit de Yoneda f · e est nul. Si f est dans ExtmF (Id, S2
h ◦
IF2 ), avec m < 0, c’est évident. Supposons que ce soit vrai pour tout f ′ de degré m′ < m,
et soit f un élément de ExtmF (Id, S
2h ◦ IF2 ). D’après le théorème 5, f se décompose en
f = f ′ + f ′′,
où f ′ est un élément de Extm−2
h+1
F (Id, S
2h ◦ IF2 ) et f ′′ un élément de ExtmF (Id, S2
h−1 ◦
IF2 ). Comme cette décomposition est compatible avec la structure de module, on a
f · e = f ′ · e + f ′′ · e.
Or, f ′ · e est nul d’après l’hypothèse de la récurrence sur m, et f ′′ · e est nul d’après
l’hypothèse de la récurrence sur h. Ainsi, f · e = 0. 
On adapte facilement cette démonstration pour montrer le :
Théorème 6. Soit B un foncteur booléen sans terme constant. En tant que module sur
l’algèbre de Yoneda Ext∗F (Id, Id), on a :
Ext∗F
(
Id, S2h ◦ B)= Ext∗F (Id,B) ⊗ Ext∗F (Id, S2h ◦ IF2 ),
l’action de Ext∗F (Id, Id) se faisant sur le premier facteur du produit tensoriel.
D’après l’exemple 3, Γ h2 ◦ · · · ◦Γ hk ◦IF2 est un foncteur booléen. Grâce au théorème 5,
au lemme 5 et sa version duale (obtenue à l’aide du dual du complexe de Koszul), on en
déduit le résultat suivant, par une récurrence immédiate sur le nombre de facteurs dans la
composition.
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2h1 ◦ · · · ◦ S2hk ◦ IF2 ) est le module trivial
d’espace sous-jacent décrit par la série
h1∏
i=1
1
1 − t2i−1 · · ·
hk∏
i=1
1
1 − t2i−1 .
Remarquons pour terminer que grâce aux décompositions des corollaires 8 et 9, le
théorème 5 permet d’obtenir une description des modules Ext∗F (Id, S
2∞ ◦ B) et Ext∗F (Id,
IF2 ◦ B). En particulier, lorsque B = IF2 , la structure de module est triviale, et dans le cas
général, on obtient des égalités de modules :{
Ext∗F (Id, S
2∞ ◦ B) = Ext∗F (Id,B) ⊗ Ext∗F (Id, S2
∞ ◦ IF2 ),
Ext∗F (Id, IF2 ◦ B) = Ext∗F (Id,B) ⊗ Ext∗F (Id, IF2 ◦ IF2 ).
5.3. Calcul de Ext∗F (Γ
2,Λ2 ◦ IF2 )
La première suite spectrale d’hypercohomologie de Ko•2 ◦ IF2 vaut en rang 1 :
– I0,∗1 (Γ 2,Ko•2 ◦ IF2 ) = Ext∗F (Γ 2,Λ2 ◦ IF2 ) ;
– I1,∗1 (Γ 2,Ko•2 ◦ IF2 ) = Ext∗F (Γ 2, IF2 ⊗ IF2 ) = Ext∗F (Γ 1, IF2 ) ⊗ Ext∗F (Γ 1, IF2 ) ;
– I2,∗1 (Ko•2,Λ2 ◦ IF2 ) = Ext∗F (Γ 2, S2 ◦ IF2 ) = Ext∗F (Γ 2,Λ2 ◦ IF2 ) ⊕ Ext∗F (Γ 2, IF2 ).
Puisque Ext∗F (Γ
1, IF2 ) et Ext∗F (Γ
2, IF2 ) sont tous deux nuls en degré strictement positif,
et valent F2 en degré 0, on obtient les séries de Poincaré suivantes en rang 1 (pour le degré
total) :
– φ2,2 pour la colonne 0 ;
– t pour la colonne 1 ;
– t2(1 + φ2,2) pour la colonne 2.
La différentielle d1 est concentrée sur la ligne 0. De plus, la projection de la différentielle
sur le facteur direct Ext∗F (Γ
2, IF2 ) de la colonne 2 est le morphisme induit sur les Ext0F
par le produit
IF2 ⊗ IF2 → IF2 .
On montre sans peine qu’il s’agit d’un isomorphisme. Ainsi, en rang 2, seules les co-
lonnes 0 et 2 sont non nulles, de séries de Poincaré (pour le degré total) φ2,2 et t2φ2,2
respectivement. La suite spectrale étant d’aboutissement nul (car le complexe de Koszul
est acyclique), la différentielle d2 est un isomorphisme entre ces deux colonnes. Par consé-
quent, t · φ2,2(t) = φ2,2(t), puis φ2,2(t) = 0. On a montré :
∗ 2 2Proposition 11. ExtF (Γ ,Λ ◦ IF2 ) = 0.
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2,Λ2
h+2k ◦ IF2 ), h < k
La méthode exposée ici n’est pas la seule possible, ni forcément la plus simple. Elle a
l’avantage de montrer comment utiliser le corollaire 7.
Soit Λ•m le complexe obtenu en prenant la partie de degré m de la construction Cobar
réduite de Λ∗ :
Λ•m :Λm →
⊕
i+j=m
i,j>0
Λi ⊗ Λj → ·· · → (Λ1)⊗m.
Par convention, Λm est en degré cohomologique 1. La cohomologie de Λ•m est Sm en
degré m, et 0 sinon.
Soit h 	= k. D’après la remarque 2, seules les colonnes 1 et 2 de la suite spectrale
I(Γ 2,Λ•2h+2k ◦ IF2 ) sont non nulles :
– I1,∗1 (Γ 2,Λ•2h+2k ◦ IF2 ) = Ext∗F (Γ 2,Λ2
h+2k ◦ IF2 ) ;
– I2,∗1 (Γ 2,Λ•2h+2k ◦ IF2 ) =
⊕
i+j=2h+2k Ext∗F (Γ
2, (Λi ⊗ Λj) ◦ IF2 ).
Or, si i 	= 2h et i 	= 2k , alors au moins un des deux indices i et j n’est pas une puissance
de 2, et Λi ⊗ Λj est un facteur direct d’un produit tensoriel de trois foncteurs sans terme
constant. Ainsi, le groupe d’extension correspondant est nul. La deuxième colonne est donc
égale à
I2,∗1
(
Γ 2,Λ•2h+2k ◦ IF2
)= (Ext∗F (Γ 1,Λ2h ◦ IF2 )⊗ Ext∗F (Γ 1,Λ2k ◦ IF2 ))⊕2.
De plus, le morphisme de coproduit Λ2h+2k → Λ2h ⊗ Λ2k est une inclusion directe (car
h 	= k). Ainsi, la différentielle d1 réalise une injection de la colonne d’abscisse 1 dans
chacun des deux facteurs
Ext∗F
(
Γ 1,Λ2
h ◦ IF2
)⊗ Ext∗F (Γ 1,Λ2k ◦ IF2 )
de la seconde colonne. En particulier, d1 est injective, et la suite spectrale dégénère au
rang 2. Soit ψn,m la série de Poincaré de l’aboutissement de la suite spectrale I(Γ n,Λ•m ◦
IF2 ). On obtient donc :
ψ2,2h+2k (t) = 2t2φ1,2h(t)φ1,2k (t) − t2φ2,2h+2k (t). (19)
La seconde suite spectrale est nulle, sauf sur sa ligne 2h + 2k , sur laquelle elle est égale
en rang 2 à Ext∗F (Γ
2, S2
h+2k ◦ IF2 ). En utilisant le corollaire 7 et la remarque 2, on obtientalors :
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h+2k
2
(
Γ 2,Λ•2h+2k ◦ IF2
)
=
h⊕
i=0
Ext∗F
(
Γ 2,Λ2
h−i+2k−i ◦ IF2
)⊕ ⊕
ih, jk
i 	=j
(
Ext∗F
(
Γ 1,Λ2
h−i ◦ IF2
)
⊗ Ext∗F
(
Γ 1,Λ2
k−j ◦ IF2
))
.
On obtient donc à l’aboutissement :
ψ2,2h+2k (t) = t2
h+2k
h∑
i=0
φ2,2h−i+2k−i (t) + t2
h+2k ∑
ih, jk
i 	=j
φ1,2h−i (t)φ1,2k−j (t). (20)
En comparant (19) et (20), et en utilisant les relations de récurrence vérifiées par les séries
φ1,2h , on obtient :
Proposition 12. Pour tout h 	= k, φ2,2h+2k = φ1,2hφ1,2k .
Remarque 4. La démonstration ci-dessous explique mieux la remarquable simplicité de
cet énoncé.
Soit m la multiplication S2h ⊗ S2k → S2h+2k , et µ la comultiplication S2h+2k → S2h ⊗
S2
k dans l’algèbre de Hopf S∗. Par un résultat classique, la composition
S2
h+2k µ−→ S2h ⊗ S2k m−→ S2h+2k
est l’identité si h 	= k. La comultiplication µ induit donc une inclusion directe
Ext∗F
(
Γ 2, S2
h+2k )→ Ext∗F (Γ 2, S2h ⊗ S2k ).
Soit  un entier tel que 0  h. On définit un morphisme f par la composition
S2
h ⊗ S2k µ⊗µ−−−−→ S2h− ⊗ S ⊗ S2k− ⊗ S tw−→ S2h− ⊗ S ⊗ S2k− ⊗ S
m⊗m−−−−→ S2h ⊗ S2k ,
où tw consiste en l’échange des deux facteurs égaux à S. Alors,
µ ◦ m =
h∑
=0
f.
Comme tous les morphismes f se factorisent par un produit tensoriel de strictement plus
de deux termes non triviaux, sauf si  = 0, on en déduit, d’après la remarque 2, que l’en-
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h ⊗ S2k ) est l’identité. Ainsi
Ext∗F
(
Γ 2, S2
h+2k )= Ext∗F (Γ 2, S2h ⊗ S2k )= Ext∗F (Id, S2h)⊗ Ext∗F (Id, S2k ).
Précomposer par le foncteur IF2 , ou tout autre foncteur sans terme constant, ne change rien
à l’argument ci-dessus.
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