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DIVERGENCE OF NON-RANDOM FLUCTUATION FOR EUCLIDEAN
FIRST-PASSAGE PERCOLATION
SHUTA NAKAJIMA
Abstract. The non-random fluctuation is one of the central objects in first passage
percolation. It was proved in [10] that for a particular asymptotic direction, it diverges
in a lattice first passage percolation with an explicit lower bound. In this paper, we
discuss the non-random fluctuation in Euclidean first passage percolations and show
that it diverges in dimension d ≥ 2 in this model also. Compared with the result in [10],
the present result is proved for any direction and improves the lower bound.
1. Introduction
First-passage percolation (FPP) was introduced by Hammersley and Welsh as a dynam-
ical model of infection. One of the motivations of the studies on FPP is to understand the
general behavior of subadditive processes. To do this, a number of techniques and phe-
nomena, such as Kingman’s subadditive ergodic theorem and a sublinear variance, have
been discovered and they have born fruitful results. See [2] on the backgrounds and related
topics.
We consider an Euclidean FPP on Rd with d ≥ 2, which is a variant of classical FPP
and introduced in [8]. The model is defined as follows. We consider a Poisson point process
Ξ with Lebesgue intensity on Rd. We regard Ξ as a subset of Rd. For any x ∈ Rd, we
denote by D(x) the closest point of Ξ to x with respect to the Euclidean norm | · |. If there
are multiple choices, we take one of them with a deterministic rule to break ties, though
it does not happen almost surely.
A path γ is a finite sequence of points (x0, · · · , x`) ⊂ Ξ. Then we write γ : x0 → x`. We
fix α > 1. Given a path γ, we define the passage time of γ = (xi)`i=0 as
(1.1) T(γ) =
∑`
i=1
|xi − xi−1|α,
where | · | is the Euclidean norm. For x, y ∈ Rd, we define the first passage time between
x and y as
T(x, y) = inf
γ:D(x)→D(y)
T(γ),
where the infimum is taken over all finite paths γ starting at D(x) and ending at D(y). It
should be noted that if α ≤ 1, T(x, y) = |D(x)−D(y)|α , which is a rather trivial model.
Hence we suppose α > 1. A path γ from D(x) to D(y) is said to be optimal if it attains
the first passage time between x and y, i.e. T(γ) = T(x, y). Note that for x, y ∈ Rd, the
optimal path between x and y is uniquely determined almost surely.
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One of the important property in our model is the so-called rotational invariance [CC18,
p.20]. Indeed, for any rotation matrix, say A, AΞ = {Ax| x ∈ Ξ} has the same distribution
as Ξ. Hence, (T(Ax,Ay))x,y∈Rd also has the same distribution as (T(x, y))x,y∈Rd .
By Kingman’s subadditive ergodic theorem, for any x ∈ Rd\{0}, there exists a non-
random constant g ≥ 0 such that
(1.2) g = lim
t→∞(t|x|)
−1T(0, tx) = lim
t→∞(t|x|)
−1E[T(0, tx)] a.s.
This g, called the time constant, is independent of the choice of x because of the rotational
invariance. Moreover it is known from [8, Theorem 1] that g is positive. Note that, since
T is subadditive (i.e., T(x, z) ≤ T(x, y) + T(y, z)), we have for x ∈ Rd,
(1.3) g|x| ≤ ET(0, x).
1.1. Main results. We define
ψ(t) = Var(T(0, te1)), φ(t) =
√
t
ψ(t)
,
where (ei)di=1 is the canonical basis of Rd. It was proved in [4] that ψ(t) ≤ C tlog t with some
constant C > 0, and thus φ(t) ≥ c√log t with c = C−1/2 > 0. Moreover it is expected that
ψ(t) = O(tβ) with some β < 1/2. It is also known that ψ(t) ≥ c and φ(t) ≤ C√t with
some c, C > 0 (See [9, (1.13)] for a lattice FPP, and Appendix for the detailed proof).
The following is our main result, which gives an explicit lower bound coming from the
variance ψ(t). It should be noted that there have been no results concerning with the lower
bound of the non-random fluctuation in Euclidean FPP. The related work in a lattice FPP
is introduced in Section 1.2.
Theorem 1.1. There exists c > 0 such that for any x ∈ Rd satisfying |x| > 1,
ET(0, x)− g|x| ≥ c log φ(|x|).
In particular, by Jensen’s inequality,
E|T(0, x)− g|x|| ≥ c log φ(|x|).
1.2. Related works. The main issue of FPP is to understand the behavior of T(0, x)
as |x| → ∞. Since Kingman proved a kind of law of large numbers as in (1.2), the next
question was the asymptotic of T(0, x) − g(x) with a natural scaling. Thus, the typical
order of T(0, x) − g(x) was of great interest in search of scaling. To study this, Kesten
considered the following decomposition:
(1.4) T(0, x)− g(x) = [T(0, x)− ET(0, x)] + [ET(0, x)− g(x)].
The first term T(0, x)− ET(0, x) is called the random fluctuation, while the second term
T(0, x) − ET(0, x) is called the non-random fluctuation. Kesten’s idea is the following.
First, we study the variance of T(0, x) and estimate the random fluctuation from it. Second,
using the estimate of the random fluctuation, we estimate the non-random fluctuation.
Following the idea, there have been several attempts to study them [9, 1, 3, 6, 7, 4]. In
particular, Alexander [1] developed a new and strong method to derive the upper bound
of the non-random fluctuation from a concentration inequality for the random fluctuation.
Nevertheless, there are few results on the lower bounds of the non-random fluctuations due
to the lack of understanding and techniques.
In the classical FPP, the author proved the divergence of the non-random fluctuation
[10]. However, there are at least two drawbacks. First, the result was not stated for a fixed
direction. Second, the estimate is anything but sharp, where the lower bound is given by
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(log log n)
1
d . In this paper, changing the model, we overcome these problems. Indeed, by
the rotational invariance of our model, we not only prove the result for any fixed direction,
but improve the bound, though we are not sure if this is sharp. Moreover, the argument
may be transparent because some of the cumbersome terms disappear in our argument.
1.3. Notation and terminology. This subsection collects some notations and terminolo-
gies for the proof.
• Let us define the Euclidean ball B(x, r) for x ∈ Rd and r > 0 as
B(x, r) = {y ∈ Rd| |x− y| ≤ r}.
For x = 0, we simply write B(r) instead of B(x, r).
• For a ∈ R, bac is the greatest integer less than or equal to a. Given x = (xi)di=1 ∈
Rd, we define bxc = (bxic)di=1.
• Given a, b, y ∈ Rd, we define T(a, y, b) = T(a, y)+T(y, b), which is the first passage
time from D(a) to D(b) passing through D(y).
• We denote by Γ(x, y) and Γ(x, y, z) the optimal paths of T(x, y) and T(x, y, z),
respectively.
• Given a Borel set A ⊂ Rd, we denote by Vol(A) the d-dimensional volume of A.
2. Proof of the main theorem
We only consider the e1-direction, i.e. x = e1, since another direction is the same by the
rotational invariance. We write Tn = T(0, ne1). Let us denote L = {(xi) ∈ Rd| x1 = 0}.
Given sufficiently large n > 0, one can find a finite subset Ln of L such that
(2.1)

]Ln = bφ(n)1/2c,
if a 6= b ∈ Ln, |a− b| ≥
√
nφ(n)−1/2,
for any a ∈ Ln,
√
nφ(n)−1/2 ≤ |a| ≤ √n.
Given y ∈ Ln, let us define
(2.2) Ay(2.2) = {∀z ∈ Ln with z 6= y, T(−ne1, y, ne1) < T(−ne1, z, ne1)}.
Proposition 2.1. For any K > 0,
(2.3) 2(ETn − gn) ≥ K
∑
y∈Ln
P({T(−ne1, 0, ne1)− T(−ne1, y, ne1) > K} ∩ Ay(2.2)).
Proof. For any n > 1, observe that by (1.3),
2(ETn − gn) = E[T(−ne1, 0, ne1)− T(−ne1, ne1)] + (E[T(−ne1, ne1)]− 2gn)
≥ E[T(−ne1, 0, ne1)− T(−ne1, ne1)].
Since T(x, y, z) ≥ T(x, z) for any x, y, z ∈ Rd and {Ay(2.2)}y∈Ln are disjoint, we have
E[T(−ne1, 0, ne1)− T(−ne1, ne1)]
≥
∑
y∈Ln
E[T(−ne1, 0, ne1)− T(−ne1, ne1); Ay(2.2)]
≥
∑
y∈Ln
E[T(−ne1, 0, ne1)− T(−ne1, y, ne1); Ay(2.2)].
By the first moment mothods, this is further bounded from below by the RHS of (2.3). 
We take K = Kn(θ) = θ log φ(n) for a fixed θ to be chosen later. The next proposition
is useful to estimate the right hand side of (2.3) from below.
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Proposition 2.2. There exists θ > 0 such that for sufficiently large n > 1 and y ∈ Ln,
P({T(−ne1, 0, ne1)− T(−ne1, y, ne1) > Kn} ∩ Ay(2.2))
≥ exp
(
−1
4
log φ(n)
)(
3
4
−K−1n (E[T(−ne1, y, ne1)]− 2gn)
)
.
(2.4)
Before proving Propositions 2.2, we shall complete the proof of Theorem 1.1. First,
suppose that n is large enough and there exists y ∈ Ln such that E[T(−ne1, y)] − gn ≥
Kn/4. By n ≤ |y + ne1| ≤
√
n2 + n ≤ n+ 1 and the rotational invariance of T,
E[Tn]− gn = E
[
T
(
0, n
y + ne1
|y + ne1|
)]
− gn
= E[T(0, y + ne1)]− gn+ E
[
T
(
0, n
y + ne1
|y + ne1|
)
− T(0, y + ne1)
]
≥ E[T(0, y + ne1)]− gn− E
[
T
(
n
y + ne1
|y + ne1| , |y + ne1|
y + ne1
|y + ne1|
)]
= E[T(−ne1, y)]− gn− ET|y+ne1|−n ≥
Kn
8
=
θ
8
log φ(n),
as desired. Otherwise, if for any y ∈ Ln, E[T(−ne1, y)− gn] ≤ Kn/4, then
E[T(−ne1, y, ne1)]− 2gn = 2E[T(−ne1, y)− gn]
≤ 1
2
Kn =
θ
2
log φ(n).
This, combined with Proposition 2.1 and 2.2, implies that
E[Tn]− gn ≥ 1
4
Kn
∑
y∈Ln
exp
(
−1
4
log φ(n)
)
=
1
4
Knbφ(n)1/2c exp
(
−1
4
log φ(n)
)
>
Kn
4
=
θ
4
log φ(n).
Therefore, the proof of Theorem 1.1 is completed. Thus, it remains to prove Proposi-
tion 2.2. We prepare some notations for the proof.
Definition 2.3. We define the events A(2.5)(Ln), A(2.6)(Ln) and A(2.7)(Ln) as
A(2.5)(Ln) =
{
∀a, b ∈ Ln ∪ {0} with a 6= b, T(a, b) ≥
√
nφ(n)−3/5
}
,(2.5)
A(2.6)(Ln) =
{
∀y ∈ Ln ∪ {0}, max
z=−ne1,ne1
{|T(z, y)− E[T(z, y)]|} ≤ √nφ(n)−2/3
}
,(2.6)
A(2.7)(Ln) = A(2.5)(Ln) ∩ A(2.6)(Ln).(2.7)
If it is clear from the context, we simply write A(2.5),A(2.6), A(2.7) instead of A(2.5)(Ln),
A(2.6)(Ln), A(2.7)(Ln), respectively. Let δ be a sufficiently small positive number to be
specified later, and set Cδ = 4(1 + δ−1).
Definition 2.4. Recall the notation α from (1.1). We define
V(2.8) =
{
y ∈ Ln
∣∣∣∣∣ ∀` ∈ Z with ` ≥ (Kn)
1
2α , ∀x ∈ B(y, CδKn + `) ∩ Zd
s.t. Ξ ∩ B(x, `1/2) 6= ∅
}
,(2.8)
W(2.9) = {y ∈ Ln| ∀a, b ∈ B(y, 2CδKn) with |a− b| ≥ Kn, T(a, b) ≥ δ|a− b|},(2.9)
X(2.10) = {y ∈ Ln| T(−ne1, y, ne1)− T(−ne1, ne1) < Kn},(2.10)
Y(2.11) = V(2.8) ∩W(2.9) ∩X(2.10).(2.11)
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Proposition 2.5.
lim
n→∞ infLn
P(A(2.5)(Ln)) = 1,(2.12)
lim
n→∞ infLn
P(A(2.6)(Ln)) = 1,(2.13)
lim
n→∞ infLn
min
y∈Ln
P(y ∈ V(2.8) ∩W(2.9)) = 1,(2.14)
where Ln runs over all subset of L satisfying (2.1).
We pospone the proof until Appendix, but we give some words on the proof here. In fact,
(2.12) comes from the linearity of the first passage time, i.e, T(a, b) = O(|a− b|) with high
probability, and (2.13) comes from the variance ψ(t) = Var(T(0, te1)) and
√
nφ(n)−2/3 √
nφ(n)−1 =
√
ψ(n). On the other hand, (2.14) comes from basic computations of the
Poisson point process and the linearity of the first passage time.
Given y ∈ Ln, for the optimal path (γy(i))li=1 = Γ(−ne1, y, ne1), we set
sy = min{i ∈ {1, · · · , l}| γy(i) ∈ B(y, CδKn)}, ty = max{i ∈ {1, · · · , l}| γy(i) ∈ B(y, CδKn)}.
Proposition 2.6. On the event {y ∈ V(2.8)},
max{|γy(sy)− γy(sy − 1)|, |γy(ty)− γy(ty + 1)|} ≤ (Kn) 12α + 1.
Proof. For simplicity of notation, we drop subscripts y in the proof such as s = sy,
γi = γy(i). Let ` = b|γs − γs−1|c. Suppose ` ≥ (Kn) 12α and we shall derive a contra-
diction.
Since
⌊
γs+γs−1
2
⌋
∈ B(y, CδKn + `) and y ∈ V(2.8),
B
(⌊
γs + γs−1
2
⌋
, `1/2
)
∩ Ξ 6= ∅.
Figure 1.
Left: γs and γt, Right: Schematic picture of Cc,y(z)
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Let us take x ∈ B(
⌊
γs+γs−1
2
⌋
, `1/2) ∩ Ξ. Since the jump {γs−1, γs} is itself optimal,
`α ≤ |γs−1 − γs|α = T(γs−1, γs)
≤ |γs−1 − x|α + |γs − x|α
=
∣∣∣∣γs−1 − γs + γs−12 + γs + γs−12 − x
∣∣∣∣α + ∣∣∣∣γs − γs + γs−12 + γs + γs−12 − x
∣∣∣∣α
≤ 2
(∣∣∣∣γs + γs−12
∣∣∣∣+ ∣∣∣∣γs + γs−12 − x
∣∣∣∣)α .
Since
∣∣∣γs−γs−12 ∣∣∣ ≤ `2+1 and ∣∣∣γs+γs−12 − x∣∣∣ ≤ `1/2+d ≤ 2`1/2 and ` ≥ (Kn) 12α , for sufficiently
large n, this is bounded from above by
2
(
1
2
+ 3`−1/2
)α
`α < `α.
Therefore `α < `α, which is a contradiction. Thus ` < (Kn)
1
2α and |γy(sy)− γy(sy − 1)| ≤
(Kn)
1
2α + 1. Similarly, we obtain |γy(ty)− γy(ty + 1)| ≤ (Kn) 12α + 1. 
Given z1, z2 ∈ B(2CδKn), we define the event
(2.15) B(2.15)(z1, z2) = {|γy(sy)− (y + z1)| ≤ d, |γy(ty)− (y + z2)| ≤ d} ,
where d is the dimension. Given x ∈ Rd and c,K > 0, we define
Zc,K(x) = {k ∈ Z≥0| 2c k|x| ≤ K − 1}.
Given y ∈ Ln, z ∈ Rd\{0} and c > 0, we define
Cc,y(z) =
{
∀k ∈ Zc,CδKn
(
z
|z|
)
, Ξ ∩ B
(
y + 2c k
z
|z| , c
)
6= ∅
}
.
Roughly speaking, Cc,y(z) implies that there are ubiquitous points of Ξ around the line
segment {y+tz| t ≥ 0}∩B(y, CδKn) (See Figure 2). Note that, for c < 1/4, Cc,y(z) depends
only on Ξ∩B(y, CδKt). Independently of Ξ, we take independent random variables Z1, Z2
with uniform distributions on B(2CδKn) ∩ (Zd\{0}).
Lemma 2.7. If we take c > 0 sufficiently small such that 4αcα−1Cδ < 12 , then for suffi-
ciently large n > 1 and y ∈ Ln,
P({T(−ne1, 0, ne1)− T(−ne1, y, ne1) > Kn} ∩ Ay(2.2))
≥ min
z1,z2∈B(2CδKn)\{0}
P (Cc,y(z1) ∩ Cc,y(z2))P
(A(2.7) ∩ {y ∈ Y(2.11)} ∩ B(2.15)(Z1, Z2)) .
(2.16)
Proof. We first explain the idea of the proof. We start with the event A(2.7)∩{y ∈ Y(2.11)}.
Then we resample all the configurations in B(y, CδKn) and suppose Cc,y(Z1) ∩ Cc,y(Z2) ∩
B(2.15)(Z1, Z2) after resampling. Then we will check that T(−ne1, y, ne1) decreases by at
least 2Kn. On the other hand, since y and 0 are far away from each other, T(−ne1, 0, ne1)
is unchanged. Similarly, we have the same thing for {T(−ne1, z, ne1)}z 6=y∈Ln . Thus we get
{T(−ne1, 0, ne1) − T(−ne1, y, ne1) > Kn} ∩ Ay(2.2) after resampling. To make the above
rigorous, we use the resampling argument introduced in [5].
Let Ξ∗ be an independent copy of the Poisson point process Ξ. We assume that
(Ξ,Ξ∗, Z1, Z2) are all independent. We enlarge the probability space so that we can mea-
sure the event depending on them and we still denote the joint probability measure by P.
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We define the resampled Poisson point process as
Ξ˜ = (Ξ ∩ (B(y, CδKn))c) ∪ (Ξ∗ ∩ B(y, CδKn)).
We write T˜(a, b) for the first passage time from a to b with respect to Ξ˜. Similarly, we
define T˜(a, y, b), C˜c,y(z) etc. Note that the distributions of Ξ and Ξ˜ are the same under P
since Ξ and Ξ∗ are independent. Thus the LHS of (2.16) is equal to
P(A˜y(2.2) ∩ {T˜(−ne1, 0, ne1)− T˜(−ne1, y, ne1) > Kn}),
where
A˜y(2.2) = {∀z ∈ Ln with z 6= y, T˜(−ne1, y, ne1) < T˜(−ne1, z, ne1)}.
By independence of Ξ and Ξ∗, the right hand side of (2.16) is bounded from above by∑
z1,z2
P(Z1 = z1, Z2 = z2)P(C˜c,y(z1) ∩ C˜c,y(z2))P(A(2.7) ∩ {y ∈ Y(2.11)} ∩ B(2.15)(z1, z2))
= P(C˜c,y(Z1) ∩ C˜c,y(Z2) ∩ A(2.7) ∩ {y ∈ Y(2.11)} ∩ B(2.15)(Z1, Z2)).
(2.17)
Thus, it suffices to show that the event inside the probability in (2.17) implies A˜y(2.2) and
T˜(−ne1, 0, ne1) − T˜(−ne1, y, ne1) > Kn. To do this, we suppose that (Ξ,Ξ∗, Z1, Z2) be-
longs to the event in (2.17).
Step 1 We prove that T˜(−ne1, y, ne1) + 2Kn < T(−ne1, y, ne1). Take the optimal path
(γi)
`
i=1 = Γ(−ne1, y, ne1) and let
s = min{i ∈ {1, · · · , `}| γi ∈ B(y, CδKn)} and t = max{i ∈ {1, · · · , `}| γi ∈ B(y, CδKn)}.
Since |γs − (y + Z1)| ≤ d where d is the dimension, taking k = b(2c)−1(|Z1| − 2d)c ∨ 0,
one has 2ck ≤ CδKn − 1. On the event C˜c,y(Z1), for any 0 ≤ k′ ≤ k, there exists
qk′ ∈ Ξ˜ ∩ B
(
y + 2c k′ Z1|Z1| , c
)
. Then, by Proposition 2.6,
|γs−1 − qk| ≤ |γs−1 − γs|+ |(y + Z1)− γs|+ |(y + Z1)− qk|
≤
(
(Kn)
1
2α + 1
)
+ d+
∣∣∣∣(y + 2c k Z1|Z1|
)
− (y + Z1)
∣∣∣∣+ ∣∣∣∣qk − (y + 2c k Z1|Z1|
)∣∣∣∣
≤
(
(Kn)
1
2α + 1
)
+ d+ 3d+ c ≤ 2(Kn) 12α .(2.18)
Since γs−1 ∈ B(y, 2CδKt)\B(y, CδKn) and Cδ = 4(1 + δ−1), on the event A(2.7),
T(γs−1, y) ≥ δ|γs−1 − y| ≥ δCδKn ≥ 2Kn.(2.19)
Furthermore, on the event C˜c,y(Z1),
T˜(qk, y) ≤
k∑
i=1
|qi − qi−1|α
≤ k(4c)α ≤ 4αcα−1CδKn. (by k ≤ c−1CδKn)(2.20)
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Thus, we have
T˜(−ne1, y) ≤ T˜(−ne1, γs−1) + T˜(γs−1, y)
≤ T(−ne1, γs−1) + |γs−1 − qk|α + T˜(qk, y)
≤ T(−ne1, γs−1) + 2αK1/2n + 4αcα−1CδKn (by (2.18), (2.20))
≤ T(−ne1, γs−1) +Kn
(
by 4αcα−1Cδ < 2−1
)
= T(−ne1, y)− T(γs−1, y) +Kn < T(−ne1, y)−Kn. (by (2.19))
Similarly, T˜(y, ne1) ≤ T(y, ne1)−Kn holds. Consequently, we obtain
T˜(−ne1, y, ne1) < T(−ne1, y, ne1)− 2Kn.
Step 2 We prove that T˜(−ne1, y, ne1) + Kn < T˜(−ne1, z, ne1) for any z ∈ Ln ∪
{0} with z 6= y. Let z ∈ Ln ∪ {0} with z 6= y. If Γ˜(−ne1, z, ne1) does not touch with
B(y, CδKn), then one has T(−ne1, z, ne1) ≤ T˜(−ne1, z, ne1) and thus
T˜(−ne1, y, ne1) ≤ T(−ne1, y, ne1)− 2Kn(2.21)
≤ T(−ne1, z, ne1)−Kn (by y ∈ X(2.10))
≤ T˜(−ne1, z, ne1)−Kn,
which is the desired conclusion. Hereafter, we suppose that B(y, CδKn)∩Γ˜(−ne1, z, ne1) 6=
∅. For the optimal path (γ˜i)˜`i=1 = Γ˜(−ne1, z, ne1), we define
s˜ = min{i ∈ {1, · · · , ˜`}| γ˜i ∈ B(y,Kn)} and t˜ = max{i ∈ {1, · · · , ˜`}| γ˜i ∈ B(y, CδKn)}.
Then,
T˜(−ne1, z) = T˜(−ne1, γ˜s˜−1) + T˜(γ˜s˜−1, γ˜t˜+1) + T˜(γ˜t˜+1, z)
≥ T(−ne1, γ˜s˜−1) + T(γ˜t˜+1, z)
≥ T(−ne1, y) + T(y, z)− T(γ˜s˜−1, y)− T(y, γ˜t˜+1).(2.22)
By y ∈ V(2.8) and the same proof as in Proposition 2.6,
T(γ˜s˜−1, y) ≤ |γ˜s˜−1 −D(y)|α
≤ (|γ˜s˜−1 − y|+ |D(y)− y|)α ≤ (4CδKn)α.
Similarly T(y, γ˜t˜+1) ≤ (4CδKn)α holds. Furthermore, on the event A(2.7), T(y, z) ≥√
nφ(n)−3/5 holds. Thus, (2.22) is further bounded from below by
ET(−ne1, y)−
√
nφ(n)−2/3 +
√
nφ(n)−3/5 − 2(4CδKn)α
≥ ET(−ne1, z) + 1
2
√
nφ(n)−3/5
≥ T(−ne1, z). (by T(−ne1, z) ≤ ET(−ne1, z) +
√
nφ(n)−2/3)
Similarly, we get T˜(z, ne1) ≥ T(z, ne1), which implies T˜(−ne1, z, ne1) ≥ T(−ne1, z, ne1).
Then, as in (2.21), we have
T˜(−ne1, y, ne1) ≤ T˜(−ne1, z, ne1)−Kn.
The proof is completed combining these two steps. 
Lemma 2.8. If θ < 2−8d cdC−1δ , then
min
z
P(Cc,y(z)) ≥ exp
(
− 1
16
log φ(n)
)
.
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Proof. We simply calculate
P(Cc,y(z)) ≥ (P(B(c) ∩ Ξ 6= ∅))2CδKt
= exp (−2CδKt Vol(B(c)))
≥ exp
(
− 1
16
log φ(n)
)
. (by Vol(B(c)) ≤ (2c)d)

Proof of Proposition 2.2. By FKG inequality, we will compute the right hand side of (2.16)
as
min
z1,z2
P(Cc,y(z1) ∩ Cc,y(z2))P(A(2.7) ∩ {y ∈ Y(2.11)} ∩ B(2.15)(Z1, Z2))
(2.23)
≥ min
z
P(Cc,y(z))2
∑
z1,z2
P(Z1 = z1, Z2 = z2)P(A(2.7) ∩ {y ∈ Y(2.11)} ∩ B(2.15)(z1, z2)).
Under A(2.7) ∩ {y ∈ Y(2.11)}, taking z1 = bγy(sy)c and z2 = bγy(ty)c, B(2.15)(z1, z2) holds
and z1, z2 ∈ B(2CδKn) ∩ (Zd\{0}). Thus∑
z1,z2∈B(2CδKn)∩Zd
P(A(2.7) ∩ {y ∈ Y(2.11)} ∩ B(2.15)(z1, z2))
= E[]{(z1, z2)| z1, z2 ∈ B(y, CδKn) ∩ Zd, B(2.15)(z1, z2)}; A(2.7) ∩ {y ∈ Y(2.11)}]
≥ P(A(2.7) ∩ {y ∈ Y(2.11)}),
Since P(Z1 = z1, Z2 = z2) ≥
(
][B(2CδKn) ∩ Zd]
)−2 ≥ (4CδKn)−2d, (2.12), (2.13) and
Kn = θ log φ(n), for sufficiently large n, (2.23) is further bounded from below by
min
z
P(Cc,y(z))2(4CδKn)−2dP(A(2.7) ∩ {y ∈ Y(2.11)})
≥ exp
(
−1
8
log φ(n)
)
(4Cδθ log φ(n))
−2d (P(y ∈ X(2.10))− P(A(2.7)(Ln)c)− P(y /∈ V(2.8) ∪W(2.9)))
≥ exp
(
−1
4
log φ(n)
)
(P(T(−ne1, y, ne1)− T(−ne1, ne1) ≤ Kn)− 1/4).
By the first moment method, T(−ne1, y, ne1) ≥ T(−ne1, ne1) and (1.3),
P(T(−ne1, y, ne1)− T(−ne1, ne1) ≤ Kn) = 1− P(T(−ne1, y, ne1)− T(−ne1, ne1) > Kn)
≥ 1−K−1n E [T(−ne1, y, ne1)− T(−ne1, ne1)]
≥ 1−K−1n E [T(−ne1, y, ne1)− 2gn] .
With these observations, the proof is completed. 
3. Appendix
3.1. Proof of lim infn≥0 ψ(n) > 0. In this section, we give a proof of
(3.1) Var(Tn)) > c,
with some c > 0 independent of n, where we recall that Tn = T(0, nen). Let Ξ∗ be an
independent copy of Ξ and set Ξ˜ = (Ξ\B(2))∪ (Ξ∗ ∩B(2)). Let us denote by F the σ-field
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generated by Ξ\B(2). We denote by T˜n the first passage time from 0 to en with respect
to Ξ˜. Then, since martingale differences are uncorrelated, we have
Var(Tn)) = E[(E[Tn|F ]− E[Tn])2] + E[(Tn − E[Tn|F ])2]
≥ E[E[(Tn − E[Tn|F ])2|F ]] = E[E[(Tn − T˜n)2|F ]],
Hence, it suffice to show that there exists a non-random constant c > 0 such that for any
n > 2
E[(Tn − T˜n)2|F ] > c a.s.
To this end, we consider the event:
E = {Ξ ∩ B(2) = ∅, Ξ∗ ∩ B(1) 6= ∅, Ξ∗ ∩ (B(2)\B(1)) = ∅}.
Note that E is independent of F . Since, on the event E , D(0) (the closest point of Ξ to
0) is located in B(2)c, D˜(0) (the closest point of Ξ˜ to 0) is located in B(1) and Ξ\B(2)c =
Ξ˜\B(2)c, we have T˜n − Tn ≥ 1. Hence,
E[(Tn − T˜n)2|F ] ≥ E[(Tn − T˜n)21(E)|F ]
≥ E[1(E)|F ] = P(E),
and since E is independent of n, the proof of (3.1) is completed.
3.2. Proof of Proposition 2.5.
Proof of (2.12). Note that for a 6= b ∈ Ln ∪ {0},
|a− b| ≥ n1/2φ(n)−1/2  √nφ(n)−2/3.
By using [8, Lemma 1] and φ(n) ≤ C n1/2 with some C > 0,
P((A(2.5))c) ≤
∑
a,b∈Ln∪{0}
P(T(a, b) <
√
nφ(n)−2/3)1{a6=b}
≤ 2φ(n) exp
(
−ε
(√
nφ(n)−1/2
)κ) ≤ exp(−ε′ nκ/4),
with some κ, ε, ε′ > 0 
Proof of (2.13). Since for y ∈ Ln ∪ {0}, n ≤ |y| ≤ n+ 1, by Chebyshev’s inequality,
P(|T(0, y)− ET(0, y)| ≥ √nφ(n)−2/3) = P(|T|y| − ET|y|| ≥
√
nφ(n)−2/3)
≤ P
(
|Tn − ETn|+ T(ne1, |y|e1) + ET(ne1, |y|e1) ≥
√
nφ(n)−2/3
)
≤ P
(
|Tn − ETn| ≥ 1
3
√
nφ(n)−2/3
)
+ P
(
T|y|−n ≥
1
3
√
nφ(n)−2/3
)
≤ 9φ(n)
4/3
n
(
ET2|y|−n + Var(Tn)
)
≤ Cφ(n)−2/3
with some constant C > 0 independent of y and n. Then by the union bound, we have
P(Ac(2.6)) = P(∃y ∈ Ln ∪ {0} such that maxz=−ne1,ne1{|T(z, y)− ET(z, y)|} ≥
√
nφ(n)−2/3)
≤ 2]Ln sup
y∈Ln∪{0}
P(|T(0, y)− ET(0, y)| ≥ √nφ(n)−2/3)
≤ 2Cφ(n)1/2 φ(n)−2/3 = 2Cφ(n)−1/6.

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Proof of (2.14). We first prove that
lim
n→∞ infLn
P(y ∈ V(2.8)) = 1.
Indeed, by the union bound,
P({y ∈ V(2.8)}c) ≤
∑
`≥(Kn)
1
2α
∑
x∈B(y,CδKn+`)∩Zd
P(Ξ ∩ B(x, `1/2) = ∅)
=
∑
`≥(Kn)
1
2α
](B(y, CδKn + `) ∩ Zd)P(Ξ ∩ B(`1/2) = ∅)
≤ 2d
∑
`≥(Kn)
1
2α
(Kn + `)
d exp (−Vol(B(`1/2)))→ 0, as n→∞.
It remains to prove
P({∃a, b ∈ B(2CδKn) s.t. |a− b| ≥ Kn and T(a, b) ≥ δ|a− b|} ∩ {y ∈ V(2.8)})→ 0.
First we note that by [8, Lemma 1], for sufficiently small δ,
P(∃a, b ∈ B(y, 4CδKn) ∩ Zd such that |a− b| ≥ Kn/2 and T(a, b) ≤ 4δ|a− b|)
≤
∑
a,b∈B(y,4CδKn)∩Zd
P(T(a, b) ≤ 4δ|a− b|)1{|a−b|≥Kn/2}
≤ (8CδKn)2d exp (−εKκn) ≤ exp
(
−ε
2
Kκn
)
,
with some ε, κ > 0. Hereafter, we suppose that y ∈ V(2.8) and for any a, b ∈ B(y, 4CδKn)∩
Zd with |a − b| ≥ Kn/2, T(a, b) > 4δ|a − b|. Let a, b ∈ B(y, 2CδKn) with |a − b| ≥ Kn.
Then by y ∈ V(2.8),
max{|D(a)− a|, |D(b)− b|} ≤ 2(Kn) 12α .
Similarly, max{|D(bac)− bac|, |D(bbc)− bbc|} ≤ 2(Kn) 12α . Hence,
(3.2) max{|D(a)−D(bac)|, |D(b)−D(bbc)|} ≤ 6(Kn) 12α .
Since bac, bbc ∈ B(y, 4CKn) ∩ Zd and |bac − bbc| ≥ |a− b|/2 ≥ Kn/2,
T(a, b) = T(D(a), D(b))
≥ T(D(bac), D(bbc))− T(D(a), D(bac))− T(D(b), D(bbc))
≥ T(D(bac), D(bbc))− |D(a)−D(bac)|α − |D(b)−D(bbc)|α
≥ 2δ|a− b| − 12α(Kn) 12 ≥ δ|a− b|. (by (3.2))
Therefore, the proof is completed. 
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