The concept of information mobility in complex networks is introduced on the basis of a stochastic process taking place in the network. The transition matrix for this process represents the probability that the information arising at a given node is transferred to a target one. We use the fractional powers of this transition matrix to investigate the stochastic process at fractional time intervals. The mobility coefficient is then introduced on the basis of the trace of these fractional powers of the stochastic matrix. The fractional time at which a network diffuses 50% of the information contained in its nodes ( 50 / 1 k ) is also introduced. We then show that the scale-free random networks display better spread of information than the non scale-free ones. We study 38 real-world networks and analyze their performance in spreading information from their nodes. We find that some real-world networks perform even better than the scale-free networks with the same average degree and we point out some of the structural parameters that make this possible.
I. INTRODUCTION
The concept of mobility is widely used in social and economic sciences. Social mobility [1] , for instance, refers to the degree to which the social status of an individual or a social group can change through the course of his/her life. In an economic context the mobility refers to the change of the income or wealth in an economy over time [2, 3] .
Then, the concept of mobility reflects some dynamical aspects of the evolution of complex systems like a society or an economy. To understand the importance of this concept in the general context of complex networks, consider three institutions in an economy with incomes 10 $ , 20 $ and 30 $ , respectively. At the next time step, their incomes may change to 30 $ , 20 $ and 10 $ , respectively. The distribution of the income at the initial stage is exactly the same as the one at the final. However, the status of the nodes 1 and 3 has changed due to the mobility of some capital from one institution to another. Thus, the internal mobility can make the difference between two societies or economies more than the income distribution does [4] . In a recent work Ding et al. [5] have investigated the economic mobility in four money transfer models used in research on the wealth distribution. An important conclusion of their work is that even though different models have the same type of distribution, their mobilities may be quite different.
Mobility indices are generally based on the transition matrix of a Markov chain [6] . In such matrices the probability of movements between classes are given by the offdiagonal entries of the matrix [7] . The larger the elements on the main diagonal the higher the propensity of staying in the same state in the next period of time. Then, if one of the non-diagonal entries increases at the expense of the diagonal component, the new structure is considered to have more mobility than the previous one [7] . The aim of mobility indices is to quantify the magnitude of the off-diagonal entries of the transition matrix against the magnitude of the diagonal ones in a consistent manner [7, 8] . These indices are real-valued scalars taking values between zero and one [7, 8] . An interesting assumption which is imposed on mobility indices is that the identity matrix is associated with the minimum value of the index, representing the maximal immobility of the system [7] . In a seminal paper Shorrocks introduced a mobility index based on the trace of the transition matrix, which has been widely used in the economic and social science literature [7] . However, there are several other indices proposed in the literature which have also been applied to study social and economic mobility [6] .
Here we are interested in extending the concept of mobility to a wider context.
Instead of analyzing the mobility of social status of individuals in a society or the mobility of the income or wealth in an economy, we are interested in the mobility of information in a complex network. Our principal aim is to introduce a model that permits us to understand how the topological organization of a complex system influences the mobility of information among the agents forming the system. We propose here a stochastic model for studying the mobility of information in a complex network and analyze its principal characteristics. We introduce an analogue of the Shorrocks index of mobility [7] in this context and we show that some of the axioms previously imposed on mobility models arise naturally in this context. For instance, the association of the identity matrix with the minimum value of the index is a natural consequence of the model proposed here. We analyze mobility of information in random networks as well as in a variety of real-world ones. The information mobility in a complex network appears to be related to the average degree, degree-distribution and homogeneity of the network.
II. ON ROOTS OF STOCHASTIC MATRICES
The determination of stochastic roots of stochastic matrices has found many applications in different areas of applied mathematics [9] [10] [11] [12] . For instance, in economical applications credit ratings for a company are represented by a stochastic matrix recording the probability that the company changes from a credit rating to another [10, 11] . These transition matrices are recorded for a given time interval, which usually is one year. In some cases, however, it is necessary to make predictions for periods shorter than a year, usually a month. To obtain such monthly transition matrices it is necessary to find the stochastic roots of the annual transition matrix. Other examples have been described for hourly transition matrices describing weather conditions in an airport [12] . In this case it is necessary to obtain information about shorter periods of time like a quarter hour basis, which conduces to finding stochastic roots of such weather transition matrix. Finally, another area of application arises in the study of transition matrices describing chronic diseases evolution [13] . In this case the transition matrix describes the progression in patients of a disease through different severity states. Here again it is necessary to study stochastic roots of the transition matrix in order to obtain information at shorter time intervals.
In all these examples the transition matrices of Markov processes are obtained for certain time intervals, which we call here unit time, e.g., one year, one hour, etc. Then, the problem arises for finding the stochastic matrices representing the states of the system at certain fractions of this unit time. 1) A nonnegative p th root of a stochastic matrix is not necessarily stochastic.
2) A stochastic matrix may have a stochastic p th root for some, but not all p .
It has been widely known that there may not be a uniform and effective approach to solve the matrix root problem and that it is possible that we have to deal with the stochastic root problem on a case-by-case basis [12] .
A way of testing whether the p th roots of the transition matrix then, the p th roots of the transition matrix M are stochastic [15] . However, if these conditions are not fulfilled we can still have the case 2) above. In such cases the current available approach is to compute some p th root and perturbs it to be stochastic [10, 13, 16] .
III. DEFINING THE TRANSITION MATRIX
We consider here that information can flow from any node to another in the same connected component of the network. This information can also travel back and forth through the links of the network. Then, the information arising at a node p can arrive at a node q by using any of the walks connecting both nodes in the network. Let us consider that the "loss" of the information is proportional to the length of the walk. Then, the amount of information arising at the node p that arrives at the node q at the time 
and the total amount of information emanating from p is given by 
where A e is the exponential adjacency matrix, which is defined as [18] 
The diagonal entries of A e correspond to the subgraph centrality of the nodes in the network [19] and the non-diagonal ones to the communicability function between the corresponding pair of nodes [20] . Both measures have found applications in diverse areas of the study of complex networks [21] [22] [23] [24] [25] [26] [27] [28] and the mathematical study of the socalled Estrada index of a graph, A e tr , has received much attention in the literature [29] [30] [31] [32] [33] . By using the spectral formula for the communicability between a pair of nodes in the network we can see that pq I is the thermal Green's function of the network for 
Here we introduce the probability that the information arising at the node p travels to the node q as p pp I I P .
We remark that q is not necessarily different from p . We can represent these transition probabilities in the form of a matrix P :
The probability is the transition probability of going from the state p to the state q .
IV. QUANTIFYING THE INFORMATION MOBILITY
We have previously interpreted the communicability function pq I as the thermal
Green's function of the network [20] . Consequently, it represents how much the q th node oscillates when we "shake" the p th node. In other words, how a perturbation or impact propagates from one place to another in the network. Then, if we apply such perturbation to the p th node it will be transmitted to all other nodes in the network, not only to the q th one. Thus, q p P tells us the probability that the node q receives such perturbation among all the nodes in the network. The matrix P is the transition matrix for this process in full analogy to the annual or hourly transition matrices obtained in finance or medical applications. However, contrary to the annual or hourly transition matrices in which the unit time is very well defined in physical terms, e.g., a year, a moth, etc., here the situation is very different. We can consider that the matrix P is a unit-time transition matrix only in the mathematical sense, i.e., it is the transition matrix raised to one.
However, we cannot assign a physical time to this "unit-time" as it could be different for different networks. This situation is managed at the end of this section. Before it we need to understand the nature of the stochastic process we are investigating.
In order to investigate the nature of this stochastic process we need first to investigate what happens at the infinite limit
. It is easy to prove that [10] ,
where I is the identity matrix. To find such relation we only need to express the k th root in the following way: [18] . Then,
where 0 is an all-zeroes matrix. This condition has been introduced axiomatically in models of mobility in social and economic contexts [7, 8] .
The transition matrix I T 0 tells us that at the very first stage of this process all the information arising at a particular node stays there. That is, there is no information diffusing from one node to another in the network. As the process advances in time the probabilities that information spread from one node to another is different from zero for any pair of nodes in the same connected component. Consequently, the Markov chain is simulating the process in which information, concentrated at the nodes in the initial stage, diffuses from one node to another at an infinite time.
The amount of information which is transferred from the nodes at a given time step can be easily computed by considering the trace of the corresponding transition matrix.
At the very first step n tr
, where n is the number of nodes in the network.
Consequently, an appropriate measure for mobility in the network at the time step
represented by k / 1 P can be given by,
The mobility coefficient k M is bounded as , which makes the mobility coefficient equal to one.
This index is analogous to the Shorrocks mobility index [6] , with the difference being basically in the form of the transition matrices introduced here. If the roots of the transition matrix are stochastic, we do not need to calculate the k th root of P in order to obtain the mobility indices. In such case the calculation is straightforward by using the eigenvalues of the matrix P . Let 1 j be an eigenvalue of the stochastic matrix P .
Then,
However, we have already mentioned the fact that the transition matrices defined here for complex networks have in general non-stochastic roots. Then, we need to compute the perturbed roots using the Charitos et al.'s [13] regularization approach to obtain the mobility indices. We will see later in this work that this is not necessary for the transition matrices defined here and we can still take advantage of the calculation based on the use of the eigenvalues of the matrix P . Now, we can take advance of this definition to explain the concept of physical time in the current context. Because we cannot assign a physical value for the unit time due to its dependence on the network studied we propose to use the concept of mobility half time. The information mobility half time is the time at which 50% of the information contained originally in the nodes of the networks is moved through the links. We know that at time zero the information is concentrated at the nodes and during the process such information is spread through the links of the network. Then, the information mobility half time defines a time measure which is unambiguously determined for any network. A way to measure this index is introduced in the next section.
In order to determine the information mobility half time we need to analyze the transition matrices at fractional time intervals. The transition matrices for the Markov chain at these fractional time intervals are then given by the k th root of the stochastic
For such Markovian stochastic process, the k th root of the stochastic matrix P should exist and needs to be stochastic. This question is analyzed in the Appendix of this work.
In summary, the stochastic process described by the different fractional powers of the transition matrix T , i.e., by the k th roots of P , is an information diffusion process.
At the initial state the information is concentrated on the nodes and all the information arising from a node returns to it. As the time progresses some amount of information is allowed to flow from one node to another until a stationary state is reached at infinite time.
V. COMPUTATIONAL RESULTS

A. Influence of regularization on mobility indices
We start by considering a simple example which is illustrated in Fig. 1A . The logarithm of the transition matrix P for this graph has some negative out-diagonal entries, which indicates that some of its roots are not stochastic. We calculated 19 fractional powers of the transition matrix for this graph using the regularization method according to the algorithm of Charitos et al. [13] . In Fig. 1B we plot these matrices and fit the data points by using the weighted least square method [35] implemented in the STATISTICA package [36] . It can be clearly seen that the information diffuses from the main diagonal of the plots, in which it is concentrated at the starting of the process, to the regions outside the main diagonal. When the stationary state is reached the transition matrix has the form of the matrix , which when represented as in Fig. 1B We further observe the universal character of this relation for random and realworld networks. Due to the practical importance of this result we investigate further the calculation of the mobility coefficient using both approaches for four real-world networks. The networks will be described below but for the time being we say that they 
The value of 50 / 1 k for the artificial network illustrated in Fig. 1 is 0. 288. This means that this network transfers 50% of the information through the nodes after approximately 
C. Information mobility in random networks
Now we investigate the information mobility in random models of complex networks. In particular we investigate how the information mobility changes with the changes in the average degrees in Erdös-Rényi (ER) [38] and Barabási-Albert (BA) [39] models of networks. In both models, each random network starts with g nodes and new nodes are added consecutively in such a way that a new node is connected to exactly g nodes chosen randomly from the already existing nodes. The average degree is then exactly equal to 2g. The new edges are attached according to a specific probability distribution, namely, the Poisson distribution for the ER model and the preferential attachment mechanism for the BA model. We study random networks grown by these two mechanisms up to n = 1000 nodes, changing systematically the value of from 4 to 16. For every value of , we generated 1000 random networks. In Fig. 3 we illustrate a summary of the results obtained for the mobility indices calculated by using the expression (10).
Insert Fig. 3 about here.
The first interesting result which is observed in Fig. 3 is that all ER and BA networks obey the power-law dependence (11) between the mobility and k / 1 (see internal panels of Fig. 3 of the time after the initial step. The main conclusion here is that scale-free networks have better information mobility than random networks with a Poisson degree distribution. However, in the limit of very high average degree both kinds of networks tend to have the same information mobility (see the trend of the fitted curves in Fig. 3 ).
D. Information mobility in real-world networks
We study here 38 real-world complex networks accounting for ecological, biological, informational, technological and social systems. Description of all datasets and the appropriate references are given in Table 1 .
Insert the values of the mobility coefficient using the expression (10) and plot them versus k / 1 in Fig. 4 . As can be seen in this figure the mobility of all networks grows as a power-law function of k / 1 . In all cases the power-law function is given by the expression (11) with coefficients ranging from 08 . 1 to 52 . 1 .
Insert Fig. 4 about here.
The values of the power-law coefficients and those of 50 / 1 k reflect the large differences existing in the mobility of information for the networks studied (see Fig. 5 ). As can be seen in Fig. 5 , the mobility of 50% of information increases with the average degree of the corresponding network. However, as can be inferred from the dispersion of the points in the plot of 50 / 1 k versus in real-world networks (Fig. 5) the information mobility depends on some other factors apart from the average degree.
Then, a natural way of analyzing the performance of information mobility for a network is to compare its 50 / 1 k value with that of a random network generated by the BA or ER approach with the same average degree. A simple measure of this performance is given by the percentage of improvement in information mobility respect to the BA network, BA k RW k P 50 50 / 100 % , (13) where RW stands for real-world networks. In Table 2 we give the values of the parameters calculated here for the 38 complex networks studied.
Insert Table 2 behind this great performance of complex networks is still a puzzle. For instance, we know that these two networks are scale-free and display good expansion properties (super-homegeneity) [74] [75] [76] , which can contribute to their higher performance but the airport transportation network in the US in 1997 does not have a power-law degree distribution and performs % 148 P with respect to the BA model. The complexity of the performance of information mobility can be observed in the fact that the neural network of C. elegans, which also has exponential degree distribution and the average degree of 14 has only % 80 P with respect to BA model. In summary, the mobility of 50% of information in a complex network appears to be related to several topological factors, such as the average degree, the degree distribution and the homogeneity of the network.
VI. SUMMARY
We have extended the concept of mobility in a society or economy to the general case of information mobility in a complex network. The concept is based on a stochastic process taking place in the network in which information spread from the nodes. At the initial step all the information arising at a giving node stays there after certain number of steps. As the time progresses the information spreads from one node to another until a stationary state is reached at an infinite time. The transition matrix at unit time characterizing this process gives the probability that the information arising at a given node ends up at a target one. Then, the mobility of this information is introduced on the basis of the trace of the transition matrices at fractional time intervals. We have shown that the regularization method developed by Charitos et al. [13] is a suitable method of transforming the non-stochastic roots of the transition matrix into stochastic ones.
An interesting characteristic of complex networks is the fractional time at which they diffuse 50% of the information contained in its nodes ( We have analyzed all the new concepts by studying 38 real-world networks. We find that some real-world networks perform information spreading even better than scale-free networks with the same average degree. The network versions of the Internet at the AS level analyzed here display the best performance in information spreading among all the networks studied.
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APPENDIX.
ON FRACTIONAL POWERS OF THE TRANSITION MATRIX P
There are two important questions in relation to the roots of the stochastic matrix P. The first is about the existence of such roots and the second is about their stochasticity. To answer the first, let us define a diagonal matrix
where 1 is a 1 n all-ones vector. Then, the row-stochastic matrix of P can be written as The analysis of the stochasticity of the roots of the transition matrix is a well known ill-posed problem [16] . Unfortunately, when dealing with real-world complex networks none of the previous analytical results [14] for the stochasticity of the transition matrices are fulfilled. Consequently we have to deal with the stochasticity of the roots of the transition matrix of general complex networks in a case-by-case basis.
We have analyzed several complex networks on this case-by-case basis and we have observed that P Q ln generally does not fulfill the requirement a) previously 
P
The first root of the transition matrix of this graph which is not stochastic is the 61th.
This indicates that the process can be considered as a Markov chain for all fractional time between 1/60 and the unit time. As we have stated before the non-stochastic root matrices can be slightly perturbed to stochastic ones. Here we apply Charitos et al.'s [13] algorithm of regularization for transforming the roots of the matrix P into stochastic ones by using perturbations. The algorithm is described below. Sim is an n-dimensional simplex. The algorithm to obtain * as taken from Charitos et al. [13] is, 4. Go to step 1.
We use here a Matlab code gently provided by T. Charitos to make the calculation of the stochastic roots of the transition matrix P. Note that the code by Charitos et al. [13] provides the consolidated algorithm as proposed in the paper that combines the previous 4-step procedure for the p L -norm with two subalgorithms that use the relative entropy measure for each row to produce the optimal short interval transition matrix. In addition, the code includes the 'entry fix' as proposed by Charitos et al. [13] for avoiding cases where a short interval transition matrix has a zero in an entry where the corresponding entry in the original transition matrix is positive. For instance, in the example given below we calculate the 61th root of the transition matrix P, 
