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Abstract
The renormalization group transformation for the hierarchical O(N) spin model in four dimensions is studied by
means of characteristic functions of single-site measures, and convergence of the critical trajectory to the Gaussian
fixed point is shown for a sufficiently large N . In the strong coupling regime, the trajectory is controlled by the
help of the exactly solved O(∞) trajectory, while, in the weak coupling regime, convergence to the Gaussian fixed
point is shown by power decay of the effective coupling constant.
1 Introduction
In order to study a critical spin system with a large coupling constant, it is necessary to control the
renormalization group trajectory in a strong coupling regime. In the case of the hierarchical Ising model
in four dimensions, the method using characteristic functions of single–site measures was developed and
the critical trajectory was shown to converge to a Gaussian measure [7]. This means that the hierarchical
Ising model in four dimensions is trivial, namely, the continuum limit of the system is Gaussian.
In the present paper, we study the hierarchical O(N) spin model in four dimensions and show the
triviality of this model for a sufficiently large N .
Let N > 1 and Λ > 0 be integers. We consider Dyson’s hierarchical spin model [3] with O(N)
symmetry on the lattice LΛ = {0, 1}Λ:
φθ = φθΛ,...,θ1 ∈ RN , θ = (θΛ, ..., θ1) ∈ LΛ , (1.1)
HΛ(φ) = −1
2
Λ∑
n=1
1
(2ω)n
∑
θΛ,...,θn+1=0,1
∣∣∣∣∣∣
∑
θn,...,θ1=0,1
φθΛ,...,θ1
∣∣∣∣∣∣
2
, (1.2)
〈F 〉
Λ,h
(N)
0
=
1
Z
Λ,h
(N)
0
∫
dφF (φ) exp(−βHΛ(φ))
∏
θ∈LΛ
h
(N)
0 (φθ), (1.3)
Z
Λ,h
(N)
0
=
∫
dφ exp(−βHΛ(φ))
∏
θ∈LΛ
h
(N)
0 (φθ), (1.4)
where β > 0 and
ω = 22/d , d > 2 . (1.5)
For the normalized single site measure density h
(N)
0 , we choose
h
(N)
0 (x) = const.δ(|x| −
√
Nα) , x ∈ RN , (1.6)
for α > 0. This spin system is called the d dimensional hierarchical O(N) spin model (slightly different
from the version considered in [5, 6]). In what follows, we shall fix the so far arbitrary normalization of
the spin variables by
β =
ω − 1
2
. (1.7)
1
Hierarchical models are so designed that the block-spin renormalization group transformation R has
a simple form. Define the block spins φ′ by
φ′τ =
1√
2ω
∑
θ1=0,1
φτθ1 , τ = (τΛ−1, ..., τ1).
If a function F (φ) depends on φ through φ′ only, namely, if there is a function F ′(φ′) of the block spins
such that
F (φ) = F ′(φ′),
then it holds that
〈F 〉
Λ,h
(N)
0
= 〈F ′〉
Λ−1,Rh(N)0
,
where R is the mapping defined by
Rh(x) = const. exp(β
2
|x|2)
∫
RN
h(
√
ω
2
x+ y)h(
√
ω
2
x− y) dy, x ∈ RN . (1.8)
Macroscopic properties for the spin system defined by (1.1)–(1.4) are derived from the asymptotic behavior
of the renormalization group trajectory
h(N)n = Rnh(N)0 , n ≥ 0. (1.9)
Note that
hG(x) = const. exp(−1
4
|x|2) (1.10)
is a fixed point of R, and the expectation 〈 · 〉Λ,hG defines a Gaussian measure. We refer to hG as the
trivial fixed point of R.
In a weak coupling regime, i.e. in a vicinity of the trivial fixed point hG, rigorous methods were
developed to control the renormalization group trajectory for R [5, 6, 11]. However, in order to show
existence of the critical trajectory (1.9), we need to study the mapping R in the strong (as well as weak)
coupling regime, since the starting point (1.6) is regarded as the strong coupling limit of multi-component
λφ4 measure:
δ(|x| − γ) = lim
λ→∞
const. exp(−λ|x|4 + 2λγ2|x|2) .
In the present paper, we study the trajectory (1.9) and show that the critical trajectory converges to
the trivial fixed point hG. To be precise:
Theorem 1.1 Let d = 4. For a sufficiently large N , there exists a positive constant αN such that if
h
(N)
n , n ≥ 0, are defined by (1.6) and (1.9) with α = αN , then the sequence of measures h(N)n (x)dx, n ≥ 0,
weakly converges to the trivial fixed point measure hG(x)dx as n→∞.
As a result of the above theorem, we see that ‘the continuum limit’ constructed by using the critical
trajectory is Gaussian.
Our proof of Theorem 1.1 is based on the method using characteristic functions of single–site measures
developed in [7]. In the present paper, we analyze the O(N) trajectories in the strong coupling regime by
explicitly solving O(∞) trajectories and by estimating differences between O(∞) and O(N) trajectories.
Thus, if N is sufficiently large, we can deal with the renormalization group transformation by hand in
contrast with the case N = 1 solved in [7], in which the analysis in the strong coupling regime is partially
computer aided. On the other hand, our argument in the weak coupling regime is essentially the same
as [7].
As is stated in Theorem 1.1, we concentrate on the case d = 4 and put ω =
√
2, though a parallel
argument is possible for d > 4.
2
2 Outline of the proof
The proof of Theorem 1.1 is decomposed into three parts:
(1) O(N) trajectory in the weak coupling regime
We obtain a criterion for the trajectory (1.9) to converge to hG assuming that the trajectory
has entered a vicinity of hG (Proposition 2.1). Our criterion is stated in terms of characteristic
functions and differs from the one given in [11], which is so complicated that it is not clear whether
the trajectory starting at (1.6) meets it.
(2) O(∞) trajectory
We explicitly calculate the O(∞) trajectories, i.e. the trajectories corresponding to N = ∞, and
derive the asymptotic behavior of trajectories near the critical point (Proposition 2.2).
(3) From O(N) trajectory to O(∞) trajectory
We show that an O(N) trajectory converges to an O(∞) trajectory as N → ∞ (Proposition 2.3).
Consequently, we can find the critical O(N) trajectory in the vicinity of the critical O(∞) trajectory
for a sufficiently large N .
In this section, we describe the outline of our argument and prove Theorem 1.1 assuming Proposi-
tion 2.1, Proposition 2.2 and Proposition 2.3 stated below. These propositions are proved in the subse-
quent sections.
2.1 Characteristic functions
We consider characteristic functions of effective measures
hˆ(N)n (ξ) = Fh(N)n (ξ) =
∫
RN
e
√−1(ξ,x)h(N)n (x)dx , n = 0, 1, 2, · · · ,
and write the renormalization group transformation for hˆ
(N)
n as
hˆ(N)n = FRF−1hˆ(N)n−1 = T Shˆ(N)n−1 , (2.1)
where
Sg(ξ) = g( 1√
2ω
ξ)2, (2.2)
T g(ξ) = const. exp(−β
2
△)g(ξ) . (2.3)
In the above, △ denotes the N dimensional Laplacian and the constant is chosen so that
T g (0) = 1
holds. Since hˆ
(N)
n has spherical symmetry, we shall often write
hˆ(N)n (ξ) = hˆ
(N)
n (ξ),
where ξ = |ξ|.
The mapping T S has the trivial fixed point hˆG(ξ) = exp(−ξ2).
2.2 The Lee–Yang property
Let us introduce a ‘potential’ V
(N)
n (ξ) and its Taylor coefficients µ
(N)
k,n by
hˆ(N)n (ξ) = e
−V (N)n (ξ) , (2.4)
V (N)n (ξ) =
∞∑
k=1
µ
(N)
k,n ξ
k (2.5)
3
for n ≥ 0. (Note that hˆ(N)n (0) = 1, i.e. V (N)n (0) = 0.) The coefficient µ(N)k,n is called a truncated correlation.
Since hˆ
(N)
n (ξ) is even, µ
(N)
k,n vanishes if k is odd.
As is well-known, the hierarchical model has the Lee-Yang property for any N ≥ 1: hˆ(N)n (ξ) has only
real zeros. (See e.g. [8].) As a result, the truncated correlations have the bound [10]:
0 ≤ kµ(N)2k,n ≤ (2µ(N)4,n )k/2, k ≥ 3, n ≥ 0. (2.6)
This implies the following:
(1) The Taylor expansion in the right hand side of (2.5) has a nonzero radius of convergence;
(2) It suffices to prove limn→∞ µ
(N)
4,n = 0 in order to ensure limn→∞ µ
(N)
2k,n = 0 for all k ≥ 2, which
implies weak convergence of the trajectory to a Gaussian measure.
Next we introduce the scaled potential v
(N)
n (η) and its Taylor expansion by
v(N)n (η) =
1
N
V (N)n (
√
Nη) =
∞∑
k=1
ν
(N)
k,n η
k, n ≥ 0. (2.7)
In other words, we scale the truncated correlation µ
(N)
k,n as
ν
(N)
k,n = N
k/2−1µ(N)k,n , k ≥ 1, n ≥ 0.
Then, ν
(N)
k,n turns out to be O(1) with respect to N (Lemma 5.4). We refer to ν(N)k,n as a scaled truncated
correlation. In particular, for the trivial fixed point measure hG(x), the scaled potential is given by
vG(η) = η
2 . (2.8)
2.3 Differential equations for potentials
In view of (2.2) and (2.3), we consider the following equation:
∂
∂t
hˆ(N)n (t, ξ) = −△hˆ(N)n (t, ξ), n ≥ 1, t ∈ [0, β/2] , (2.9)
or, equivalently
∂
∂t
hˆ(N)n (t, ξ) = −
∂2
∂ξ2
hˆ(N)n (t, ξ)−
N − 1
ξ
∂
∂ξ
hˆ(N)n (t, ξ), n ≥ 1, t ∈ [0, β/2] ,
with the initial condition
hˆ(N)n (0, ξ) = hˆ
(N)
n−1(
1√
2ω
ξ)2 , n ≥ 1 .
Then, we have
hˆ(N)n (ξ) =
hˆ
(N)
n (
β
2
, ξ)
hˆ
(N)
n (
β
2
, 0)
, n ≥ 1 .
We also define the t-dependent scaled potential and its expansion by
v(N)n (t, η) = −
1
N
log hˆ(N)n (t,
√
Nη) =
∞∑
k=1
ν
(N)
k,n (t)η
k , n ≥ 1, t ∈ [0, β/2] .
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Then, the potentials v
(N)
n (t, η), n ≥ 1, obey
∂
∂t
v(N)n (t, η) =
(
∂
∂η
v(N)n (t, η)
)2
− (1− 1
N
)
1
η
∂
∂η
v(N)n (t, η) −
1
N
∂2
∂η2
v(N)n (t, η) , (2.10)
v(N)n (0, η) = 2v
(N)
n−1(
1√
2ω
η) , (2.11)
v(N)n (η) = v
(N)
n (
β
2
, η)− v(N)n (
β
2
, 0), (2.12)
and the Taylor coefficients ν
(N)
2j,n(t), j ≥ 1, n ≥ 1, obey
d
dt
ν
(N)
2j,n(t) =
∑
m+ℓ=2j+2
m,ℓ≥2
mℓν(N)m,n(t)ν
(N)
ℓ,n (t)− (2j + 2)(1 +
2j
N
)ν
(N)
2j+2,n(t) , (2.13)
ν
(N)
2j,n(0) =
2
(2ω)j
ν
(N)
2j,n−1 , (2.14)
ν
(N)
2j,n = ν
(N)
2j,n(
β
2
) . (2.15)
The scaled potential (2.8) is a fixed point of the above recursion relations.
Note that ν
(N)
2j,n(t) has the positivity due to the Lee–Yang property
ν
(N)
2j,n(t) ≥ 0 , j ≥ 1, n ≥ 1 , (2.16)
since ν
(N)
2j,n(t) is regarded as a scaled truncated correlation for a hierarchical model with t–dependence.
(See (5.6)–(5.9).)
2.4 Proof of Theorem 1.1
In the weak coupling regime, i.e. in the vicinity of the trivial fixed point (2.8), we write ν
(N)
k,n , k = 2, 6, 8,
as follows:
ν
(N)
2,n = 1 +
1√
2
(1 +
2
N
)ν
(N)
4,n + ζ
(N)
2,n ν
(N)
4,n
2
, (2.17)
ν
(N)
6,n = 4ν
(N)
4,n
2
+ ζ
(N)
6,n ν
(N)
4,n
3
, (2.18)
ν
(N)
8,n = ζ
(N)
8,n ν
(N)
4,n
3
, (2.19)
where ν
(N)
4,n is assumed to be small. In fact, analyzing solutions to (2.13)–(2.15), we obtain the following
proposition (proved at the end of Section 3).
Proposition 2.1 Suppose that there exist a positive integer n1 and positive constants α± (α− < α+)
such that
(1) it holds that
ζ
(N)
2,n1
= ζ , if α = α+ , (2.20)
ζ
(N)
2,n1
= −ζ , if α = α− , (2.21)
(2) for α ∈ [α−, α+], the following conditions are satisfied:
|ζ(N)2,n1 | ≤ ζ ,
ν
(N)
4,n1
≤ ǫ ,
|ζ(N)6,n1 |ν
(N)
4,n1
≤ ǫ0 ,
|ζ(N)8,n1 |ν
(N)
4,n1
≤ ǫ1 ,
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where ζ, ǫ, ǫ0 and ǫ1 are positive constants determined in Section 3.2. Then, there exists a value αN ∈
[α−, α+] such that
lim
n→∞
ν
(N)
2,n = 1 , (2.22)
lim
n→∞
ν
(N)
4,n = 0 (2.23)
hold at α = αN .
Next we formally put N =∞ in (2.10). Namely, we consider the equation
∂
∂t
v(∞)n (t, η) =
(
∂
∂η
v(∞)n (t, η)
)2
− 1
η
∂
∂η
v(∞)n (t, η) (2.24)
with
v(∞)n (0, η) = 2v
(∞)
n−1(
1√
2ω
η) , (2.25)
v(∞)n (η) = v
(∞)
n (
β
2
, η)− v(∞)n (
β
2
, 0) , (2.26)
where the initial point is chosen as follows (see Lemma 4.1):
v
(∞)
0 (η) =
∫ η
0
2α2η
1 +
√
1− 4α2η2 dη
(
= lim
N→∞
v
(N)
0 (η)
)
. (2.27)
In Section 4, we solve (2.24)–(2.27). The solution is referred to as the O(∞) trajectory. As is seen in
Section 4, the critical value of α is
√
2 +
√
2 and the critical trajectory tends to the trivial fixed point
(2.8) as n→∞. (See Lemma 4.4.)
Now, consider the Taylor expansion
v(∞)n (η) =
∞∑
j=1
ν
(∞)
2j,nη
2j , n ≥ 0 , (2.28)
and write ν
(∞)
k,n , k = 2, 6, 8, n ≥ 0 as:
ν
(∞)
2,n = 1 +
1√
2
ν
(∞)
4,n + ζ
(∞)
2,n ν
(∞)
4,n
2
, (2.29)
ν
(∞)
6,n = 4ν
(∞)
4,n
2
+ ζ
(∞)
6,n ν
(∞)
4,n
3
, (2.30)
ν
(∞)
8,n = ζ
(∞)
8,n ν
(∞)
4,n
3
. (2.31)
Then we have the following proposition (proved at the end of Section 4).
Proposition 2.2 There exist a positive integer n1 and positive constants α++, α−− (α++ > α−−) such
that
(1) it holds that
ζ
(∞)
2,n1
≥ 2ζ , at α = α++, (2.32)
ζ
(∞)
2,n1
≤ −2ζ , at α = α−−, (2.33)
(2) for α ∈ [α−−, α++], the following conditions are satisfied:
0 < ν
(∞)
4,n1
≤ 1
2
ǫ , (2.34)
|ζ(∞)6,n1 |ν
(∞)
4,n1
≤ 1
2
ǫ0 , (2.35)
|ζ(∞)8,n1 |ν
(∞)
4,n1
≤ 1
2
ǫ1 . (2.36)
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In the above, ζ, ǫ, ǫ0 and ǫ1 are the same constants as in Proposition 2.1.
Finally we show that the O(N) trajectory is approximated by the O(∞) trajectory (proved at the
end of Section 5).
Proposition 2.3 For each j = 1, 2, · · · , and for each n = 0, 1, 2, · · · , it holds that
lim
N→∞
ν
(N)
2j,n = ν
(∞)
2j,n . (2.37)
The convergence is uniform in α on any compact subset of (0,∞).
This fact is by no means trivial, because (2.10) is a singular perturbation of (2.24), to which the
standard theory of differential equations does not apply: note that (2.9) is a diffusion equation in the
inverse direction of time. We show Proposition 2.3 by means of 1/N expansion developed in [9].
Theorem 1.1 readily follows from Proposition 2.1,Proposition 2.2 and Proposition 2.3.
Proof of Theorem 1.1. We first use Proposition 2.2 and fix the integer n1. Then using Proposition 2.3 for
n = n1 and j ≤ 4, we see, for a sufficiently large N , that
ζ
(N)
2,n1
≥ ζ , at α = α++,
ζ
(N)
2,n1
≤ −ζ , at α = α−−,
and that, for α ∈ [α−−, α++],
0 < ν
(N)
4,n1
≤ ǫ ,
|ζ(N)6,n1 |ν
(N)
4,n1
≤ ǫ0 ,
|ζ(N)8,n1 |ν
(N)
4,n1
≤ ǫ1 .
Since ζ
(N)
2,n1
is continuous with respect to α ∈ [α−−, α++], we can choose a subinterval [α−, α+] ⊂
[α−−, α++] so that the assumptions of Proposition 2.1 are satisfied. Theorem 1.1 follows from (2.22)
and (2.23) by virtue of (2.6). 
3 O(N) trajectory in weak coupling regime
In this section, we analyze the solution to (2.13)–(2.15) in the weak coupling regime and prove Proposi-
tion 2.1. We shall abbreviate ν
(N)
k,n (t), ν
(N)
k,n and ζ
(N)
k,n as νk,n(t), νk,n and ζk,n, respectively, since we fix
N throughout this section. All the bounds in this section are uniform in N .
3.1 Recursion
Let us consider (2.13)–(2.15). We introduce functions λ2j,n(τ), j ≥ 1, n ≥ 1, by
ν2j,n(t) = σ(t)ω
−1ν2,n−1δj,1 + σ(t)2jλ2j,n(σ(t)t) , j ≥ 1, n ≥ 1,
in order to separate the main contribution σ(t)ω−1ν2,n−1 to the ‘mass term’ ν2,n(t), where
σ(t) =
1
1− 4ω−1ν2,n−1t .
In what follows, we assume that σ(t) is defined for t ∈ [0, β/2] = [0, (ω − 1)/4]. This is the case if ν2,n−1
is close to 1.
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It is easily seen that λ2j,n(τ), j ≥ 1, satisfy the same equations as those for ν(N)2j,n(t):
d
dτ
λ2j,n(τ) =
∑
m+ℓ=2j+2
m,ℓ≥2
mℓλm,n(τ)λℓ,n(τ) − (2j + 2)(1 + 2j
N
)λ2j+2,n(τ) , j ≥ 1 , (3.1)
with
λ2j,n(0) =


0 , j = 1 ,
2
(2ω)j
ν2j,n−1 , j ≥ 2 , (3.2)
ν2j,n = rν2,n−1δj,1 + (rω)2jλ2j,n(T ) , j ≥ 1 , (3.3)
where
r =
1
1− (ω − 1)(ν2,n−1 − 1) , (3.4)
T =
1
4
ω(ω − 1)r . (3.5)
Let us rewrite (3.1) and (3.2) for j ≤ 4 as integral equations:
λ2,n(τ) =
∫ τ
0
(4λ2,n(τ)
2 − 4(1 + 2
N
)λ4,n(τ))dτ , (3.6)
λ4,n(τ) =
1
2ω2
ν4,n−1 +
∫ τ
0
(16λ2,n(τ)λ4,n(τ) − 6(1 + 4
N
)λ6,n(τ))dτ , (3.7)
λ6,n(τ) =
1
4ω3
ν6,n−1 +
∫ τ
0
(24λ2,n(τ)λ6,n(τ) + 16λ4,n(τ)
2 − 8(1 + 6
N
)λ8,n(τ))dτ , (3.8)
λ8,n(τ) =
1
8ω4
ν8,n−1 +
∫ τ
0
(32λ2,n(τ)λ8,n(τ) + 48λ4,n(τ)λ6,n(τ) − 10(1 + 8
N
)λ10,n(τ))dτ . (3.9)
We now derive expressions for ζk,n, j = 2, 6, 8, introduced in (2.17)–(2.19) and confirm the ‘marginal
behavior’ of ν4,n by using ω =
√
2 (d = 4). Successive use of (3.6)–(3.9) yields
λ2,n(τ) = −4(1 + 2
N
)
1
4
ν4,n−1τ +X2(τ) ,
λ4,n(τ) =
1
4
ν4,n−1 +X4(τ) ,
λ6,n(τ) =
1
8
√
2
ν6,n−1 + ν24,n−1τ +X6(τ) ,
λ8,n(τ) =
1
32
ν8,n−1 +X8(τ) ,
where
X2(τ) =
∫ τ
0
(4λ2,n(τ)
2 − 4(1 + 2
N
)X4(τ))dτ , (3.10)
X4(τ) =
∫ τ
0
(16λ2,n(τ)λ4,n(τ) − 6(1 + 4
N
)λ6,n(τ))dτ , (3.11)
X6(τ) =
∫ τ
0
(24λ2,n(τ)λ6,n(τ) − 8ν4,n−1X4(τ) + 16X4(τ)2 − 8(1 + 6
N
)λ8,n(τ))dτ , (3.12)
X8(τ) =
∫ τ
0
(32λ2,n(τ)λ8,n(τ) + 48λ4,n(τ)λ6,n(τ) − 10(1 + 8
N
)λ10,n(τ))dτ . (3.13)
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Using the above expressions, we obtain the following recursion relations:
ζ2,nν
2
4,n =
√
2rζ2,n−1ν24,n−1 + Y2 , (3.14)
ζ6,nν
3
4,n =
1√
2
r6ζ6,n−1ν34,n−1 + Y6 , (3.15)
ζ8,nν
3
4,n =
1
2
r8ζ8,n−1ν34,n−1 + Y8 , (3.16)
ν4,n = ν4,n−1 − (1
2
+
4
N
)ν24,n−1 + Y4 , (3.17)
where
Y2 =
1√
2
(1 +
2
N
)(ν4,n−1 − ν4,n) + r − 1√
2
(1 +
2
N
)ν4,n−1
+ (1 − 1√
2
)(r − r3)(1 + 2
N
)ν4,n−1 + 2r2X2(T ) , (3.18)
Y4 = −(3− 2
√
2)(1 +
2
N
)(r6 − 1)ν24,n−1 − 3(
√
2− 1)(1 + 4
N
)(r5 − 1)ν24,n−1
− 3(3− 2
√
2)
2
(1 +
4
N
)(r6 − 1)ν24,n−1 + (4− 2
√
2)(1 +
2
N
)(r − 1)ν24,n−1
+ 4(
√
2− 1)rζ2,n−1ν34,n−1 + (r − 1)2(r2 + 2r + 3)ν4,n−1 + 4r4X4(T )
− 64(1 + 2
N
)r4ν4,n−1
∫ T
0
τX4(τ) dτ + 64r
4
∫ T
0
X2(τ)λ4,n(τ) dτ
− 3(
√
2− 1)
4
(1 +
4
N
)r5ζ6,n−1ν34,n−1 − 24(1 +
4
N
)r4
∫ T
0
X6(τ)dτ , (3.19)
Y6 = 4(ν
2
4,n−1 − ν24,n) + 2
√
2(r6 − 1)ν24,n−1 + (4 − 2
√
2)(r7 − 1)ν24,n−1 + 8r6X6(T ) , (3.20)
Y8 = 16r
8X8(T ) . (3.21)
3.2 Bounds
Let us derive bounds on ζ2j,n, j = 1, 3, 4, and ν4,n by means of (3.14)–(3.17). Our starting point is:
λk,n(τ) ≥ 0 , k = 4, 6, 8, 10 , (3.22)
λ2,n(τ) ≤ 0 . (3.23)
The first inequality comes from (2.16). The second one is shown as follows. From (2.13), we see that
ν2,n(t) obeys
d
dt
ν2,n(t) = 4ν2,n(t)
2 − 4(1 + 2
N
)ν4,n(t) ,
whereas the function ν˜2,n(t) = σ(t)ω
−1ν2,n−1 satisfies
d
dt
ν˜2,n(t) = 4ν˜2,n(t)
2 .
Since ν2,n(0) = ν˜2,n(0) and ν4,n(t) ≥ 0, we have
ν2,n(t) ≤ ν˜2,n(t) ,
and hence (3.23).
Using (3.22) and (3.23), we obtain the following lemma.
Lemma 3.1 Suppose that ν4,n−1 and ζm,n−1,m = 2, 6, 8, satisfy
ν4,n−1 ≤ ǫ0, (3.24)
|ζm,n−1|ν4,n−1 ≤ ǫ0 , m = 2, 6, 8. (3.25)
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Then ν4,n and ζm,n,m = 2, 6, 8, satisfy
ν4,n−1 − 5ν24,n−1 < ν4,n < ν4,n−1 −
1
4
ν24,n−1, (3.26)
|ζ2,n −
√
2ζ2,n−1| < C1 , (3.27)
|ζ6,n| < 0.8|ζ6,n−1|+ C2(1 + ζ8,n−1), (3.28)
|ζ8,n| < 0.6|ζ8,n−1|+ C3 , (3.29)
where C1, C2, C3 and ǫ0 are positive constants independent of N,n and α.
Proof. Suppose that νk,n−1, k = 2, 6, 8, have the following forms
ν2,n−1 = 1 +
1√
2
(1 +
2
N
)ν4,n−1 + ζ2,n−1ν24,n−1 ,
ν6,n−1 = 4ν24,n−1 + ζ6,n−1ν
3
4,n−1 ,
ν8,n−1 = ζ8,n−1ν34,n−1
with the bounds (3.24) and (3.25). Then, if we choose ǫ0 sufficiently small, equations (3.4)–(3.8) together
with (3.22) and (3.23) yield
1 < r < 1 + 5ν4,n−1 ,
0 < T <
1
5
,
− 3
5
ν4,n−1 ≤ λ2,n(τ) ≤ 0 ,
0 ≤ λ4,n(τ) ≤ 1
4
ν4,n−1 ,
0 ≤ λ6,n(τ) ≤ ν24,n−1 .
Using the above bounds, we have for τ ∈ [0, T ]
|X2(τ)| ≤ const.ν24,n−1 ,
|X4(τ)| ≤ const.ν24,n−1 ,
|X6(τ)| ≤ const.(1 + ζ8,n−1)ν34,n−1 ,
X8(τ) ≤ const.ν34,n−1 ,
and hence
|Y2| ≤ const.ν24,n−1
|Y4| ≤ const.(1 + |ζ2,n−1|+ |ζ6,n−1|+ |ζ8,n−1|)ν34,n−1
|Y6| ≤ const.(1 + |ζ8,n−1|)ν34,n−1 ,
Y8 ≤ const.ν34,n−1 .
The lemma follows from the above bounds and (3.14)–(3.17) combined with the assumptions (3.24) and
(3.25), if we choose appropriate constants C1, C2 and C3. 
Remark. The function σ(t) is well-defined on [0, β/2] under (3.24) and (3.25), if we choose ǫ0 sufficiently
small.
Using the positive constants C1, C2, C3 and ǫ0 in Lemma 3.1, we put
ζ = (
√
2 + 1)C1 , (3.30)
ǫ1 = min(ǫ0,
ǫ0
10C2
) , (3.31)
ǫ = min(ǫ0,
ǫ0
ζ
,
ǫ0
10C2
,
2ǫ1
5C3
) . (3.32)
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Proof of Proposition 2.1. Put A = [α−, α+]. Under the assumption (2) of Proposition 2.1, we see that
(3.24) and (3.25) are satisfied for n = n1+1 and for any α ∈ A. From the assumption (1) and (3.27), we
have
ζ2,n1+1 > ζ at α = α+ , (3.33)
ζ2,n1+1 < −ζ at α = α− . (3.34)
These bounds imply that ζ2,n1+1 runs through [−ζ, ζ] when α scans A. Then, we can find a subinterval
A′ = [α′−, α
′
+] of A such that
ζ2,n1+1 = ±ζ at α = α′± , (3.35)
|ζ2,n1+1| ≤ ζ for α ∈ A′ . (3.36)
Furthermore, from (3.26),(3.28),(3.29) and the assumption (2) of Proposition 2.1, we have
ν4,n1+1 < ν4,n1 −
1
4
ν24,n1 , (3.37)
|ζ6,n1+1|ν4,n1+1 < ǫ0 , (3.38)
|ζ8,n1+1|ν4,n1+1 < ǫ1 (3.39)
for any α ∈ A. Thus, the assumptions of Proposition 2.1 have been reproduced at the next stage by
replacing α± by α′±. Therefore, Bleher–Sinai argument [1, 2, 11][7, P.25] applies and, (2.22) and (2.23)
hold for some α ∈ A because of (3.37) and (2.17). 
4 O(∞) trajectory
In this section, we solve the recursion relations (2.24)–(2.26) with (2.27). Using the solution, we derive
bounds on the Taylor coefficients ν
(∞)
2j,n , j = 1, 2, 3, 4, defined in (2.28) and show Proposition 2.2.
4.1 Recursions
We firstly confirm the initial point (2.27).
Lemma 4.1 Put
Dθ = {(α, η) ∈ (0,∞)× C | 2α|η| < 1 or | arg η − π
2
| < θ or | arg η + π
2
| < θ}
for θ > 0. Then, for a sufficiently small θ, it holds that
lim
N→∞
d
dη
v
(N)
0 (η) =
2α2η
1 +
√
1− 4α2η2
, (α, η) ∈ Dθ , (4.1)
where the convergence is uniform in (α, η) on any compact subset of Dθ. Furthermore, ν
(N)
2j,0 , j ≥ 1,
converges as N →∞.
Remark. In this section, we use (4.1) only for η with 2α|η| < 1. The result for η near the imaginary axis
will be used in Section 6.
Proof. The Fourier transform of (1.6) is written as
hˆ
(N)
0 (ξ) = Γ(N/2)
JN/2−1(
√
Nαξ)
(
√
Nαξ/2)N/2−1
(4.2)
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as a function of ξ = |ξ|, where Jν denotes the Bessel function of order ν:
Jν(z) =
(z
2
)ν
√
πΓ(ν + 12 )
∫ π
0
cos(z cos θ) sin2ν θdθ . (4.3)
The derivative of the scaled potential defined by (2.7) is therefore given by
d
dη
v
(N)
0 (η) = −
1
N
d
dη
hˆ
(N)
0 (
√
Nη)
hˆ
(N)
0 (
√
Nη)
= α
JN/2(Nαη)
JN/2−1(Nαη)
. (4.4)
Then, using the relation
Jν−1(z) + Jν+1(z) =
2ν
z
Jν(z) ,
we have
η
d
dη
v
(N)
0 (η) =
c0
1− c1
1− c2
1− c3
1− . . . cℓ−1
1− wℓ
, ℓ ≥ 1 , (4.5)
where
c0 = α
2η2 , (4.6)
cj =
α2η2(
1 + 2(j−1)N
) (
1 + 2jN
) , j ≥ 1 , (4.7)
wℓ =
αη
1 + 2(ℓ−1)N
JN/2+ℓ(αNη)
JN/2+ℓ−1(αNη)
, ℓ ≥ 1 . (4.8)
Now, let θ be a sufficiently small positive constant, and let D′ be any compact subset of Dθ. Then, by
choosing a sufficiently large ℓ (depending on D′), we see that the right hand side of (4.5) is well-defined
for (α, η) ∈ D′ and is holomorphic in η. Furthermore, it holds that
lim
N→∞
η
d
dη
v
(N)
0 (η) =
α2η2
1− α
2η2
1− α
2η2
1− α
2η2
1− . . .
=
2α2η2
1 +
√
1− 4α2η2
(4.9)
for (α, η) ∈ D′, where the convergence is uniform on D′. The last statement of the lemma is obvious. 
Consider the recursion relations (2.24)–(2.27). Since v
(∞)
n (t, η) and v
(∞)
n (η) are even with respect to
η, we can define functions un(t, x) and un(x) by
un(t, η
2) = v(∞)n (t, η) , n ≥ 1 , (4.10)
un(η
2) = v(∞)n (η) , n ≥ 0 , (4.11)
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respectively. Then, (2.24)–(2.27) become
∂
∂t
un(t, x) = 4x
(
∂
∂x
un(t, x)
)2
− 2 ∂
∂x
un(t, x) , (4.12)
un(0, x) = 2un−1(
x
2ω
) , (4.13)
un(x) = un(
β
2
, x)− un(β
2
, 0) , (4.14)
u0(x) =
∫ x
0
α2
1 +
√
1− 4α2y
dy , (4.15)
where n ≥ 1.
Now, let us denote the inverse of p = u′n(x) by x = wn(p) and the inverse of p = u
′
n(t, x) by
x = wn(t, p) for each t. Then, wn(p) and wn(t, p) obey the following recursion relations:
∂wn
∂t
(t, p) = −4p2∂wn
∂p
(t, p)− 8pwn(t, p) + 2 , (4.16)
wn(0, p) = 2ωwn−1(ωp) , (4.17)
wn(p) = wn(
β
2
, p) , (4.18)
w0(p) =
1
2p
− α
2
4p2
. (4.19)
4.2 Solutions
The equation (4.16) with the initial condition (4.17) can be explicitly solved. In fact, as is checked by
direct calculation, the function
wn(t, p) =
1
2p2
(
p− 1
p−1 + 4t
+
4ω
(p−1 + 4t)2
wn−1(
ω
p−1 + 4t
)
)
(4.20)
solves (4.16) and (4.17). This together with (4.18) and (1.7) implies
wn(p) =
1
2p2
(
p− 1
p−1 + ω − 1 +
4ω
(p−1 + ω − 1)2wn−1(
ω
p−1 + ω − 1)
)
. (4.21)
This recursion with (4.19) is then solved as follows:
wn(p) =
1
2p2

p+ 1
2
n∑
j=1
2j
ωj − 1 + p−1 −
1
2
(
2
ω
)nα2

 , n ≥ 1, p > 0 . (4.22)
Furthermore, this combined with (4.20) yields
wn(t, p) =
1
2p2

p+ 1
2
n∑
j=1
2j
ωj − ω + 4t+ p−1 −
1
2
(
2
ω
)nα2

 , n ≥ 1, t ≥ 0, p > 0 . (4.23)
Now, u′n(t, x) is obtained as the inverse of x = wn(t, p). We here have to choose an appropriate branch
of the multi-valued inverse.
Lemma 4.2 (1) For n ≥ 1 and t ≥ 0, the equation
wn(t, p) = 0, p > 0 (4.24)
has a unique solution p, which we hereafter denote by πn(t). The function πn(t) is continuous with
respect to t ≥ 0 and satisfies
∂wn
∂p
(t, πn(t)) > 0 , t ≥ 0 . (4.25)
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(2) For n ≥ 1, there exists uniquely a continuous function u′n(t, x) defined on {(t, x) ∈ R × C | t ∈
[0, β2 ], |x| < ρn} such that
wn(t, u
′
n(t, x)) = x , t ∈ [0,
β
2
], |x| < ρn , (4.26)
u′n(t, 0) = πn(t) , t ∈ [0,
β
2
] , (4.27)
where ρn > 0 is a suitably chosen constant independent of t. Moreover, the functions u
′
n(t, x), n ≥ 1,
are holomorphic with respect to x and satisfy
ωu′n+1(0, 2ωx) = u
′
n(
β
2
, x) , n ≥ 1 , |x| < min(ρn, ρn+1
2ω
) , (4.28)
Proof. (1) We see from (4.23) that 2p2wn(t, p) is increasing with respect to p > 0 and
2p2wn(t, p)→
{
−1
2
(
2
ω
)nα2 , p→ 0 ,
+∞ , p→ +∞ ,
holds. Then, (4.24) has a unique solution p. The remaining statements are obvious.
(2) Because of (4.25), there exists uniquely a continuous function p = u′n(t, x) defined on {(t, x) ∈
R×C | t ∈ [0, β2 ], |x| < ρn} satisfying (4.26) and (4.27) for some positive constant ρn independent
of t. Since the function wn(t, p) is holomorphic on the complex half plane ℜp > 0 for each t ∈ [0, β2 ],
u′n(t, x) is holomorphic with respect to x. Let us show (4.28). Since (4.26),(4.17) and (4.18) imply
x = wn(0, u
′
n(0, x)) = 2ωwn−1(ωu
′
n(0, x)) = 2ωwn−1(
β
2
, ωu′n(0, x)) ,
we have
wn−1(
β
2
, ωu′n(0, 2ωx)) = x . (4.29)
Furthermore, since (4.17) and (4.18) imply
0 = wn−1(
β
2
, πn−1(
β
2
)) = wn−1(πn−1(
β
2
)) =
1
2ω
wn(0,
1
ω
πn−1(
β
2
)) ,
we have
1
ω
πn−1(
β
2
) = πn(0) ,
that is,
ωu′n(0, 0) = ωπn(0) = πn−1(
β
2
) .
Therefore, we can conclude from (4.29) that
ωu′n(0, 2ωx) = u
′
n−1(
β
2
, x)
holds because of the uniqueness of u′n−1(β/2, x).

Using the function u′n(t, x) in Lemma 4.2, we define un(t, x) by
un(t, x) =
∫ x
0
u′n(t, y)dy − 2
∫ t
0
u′n(s, 0)ds (4.30)
for n ≥ 1, t ∈ [0, β2 ] and for x ∈ C with |x| < ρn. Obviously, it holds that
u′n(t, x) =
∂
∂x
un(t, x) . (4.31)
We also define un(x), n ≥ 0, so that (4.13) holds.
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Lemma 4.3 The functions un(t, x), n ≥ 1, and un(x), n ≥ 0, are holomorphic with respect to x and
satisfy (4.12)–(4.15). Furthermore, p = u′n(x) =
d
dx
un(x) is an inverse of x = wn(p).
Proof. Equations (4.16) and (4.26) imply
∂
∂t
u′n(t, x) = 8xu
′
n(t, x)
∂
∂x
u′n(t, x) + 4u
′
n(t, x)
2 − 2 ∂
∂x
u′n(t, x) . (4.32)
Therefore, un(t, x) satisfies (4.12) because of (4.30) and (4.31). Furthermore, (4.13) and (4.28) imply
∂
∂x
un(x) =
∂
∂x
un(
β
2
, x),
from which we obtain (4.14).
Next, we show (4.15). From (4.13) with n = 1, we see that
u′0(x) = ωu
′
1(0, 2ωx).
Then, (4.26) and (4.17) imply
x =
1
2ω
w1(0, u
′
1(0, 2ωx)) = w0(ωu
′
1(0, 2ωx)) = w0(u
′
0(x)). (4.33)
Because of (4.19), this means
x =
1
2u′0(x)
− α
2
4u′0(x)2
. (4.34)
Since (4.34) holds at x = 0 as well, we have (4.15).
Finally, the function p = u′n(x) is an inverse of x = wn(p), because u
′
n(x) = u
′
n(β/2, x) and wn(p) =
wn(β/2, p). 
Let us define v
(∞)
n (t, η) and v
(∞)
n (η) by (4.10) and (4.11), respectively. As a consequence of Lemma 4.3,
v
(∞)
n (η) and v
(∞)
n (t, η) can be Taylor-expanded as (2.28) and
v(∞)n (t, η) =
∞∑
j=1
ν
(∞)
2j,n(t)η
2j , (4.35)
respectively, in a neighborhood of η = 0. Thus, in view of (2.24)–(2.26) and (2.27), we see that ν
(∞)
2j,n(t)
and ν
(∞)
2j,n satisfy the following recursion relations:
d
dt
ν
(∞)
2j (t) =
∑
m+ℓ=2j+2
m,ℓ≥2
mℓν(∞)m,n(t)ν
(∞)
ℓ,n (t)− (2j + 2)ν(∞)2j+2,n(t) , (4.36)
ν
(∞)
2j,n(0) =
2
(2ω)j
ν
(∞)
2j,n−1 , (4.37)
ν
(∞)
2j,n = ν
(∞)
2j,n(
β
2
) , (4.38)
ν
(∞)
2j,0 = lim
N→∞
ν
(N)
2j,0 . (4.39)
4.3 Asymptotics
In what follows, we derive the asymptotic forms (2.29)–(2.31) with bounds on ζ
(∞)
k,n , k = 2, 6, 8, and show
Proposition 2.2.
As is shown in Lemma 4.3, p = u′n(x) is an inverse of x = wn(p). Then, the Taylor coefficient
ν
(∞)
2j,n =
1
j!
dj−1p
dxj−1
(0) , j ≥ 1 , n ≥ 1 , (4.40)
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is calculated from (4.22). For convenience’ sake, we introduce the variable s by
p =
1
1− s (4.41)
and regard s as a function of x.
Lemma 4.4 The functions s = s(x) and p = p(x) satisfy
s = δn(2xp
2 + γn −Rn(s)) (4.42)
where
δn =
1
n/2 + 1
, (4.43)
γn =
1√
2
+ (α2 − 2−
√
2)2n/2−1 , (4.44)
Rn(s) = s
2(
1
1− s +
1
2
n∑
j=1
1
2j/2 − s ) . (4.45)
Proof. From (4.22), we see that
2xp2 =
1
1− s +
1
2
n∑
j=1
2j
ωj − s −
1
2
(
2
ω
)nα2 . (4.46)
Substituting
2j
ωj − s =
(
2
ω
)j
+
(
2
ω2
)j
s+
(
2
ω3
)j
s2
1− s
ωj
, j ≥ 0 ,
into (4.46), we obtain
2xp2 = −γn + δ−1n s+Rn(s) ,
where
γn =
ω − 1
2− ω + (
1
2
α2 − 1
2− ω )
(
2
ω
)n
,
δ−1n = 1 +
1
2
n∑
j=1
(
2
ω2
)j
,
Rn(s) =
s2
1− s +
1
2
n∑
j=1
(
2
ω3
)j
s2
1− ω−js .
Since ω =
√
2, we have the lemma. 
Remark. Eq.(4.44) implies that the critical value of α is
√
2 +
√
2.
Consider the case x = 0 in (4.42). Then, σn = s(0) satisfies
σn = δn(γn −Rn(σn)) , σn < 1 . (4.47)
In (4.47), if δn is small and if |γn| is not large, then we see that σn = O(δn). To be precise, using
successive approximations, we can show
|σn| < C4δn (4.48)
for n and α satisfying e.g.
δn <
1
10
, (4.49)
|γn| < 10 , (4.50)
where C4 is a positive constant.
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Lemma 4.5 Suppose that n and α satisfy (4.50) and
n > C5 . (4.51)
Then, it holds that
C6δn < ν
(∞)
4,n < C7δn , (4.52)
|ν(∞)4,n − δn| < C8δ2n , (4.53)
|ζ(∞)k,n | < C9 , k = 6, 8. (4.54)
Furthermore, if we write
ζ
(∞)
2,n =
δn
ν
(∞)
4,n
2 (γn −
1√
2
) + Zn , (4.55)
then Zn has the bound
|Zn| < C10 . (4.56)
In the above, Cm’s are positive constants independent of n.
Proof. We choose the constant C5 sufficiently large so that (4.50) and (4.51) imply
|σn| < C4δn < 1
2
,
δn|R′n(σn)| <
1
2
.
Now, (4.41) and (4.42) imply that derivatives of s = s(x) and of p = p(x) are given by
s′(x) = 2δnp(x)2Dn(x) , (4.57)
p′(x) = p(x)2s′(x) = 2δnp(x)4Dn(x) , (4.58)
respectively, where
Dn(x) =
1
1− 4δnxp(x)3 + δnR′n(s(x))
. (4.59)
Then, it holds that
p′(0) =
2δn
(1− σn)4(1 + δnR′n(σn))
,
from which together with (4.40) we obtain (4.52) and (4.53). Furthermore, from (4.58) we have
p′′(x) = 8δnp(x)3p′(x)Dn(x) + 2δnp(x)4D′n(x) . (4.60)
This implies
p′′(0)− 24δ2n = 8δn(p(0)3p′(0)Dn(0)− 2δn) + 2δn(p(0)4D′n(0)− 4δn)
and hence
|p′′(0)− 24δ2n| ≤ const.δ3n .
Then, we have the bound (4.54) on ζ
(∞)
6,n . Similarly, differentiating the both sides of (4.60), we obtain
the bound on ζ
(∞)
8,n .
Let us show (4.56). Since (4.47) imply
p(0)− 1− 1√
2
δn = σn + σ
2
np(0)−
1√
2
δn
= δn(γn − 1√
2
)− δnRn(σn) + σ2np(0) ,
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we have
ν
(∞)
2,n − 1−
1√
2
ν
(∞)
4,n = δn(γn −
1√
2
)− δnRn(σn) + σ2np(0) +
1√
2
(δn − ν(∞)4,n ) .
This yields
Zn =
1
ν
(∞)
4,n
2 (−δnRn(σn) + σ2np(0) +
1√
2
(δn − ν(∞)4,n ))
and hence the bound (4.56). 
Proof of Proposition 2.2. We choose n1 sufficiently large so that (4.51) and
δn1 < min
(
1
C27 (2ζ + C10)
,
ǫ
2C7
,
ǫ0
2C7C9
,
ǫ1
2C7C9
,
)
hold. By virtue of (4.44), there exist α++ and α−− such that
γn1 −
1√
2
= C27 (2ζ + C10)δn1 , at α = α++ ,
γn1 −
1√
2
= −C27 (2ζ + C10)δn1 , at α = α−− .
Since
|γn1 −
1√
2
| ≤ 1 , α ∈ [α−−, α++] ,
(4.50) holds for n = n1 and α ∈ [α−−, α++]. Then, (4.52) and (4.54) imply (2.34)–(2.36). Furthermore,
(4.55) and (4.56) imply (2.32) and (2.33). 
5 From O(N) trajectory to O(∞) trajectory
In Section 4, we obtained the solution ν
(∞)
k,n (t) to the system of ordinary differential equations (4.36)–
(4.38) with (4.39). This system is the formal limit of (2.13)–(2.15) as N →∞. In this section, we show
Proposition 2.3, namely, the fact that the solution ν
(N)
k,n (t) to (2.13)–(2.15) is convergent as N →∞ and
the limit coincides with ν
(∞)
k,n (t).
This fact is by no means trivial, because (2.10) is a singular perturbation of (2.24) and because the
initial value problem for the infinite dimensional system of ordinary differential equations lacks uniqueness
of solution. In order to show that ν
(N)
k,n (t) is convergent, we use 1/N expansion developed by Kupiainen
[9]. His method for spin systems on regular lattices also applies to our hierarchical model.
5.1 Boundedness
We begin with the basic bound on the ‘mass term’ ν
(N)
2,n (t) uniform in N .
Lemma 5.1 For t ≥ 0, n ≥ 1, α > 0 and N ≥ 1, it holds that
0 ≤ ν(N)2,n (t) ≤
1
2
α2
(
2
ω
)n
. (5.1)
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Proof. We go back to the renormalization group transformation (1.8) in the configuration space:
h(N)n (t,x) =
1
Z
(N)
n (t)
et|x|
2
∫
RN
dyh
(N)
n−1(
√
ω
2
x+ y)h
(N)
n−1(
√
ω
2
x− y) , (5.2)
where
Z(N)n (t) =
∫
RN
dx et|x|
2
∫
RN
dyh
(N)
n−1(
√
ω
2
x+ y)h
(N)
n−1(
√
ω
2
x− y) . (5.3)
Note that ν
(N)
2,n (t) is related to the moment of the measure h
(N)
n (t,x)dx as
ν
(N)
2,n (t) =
1
2
∫
RN
x21h
(N)
n (t,x)dx =
1
2N
∫
RN
|x|2h(N)n (t,x)dx , (5.4)
where x = (x1, x2, · · · , xN ).
Let rn be the radius of Supph
(N)
n (·) for n ≥ 0. Since Supph(N)n (t, ·) = Supph(N)n (·) for t ≥ 0, we see
that rn’s satisfy
rn ≤
√
2
ω
rn−1 , n ≥ 1 .
Hence we have
rn ≤ r0
(
2
ω
)n/2
=
√
Nα
(
2
ω
)n/2
,
which together with (5.4) implies (5.1). 
Based on the above lemma, we show the following bound independent of N .
Lemma 5.2 For j ≥ 1, n ≥ 1 and α2 > α1 > 0, there exists a positive constant C11 = C11(2j, n, α1, α2)
such that
0 ≤ ν(N)2j,n(t) ≤ C11 (5.5)
holds for α ∈ [α1, α2], t ∈ [0, β/2] and N ≥ 1.
Proof. For n = 0, the lemma follows from Lemma 4.1.
Let n ≥ 1. If j = 1, (5.1) implies (5.5). Let j > 1. We drop the last term in the right hand side of
(2.13) so that we obtain
ν
(N)
2j,n(t) ≤
2
(2ω)j
ν
(N)
2j,n−1 +
∫ t
0
∑
m+ℓ=2j+2
m,ℓ≥2
mℓν(N)m,n(τ)ν
(N)
ℓ,n (τ)dτ .
Then, we can show the lemma by induction on n and j. 
5.2 Convergence
We now employ the 1/N expansion. Let us consider the φ representation (1.1)–(1.4) in the following
form:
φθ = φθΛ,...,θ1 , θ = (θΛ, ..., θ1) ∈ LΛ , (5.6)
〈F〉Λ,t = 1
Z
(N)
Λ (t)
∫
dφF (φ) exp(
1
2
(φ, JΛ(t)φ))
∏
θ∈LΛ
δ(|φθ| −
√
Nα) , (5.7)
(φ, JΛ(t)φ) =
2t
(2ω)Λ
∣∣∣∣∣∣
∑
θΛ,...,θ1=0,1
φθΛ,...,θ1
∣∣∣∣∣∣
2
+
Λ−1∑
k=1
β
(2ω)k
∑
θΛ,...,θk+1=0,1
∣∣∣∣∣∣
∑
θk,...,θ1=0,1
φθΛ,...,θ1
∣∣∣∣∣∣
2
, (5.8)
Z
(N)
Λ (t) =
∫
dφ exp(
1
2
(φ, JΛ(t)φ))
∏
θ∈LΛ
δ(|φθ| −
√
Nα) . (5.9)
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Note that we have introduced t-dependence in the right hand side of (5.8) in order to study the t-dependent
correlation ν
(N)
k,n (t).
Let φ
(i)
θ , i = 1, 2, · · · , N, be the i-th component of φθ ∈ RN . For a set A of lattice points in LΛ, same
point possibly occurring several times, we write
φ
(i)
A =
∏
θ∈A
φ
(i)
θ .
Let
〈
N∏
i=1
φ
(i)
Ai
〉Λ,t =
∞∑
m=0
sm(Λ, t, α, {Ai})N−m (5.10)
be the formal 1/N expansion of the correlation 〈∏Ni=1 φ(i)Ai〉Λ,t. (See [9, P.278].)
Proposition 5.3 [9, Theorem 2] For r > 0, α2 > α1 > 0,Λ ≥ 2, there exists a positive constant
C12 = C12(r, α1, α2,Λ) such that, for t ∈ [0, β/2], α ∈ (α1, α2) and N > C12, the remainder of the 1/N
expansion up to O(N−r+1) has the bound∣∣∣∣∣〈
N∏
i=1
φ
(i)
Ai
〉Λ,t −
r−1∑
m=0
sm(Λ, t, α, {Ai})N−m
∣∣∣∣∣ ≤ R(r, α1, α2,Λ, {Ai})N−r , (5.11)
where R(r, α1, α2,Λ, {Ai}) is a constant independent of N .
Remark. The above proposition can be proved along the same line of argument as [9]. In Appendix A, we
check the properties to be assumed for applying the method of [9] to our hierarchical system (5.6)–(5.9).
Note also that Λ ≥ 2 should be assumed, since we need bounds uniform in t ∈ [0, β/2]. (J1(t) vanishes
as t→ 0.)
Proposition 5.3 plays a key role in the proof of the lemma below (for n ≥ 2).
Lemma 5.4 For j ≥ 1 and n ≥ 1, the limit
ν¯2j,n(t) = lim
N→∞
ν
(N)
2j,n(t) (5.12)
exists, where the convergence is uniform in t ∈ [0, β/2] and in α on any compact subset of (0,∞).
Remark. In the proof below, we assume n ≥ 2 and apply Proposition 5.3. The case n = 1 is dealt with in
Section 6.
Proof. Let n ≥ 2. Put, for j ≥ 1,
a
(N)
2j,n(t) = 〈x2j1 〉n,t , (5.13)
a
(N)
2j,n(c)(t) = (−1)j−1
(2j)!
N j−1
ν
(N)
2j,n(t) , (5.14)
where x1 denotes the first component of the block spin
x =
1
(2ω)n/2
∑
θn,...,θ1
φθn,...,θ1 . (5.15)
Note that a
(N)
2j,n(c)(t) is the connected part of a
(N)
2j,n(t), namely,
a
(N)
2j,n(c)(t) = 〈x1;x1; · · · ;x1〉n,t . (5.16)
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Applying Proposition 5.3, we expand correlations a
(N)
2j,n(t) up to O(N
−j+1) with remainder estimates.
These expansions yield an expression for the connected part a
(N)
2j,n(c)(t), in which all the terms up to
O(N−j+1) are explicitly written:
a
(N)
2j,n(c)(t) =
j−1∑
m=0
a2j,n,m(c)(t)N
−m + a(N)≥j2j,n(c)(t) , (5.17)
where a2j,n,m(c)(t)N
−m stands for the sum of explicit terms of O(N−m) and a(N)≥j2j,n(c)(t) denotes the
remainder with the property:
lim
N→∞
N j−1a(N)≥j2j,n(c)(t) = 0 . (5.18)
Since (5.5) implies that the right hand side of (5.14) is uniformly bounded in N , we see
a2j,n,m(c)(t) = 0 , m = 0, 1, 2, · · · , j − 2 , (5.19)
so that we have
a
(N)
2j,n(c)(t) = a2j,n,j−1(c)(t)N
−(j−1) + a(N)≥j2j,n(c)(t) .
This implies
ν
(N)
2j,n(t) =
(−1)j−1
(2j)!
a2j,n,j−1(c)(t) +
(−N)j−1
(2j)!
a
(N)≥j
2j,n(c)(t)
→ (−1)
j−1
(2j)!
a2j,n,j−1(c)(t) , N →∞ .

5.3 Limit
Thanks to Lemma 5.4, we can take limits in both sides of (2.13)–(2.15) as N →∞ :
d
dt
ν¯2j,n(t) =
∑
m+ℓ=2j
m,ℓ≥2
mℓν¯m,n(t)ν¯ℓ,n(t)− (2j + 2)ν¯2j+2,n(t) , (5.20)
ν¯2j,n(0) =
2
(2ω)j
ν¯2j,n−1 , (5.21)
ν¯2j,n = ν¯2j,n(
β
2
) , (5.22)
and we can write (4.39) as
ν¯2j,0 = ν
(∞)
2j,0 . (5.23)
Although the system (5.20)–(5.22) has the same form as (4.36)–(4.38), we need an additional condition
in order to ensure the equality ν¯2j,n(t) = ν
(∞)
2j,n(t).
Lemma 5.5 In addition to (4.36)–(4.38) and (5.20)–(5.23), we assume
ν¯2,n(t) = ν
(∞)
2,n (t) , t ∈ [0,
β
2
], n ≥ 1. (5.24)
Then, it holds that
ν¯2j,n(t) = ν
(∞)
2j,n(t) , t ∈ [0,
β
2
], n ≥ 1, j ≥ 1 . (5.25)
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Proof. Solving (4.36) and (5.20) with respect to ν
(∞)
2j+2,n(t) and ν¯2j+2,n(t), respectively, we see by induction
that (5.25) holds. 
Proof of Proposition 2.3. Let us show (5.24). Since p = u′n(t, x) is an inverse of x = wn(t, x), (4.10) and
(4.35) imply that
ν
(∞)
2,n (t) = u
′
n(t, 0) = πn(t) , (5.26)
where πn(t) is the unique positive solution to wn(t, p) = 0 (see Lemma 4.2). Then, in view of (4.23), we
see that ν
(∞)
2,n (t) is the unique positive solution to
α2 = 2(
ω
2
)nν
(∞)
2,n (t) + (
ω
2
)n
n∑
j=1
2j
ωj − ω + 4t+ 1
ν
(∞)
2,n (t)
. (5.27)
On the other hand, using the variable x1, the first component of x defined by (5.15), we have
ν¯2,n(t) = lim
N→∞
ν
(N)
2,n (t) = lim
N→∞
1
2
〈x21〉n,t ,
= lim
N→∞
1
2(2ω)n
∑
θ,θ′∈Ln
〈φ(1)θ φ(1)θ′ 〉n,t . (5.28)
In order to calculate limN→∞ 〈φ(1)θ φ(1)θ′ 〉n,t, we use again the 1/N expansion. (We can assume n ≥ 2 or
t > 0, since, if n = 1 and t = 0, (5.24) has been established in (5.23).) Decompose Jn(t) defined by (5.8)
with Λ = n as follows:
Jn(t) = △+ µ0I .
Here I denotes the identity matrix and the real constant µ0 is chosen so that
△1n = 0
holds, where we denoted 1n =
t(1, 1, ..., 1) ∈ RLn .
Now, put
C = (−△+m2I)−1 (5.29)
for m2 > 0.
Lemma 5.6 It holds that∑
θ,θ′∈Ln
Cθθ′ =
2n
m2
, (5.30)
Cθθ = (
ω
2
)n
n∑
j=1
2j
ωj − ω + 4t+ 2ωnm2 +
1
2nm2
, θ ∈ Ln . (5.31)
This lemma will be shown in Appendix A.2.
Now, choose m2 so that Cθθ = α
2 holds, i.e.,
(
ω
2
)n
n∑
j=1
2j
ωj − ω + 4t+ 2ωnm2 +
1
2nm2
= α2 . (5.32)
Then, we have [9, P.284]
lim
N→∞
〈φ(1)θ φ(1)θ′ 〉n,t = Cθθ′ . (5.33)
Now, (5.33) together with (5.28) and (5.30) implies
ν¯2,n(t) =
1
2
1
(2ω)n
∑
θ,θ′∈Ln
Cθθ′ =
1
2ωnm2
. (5.34)
Thus, we obtain (5.24) from (5.32), (5.34) and (5.27).
Since (5.24) holds, Lemma 5.4 and Lemma 5.5 yield Proposition 2.3. 
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6 The first effective theory
In this section, we prove Lemma 5.4 for n = 1. For this purpose, we study the first effective measure
density:
h
(N)
1 (t,x) =
1
Z
(N)
1 (t)
exp(t|x|2)
∫
RN
h
(N)
0 (
√
ω
2
x+ y)h
(N)
0 (
√
ω
2
x− y) dy, x ∈ RN ,
where
Z
(N)
1 (t) =
∫
RN
dx exp(t|x|2)
∫
RN
dyh
(N)
0 (
√
ω
2
x+ y)h
(N)
0 (
√
ω
2
x− y) . (6.1)
Let us denote integrations with respect to the measures h
(N)
0 (x)dx and h
(N)
1 (t,x)dx by 〈 · 〉0 and
〈 · 〉1, respectively.
Lemma 6.1 Put
Am =
m−1∏
k=0
(
1 +
2k
N
)−1
, m ≥ 1 . (6.2)
Then, we have
hˆ
(N)
0 (ξ) = 1 +
∞∑
m=1
(−α2)m
2mm!
Amξ
2m , (6.3)
hˆ
(N)
1 (t, ξ) = 1 +
∞∑
m=1
(−1)m
(2N)mm!
Am〈|x|2m〉1ξ2m . (6.4)
Proof. The equality (6.3) follows from (4.2). Let us show (6.4).
By virtue of spherical symmetry, we have
hˆ
(N)
1 (t, ξ) = 〈e
√−1(ξ,x)〉1 = 〈e
√−1ξx1〉1 =
∞∑
m=0
(−ξ2)m
(2m)!
〈x2m1 〉1 , (6.5)
where ξ = |ξ| and x1 is the first component of x ∈ RN . Similarly, we have
hˆ
(N)
0 (ξ) =
∞∑
m=0
(−ξ2)m
(2m)!
〈x2m1 〉0 . (6.6)
Comparing (6.6) with (6.3), we see that
〈x2m1 〉0 =
α2m(2m)!
2mm!
Am =
(2m)!
(2N)mm!
Am〈|x|2m〉0 . (6.7)
Now, note that the expectation 〈 · 〉0 gives average over an N dimensional sphere. Then, integrating
with respect to the radial distribution of hˆ
(N)
1 (t, ξ), we obtain from (6.7)
〈x2m1 〉1 =
(2m)!
(2N)mm!
Am〈|x|2m〉1 .
This together with (6.5) gives (6.4). 
Now let us introduce the connected part
〈|x|2k〉1,cc = 〈|x|2; |x|2; · · · ; |x|2〉1 (6.8)
of 〈|x|2k〉1 with |x|2 as units, namely, we define 〈|x|2k〉1,cc, k = 1, 2, · · · , by
∞∑
m=0
〈|x|2m〉1
m!
zm = exp
( ∞∑
k=1
〈|x|2k〉1,cc
k!
zk
)
, (6.9)
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or, equivalently
〈|x|2m〉1 =
∑
n≥1
∑
∑
n
j=1 kj=m
1
n!
m!∏n
j=1 kj !
n∏
j=1
〈|x|2kj〉1,cc , m ≥ 1 , (6.10)
where the summations are taken over the sets of all (k1, k1, · · · , kn) ∈ Nn with
n∑
j=1
kj = m and over
n ∈ N. Note that we can get information on the connected part 〈|x|2k〉1,cc from Z(N)1 (t), since
〈|x|2k〉1,cc =
(
d
dt
)k
logZ
(N)
1 (t) , k ≥ 1 . (6.11)
Lemma 6.2 For k = 1, 2, · · · , the limit lim
N→∞
1
N
〈|x|2k〉1,cc exists, where the convergence is uniform in
t ∈ [0, β/2] and in α on any compact subset of (0,∞).
Proof. We carry out the integrations in the right hand side of (6.1):
Z
(N)
1 (t) = const.
∫
RN
dx
∫
RN
dy exp(
t
2ω
|x+ y|2)h(N)0 (x)h(N)0 (y)
= const. exp(
t
ω
Nα2)
∫
RN
dx
∫
RN
dy exp(
t
ω
(x,y))δ(|x| −
√
Nα)δ(|y| −
√
Nα)
= const. exp(
t
ω
Nα2)
∫
RN
dxδ(|x| −
√
Nα)hˆ
(N)
0 (
t√−1ω |x|)
= const. exp(
t
ω
Nα2)hˆ
(N)
0 (
t√−1ω
√
Nα) .
Therefore, we have
1
N
logZ
(N)
1 (t) = const. +
t
ω
α2 − v(N)0 (
tα√−1ω ) . (6.12)
Lemma 4.1 implies that the right hand side of (6.12) converges as N → ∞, where the convergence is
uniform in t on any compact subset of a certain neighborhood of the real axis and in α on any compact
subset of (0,∞). Then, the limit
lim
N→∞
1
N
〈|x|2k〉1,cc = lim
N→∞
1
N
(
d
dt
)k
logZ
(N)
1 (t)
exists for k ≥ 1, t ∈ [0, β/2] and for α > 0. The convergence is uniform in t ∈ [0, β/2] and in α on any
compact subset of (0,∞). 
Next, we define the connected part Ak,c of Ak by
1 +
∞∑
m=1
Am
m!
zm = exp
( ∞∑
k=1
Ak,c
k!
zk
)
, (6.13)
or equivalently
Am =
∑
n≥1
∑
∑
n
j=1 kj=m
1
n!
m!∏n
j=1 kj !
n∏
j=1
Akj ,c , m ≥ 1 . (6.14)
Lemma 6.3 For k = 1, 2, · · · , the limit lim
N→∞
Nk−1Ak,c exists.
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Proof. From (6.3) and (6.13), we have
hˆ
(N)
0 (ξ) = exp
( ∞∑
k=1
Ak,c
k!
(−1
2
α2ξ2)k
)
and hence
v
(N)
0 (η) = −
1
N
∞∑
k=1
Ak,c
k!
(−1
2
α2Nη2)k .
Then, it holds that
Nk−1Ak,c = (−1)k−1 k!2
k
α2k
ν
(N)
2k,0 .
Since Lemma 4.1 implies that ν
(N)
2k,0 converges as N →∞, we obtain the lemma. 
Put, for m ≥ 1,
Bm = 〈|x|2m〉1 ,
Bm,c = 〈|x|2m〉1,cc ,
and write (6.4) as
hˆ
(N)
1 (ξ) =
∞∑
m=1
AmBm
m!
(− ξ
2
2N
)m . (6.15)
We now introduce connected parts of the product “AB”. Let Pm be the set of all partitions of
{1, 2, · · · ,m}. Then, (6.14) and (6.10) can be written as
Am =
∑
P∈Pm
∏
I∈P
A|I|,c ,
Bm =
∑
P∈Pm
∏
I∈P
B|I|,c ,
respectively, where |I| denotes the number of elements of I. Here, we think each I ∈ Pm to connect
elements contained in I into a single component by |I| − 1 links (bonds). The connected part of “AB” is
by definition
(AB)k,c =
∑
P,Q∈Pk
χk(P,Q)
∏
I∈P
A|I|,c
∏
J∈Q
B|J|,c , (6.16)
where
χk(P,Q) =
{
1, {1, 2, · · · , k} is connected by P ∪Q ,
0, otherwise .
(6.17)
In this notation, we can write (6.15) as
hˆ
(N)
1 (ξ) = exp
( ∞∑
k=1
(AB)k,c
k!
(
− ξ
2
2N
)k)
.
Thus, we obtain the formula:
ν
(N)
2k,1(t) = −
1
N
(−1
2
)k
(AB)k,c
k!
. (6.18)
Lemma 6.4 For k = 1, 2, 3, · · · , the limit lim
N→∞
1
N
(AB)k,c exists, where the convergence is uniform in
t ∈ [0, β/2] and in α on any compact subset of (0,∞).
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Proof. Consider the term
ψ(P,Q) =
∏
I∈P
A|I|,c
∏
J∈Q
B|J|,c
in the right hand side of (6.16) corresponding to a pair of partitions P,Q ∈ Pk with χk(P,Q) = 1.
Suppose that the partition P consists of n elements, that is, the set {1, 2, · · · , k} is decomposed into n
disjoint subsets each of which is connected by some element of P . Then, Lemma 6.3 implies that the
quantity
Nk−n
∏
I∈P
A|I|,c =
∏
I∈P
N |I|−1A|I|,c
is convergent as N → ∞. On the other hand, Q should have at least n − 1 links because otherwise the
set {1, 2, · · · , k} could not be connected by P ∪ Q. Let us denote the number of elements of Q by n′.
Then, we have n′ ≤ k − n+ 1 and Lemma 6.2 implies that
N−k+n−1
∏
J∈Q
B|J|,c = Nn
′−(k−n+1) ∏
J∈Q
N−1B|J|,c
is convergent. Thus, we see that
1
N
ψ(P,Q) = Nk−n
∏
I∈P
A|I|,c ·N−k+n−1
∏
J∈Q
B|J|,c
is convergent and we obtain the lemma. 
Lemma 5.4 for n = 1 directly follows from Lemma 6.4 and (6.18).
Acknowledgments. I would like to thank T.Hattori and T.Hara for valuable discussions and comments.
A Hierarchical Gaussian
In this appendix, we show the properties to be assumed when we apply the 1/N expansion [9] to the proof
of Proposition 5.3: we prove the reflection positivity (Lemma A.1) and certain bounds on the hierarchical
Laplacian (Lemma A.2). In addition we prove Lemma 5.6.
Let us write (5.6)–(5.9) as follows:
φθ = φθΛ,...,θ1 , θ = (θΛ, ..., θ1) ∈ LΛ , (A.1)
〈F〉J = 1
ZJ
∫
dφF (φ) exp(
1
2
(φ, Jφ))
∏
θ∈LΛ
δ(|φθ|2 −Nα2) , (A.2)
(φ, Jφ) =
Λ∑
k=1
βk
(2ω)k
∑
θΛ,...,θk+1=0,1
∣∣∣∣∣∣
∑
θk,...,θ1=0,1
φθΛ,...,θ1
∣∣∣∣∣∣
2
, (A.3)
ZJ(t) =
∫
dφ exp(
1
2
(φ, Jφ))
∏
θ∈LΛ
δ(|φθ |2 −Nα2) , (A.4)
where
βk =
{
β , k = 1, 2, · · · ,Λ− 1 ,
2t , k = Λ .
(A.5)
We define a matrix B by
(Bφ)τ =
1√
2
∑
θ1=0,1
φτθ1 (A.6)
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and write
J =
Λ∑
k=1
βk
ωk
B∗kBk . (A.7)
Precisely saying, Bk should be written as a product of distinct matrices B1, B2, · · · , Bk. We however
suppressed the subscripts of B for simplicity.
A.1 Reflection Positivity
For l = 1, 2, · · · ,Λ, we define the reflection ρl on the lattice LΛ by
(ρlθ)k =
{
θk, k 6= l ,
1− θk, k = l , θ ∈ LΛ .
Lemma A.1 The measure 〈 · 〉J has reflection positivity with respect to ρl, l = 1, 2, · · · ,Λ.
Remark. Since the reflection planes for ρl, l = 1, 2, · · · ,Λ, separate the 2Λ points in LΛ from each other,
we have “the chessboard bound” [4] used in [9] from this lemma.
Proof. We fix l. Let us define the upper half space with respect to ρl by
L
+
Λ = {θ | θl = 1}
and denote the set of all polynomials in φθ, θ ∈ L+Λ , by P+. The lower half space L−Λ and the set P− of
all polynomials in φθ, θ ∈ L−Λ , are similarly defined.
We look into the k-th term in the right hand side of (A.7). Put
ψ = Bkφ
and write
(φ,B∗kBkφ) = ||ψ||2 =
∑
θΛ,...,θk+1
ψ2θΛ,...,θk+1 .
Suppose that l > k. Note that
ψθΛ,...,θk+1 ∈
{
P+, θl = 1 ,
P−, θl = 0 .
Putting
ψ2+ =
∑
θΛ,...,θk+1=0,1
θl=1
ψ2θΛ,...,θk+1 ,
ψ2− =
∑
θΛ,...,θk+1=0,1
θl=0
ψ2θΛ,...,θk+1 ,
we have ψ2− = ρlψ
2
+ and hence
||ψ||2 = ψ2+ + ψ2− = ψ2+ + ρlψ2+ .
Then, (φ,B∗kBkφ) = ||ψ||2 makes a reflection-positive interaction.
Suppose that l ≤ k. We can decompose ψ as
ψ = ψ+ + ψ− , ψ± ∈ P± ,
with
ψ− = ρlψ+ .
Then, we have
||ψ||2 = ||ψ+ + ρlψ+||2 = ||ψ+||2 + ρl||ψ+||2 + 2
∑
θΛ,...,θk+1
ψ+θΛ,...,θk+1ρlψ
+
θΛ,...,θk+1
.
This means that (φ,B∗kBkφ) = ||ψ||2 makes a reflection-positive interaction. 
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A.2 Hierarchical Laplacian
We decompose J as
J = △Λ + µ0I (A.8)
so that
△Λ1Λ = 0 (A.9)
holds, where µ0 is a constant and 1Λ =
t(1, 1, · · · , 1) ∈ RLΛ . In fact, using B1Λ−k =
√
21Λ−k−1, we have
µ0 =
1
||1Λ||2 (1Λ, J1Λ) =
Λ∑
k=1
βk
ωk
,
and hence
−△Λ =
Λ∑
k=1
βk
ωk
(−B∗kBk + I) =
Λ∑
k=1
βk
ωk
(−Pk + I) ,
where
Pk = B
∗kBk , k = 0, 1, 2, · · · ,Λ .
Since BB∗ = I, it holds that
PjPk = Pmax(j,k) , (A.10)
P ∗j = Pj , (A.11)
namely, Pj ’s are orthogonal projections satisfying
PΛ < PΛ−1 < · · · < P1 < P0 = I .
Define Qj , j = 0, 1, 2, · · · ,Λ, by
Qj = Pj − Pj+1 , j = 0, 1, 2, · · · ,Λ− 1 ,
QΛ = PΛ .
Then, Q0, Q1, · · · , QΛ constitute orthogonal projections with
QjQk = δjkQj ,
Λ∑
j=0
Qj = I .
In this notation, matrices −△Λ +m2I and C = (−△Λ +m2I)−1 are written as
−△Λ +m2I =
Λ∑
k=0
ykQk , for m
2 ≥ 0 , (A.12)
C =
Λ∑
k=0
1
yk
Qk , for m
2 > 0 , (A.13)
where
yk =


Λ∑
j=k+1
βj
ωj
+m2 , k = 0, 1, 2, · · · ,Λ− 1 ,
m2 , k = Λ .
(A.14)
Lemma A.2 (1) The matrix −△Λ is positive semi-definite and its eigenvalues lie in [0, µ0].
28
(2) For l ≥ 1, it holds that
0 < TrCl ≤ 2
Λ
m2l
.
Proof. (1) Put m2 = 0 in (A.12) and (A.14). Then, we see that the smallest eigenvalue of −△Λ is 0 and
the largest one is
Λ∑
j=1
βj
ωj
= µ0 .
(2) Note that (A.13) implies
TrCl =
Λ∑
k=0
1
ylk
TrQk =
Λ−1∑
k=0
2Λ−k−1
ylk
+
1
ylΛ
, l = 1, 2, · · · . (A.15)
Since (A.14) implies yk ≥ m2, we can estimate the right hand side of (A.15). 
Based on Lemma A.1 and Lemma A.2, we can apply the 1/N expansion [9] to the hierarchical system
and obtain Proposition 5.3.
Proof of Lemma 5.6. (1) Note that (A.13) and the equality
BΛQjB
∗Λ =
{
0 , 0 ≤ j ≤ Λ− 1 ,
1 , j = Λ ,
yield
BΛCB∗Λ =
1
m2
.
This means (5.30).
(2) Since
(Qj)θθ =
{
2−j−1, 0 ≤ j ≤ Λ− 1 ,
2−Λ, j = Λ , θ ∈ LΛ ,
(A.13) implies
Cθθ =
Λ−1∑
k=0
1
2k+1yk
+
1
2ΛyΛ
, θ ∈ LΛ .
Now, under (A.5) we have
yk =


1
2ωΛ
(ωΛ−k − ω + 4t+ 2ωΛm2) , 0 ≤ k ≤ Λ− 1 ,
m2 , k = Λ .
Then, it holds that
Cθθ = (
ω
2
)Λ
Λ∑
j=1
2j
ωj − ω + 4t+ 2ωΛm2 +
1
2Λm2
.

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