Recently, the problem of boundary stabilization for unstable linear constant-coefficient coupled reaction-diffusion systems was solved by means of the backstepping method. The extension of this result to systems with advection terms and spatially-varying coefficients is challenging due to complex boundary conditions that appear in the equations verified by the control kernels. In this technical note we address this issue by showing that these equations are essentially equivalent to those verified by the control kernels for first-order hyperbolic coupled systems, which were recently found to be well-posed. The result therefore applies in this case, allowing us to prove H 1 stability for the closed-loop system. It also unveils a previously unknown connection between backstepping kernels for coupled parabolic and hyperbolic problems.
I. INTRODUCTION
In a recent work [2] , the problem of boundary stabilization for general linear constant-coefficient coupled reaction-diffusion systems was resolved by means of the backstepping method [14] . However, the extension of this result to systems with advection terms and spatially-varying coefficients-as usually found in applications-is far from trivial. The main difficulty arises when trying to solve the partial differential equations verified by the control kernels (usually known as the "backstepping kernel equations"). For n states in a system of coupled parabolic equations, one needs to find n 2 control kernel verifying n 2 fully coupled second-order hyperbolic equations in a triangular domain, with complicated boundary conditions. In the constant-coefficient case, it is possible to simplify the boundary conditions by assuming a certain kernel structure, and then the equations can be readily solved [2] . However, this procedure does not extend to the spatially-varying case and/or advection terms. In this work, we show that the kernel equations can be written (using some nontrivially-defined intermediate kernels) as a coupled system of 2n 2 first-order hyperbolic equations. Interestingly, these kernel equations are very similar to those found when applying backstepping to find boundary controllers for first-order hyperbolic coupled systems [11] . A result recently obtained for this problem showed that the resulting kernel equations were well-posed and had piecewise differentiable solutions [12] . Applying this result in our case allows us to find a backstepping controller, and to prove H 1 exponential stability for the origin of the closed-loop system with arbitrary convergence rate. Our result unveils an interesting and non-trivial connection between backstepping controllers for coupled parabolic and hyperbolic systems.
The problem presented in this technical note could be addressed by other methods, including the semigroup approach (see, for instance, [17] ), eigenvalue assignment [3] , flatness [18] or LQR [19] . The main advantage of backstepping is that, once the well-posedness of the kernel equations has been established, analytical and numerical results are simple to obtain, often including well-posedness of the closed loop system in high-order Sobolev spaces or even explicit exact controllers [26] . Backstepping has proved itself to be an ubiquitous method for PDE control, with many other applications including, among others, flow control [23] , [28] , nonlinear PDEs [24] , disturbance rejection [1] , [9] , hyperbolic 1-D systems [6] , [7] , [16] , adaptive control [22] , wave equations [21] , Korteweg-de Vries equations [5] , and delays [15] . Other recent results related to boundary control of parabolic systems include [20] , where backstepping is applied to find multi-agent deployments in 3-D space, output-feedback boundary control for ball-shaped domains in any dimension [27] , and design of output feedback laws for convection problems on annular domains (see [25] ).
The structure of the technical note is as follows. In Section II we introduce the problem and state our main result. We explain our design method (backstepping) and show the stability of the closedloop system in Section III. Next, we prove that there is a solution to the backstepping kernel equations in Section IV. We conclude the technical note with some remarks in Section V.
II. COUPLED REACTION-ADVECTION-DIFFUSION SYSTEMS
Consider the following general linear spatially-varying reactionadvection-diffusion system and the various coefficients appearing in (1) defined as
And with boundary conditions
where U (t) is the actuation, defined as
The only assumption on (1), (6) , and (7) is that these coefficients are sufficiently regular; in particular, it is required that the entries of Σ(x) are three times differentiable, those of Φ(x) twice differentiable and those of Λ(x) differentiable. In addition, we assume that the states are ordered so that¯ ≥ 1 (x) > 2 (x) > · · · > n (x) ≥ > 0. The diffusion coefficients could also be equal at some (or all) values of x but to avoid technical complications we confine ourselves to the case of strict inequality. Since (1), (6) , and (7) is potentially unstable depending on the values of the coefficients, the problem we consider is the design of a (fullstate) feedback control law for U (t) that makes the system stable for any possible value of the coefficients.
We will make use of the L 2 ([0, 1]) and H 1 ([0, 1]) spaces, defined, respectively, as the space of square-integrable vector functions in the [0, 1] interval and the space of vector functions whose derivative (with respect to x, defined in the weak sense [8] ) is square-integrable in the [0, 1] interval. For simplicity, we will simply write L 2 and H 1 . If f ∈ L 2 or f ∈ H 1 its norm will be written as f L 2 or f H 1 , respectively, and computed with the following expressions:
where | · | denotes the regular Euclidean norm. In addition, we will use L 2 spaces with respect to time, which are analogously defined. Rather than using a more complex notation, we will denote the L 2 norm with respect to time equally as · L 2 , and since it will only be used for functions only depending on time it should be clear from the context what L 2 norm we are referring to.
Define C as a diagonal matrix of constant positive coefficients, i.e.,
with c 1 , c 2 , . . . , c n > 0, whose values can be chosen but should be sufficiently large (see Section III-C). Next, we state our main result that solves the stabilization problem in H 1 .
Theorem 1: Consider system (1), (6) , and (7) with initial condition u 0 ∈ H 1 , u 0 (0) = 0, and feedback control law
where the kernel matrix K(x, ξ) is a solution from the following hyperbolic matrix system of PDEs:
and b(t) is defined as
for any chosen α 1 > 0. Assuming that, under these conditions, there is a unique u(·, t) ∈ H 1 solution to (1), (6) , and (7), there exists a number c * depending only on the coefficients Σ(x) and Φ(x), so that if the values of the coefficients of C verify c i ≥ c * + δ, for all i = 1, . . . , n, and for some δ > 0, then the origin u ≡ 0 is exponentially stable in the H 1 norm, i.e.,
Note that, in Theorem 1, well-posedness of the closed-loop system is assumed. The extent of this assumption is clarified in Section III-C. In Theorem 1, the main question is if the kernel equations (12)-(15) do indeed have a solution, as implicitly assumed in the theorem's statement. The next result answers this question.
Theorem 2: The kernel equations (12)-(15) possess a piecewise differentiable solution in the domain T . In addition, the transformation defined by
is an invertible transformation. Both the transformation and its inverse map H 1 functions into H 1 functions, verifying
In the next sections we prove Theorems 1 and 2, respectively in Sections III and IV.
III. CONTROL LAW DESIGN AND CLOSED-LOOP STABILITY (PROOF OF THEOREM 1)
We stabilize (1), (6) , and (7) by applying the backstepping method. Next, we explain the method and show that the origin of the resulting closed-loop system is stable in the H 1 norm.
A. Backstepping Transformation and Target System
The main idea of backstepping is to use a transformation mapping (1), (6) , and (7) into a stable target system, which has to be adequately chosen. We select the following system:
where the target state w is defined as
with boundary conditions
whose stability properties will be studied in Section III-C. The matrix G(x) appearing in (19) is a lower triangular matrix with zero diagonal, i.e.,
The values of the nonzero entries of G(x) are not arbitrary and will be set later in the design. The main idea behind choosing the cascade structure of G(x) is based on previous works, namely [11] and [12] , where as similar target system is used. In Section IV we will see how this selection of target system results in well-posed kernel equations.
The backstepping transformation that maps u into w is defined as
where the kernel matrix K(x, ξ) is given by
Next, we explain how to find conditions for K(x, ξ) so that in fact (19) holds.
B. Finding the Kernel Equations
First, we establish (12)- (15) . To find the equations that the kernel matrix K(x, ξ) must verify, we take time and space derivatives in (24) 
and substituting (1) and (19) inside (26) we find
Using now (27) and (28) we find
and integrating by parts twice in the right-hand side integral of (30), we find
where the boundary condition of u at x = 0 has been used. We separately collect the terms in (31) affecting u(x, t), u x (x, t), u x (0, t) and in the integrals, reaching four equations that need to be independently verified if (31) is to hold for any value of u. These equations are as follows. First we find a hyperbolic matrix PDE
where we have omitted the dependence of K(x, ξ). Next, we find three additional conditions
Finally, using the structure of G given in (23) in the boundary condition (34), we find that, on the one hand
which is the boundary condition explicitly named in (15) , and on the other hand
which is the definition of the nonzero coefficients of G(x).
C. Target System Stability
First, note that from (24), the initial conditions for the target variable w are
and therefore w 0 (0) = u 0 (0) = 0, and from the definition (16), w 0 (1) = b(0). First we consider the following Assumption, which will be shown in Section III-D to be equivalent to the assumption of well-posedness in Theorem 1. Assumption 1: The system (19) with boundary conditions (21) and (22) and initial conditions w 0 ∈ H 1 , verifying w 0 (0) = 0 and w 0 (1) = b(0) and with b,ḃ ∈ L 2 ((0, ∞]) has an unique solution w(·, t) ∈ H 1 .
A proof of Assumption 1 is beyond the scope of this Note, however next we give some supporting arguments. Consider first redefining the state asw( (37), this is a standard parabolic problem, see e.g. [8, p. 382] , and it follows thatw ∈ L 2 (0, ∞; H 2 ([0, 1])) andw t ∈ L 2 (0, ∞; L 2 ([0, 1])), and the same results follows for w(t, x). However, the trace termw x (0, t) in (37) is not classically considered. From the theory of traces [4, p. 315-316], ifw ∈ L 2 (0, ∞; H 2 ([0, 1])) thenw x (0, t) ∈ L 2 (0, ∞; L 2 ([0, 1])). Thus, reasoning in an informal way, as a right-hand side term in (37), G(x)w x (0, t) would have the same degree of regularity as f (x, t) and the result should still hold. To give a rigorous proof, one should define L = ∂ x (Σ(x)w x ) + Φ(x)w x − Cw − G(x)w x (0, t) and show that despite the trace terms this is still a parabolic operator.
It is interesting to consider the case Φ = 0, which decouples the system allowing for a simpler demonstration. In that case, (37) becomes a cascade system for the trace terms, due to the structure of G(x) as seen in (23) and the other coefficients (which are diagonal). Thus, in the equation forw 1 (t, x) becomeš
and the result of [8, p. 382] can be applied, obtainingw 1 ∈ L 2 (0, ∞; H 2 ([0, 1])). Next, the equation forw 2 (t, x) becomeš
and sincew 1x (0, t) ∈ L 2 (0, ∞; L 2 ([0, 1])) the result of [8, p. 382] can be applied again, obtainingw 2 ∈ L 2 (0, ∞; H 2 ([0, 1])). By induction, the proof follows for all the components ofw(x, t), and thus of w(x, t).
Based on Assumption 1, the following result holds for the target system. Proposition 1: Consider the system (19) with boundary conditions (21) and (22) under the conditions of Assumption 1. Then, there exists a number c * depending only on the coefficients of the system so that if the coefficients of C verify c i ≥ c * + δ, for all i = 1, . . . , n, and for some δ > 0, then the origin w ≡ 0 is exponentially stable in the H 1 norm, i.e.,
Proof: Now, to show the stability result, consider the following Lyapunov functionals:
where the space and time dependence of w has been omitted for simplicity. The matrix Q is a square diagonal matrix, with diagonal elements denoted as q 1 , . . . , q n and chosen positive, so that q ≤ q i ≤ q, so that Q > 0. It is obvious that
Taking derivatives we obtain, forV 1
Now, assuming that for all x ∈ [0, 1], the coefficients verify the following bounds:
where L is a lower triangular matrix with zero diagonal and unity coefficients, i.e.,
Similarly, taking derivative in V 2 we obtaiṅ
Therefore, defining i (x) ≤¯ and using the previously defined boundsV
for α 2 , α 3 , α 4 > 0. Now we have the following inequality:
which is proven by considering that
which squared, gives the inequality. In a similar fashion, we can prove that
Choose now α 2 = /3¯ , α 3 = /3p, α 4 = /3g so that ((α 2¯ /2) + (pα 3 /2) + (gα 4 /2)) < /2. Call K 5 = 2p + 1,
and defining c * = (1/2) max{K 5 , K 6 + ( /4)} (which only depends on the bounds of Σ(x) and Φ(x)), we get that if c ≥ c * + δ, we obtaiṅ
where R = ( /4)Q − K 8 L T QL and D 2 can be set as large as desired. Assume for the moment that R is definite positive. Then, applying Gronwall's inequality, we obtain
and then the proposition is proved. It only remains to prove that R can be made a positive definite matrix by adequately choosing the coefficients of Q. To see if this is possible, let us check what is L T QL. First notice that (QL) ij = q i if j < i and zero otherwise. Then
where the sum is considered to be zero if i = n and/or j = n. Let us now prove by induction on the dimension n that R(Q) = ( /4)Q − K 8 L T QL can always be made positive definite. Call Q n the matrix that we will find for each dimension, and M n = L T n Q n L n . For n = 1, since Q 1 = q 1 > 0 and M 1 = 0, the result is obvious and q 1 can be chosen arbitrarily. For n > 1, we can construct both Q n and M n from the previous Q n−1 and M n−1 as follows:
where J n−1 is a square matrix of dimension n − 1 full of ones. Assume now that R(Q n−1 ) is positive definite. In particular, this means that all the eigenvalues of R(Q n−1 ) are positive, and since R is symmetric, they are also real. Call λ min the smallest eigenvalue of a square matrix. Denote μ n−1 = λ min (R(Q n−1 )) > 0. Choosing q n = μ n−1 /(2K 8 (n − 1)), we obtain
and computing the eigenvalues of R(Q n ), we obtain one eigenvalue equal to μ n−1 /(8K 8 (n − 1)) > 0, plus the eigenvalues of R(Q n−1 ) − (μ n−1 /(2(n − 1)))J n−1 . Now, from Weyl's inequality [10, p. 239] we then have that
where we have used that the eigenvalues of J n−1 are 0 (repeated n − 2 times) and n − 1 [10, p. 65]. Therefore, the newly formed R(Q n ) > 0, and the proposition is proved.
D. Proof of Theorem 1
Assume for the moment that Theorem 2 holds and there is a solution to the kernel equations such that the transformation (24) is invertible and both the transformation and its inverse map H 1 functions into H 1 functions. Consider now the target system equation (19) with boundary conditions (21) and (22) and initial conditions w 0 (x) given by applying the backstepping transformation (24) to the initial conditions of u, u 0 (x), i.e.,
Then, since u 0 ∈ H 2 , we have w 0 in H 2 . In addition, given the definition of b(t) (see (16) , we have w 0 (1) = b(0), and b,ḃ ∈ L 2 ([0, ∞)]. Thus, the conditions for well-posedness of Assumption 1 are fulfilled and we obtain well-posedness for u in H 1 given the properties of the transformation. This shows that the assumption of closed-loop wellposedness in Theorem 1 is equivalent to Assumption 1. In addition it is
where D 5 = min{α 1 , 2δ}. Thus Theorem 1 is proved.
IV. WELL-POSEDNESS OF THE KERNEL EQUATIONS (PROOF OF THEOREM 2)
To prove Theorem 2, we are going to write the kernel equations (12)-(15) in a different form. Then, we can use [12, Theorem A.1] .
Define first
where the functions F 1 and F 2 are to be found.
. It is worth noticing that the cross-derivatives of K cancel out and the differential operator of (12) appear. Replacing its value from (12) , we obtain
Now, F 1 and F 2 are chosen so that the second and third lines of (67) cancel out. This is always possible [13] , by defining
and noticing that F 1 only depends on x and F 2 only depends on ξ, the fourth line of (67) is also zero. Thus our original n × n system (12) is replaced by a n 2 × n 2 system of first-order hyperbolic equation on the same domain T , namely
where
, which are virtually identical to the kernel equations appearing in [12] and [11] (there are some differences in the right-hand side coefficients, but they do not affect the proofs). It remains to be seen if the boundary conditions are the same.
To find the boundary conditions for L, we need to analyze separate cases depending on the position of each coefficient L ij and K ij in the kernel matrices L and K. First, (35), namely K(x, x)Σ(x) = Σ(x)K(x, x) can be written as K ij (x, x)( i (x) − j (x)) = 0. This condition is automatically verified if i = j, otherwise K ij (x, x) = 0. This allows us to write (34) as
and similarly, we can solve for L ij (x, x) in (70), finding
If i = j, then (72) reduces to
which integrates [combined with (15) ] to
In addition, (73) reduces to
If i = j, then since K ij (x, x) = 0, we get K ijx (x, x) = −K ijξ (x, x). Therefore, we obtain, from (72)
and from (73)
which combined, gives us
when introducing the definitions of F 1 and F 2 . Thus, we are finally led to the following combination of boundary conditions:
• If i = j, then simply
• If i < j then K ij (x, x) = K ij (x, 0) = 0 (82)
• Finally, if i > j and i = j then K ij (x, x) = 0 (84)
and the additional condition g ij (x) = −K ij (x, 0) j (0).
It must be noticed that (85) are additional arbitrary conditions that are introduced for the kernel equations to be well-posed. These functions l ij (ξ) cannot be arbitrary, but need to verify certain compatibility conditions in the corner ξ = 1 for the kernels to be piecewise differentiable (see [12] for details).
Comparing these boundary conditions with those verified by the kernels in [11] and [12] , we can see that they are exactly the same (it must be noted than in the second of these papers the nomenclature for K and L is the opposite). Thus, the results in these papers apply, and we obtain a piecewise differentiable and invertible kernel which can be readily verified to transform H 1 functions into H 1 functions.
V. CONCLUSION
This technical note presents an extension of the backstepping method to coupled parabolic systems with advection terms and spatially-varying coefficients. The result is more general than a recently published extension that only considered constant-coefficient coupled reaction-diffusion systems.
Interestingly, the basis of the result is finding an equivalence between the kernel equations for this case and the kernel equations for general hyperbolic 1-D coupled systems, which have recently been established to be well-posed and piecewise differentiable. Thus, this technical note unveils a direct connection between backstepping controllers for parabolic and hyperbolic systems. In [11] the resulting kernels are shown to have lines of discontinuity, thus an additional challenge is to pose stable numerical schemes that allow computing approximation of the kernels to use in practice.
Future work includes considering Neumann or Robin boundary conditions, which leads to slightly different kernel equations, and observer design, which will allow to consider output-feedback controllers, as well as a complete proof of Assumption 1.
