Monte Carlo simulations of heterogeneous systems of copper at liquid-vapor equilibrium have been performed at several temperatures from 1400 to 2000 K, using the EAM potential of Zhou et al.
the determination of this property could be very poor and can remain unknown for some metals [2] .
As a consequence, a number of empirical models have been developed to predict the surface tension of melts [2, 3] . These models are based on correlations between surface and bulk thermodynamic properties and use experimental thermodynamic properties as input. One alternative consists of using the two-phase molecular simulation methods to provide surface tension values. However, these simulations are impacted by a certain number of factors such as potential, surface tension definition and the temperature transferability of the potential. As far as liquid metals are concerned, very few works show calculations of surface tension using atomistic models. Additionally, the simulated surface tensions exhibit significant deviations from experiments [4] [5] [6] . As far as we know, only three papers report the calculation of the surface tension of copper by microscopic simulations [4] [5] [6] . These simulations lead to surface tension values that are underestimated by 20-60% from experiments. Does it come from the choice of the potential model ? Does the method of calculation impact on the value of the surface tension ?
Actually, the calculation of the surface tension of a two-phase system is now robust even though a certain number of factors such as the finite size effects [7] [8] [9] [10] , the range of interactions [11] [12] [13] [14] , the truncation effects [11, [15] [16] [17] , the mechanical and thermodynamic definitions of the surface tension [16, [18] [19] [20] and the long range corrections to the surface tension [13, 15, 16, [20] [21] [22] can impact the calculated results for this property. Once the methodology was established, molecular simulations of the liquid-vapor interface showed a good reproduction of the temperature dependence of the surface tension for linear and branched alkanes [13, 15, 16, 23, 24] , cyclic and aromatic hydrocarbons [25] [26] [27] , ethers [28] , water [19, 29, 30] , acid gases [20, 29, [31] [32] [33] , incondensable gases [33] and alcohols [34, 35] .
The surface tension of more complex interfacial systems such as binary systems [36] [37] [38] have also been reproduced by atomistic simulations in large pressure range.
It means that the calculation of the surface tension is now mature on condition that the different parameters (potential, size effects, surface tension definition) that can impact on the results are well-controlled. We propose here to extend the methodologies used for the liquid-vapor interfaces of organic molecules to liquid-vapor interfaces of metals. We aim to reproduce the surface tension of the liquid copper metal at different temperatures and to extract from our simulations the temperature coefficient. The surface tension is calculated using the thermodynamic and mechanical definitions and profiles of the difference between normal and tangential components of the pressure tensor are calculated in the liquid metal. The potential dependence of the surface tension is illustrated through different versions of the embedded atom model (EAM) originally developed by Daw and Baskes [39] . The usual form of the potential energy of a system composed of N atoms which interact through a EAM force field is given by:
where ρ i is the atomic density around the atom i:
The definitions of φ(r ij ), F (ρ i ) and f (r ij ) vary depending on which EAM version is used. Following the one proposed by Zhou et al. [42] we used:
where φ cutof f is the value of φ(r) obtained for r = r cutof f , distance beyond which the interaction between two atoms is neglected. The f function is:
where f cutof f is the value for r = r cutof f .
Finally, the F function is:
F 3 , ρ e , ρ s and η are parameters taken from the original paper [42] .
Since the derivative of the potential is required to calculate the surface tension within the Irving-Kirkwood method, its operational form is
with 20 . and the derivative of the density function F is
Surface tension calculation
The most commonly used methods [18, [46] [47] [48] [49] [50] for the sur- 
Irving Kirkwood (IK) definition.
The method of Irving and Kirkwood (IK) [48] expresses the surface tension from the local components of the pressure tensor
where p N (z k ) and p T (z k ) are the normal and tangential components of the pressure tensor along the normal to the surface, respectively. The method of Irving and Kirkwood [48] (IK) is based upon the notion of the force across a unit area. The pressure tensor is then written as a sum of a kinetic term and a configurational term resulting from the intermolecular forces. Whereas the first term is well defined, the potential term is subjected to arbitrariness because there is no unique way to determine which intermolecular forces contribute to the stress across dA. There are many ways of choosing the contour joining two interacting particles. Irving and Kirkwood [48] have chosen the straight line between the two particles. Other choices are possible and results from the lack of uniqueness in the definition of the microscopic stress tensor. The components of the pressure tensor [46, 49, 50] in the Irving and Kirkwood definition are expressed by
where I is the unit tensor and T is the input temperature. α and β represent x, y or z directions. θ(x) is the unit step function defined by θ(x) = 0 when x < 0 and θ(x) = 1 when x ≥ 0. A is the surface area normal to the z axis. The distance z ij between two atoms is divided into N s slabs of thickness δz. Following Irving and Kirkwood, the molecules i and j give a local contribution to the pressure tensor in a given slab if the line joining the atoms i and j crosses, starts or finishes in the slab. Each slab has 1/N s of the total contribution from the i − j interaction.
the tangential component is given by
F ij is the force between atoms i and j and is expressed as
where the derivative of the potential with respect to the distance is calculated using Eq. (3).
Test Area
The second method, called the Test Area Method (TA), has been recently proposed by Gloor et al. [18] . This method comes from a thermodynamic approach, which defines the surface tension γ as the work needed to modify the surface of the interface at constant volume. This work can be defined as the free energy variation dF corresponding to the surface variation dA:
and:
where A is the area of the interface, P the pressure, V the volume, S the entropy, T the temperature. The surface tension can thus be calculated by evaluating the free energy F in the canonical ensemble:
where Q N V T is the canonical partition function:
where Λ is the de Broglie wavelength, U is the configurational energy, r is the position vector. The thermodynamic definition expresses the surface tension as:
γ is then calculated from a perturbation of the interfacial area using the free energy perturbation formalism.
Two states are defined: (i) a reference state (0) 
where < .. > 0 refers to the canonical average over the reference state, and U (r N 0 ) and U (r N 1 ) are the energies in the reference and perturbed states, respectively. It is also possible to derive a local expression of γ [51] :
Note that it is also possible to derive a non-exponentional version called TA2 [51] . Following the strategy of thermodynamic integration, γ is defined as:
By deriving the expression of Q N V T with respect to A, we obtain (see Ref. [51] for details):
This partial derivative can be calculated explicitly to
give the Kirkwood-Buff definition. It is also possible to use finite difference to calculate the surface tension leading to the TA2 working expression:
and a local corresponding working expression for TA2 The liquid phase is surrounded by two vapour phases and the z-direction is perpendicular to the interface.
Results

Convergence of the surface tension
The starting NVT liquid-vapor configurations were built from NPT configurations. The resulting NPT configurations were modified by increasing the simulation length in the z-direction, keeping the liquid phase in the middle of the box (see Figure 1 ). The periodic boundary conditions were applied in the three directions. MC NVT simulations were performed using standard translation moves.
The amplitude of translations was adjusted to give 40% of accepted moves at the end of the simulations. Surface tension was calculated every 25 Monte Carlo cycles, using the mechanical definition (Eq. 5) and the two versions of the test-area method [18] represented by Eqs. (13) and (17) respectively. Figure 3 . We also check that the values of surface tensions calculated from the integration of the profile of γ(z) using TA is similar to that calculated from the scalar expression given by Eq. (13) (see the right-hand side graph of figure 3 ). This confirms the decomposition of the surface tension into local elements. From the local elements of the surface tension, we can check that the twophase system presents a fully developed liquid that do not contribute to the surface tension as demonstrated by the plateau in the integration profile. The profiles show two identical positive peaks at the interface regions and two small negative peaks on the gas side of the surface. The difference between the local elements calculated using IK and TA find their origin in the way of distributing the energy into the slabs. However, the integrated value does not depend on the definition used. We can conclude from these profiles that the two-phase simulations of the liquid copper exhibit local profiles expected for mechanical equilibrium of planar interfaces. As far as we know, such profiles have never been shown for the simulations of the liquid-vapor of metals using EAM models.
Potential dependence of the surface tension
Now the methodology of the surface is well-established, we check the performance of the different versions of the EAM potential to predict the surface tension of the liquidvapor surface tension of copper at a given temperature.
We compare the results of surface tension using the EAM potentials developed by Zhou et al. [42] , Belonoshko et al. This comparison between the different EAM models is very interesting. The surface tensions are calculated using the two versions of the test-area approach and are represented in Table 1 for a direct comparison with experiments. The TA and TA2 approaches give identical results for investigating the temperature dependence of the surface tension of copper.
Temperature dependence of the surface tension
Before investigating the dependence of the surface tension of copper on the temperature, we focus on the temperature dependence of the molar volume using the EAM model ation from experiments is 26 mN.m −1 corresponding to a deviation of 2% from experiments. The quality of the prediction is excellent and better than those concerning the surface tension of organic compounds [13, 15, 16, 23, 24, 34, 35] . Additionally, our calculations give better results in the prediction of the surface tension than previous works using the potentials (Webb III et al. [4] , Hou et al. [5] ) that underestimate this property. This success is probably due to the fact that this potential is well adapted to this type of calculation (it has been developed to simulate thin lay- (T − 1356) ). The temperature coefficient defined by γ ′ = dγ(T )/dT is given for each method and for experiments. the TA, TA2 and IK methods, respectively (see Table 2 ). 
Conclusion
Two-phase Monte Carlo simulations have been performed on the liquid-vapor interface of copper in order to reproduce the temperature dependence of the surface tension.
The scattering of the experimental data and the small number of available simulated surface tension of liquid metal make the simulation of pure metal challenging from the choice of the potential and of the method.
In order to remove any dependence of the surface tension calculation on the methodology used, we have used the mechanical definition through the use of the IK method and the thermodynamic route by using the test area ap-proach. We have checked that the Monte Carlo simulations exhibit very-well converged surface tension values leading to an equivalence between the different definitions.
We have demonstrated that only the potential devel- To conclude, atomistic simulations appear to be an interesting and powerful alternative to obtain surface tension of liquid metal, since the calculation results are less scattered that the experimental ones, and of course much easier to obtain. Nevertheless, the good accordance of the calculation results with the experimental measurements is mainly due to the potential, and what remains unclear in this work is why exactly this potential appears to be good to obtain the surface tension, and why other potentials do not. Additionally, the EAM potential developed by Zhou et al. [42] has been shown to be transferable on the surface tension whereas the parameters of this potential were not developed over this property. This work calls for further investigation concerning the choice of the input properties of the database for the development of a force field able to reproduce the surface tension.
