Results on the design of robust memoryless state feedback controllers for uncertain time-delay systems with norm bounded uncertainty are presented. It is proved that the feasibility of a linear matrix inequality (LMI) problem is necessary and sufficient for the quadratic stabilisation of an uncertain time-delay system. A robust state feedback controller can be constructed using the corresponding feasible solution of the LMI problem. A procedure is given to select a suitable state feedback controller that is also suboptimal in the sense of minimising a bound on a quadratic performance index.
Introduction
During recent years, the problem of quadratic stabilisation of uncertain linear systems with norm-bounded uncertainty has received considerable attention in the control community (e.g. see [I-31) . The stabilisation approach presented in [3] is based on the use of a fixed quadratic Lyapunov function for uncertain systems which leads to a parameter-dependent Riccati equation. Using any positive definite solution of this parameterdependent Riccati equation, a robust controller is constructed that quadratically stabilises the linear uncertain system. In [4] , the problem of designing a quadratic stabilising controller, which also yields an adequate level of performance for a closed loop system, is proposed. The performance is measured with the standard quadratic cost function, and an upper bound for this cost function is defined. Finally, a corresponding robust controller that minimises this bound is found by a numerical search over the stabilising solutions of the parameter-dependent Riccati equation.
The problem of designing robust controllers for uncertain time-delay systems has attracted the attention of a number of researchers (e.g. see . Again, the Lyapunov approach is used to design a robust controller. However, the problem of designing a controller 
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Engineering, The University of Newcastle, NSW 2308, Australia which would guarantee an adequate level of performance in terms of a quadratic cost function is still under consideration, especially for the case when no matching assumptions are made. In [SI, this problem is addressed for a particular class of uncertain time-delay systems.
In this paper, we propose a linear matrix inequality (LMI) approach to the stabilisation problem for uncertain time-delay systems. It should be noted that the idea of employing LMIs to stabilise linear time-delay systems was first proposed in [15] . The results of [I51 are a special case of the results of this paper. Moreover, our approach also guarantees an upper bound on a quadratic cost function.
Quadratic stability of uncertain time-delay systems
We consider the uncertain time-delay system described by the state equation of the form:
i ( t ) = ( A + D A ( t ) E l ) z ( t ) + ( F + D A ( t ) E s ) ~( t -7 )
(1) where x(t) E R" is the state and A(t) E R p X q is a matrix of uncertain parameters satisfying the bound A'(r)A(t) I I. The rest of the matrices are real constant matrices with compatible dimensions and T is a scalar representing the delay in the system. The initial condition is specified as (x(O), x(s)) = (xo, &s)) where &.) E L2 [-z, 01. For the system in eqn. 1, we define the Lyapunov functional:
LT
where P and N are symmetric positive definite matrices. It is straightforward to show that
If P < 0, then x(t) + 0 as t + W. This will guarantee the asymptotic stability of the uncertain time-delay system (eqn. 1). Definition I: The uncertain time-delay system (eqn. 1) is quadratically stable if there exist P > 0 and N > 0 such that:
I .
Thus, to establish eqn. 3 using eqn. 4, it is sufficient to prove that this matrix is positive semidefinite. For all
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for all x # 0, x, # 0 and A satisfying A'A 5 I. Now 
has a feasible solution P > 0 and
Considering the strict bounded real lemma (theorem 2.1 in [9]), it is possible to state the quadratic stability condition (eqn. 6) in terms of a Riccati equation or an H , norm condition. 
has a positive definite solution P and N .
(iii) There exists a matrix N > E;E3 such that the Ric- 
has a positive definite stabilising solution P.
(iv) There exists a matrix N > E;E3 such that A + F(N -E;E3)-I EiE, is stable and
The proof is established by applying Schur complements to the matrix inequality (eqn. 6) and then using the strict bounded real lemma. Observation I : It follows from the above theorem that the three conditions:
are necessary for quadratic stability of the system in eqn. 1. In the third condition, it is assumed that El = Observution 2: Consider the case that E, = E3 = 0. In this case, eqn. 1 represents a linear time-delay system without uncertainty. By using the result of theorem 2, this time-delay system is quadratically stable if, and only if, A is stable and
for some N > 0. Therefore, quadratic stability of a delay system can be considered as a scaled H , analysis problem with scaling matrix N > 0. Now assume that the system in eqn. 1 is quadratically stable; the next step is to consider a cost function:
with R , > 0 as a performance measure for this system. We are interested in finding the least upper bound for this cost function. Theorem 3: Consider the system in eqn. 1 and cost function in eqn. 7 and suppose that there exist P > 0 and N > 0 such that
[ for all A such that A'A I I. Then the system in eqn. 1 is quadratically stable and the cost function in eqn. 7 satisfies the bound:
for all A(t) satisfying A(t)'A(t) I I. Conversely, if the system in eqn. 1 is quadratically stable, then given any R , > 0, there will exist P > 0 and N > 0 such that eqn. 8 is satisfied.
Proof: Suppose P > 0 and N > 0 satisfy eqn. 8. We have from eqn. 2 that
Therefore, the system in eqn. 1 is quadratically stable. Integrating both sides of the above inequality from 0 to 00, we obtain
IW
Since the quadratic stability of the system follows from theorem 1, we can conclude that V(x(t), t ) + 0 as I + W. Hence,
To prove the second part of the theorem, suppose that the system in eqn. 1 is quadratically stable. This implies that there exist P > 0 and N > 0 such that the matrix inequality (eqn. 2) is satisfied for all admissible A. From the inequality (eqn. 2), it is easily verified that we can find p > 0 such that
( A + D A E i ) ' P + P ( A + D A E i ) + N +~R i P ( F + D A E 3 ) < ( F + D A E 3 ) ' P
-N 1 is satisfied. This implies that there exist matrices Pfp and N = Nlp such that
Now, if we consider the result of theorem 1, it follows that the matrix inequality (eqn. 8) is equivalent to the existence of positive definite matrices P and N such that A ' P + P A + 2 E ; Ei+N+Rl P D P F + $ E; E3
for some value of E > 0. In this case, theorem 3 suggests a corresponding upper bound for the cost fuiiction (eqn. 7). This bound is a linear and convex function in matrix variables P and N . Hence, the problem of finding the least upper bound for cost function J amongst all the possible choices of P, N and E which satisfy eqn. 10 will be an LMI eigenvalue problem (see [15] ). This problem is a convex optimisation problem and is stated as follows:
subject to eqn. 10 and P > 0, N > 0, E > 0 The solution to this problem gives the global minimum for the upper bound (eqn. 9). Remark 4: Suppose that the system in eqn. 1 is qua.dratically stable and that the cost function (eqn. 7) is defined with some weighting matrix R I . Then the minimum of the upper bound (eqn. 9) is achieved for some value of the parameters P, N and E; e.g. P I , N I and E~.
Using Schur complements, we can relate the Riccati inequality 494 to the LMI (eqn. 10). Since we have assumed that the uncertain time-delay system (eqn. 1) is quadratically stable, there will exist some P, > 0 which satisfy eqns.
10 and 11 for corresponding values of NI and ~1 . NOW if we apply the strict bounded real lemma of [9] , it follows that the Riccati equation corLesponding to eqn. 11 will have a stabilising solution P I < PA. In this case, if N I and RI are positive definite, then P I is also positive definite. Hence, the minimum in the LMl eigenvalue-problem defined above occurs at PI which is equal to P I .
delay systems
In this Section, we consider the problem of designing state feedback quadratically stabilising controllers for uncertain time-delay systems. The system under consideration is described by the state equation:
Quadratic stabilisation of uncertain time-
(12) For this system, u(t) = Kx(t) is a quadratically stabilising controller if the closed loop uncertain time-delay system
is quadratically stable. Based on definition 1, this requires that there exist P > 0 and N > 0 such that
Theorem 2 implies that Kx(t) is quadratically stabilising if, and only if, there exist P > 0 and N > 0 such that quadratic matrix inequality
is satisfied. This problem is not jointly convex in matrix variables P, N and K. However, using the method of changing the variables as in [15] we can obtain an equivalent condition which is an LMI in its matrix variables.
First, we multiply every block of the above matrix inequality on the left and on the right by PI. Then, we define new matrix variables Q = PI, Y = KP-' and A4 = P I N P I . Hence we obtain the condition 1
FQ+( E1 Q+EzY)'EsQ (EIQ+EzY)' ( E 1 &+E2 Y ) -M+QEAE3Q
1 < O Next, by applying Schur complements and a standard matrix inversion formula [17] , it follows that the above matrix inequality is equivalent to the inequality
QF'
Since this matrix inequality is an LMI in matrix variables Q > 0, M > 0 and Y, the quadratic stabilisation of an uncertain time-delay system (eqn. 12) can be considered as an LMI feasibility problem. Whenever this problem is infeasible, the uncertain time-delay system (eqn. 12) is not quadratically stabilisable by memoryless state feedback. Remark 5: It follows from the above result that the uncertain system with multiple time-delays given in remark 2 is quadratically stabilisable if, and only if, the LMI .
. .
Observation 3: We have proved that the uncertain timedelay system (eqn. 12) is quadratically stabilisable if, and only if, the matrix inequality (eqn. 14) has a solution. We now consider some necessary conditions for the existence of such a solution. It is required that the pair ( A , B) is stabilisable. Now assume that E3 = 0 and E2 is full rank. Hence, we have an uncertain time-delay system as follows:
( t ) = ( A + DA(t)El)z(t) + F z ( t -T ) + ( B + DA(t)E,)u(t)
(16) For this system, the matrix inequality (eqn. 14) is equivalent to the inequality
( A + B K ) ' P + P ( A + B K ) +PDD'P+PFN-lF'P
If we use the method of completing the square, we obtain the Riccati inequality:
+PDD'P + P F N -~F~P -P B ( E ; E~) -~B / P
+Ei{I -E2(E;E2)-%;}E1+ N < 0 (17) which is required to be satisfied for some N > 0. Now assume that, for some N > 0, this Riccati inequality has a positive definite solution P. Hence, the corresponding stabilising controller will be Thus, eqn. 16 is quadratically stabilisable if, and only if, eqn. 17 has a positive definite solution P for some value of N > 0. This condition is also a necessary condition for quadratic stabilisation of eqn. 12. We can also relax the full rank assumption on E2. This leads to a more complicated expression in place of the inequality in eqn. 17. Now, assume that eqn. 17 is satisfied for some value of P > 0 and N > 0. We note that I -E,(E;E,)-'E; is positive semidefinite. Therefore, using some results on the solution of the algebraic Riccati equation and Riccati inequality [13] , it follows that the algebraic Riccati equation
will have a positive definite stabilising solution. However, we need to search over N > 0 to find a suitable solution to this algebraic Riccati equation. In a particular case, if we assume that the matrix N is of the form N = 61, this search is reduced to a search over real variable 6. This case is similar to the result of [SI. In our approach we do not require any assumption on the form of N . Moreover, we carry out the required numerical search by solving a corresponding LMI problem.
We now consider the problem of finding a suitable feedback controller K which not only quadratically stabilises the system in eqn. 12, but also guarantees some level of performance for a closed loop system. Similar to our results in Section 2, associated with the system in eqn. 12, we consider the cost function
where RI and R2 are positive definite matrices. Theorem 4: Consider the system in eqn. 12 and the cost function in eqn. 18 and suppose that there exist matrices Q > 0, M > 0 and Y such that
for all A such that A'A 51. Then the control law u(t) = Kx(t), K = Y@', quadratically stabilises the uncertain time-delay system (eqn. 12). Furthermore, the corresponding value of the cost (eqn. 18) satisfies the bound
Conversely, suppose u(t) = Kx(t) is a control law such that the resulting closed loop system (eqn. 13) is quadratically stable and let R, and R, be given weighting matrices in the cost function [eqn. 182. Then, there exist positive definite*matrices Q and A4 that satisfy eqn. 19 with Y = K Q . Proof: The proof is similar to the proof of theorem 3 and therefore is omitted.
The matrix inequality (eqn. 19) is equivalent to the LMI 
where z = 1, xl(t) = e'+' and x2(t) = 0 for t E [-1, 01. We wish to construct a suitable quadratically stabilising controller for this system such that a corresponding upper bound for the cost function:
is obtained. Thus, we apply our approach to find the First, we assume that E2 = E3 = 0. In this case, our example will be the same as the example in [8] . Using the approach detailed in Section 3, we obtain a plot of the upper bound (eqn. 20) with respect to trace(A4) as shown in Fig. 1 and E = 1.3639 It should be noted that, in this case, the stabilising feedback and the corresponding value of the upper bound are very close to those obtained in [8] . The rea-son for this is that, for this class of uncertain timedelay systems (E3 = O), the definition of quadratic stability in [8] can be considered as a special case of our definition. In example 3, we give an example in which our LMI approach will lead to a less conservative value for cost bound. Now, we consider the case that E2 and E3 are not zero. This case cannot be handled using the results of [8] . We wish to construct a suitable guaranteed cost controller for this system, such that the corresponding cost bound is minimised.
We first apply the Riccati equation approach of [8] . In this case, we need to search over the stabilising solutions of the Riccati equation We now apply the LMI approach to find our suboptimal guaranteed cost controller. In this case, the numerical search leads to the plot in Fig. 4 .
In this plot, the minimum occurs at trace(M) = 0.75 and the corresponding suboptimal value for the cost bound (eqn. 20) is 1.35 x lo3. This value for the cost bound is significantly less than the cost bound obtained using the Riccati equation approach of [8] . The other variables in this case are as follows:
