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1. Introduction
The motion of inviscid compressible ﬂuids in R3 is described as follows:
∂tρ + ∇ · (ρu) = 0, (1.1a)
∂t(ρu) + ∇ · (ρu ⊗ u) + ∇ P = 0, (1.1b)
∂t(ρE ) + ∇ · (ρuE + uP ) = κθ, (1.1c)
for (t, x) ∈ [0,+∞) × R3. Here ρ > 0, u = (u1,u2,u3), θ > 0, e and P = P (ρ, θ) denote the density,
the velocity, the absolute temperature, internal energy and the pressure respectively, E = 12 |u|2 + e
is the total energy. The constant κ > 0 is the coeﬃcient of heat conductive. In this paper, we will
consider only polytropic ﬂuids, so that the equations of state for the ﬂuid are given by
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where R > 0, Cv > 0 are the universal gas constant and the speciﬁc heat at constant volume respec-
tively.
The system (1.1) is supplemented with the initial data
(ρ,u, θ)|t=0 = (ρ0,u0, θ0). (1.3)
We also assume that
curl(u0) = 0. (1.4)
It is standard that the condition (1.4) is preserved by the ﬂow, since non-irrotational ﬂow leads to
creation of a non-vanishing magnetic ﬁeld.
At this stage, let us recall some classical results for the equation of motion of viscous and heat
conductive ﬂuids. Since the pioneering work of Matsumura–Nishida, they study the global existence
of strong solutions to Navier–Stokes equation in multi-dimensional whole space in [17,18]. There
are many important progress on the global existence and long time behaviors of global solutions
to multi-dimensional compressible Navier–Stokes equations. When there is no additional (external or
internal) force involved, the global existence and long time behaviors of strong solutions are shown in
multi-dimensional spatial domains, refer to [4–8,10–18,20,23] and references therein. In particular, the
optimal time-decay rates of the global solution to its equilibrium state are shown and the nonlinear
wave phenomena for the Navier–Stokes system are also investigated. To conclude, the optimal time-
decay rates established in [4,5,14,15,20,23] in R3 are
∥∥(ρ − ρ¯,u, θ − θ¯ )∥∥L2(R3)  C(1+ t)− 34 , (1.5)∥∥(ρ − ρ¯,u, θ − θ¯ )∥∥L∞(R3)  C(1+ t)− 32 . (1.6)
When additional (exterior or internal) potential force is taken into account, the global existence of
a strong and convergence to steady state are investigated by Matsumura and Nishida [19]. As well-
known, however, the external force does affect the long time behavior of dynamical solutions. The
slower time-decay rate for isentropic compressible ﬂow is investigated by Deckelnick [1,2], which is
improved later by Shibata and Tanaka [21] and Ukai, Yang and Zhao [22]. The optimal Lp convergence
rate in R3 is established recently by Duan, Liu, Ukai and Yang [3] for the non-isentropic compressible
ﬂow as
∥∥(ρ − ρ¯,u, θ − θ¯ )∥∥Lp(R3)  C(1+ t)− 32 (1− 1p ), 2 p  6, (1.7)
where (ρ¯,0, θ¯ ) is the steady solution.
If κ = 0 or in the absence of the energy equation (1.1c), the system (1.1) reduces to the well-
known Euler equations for compressible ﬂuids. Despite many important progresses over the years
(especially in 1-D), the existence and uniqueness of global solutions in R3 remains an outstanding
open problem. However, consider smooth, irrotational initial data of system (1.1), we ﬁnd that the
heat diffusion prevents the development of singularities in small amplitude classical solutions.
Let us now state our main results. First, we have the following theorem on the global existence
and large time behavior of classical solution to the initial value problem (1.1)–(1.3).
Theorem 1.1. Let ρ¯ > 0 and θ¯ > 0. Assume that (ρ − ρ¯,u, θ − θ¯ ) ∈ H5(R3) ∩ L1(R3) satisfying (1.4)
curl(u0) = 0. If δ =: ‖(ρ0 − ρ¯,u0, θ − θ¯ )‖H5(R3)∩L1(R3) is small enough, then there is a unique global classical
solution (ρ,u, θ) of Cauchy problem (1.1)–(1.3) satisfying
3018 Z. Tan et al. / J. Differential Equations 253 (2012) 3016–3028(ρ − ρ¯,u) ∈ C0(R+; H5(R3))∩ C1(R+; H4(R3)),
θ − θ¯ ∈ C0(R+; H5(R3))∩ C1(R+; H3(R3)),
and
∥∥∂kx (ρ − ρ¯,u, θ − θ¯ )∥∥L2(R3)  Cδ(1+ t)−( 34+ k2 ), k = 0,1, (1.8)
where C denotes a positive constant independent of time.
With additional regularity imposed on the initial data, we can also prove the optimal Lp-time-
decay rate for the global classical solution.
Theorem 1.2. Assume that (ρ − ρ¯,u, θ − θ¯ ) ∈ H6(R3) ∩ L1(R3) satisfying (1.4) curl(u0) = 0. If δ1 =:
‖(ρ0 − ρ¯,u0, θ − θ¯ )‖H6(R3)∩L1(R3) is small enough, then there is a unique global classical solution (ρ,u, θ)
of Cauchy problem (1.1)–(1.3) satisfying
∥∥(ρ − ρ¯,u, θ − θ¯ )∥∥Lp(R3)  Cδ(1+ t)− 32 (1− 1p ) (1.9)
for p ∈ [2,∞].
Notations. In the following part of the paper, C > 0 denotes the generic positive constant independent
of time.
The paper is organized as follows. Section 2 is devoted to establish the L2-time-decay rate of the
global solution for the linearized system. We prove Theorem 1.1 in Section 3. In Section 4, we show
the LP -time-decay rate.
2. Spectral analysis and linear L2 estimates
Without loss of generality, we choose the constant state (ρ¯,0, θ¯ ) = (1,0,1). Let us rewrite the
system (1.1) in a non-conservative form. After the change of functions
(n,u,q) = (ρ − ρ¯,u, θ − θ¯ ),
the system reads
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂tn + ∇ · u = −∇(nu),
∂tu + R∇n + R∇q = −R∇
(
ln(n + 1) − n)− ∇ |u|2
2
,
∂tq + a∇ · u − bq = −aq∇ · u − u · ∇q
Cv
− bn
n + 1q,
(n,u,q)|t=0 = (n0,u0,q0),
(2.1)
where a = RCv and b = κCv . We also use the fact (u · ∇)u = ∇
|u|2
2 since ∇ × u = 0.
Let us study precisely the Cauchy problem for the linearized system as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tn + ∇ · u = 0,
∂tu + R∇n + R∇q = 0,
∂tq + a∇ · u − bq = 0, (2.2)
(n,u,q)|t=0 = (n0,u0,q0).
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Id−P , the ﬁrst three equations of system (2.2) translate into⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tn + ∇ ·P⊥u = 0,
∂tP⊥u + R∇n + R∇q = 0,
∂tq + a∇ ·P⊥u − bq = 0,
∂tPu = 0.
(2.3)
Moreover, if we denote by Λs the pseudo-differential operator deﬁned by Λsz =F−1(|ξ |s zˆ(ξ)), it is
equivalent to study P⊥u or v := Λ−1 div u and Pu or ω := Λ−1 curl u (with (curl z) ji = ∂ j zi − ∂i z j). So
we are led to consider ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tn + Λv = 0,
∂t v − RΛn − RΛq = 0,
∂tq + aΛv − bq = 0,
∂t w = 0.
(2.4)
Indeed, as the deﬁnition of u and ω, and relation
u = −Λ−1∇v − Λ−1 divω (2.5)
involve pseudo-differential operators of degree zero, the estimates in space Hl(R3) for the original
function u will be the same as for (v,ω). We note that since ∇ × u = 0, thus ω = 0 and consequently
u = −Λ−1∇v, (2.6)
and to estimate u in Hl(R3) is equivalent to v .
In terms of the semigroup theory for evolutionary equation, the solution (n, v,q) of problem (2.4)
can be expressed via the Cauchy problem for V = (n, v,q)t as
Vt = BV , V (0) = V0, t  0, (2.7)
which give rise to
V (t) = S(t) ∗ V0 := etB V0, t  0. (2.8)
Then, we analyze the differential operator B in terms of its Fourier expression A and show the
long-time properties of the semigroup S(t). Applying the Fourier transform to system (2.7), we get
∂t Vˆ = A(ξ)Vˆ , Vˆ (0) = Vˆ0,
where Vˆ (t) = Vˆ (ξ, t) =F V (ξ, t), ξ = (ξ1, ξ2, ξ3)t and A(ξ) is deﬁned as
A(ξ) :=
⎛
⎝ 0 −|ξ | 0R|ξ | 0 R|ξ |
0 −a|ξ | −b|ξ |2
⎞
⎠ . (2.9)
The characteristic polynomial of A(ξ) is λ3 + b|ξ |2λ2 + (aR + R)|ξ |2λ + bR|ξ |4, and the characteristic
polynomial possesses three distinct roots:
λ1 = λ1
(|ξ |2), λ2 = λ2(|ξ |2), λ3 = λ3(|ξ |2). (2.10)
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etA(ξ) =
3∑
i=1
eλi t P i(ξ), (2.11)
where the project operators Pi(ξ) (i = 1,2,3) can be computed as
Pi(ξ) =
∏
j 
=i
A(ξ) − λ j I
λi − λ j . (2.12)
It is known from [17,18] that in order to estimate the semigroup S(t) in L2 space, we need mainly
analyze the property of et A(ξ) at both lower frequency and higher frequency respectively. Take the
same argument as [17,18], the asymptotical expansions of λi , Pi (i = 1,2,3) and et A(ξ) for both lower
and higher frequencies are analyzed by the following lemma.
Lemma 2.1.We have:
(1) There exist positive constants r1 < r2 such that for |ξ | < r1 , the spectral λi (i = 1,2,3) has the following
Taylor series expansion
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λ1 = − b|ξ |
2
a + 1 +O
(|ξ |4),
λ2 = − ab|ξ |
2
2(a + 1) +O
(|ξ |4)+ i(√aR + R|ξ | +O(|ξ |3)),
λ3 = λ∗2,
(2.13)
and for |ξ | > r2 , λi (i = 1,2,3) has the following Laurent series expansion
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λ1 = −b|ξ |2 + aR
b
+O
(
1
|ξ |3
)
,
λ2 = −aR
2b
+O
(
1
|ξ |3
)
+ i
(√
R|ξ | +O
(
1
|ξ |
))
,
λ3 = λ∗2.
(2.14)
(2) There exist positive constants a1 , a2 , and a3 such that
−a1|ξ |2  Reλi(ξ)−a2|ξ |2, for |ξ | r1, (2.15)
Reλi(ξ) < −a3, for |ξ | > r1, i = 1,2,3. (2.16)
(3) The projector operator Pi(ξ) and the matrix et A(ξ) deﬁned in (2.11) and (2.12) have the estimates
∣∣∣∣∣∣Pi(ξ)∣∣∣∣∣∣ C, for |ξ | r2, i = 1,2,3, (2.17)∣∣∣∣∣∣etA(ξ)∣∣∣∣∣∣ C(1+ t)3e−a3t, for |ξ | r1, (2.18)
where C denotes the generic positive constant and ||| · ||| denotes the norm of matrix for simplicity.
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P1(ξ) = P (0)1 (ξ) + R1(ξ), P (0)1 (ξ) :=
⎛
⎜⎝
a
a+1 − ab|ξ |R(a+1)2 − 1a+1
ab|ξ |
(a+1)2 0 − b|ξ |(a+1)2
− aa+1 ab|ξ |R(a+1)2 1a+1
⎞
⎟⎠ , (2.19)
P2(ξ) = P (0)2 (ξ) + R2(ξ),
P (0)2 (ξ) :=
⎛
⎜⎜⎝
1
2(a+1)
(2b+ab)|ξ |
4(a+1)2R + i2√aR+R 12(a+1)
− (2b+ab)|ξ |
4(a+1)2 − i
√
R
2
√
a+1
1
2
ab|ξ |
4(a+1)2 − i
√
R
2
√
a+1
a
2(a+1) − a
2b|ξ |
4(a+1)2R + i2√aR+R a2(a+1)
⎞
⎟⎟⎠ , (2.20)
P3(ξ) = P (0)3 (ξ) + R3(ξ),
P (0)3 (ξ) :=
⎛
⎜⎜⎝
1
2(a+1)
(2b+ab)|ξ |
4(a+1)2R − i2√aR+R 12(a+1)
− (2b+ab)|ξ |
4(a+1)2 + i
√
R
2
√
a+1
1
2
ab|ξ |
4(a+1)2 + i
√
R
2
√
a+1
a
2(a+1) − a
2b|ξ |
4(a+1)2R − i2√aR+R a2(a+1)
⎞
⎟⎟⎠ , (2.21)
where Ri(ξ) (i = 1,2,3) denotes the remainder matrix consisting of the higher-order terms with respect
to |ξ | than the dominating term P (0)i (ξ).
With the help of Lemma 2.1, we can establish the expected time-decay rates for the semigroup
S(t) = etB in terms of its Fourier modes et A(ξ) . Denote
etA(ξ) = (aij(t, ξ))3×3. (2.22)
By (2.17)–(2.21) we have the following estimates on semigroup S(t).
Lemma 2.2. For 0< |ξ | r1 , we have
∣∣∣∣∣∣aij(t, ξ)∣∣∣∣∣∣ Ce−a2|ξ |2t,
and for |ξ | r1 , we also have
∣∣∣∣∣∣aij(t, ξ)∣∣∣∣∣∣ C(1+ t)3e−a3t,
where C > 0 is a generic constant.
With the help of Lemma 2.2 for the asymptotical analysis on semigroup, we are able to establish
the L2-time-decay rate. Indeed, we have the L2-time-decay rate of the global solution to Cauchy
problem for the linearized system (2.2) as follows.
Proposition 2.3. Let U0 = (n0,u0,q0) ∈ H5(R3) ∩ L1(R3) with ∇ × u0 = 0, and U (t) := (n(t),u(t),q(t))
satisfy system (2.2), then there exists a constant C such that for 0 k 5,
∥∥∂kx U (t)∥∥L2(R3)  C(1+ t)− 34− k2 (‖U0‖L1(R3) + ∥∥∂kx U0∥∥L2(R3)). (2.23)
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∥∥∂kx V (t)∥∥L2(R3)  C(1+ t)− 34− k2 (‖U0‖L1(R3) + ∥∥∂kx U0∥∥L2(R3)). (2.24)
Indeed, combing Lemma 2.2 and Hausdorff–Young inequality, we have
∥∥∂kx V (t)∥∥2L2(R3)  C∥∥|ξ |k Vˆ (t)∥∥2L2(R3)  C∥∥|ξ |ket A(ξ) Vˆ0∥∥2L2(R3)
 C
∫
|ξ |r1
|ξ |2ke−2a2|ξ |2t |Vˆ0|2 dξ + C
∫
|ξ |r1
|ξ |2k(1+ t)6e−2a3t |Vˆ0|2 dξ
 C
∫
|ξ |r1
|ξ |2ke−2a2|ξ |2t |Uˆ0|2 dξ + C
∫
|ξ |r1
|ξ |2k(1+ t)6e−2a3t |Uˆ0|2 dξ
 C(1+ t)−( 32+k)‖U0‖2L1(R3) + C(1+ t)6e−2a3t
∥∥∂kx U0∥∥2L2(R3)
 C(1+ t)−( 32+k)(‖U0‖2L1(R3) + ∥∥∂kx U0∥∥2L2(R3)), (2.25)
thus the proof of Proposition 2.3 is completed. 
3. The proof of global well-posedness
This section is devoted to the proof of Theorem 1.1. Since ∇ × u = 0, as in Section 2, let v :=
Λ−1 div u, then we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn + Λv = −∇ · (nu),
∂t v − RΛn − RΛq = RΛ
(
ln(n + 1) − n)+ Λ |u2|
2
,
∂tq + aΛv − bq = −aq∇ · u − u · ∇q
Cv
− bn
n + 1q,
u = −Λ−1∇v,
n(x,0) = n0(x), v(x,0) = Λ−1 div u0, q(x,0) = q0(x), x ∈R3.
(3.1)
Denote
U = (n,u,q)t , U0 = (n0,u0,q0)t,
V = (n, v,q)t , V0 = (n0, v0,q0)t
then we have the equivalent form of system (3.1)
⎧⎨
⎩
∂t V = BV + H(U ),
u = −Λ−1∇v,
V (0) = V0,
(3.2)
where the nonlinear term H is expressed by
H(U ) =
(
−∇ · (nu), RΛ(ln(n + 1) − n)+ Λ |u2|
2
,−aq∇ · u − u · ∇q
C
− bn
n + 1q
)t
. (3.3)
v
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V (t) = S(t) ∗ V0 +
t∫
0
S(t − s) ∗ H(U )(s)ds. (3.4)
Note that the semigroup S(t) is deﬁned as in Section 2.
By Proposition 2.3, we have the following time-decay rate for linear part
∥∥∂αx S(t) ∗ V0∥∥L2(R3)  C(1+ t)− 34− |α|2 (‖U0‖L1(R3) + ∥∥∂αx U0∥∥L2(R3)), (3.5)
for |α| 0. Applying the similar arguments as in the proof of Proposition 2.3, we can obtain that
∥∥∂αx S(t) ∗ H(U )∥∥L2(R3)  C(1+ t)− 32 ( 1q − 12 )− |α|2 (∥∥Hˆ(U )∥∥Lq′ (R3) + ∥∥∂αx H(U )∥∥L2(R3)), (3.6)
for |α| 0, q = 1,2 and 1q + 1q′ = 1.
Global existence and L2-decay rate We are now ready to prove Theorem 1.1. First of all, the local exis-
tence and uniqueness of H5(R3) solution can be established by the following methods in [9]. To prove
global existence of a smooth solution with small initial data, we establish global a priori estimates of
the solution.
Lemma 3.1. Under the assumption of Theorem 1.1, the solution (n,u,q) to the Cauchy problem (2.1) satis-
ﬁes
∥∥Dkx(n(t),u(t),q(t))∥∥L2(R3)  C(1+ t)− 34− k2 , k = 0,1,∥∥Dkx(n(t),u(t),q(t))∥∥L2(R3)  C(1+ t)− 34 , k = 2,3,
where C is a positive constant independent of time.
Proof. Assume that (n,u,q) ∈ H5(R3) corresponds to the strong solution to the Cauchy problem (2.1)
for t ∈ [0, T ]. Assume that the classical solution of the Cauchy problem (2.1) exists for t ∈ [0, T ] and
denote
Ω(t) := sup
0st,k=0,1
{
(1+ s) 34+ k2 ∥∥Dkx(n(s),u(s),q(s))∥∥L2(R3)
+ (1+ s) 34 ∥∥D2x(n,u,q)(s)∥∥L2(R3) + (1+ s) 34 ∥∥D3x(n,u,q)(s)∥∥L2(R3)
+ ∥∥D4x(n,u,q)(s)∥∥L2(R3) + ∥∥D5x(n,u,q)(s)∥∥L2(R3)}. (3.7)
We claim that it holds for any t ∈ [0, T ] that
Ω(t) Cδ, (3.8)
with δ deﬁned in Theorem 1.1. The proof of the claim (3.8) consists of the following three steps.
Step 1: The basic energy estimates. From (3.4), (3.5), (3.6) and the a priori assumption (3.8), we have
after a complicated but strait forward computation that
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t∫
0
∥∥S(t − s) ∗ H(U )(s)∥∥L2(R3) ds
 C
t∫
0
(1+ t − s)− 34 (∥∥Hˆ(U )(s)∥∥L∞(R3) + ∥∥H(U )(s)∥∥L2(R3) ds)
 C
t∫
0
(1+ t − s)− 34 (Ω(t))2(1+ s)− 32 ds
 C(1+ t)− 34 (Ω(t))2, (3.9)
where we have made use of (3.8) and the Gagliardo–Nirenberg inequality
‖ f ‖L∞(R3)  C‖Df ‖
1
2
L2(R3)
∥∥D2 f ∥∥ 12
L2(R3)
and
‖ f ‖L4(R3)  C‖ f ‖
1
4
L2(R3)
‖Df ‖
3
4
L2(R3)
to estimate the right-hand side term as
∥∥Hˆ(U )(t)∥∥L∞(R3)  C
{∥∥∇ · (nu)∥∥L1(R3) + ∥∥∇n2(t)∥∥L1(R3) + ∥∥∇u2(t)∥∥L1(R3)
+ ∥∥∇ · (qu)∥∥L1(R3) +
∥∥∥∥ nn + 1q
∥∥∥∥
L1(R3)
}
 C
{∥∥DU (t)∥∥L2(R3)∥∥U (t)∥∥L2(R3) + ∥∥D2q(t)∥∥L2(R3)∥∥n(t)∥∥L2(R3)}
 C(1+ t)− 32 (Ω(t))2, (3.10)
∥∥H(U )(t)∥∥L2(R3)  C
{∥∥∇ · (nu)∥∥L2(R3) + ∥∥∇n2(t)∥∥L2(R3) + ∥∥∇u2(t)∥∥L2(R3)
+ ∥∥∇ · (qu)∥∥L2(R3) +
∥∥∥∥ nn + 1q
∥∥∥∥
L2(R3)
}
 C
{∥∥DU (t)∥∥L2(R3)∥∥U (t)∥∥L∞(R3) + ∥∥D2q(t)∥∥L2(R3)∥∥n(t)∥∥L∞(R3)}
 C(1+ t)− 74 (Ω(t))2. (3.11)
Thus, we have
∥∥V (t)∥∥L2(R3)  ∥∥S(t) ∗ V0(t)∥∥L2(R3) + C(1+ t)− 54 (Ω(t))2
 C(1+ t)− 34 [δ + (Ω(t))2]. (3.12)
Similarly, we have
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{∥∥∇2(nu)∥∥L2(R3) + ∥∥∇2n2(t)∥∥L2(R3) + ∥∥∇2u2(t)∥∥L2(R3)
+ ∥∥∇2(qu)∥∥L2(R3) +
∥∥∥∥D
(
n
n + 1q
)∥∥∥∥
L2(R3)
}
 C
{∥∥D2U (t)∥∥L2(R3)∥∥U (t)∥∥L∞(R3) + ∥∥DU (t)∥∥2L4(R3)
+ ∥∥D2q(t)∥∥L2(R3)∥∥Dn(t)∥∥L∞(R3) + ∥∥D3q(t)∥∥L4(R3)∥∥n(t)∥∥L4(R3)}
 C(1+ t)− 54 (Ω(t))2, (3.13)
∥∥D2H(U )(t)∥∥L2(R3)  C
{∥∥∇3(nu)∥∥L2(R3) + ∥∥∇3n2(t)∥∥L2(R3) + ∥∥∇3u2(t)∥∥L2(R3)
+ ∥∥∇3(qu)∥∥L2(R3) +
∥∥∥∥D2
(
n
n + 1q
)∥∥∥∥
L2(R3)
}
 C
{∥∥D3U (t)∥∥L2(R3)∥∥U (t)∥∥L∞(R3) + ∥∥D2U (t)∥∥L2(R3)∥∥DU (t)∥∥L∞(R3)
+ ∥∥D2q(t)∥∥L2(R3)∥∥D2n(t)∥∥L∞(R3) + ∥∥D3q(t)∥∥L2(R3)∥∥Dn(t)∥∥L2(R3)
+ ∥∥D4q(t)∥∥L2(R3)∥∥n(t)∥∥L2(R3)}
 C(1+ t)− 34 (Ω(t))2, (3.14)
∥∥D3H(U )(t)∥∥L2(R3)  C
{∥∥∇4(nu)∥∥L2(R3) + ∥∥∇4n2(t)∥∥L2(R3) + ∥∥∇4u2(t)∥∥L2(R3)
+ ∥∥∇4(qu)∥∥L2(R3) +
∥∥∥∥D3
(
n
n + 1q
)∥∥∥∥
L2(R3)
}
 C
{∥∥D4U (t)∥∥L2(R3)∥∥U (t)∥∥L∞(R3) + ∥∥D3U (t)∥∥L2(R3)∥∥DU (t)∥∥L∞(R3)
+ ∥∥D2U (t)∥∥2L4(R3) + ∥∥D3n(t)∥∥L2(R3)∥∥D2q(t)∥∥L∞(R3)
+ ∥∥D3q(t)∥∥L2(R3)∥∥D2n(t)∥∥L2(R3) + ∥∥D4q(t)∥∥L2(R3)∥∥Dn(t)∥∥L2(R3)
+ ∥∥D5q(t)∥∥L2(R3)∥∥n(t)∥∥L2(R3)}
 C(1+ t)− 34 (Ω(t))2. (3.15)
Thus for 1 k 3, DkV (t) can be estimated as follows:
∥∥DV (t)∥∥L2(R3)  ∥∥DS(t) ∗ V0(t)∥∥L2(R3) +
t∫
0
∥∥DS(t − s) ∗ H(U )(s)∥∥L2(R3) ds
 C
{
(1+ t)− 54 δ +
t∫
0
(1+ t − s)− 54 (∥∥Hˆ(U )(s)∥∥L∞(R3) + ∥∥DH(U )(s)∥∥L2(R3) ds)
}
 C(1+ t)− 54 [δ + (Ω(t))2], (3.16)
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t∫
0
∥∥D2S(t − s) ∗ H(U )(s)∥∥L2(R3) ds
 C
{
(1+ t)− 74 δ +
t∫
0
(1+ t − s)− 74 (∥∥Hˆ(U )(s)∥∥L∞(R3) + ∥∥D2H(U )(s)∥∥L2(R3) ds)
}
 C(1+ t)− 34 [δ + (Ω(t))2], (3.17)
and
∥∥D3V (t)∥∥L2(R3)  ∥∥D3S(t) ∗ V0(t)∥∥L2(R3) +
t∫
0
∥∥D3S(t − s) ∗ H(U )(s)∥∥L2(R3) ds
 C
{
(1+ t)− 94 δ +
t∫
0
(1+ t − s)− 94 (∥∥Hˆ(U )(s)∥∥L∞(R3) + ∥∥D2H(U )(s)∥∥L2(R3) ds)
}
 C(1+ t)− 34 [δ + (Ω(t))2]. (3.18)
Step 2: The higher-order estimates. To enclose the a priori estimates and prove the claim (3.8), we
need to derive the time-decay rates of (n,u,q) with respect to the higher-order derivatives. Indeed
using the arguments in [9], we have the following estimate
∥∥(n,u,q)∥∥H5(R3)  Cδ, (3.19)
the details of the proof is omitted.
Step 3: Closure of the estimate (3.8). From (3.12), (3.16)–(3.19) and the relation between U and V , we
have
Ω(t) Cδ + C(Ω(t))2, t ∈ [0, T ]
which together with the smallness of δ > 0 leads to the estimate (3.8). 
Similarly, we can obtain the following lemma, and omit the details.
Lemma 3.2. Under the assumption of Theorem 1.2, the solution (n,u,q) to the Cauchy problem (2.1) satis-
ﬁes
∥∥Dkx(n,u,q)(t)∥∥ C(1+ t)− 34− k2 δ1, k = 0,1,2,∥∥Dkx(n,u,q)(t)∥∥ C(1+ t)− 34 δ1, k = 3,4,
where C is a positive constant independent of time.
Proof of Theorem 1.1. The global existence of smooth solutions of the Cauchy problem for the sys-
tem (2.1) follows from the short-time existence of classical solution, the uniformly a priori estimates,
and the continuity argument. The time-decay rate in Theorem 1.1 follows from Lemma 3.1. 
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In this section, we investigate the LP -time-decay rate for the solution of system (3.1), with
p ∈ [2,+∞]. Making use of Lemma 3.2 and the Gagliardo–Nirenberg inequality, we can prove Theo-
rem 1.2.
Proof of Theorem 1.2. By Lemma 3.2 and the Gagliardo–Nirenberg inequality, we have
∥∥U (t)∥∥L∞(R3)  C∥∥DU (t)∥∥ 12L2(R3)∥∥D2U (t)∥∥ 12L2(R3)
 C(1+ t) 12×(− 54− 74 )δ
 C(1+ t)− 32 δ,
where C > 0 is a constant independent of time. From Theorem 1.1 and the interpolation, we can ﬁnish
the proof of Theorem 1.2. 
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