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iAbstract
This thesis is devoted to the study of the long-term behaviour of Piecewise Deterministic
Markov Processes (PDMP). That is, a process (Xt, It)t≥0, living in Rd×E with E a finite




and I jumps according to
P(It+s = j|Ft) = aij(Xt)s+ o(s) for j 6= i on {It = i},
where Ft = σ((Xs, Is) : s ≤ t}.
Here, for all i ∈ E, F i denotes a vector field on Rd and for all x ∈ Rd, (aij(x))i,j∈E is a
rate matrix. In this thesis, we are mainly concerned with the following problem. Assume
that for all i ∈ E,
F i(0) = 0.
In other words, 0 is a common equilibrium point for the F i. In particular, when the process
X starts at 0, it remains there forever. A natural question is what is the behaviour of X
when the starting point is not 0 but close to 0.
First, in a joint work with Michel Benaïm, we answer this question in a general context.
We show, using stochastic persistence results, that the behaviour of (X, I) is mainly
determined by the behaviour of the linearised process (Y, J), where Y˙t = AJtYt, Ai is
the Jacobian matrix of F i at 0 and J is the jump process with rates (aij(0)). We prove
that under fairly general conditions, we can define a deterministic quantity Λ giving the
exponential growth rate of Y as well as the behaviour of X near 0. More precisely, if
Λ < 0, then Xt → 0 exponentially fast with positive probability in a neighbourhood of
0, while if Λ > 0, the process (X, I) is persistent : it admits an invariant probability
measure Π which does not confer mass to 0.
In a second joint work with Alexandru Hening, we show how we can apply this theory
to answer a conjecture raised by Takeuchi et al. in 2006 on switching Lotka-Volterra
prey-predator models. That is, we consider the case where there are two vector fields
F 0, F 1 on R2 given by






We assume that the two vector fields have the same equilibrium point q in the positive
quadrant and show that the average growth rate Λ at q is positive.
In a third work, I extend in a specific context the results obtained in the work with
Michel Benaïm to the case where we can this time define two quantities Λ− < 0 and
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Λ+ > 0, describing the exponential growth rates of Y . An application is given to Lorenz
vector fields with switching.
The two remaining works of this thesis do not deal specifically with the above question,
but are related to it. The first one is a joint work with Michel Benaïm and Tobias Hurth,
where we give a slightly different condition from the ones existing for the exponential
ergodicity of PDMP. It can in particular be applied in the case where the vector fields
share a common equilibrium.
The final work is concerned with the discretisation in space of the PDMPs. That is,
we look at a Markov chain on a finite grid, whose jump rates are related to the vector
fields F i. This Markov chain will hit 0 in finite time, and then remain in 0 forever. Thus,
the Markov chain admits a quasi-stationary distribution. The purpose of the final chapter
is to give some results on this quasi-stationary distribution when the size of the grid goes
to infinity.
Keywords: Piecewise deterministic Markov processes; random switching; telegraph
noise; Hörmander-bracket conditions; ergodicity; stochastic persistence ; Lyapunov expo-




Cette thèse est dédiée à l’étude de Processus de Markov Déterministes par Morceaux
(PDMP). C’est-à-dire, un processus (X, I) vivant sur Rd ×E, où E est un ensemble fini,




Les sauts du processus I sont quant à eux gouvernés par le processus X :
P(It+s = j|Ft) = aij(Xt)s+ o(s) pour j 6= i sur {It = i},
où Ft = σ((Xs, Is) : s ≤ t}.
Dans les équations ci-dessus, F i désigne un champ de vecteurs de Rd et pour tout
x ∈ Rd, (aij(x))i,j∈E est une matrice de sauts. Dans cette thèse, nous nous intéressons
essentiellement au problème suivant. Supposons que pour tout i ∈ E,
F i(0) = 0.
Autrement dit, 0 est un point d’équilibre commun aux F i, et si le processusX démarre à 0,
il y restera pour toujours. Une question naturelle est donc de s’intéresser au comportement
du processus X quand le point de départ n’est pas 0, mais en est proche.
Dans un premier travail publié conjointement avec Michel Benaïm, nous donnons une
réponse à cette question dans un cadre général. Nous avons montré, en utilisant des
résultats de persistance stochastique, que le comportement de X au voisinage de 0 se
déduit essentiellement de celui du processus linéarisé (Y, J); où Y˙t = AJtYt, Ai est la
matrice jacobienne de F i en 0 et J est une chaîne de Markov sur E avec taux de sauts
(aij(0)). Nous avons montré que nous pouvons définir une quantité réelle et déterministe
Λ, qui donne le taux de croissance exponentiel de Y ainsi que le comportement de X près
de 0. Plus précisément, si Λ < 0, alors Xt → 0 exponentiellement vite avec probabilité
positive si le point de départ est proche de 0, tandis que si Λ > 0, le processus est
persistent : il admet une probabilité invariante qui ne donne pas de masse à 0.
Dans un deuxième travail, en collaboration avec Alexandru Hening, nous avons ap-
pliqué les résultats décrits ci-dessus pour répondre à une conjecture de Takeuchi et al. sur
un système proie-prédateur de Lotka-Volterra en environnement fluctuant. Plus précisé-
ment, nous considérons le cas où il y a deux champs de vecteurs F 0 et F 2 sur R2 donnés
par






Nous supposons que les deux champs de vecteur admettent le même point d’équilibre q
dans le quadrant positif. Nous avons montré que dans ce cas, le taux de croissance Λ en
q est positif. En particulier, le système ne peut pas converger vers q.
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Dans un troisième travail, j’étends dans un certain contexte les résultats que nous
avons obtenus avec Michel Benaïm au cas où nous pouvons cette fois définir deux taux
de croissance avec des signes opposés. J’en donne une application à l’étude de champs de
Lorenz modulés.
Les deux dernières parties de cette thèse ne traitent pas directement de la question
ci-dessus, mais y sont reliées. L’une d’elle reprend un article que nous avons publié avec
Michel Benaïm et Tobias Hurth, et dans lequel nous donnons une condition légèrement
différente de celles existantes pour l’ergodicité des PDMP. Le résultat peut s’appliquer en
particulier au cas où les champs de vecteurs ont un zéro commun.
Enfin, la toute dernière partie est dévolue à l’étude de la discrétisation en espace des
PDMP considérés plus haut. Plus précisément, nous considérons une chaîne de Markov
sur une grille de taille finie, dans les taux de sauts sont reliés au champs de vecteurs F i.
Cette chaîne de Markov touche 0 en temps fini, et ensuite n’en bouge plus. Ainsi, cette
chaîne de Markov a une distribution quasi-stationnaire. Le but de cette dernière partie est
l’étude du comportement asymptotique de cette distribution quasi-stationnaire lorsque la
taille de la grille tend vers l’infini.
Mots clés: Processus de Markov Déterministes par Morceaux; modulation aléatoire;
bruit télégraphe; condition de crochets à la Hörmander; ergodicité; persistence stochas-
tique ; exposents de Lyapunov; modèles épidémiologiques; SIS; dynamique de population;
Lotka-Volterra; champ de Lorenz; distribution quasi-stationnaire
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Notations
The following notations will be used throughout the thesis. Let (M,d) be a metric space,
x ∈M , t ≥ 0, n,m integers, and X = (Xt)t≥0 a Markov process.
• B(M) : Borel sigma field of M
• For A ∈ B(M), 1lA is the indicator function of A
• Lb(M) : space of measurable bounded functions f : M → R
• Cn(M) : space of functions f : M → R of class Cn
• Cnc (M) : space of functions of class Cn with compact support
• Cb(M) : space of bounded continuous maps f : M → R
• P(M) : set of probability measures on (M,B(M))
• δx : Dirac mass at x




• Px : Law of X starting at point x
• Ex : expectation associated to Px
• For f ∈ Lb(M) and A ∈ B(M), Ptf(x) = Ex(f(Xt)), Pt(x,A) = Px(Xt ∈ A)
• Pinv : set of invariant probability measures of X
• Perg : set of ergodic probability measures of X
• If M ′ ∈ B(M), Pinv(M ′) : set of invariant probability measures of X such that
µ(M ′) = 1
• Rn+ = {(x1, . . . , xn) ∈ Rn : xi ≥ 0,∀i = 1, . . . , n}
• Rn++ = {(x1, . . . , xn) ∈ Rn : xi > 0,∀i = 1, . . . , n}
• Mn(R) : set of real matrices of size n× n
• GLn(R) : set of invertible real matrices of size n× n
• For F : Rn → Rm, DF (x) : differential of F at point x
• a.s : almost surely
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To die or not to die? This is the central question that the processes studied in this thesis
ask themselves. For example, will a population living in a random environment survive
or eventually become extinct ? Will a disease evolving randomly persist or disappear ?
As a motivating example, consider a disease spreading in a population which is divided
in several groups such that the infectiveness and the recovery rate of an individual depends
on which group they belong to. For example, we can imagine that old individuals are
more likely to be infected, or that the disease affects more males than females : this will
give rise to different age or gender categories. For a more detailed presentation, one could
read the introduction of [ARBMW14]. Let d ≥ 1 be the number of groups, and for each
i = 1, . . . , d, let xi(t) ∈ [0, 1] denote the proportion of infected individuals in group i at
time t ≥ 0. We can model the evolution of the disease by a differential equation:
dx(t)
dt
= F (x(t)), (1)
where x = (x1, . . . , xd) and F : [0, 1]d → Rd is a globally integrable vector field. For






Cijxj)−Dixi , i = 1, . . . d, (2)
where Cij and Di are positive constants, representing respectively the transmission rate
from an individual of group j to an individual of group i and the recovery rate of an
individual of group i. We assume that once the disease has disappeared - that is, xi = 0
for all i = 1, . . . , d - it cannot reinfect the population. Mathematically, this assumption is
translated into F (0) = 0. In other words, 0 is an equilibrium of the differential equation
(1). In this context, it is called the Disease Free Equilibrium. Under fairly general
conditions on F , it can be proven that exactly one of the following holds : either this
equilibrium is globally asymptotically stable, meaning that every trajectory converges to
0, or there exists another equilibrium x∗ ∈ [0, 1]d with positive coordinates whose basin
of attraction is [0, 1]d \ {0} (see e.g. [LY76], Hirsch [Hir94], and Theorem 3.8 in Chapter
3). When x∗ exists, it is called an Endemic Equilibrium, and it is reflecting the fact the
the disease is eventually becoming ingrained in the population at some proportion.
Now, to take into account the haphazardness of the environment, we will assume that
the vector field in (1) is sometimes randomly switched with another vector field. That is,




= F It(X(t)), (3)
where (It)t≥0 is a random process with càdlàg paths in {1, . . . ,m}. More precisely, X is a
continuous process satisfying (3) between the jumps of I. We only consider the case where
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Figure 1: Phase portrait of F 0 and F 1
(It)t≥0 is a continuous time Markov chain on {1, . . . ,m}. A natural question is whether
one can still say something about the long-term behaviour of X. One of the main results
of this thesis is to give a positive answer to that question (see Theorem 1.28 in Section
1.6), and can be formulated as follows :
Theorem 0.1. There exists a real number Λ such that
1. If Λ < 0, then limt→∞Xt = 0 almost surely for all initial conditions,
2. If Λ > 0, there exists a unique invariant probability measure Π for the process (X, I)
such that Π({0} × {1, . . . ,m}) = 0. Furthermore, the law of (Xt, It) converges to Π
provided X0 6= 0.
This theorem belongs to the class of stochastic persistence results. It is symptomatic
of the kind of results that are obtained in this thesis, and that are summed up in Section
1.6 below. The following example, taken from Chapter 3 illustrates the fact that Λ can
be positive even though the Disease Free Equilibrium is globally asymptotically stable for
all the F i.
Example 0.1 (Fluctuations may promote infection). We consider two vector fields F 0



























It is easily seen that the eigenvalues of the Jacobian matrices of F 0 and F 1 at zero are
negative, thus 0 is globally asymptotically stable for both F 0 and F 1 : in each environment
taken individually, the disease disappears. Phase portraits of F 0 and F 1 are given in
Figure 1. Now let (It)t≥0 be a Markov chain on {0, 1} jumping from 0 to 1 and from 1 to
0 at the same rate β > 0. We show in Chapter 3 that when β is sufficiently large, Λ is
positive : when the environment quickly switches between the states 0 and 1, the disease
persists in the population. This is illustrated in Figure 2.
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Figure 2: Some trajectories of Xt for β = 20
The process (X, I) described above is a particular case of a Piecewise Deterministic
Markov Process (PDMP for short). That is, a Markov process evolving deterministically
between some random jumps occurring at random times. The most important part of this
thesis deals with the persistence of such processes: if a PDMP is modelling a population,
what can be said about the long-term behaviour of the system ? As illustrated by the
above example, the behaviour of the PDMP can be fundamentally different from the




Fundamental tools and description of
the main results
This chapter gives a presentation of the processes studied in this thesis, and sums up the
main original results obtained. It is organised as follows. First, in Section 1.1, we recall
briefly some basic tools and notations used in the theory of Markov processes. In Section
1.2, we give the general definition of a PDMP and some examples. Subsection 1.2.4 is
devoted to the more particular case of PDMP generated by random switching of vector
fields. Then we introduce in Section 1.3 the theory of stochastic persistence developed by
Michel Benaïm and show how it applies to a particular PDMP. Section 1.4 is devoted to
a brief introduction to Random Dynamical Systems and Lyapunov exponents. In Section
1.5, we recall the concept of quasi-stationary distribution and recall some of the recent
results of Nicolas Champagnat and Denis Villemonais. Finally, in Section 1.6, we describe
more precisely the main results obtained in this thesis.
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1.1 Definitions and tools for Markov Processes
In this first section, we give some notation, concepts and results from the theory of Markov
processes that will be used throughout this thesis. We shall assume from this point that
the reader is aware of this theory, and the goal is neither to give an introduction to Markov
processes nor to be exhaustive. The main objective is to clear up ambiguities that may
arise from non-unique terminology (generator, Feller, etc...)
We consider a continuous-time Markov process (Xt)t≥0 defined on a filtered probability
space (Ω,F , (Ft)t≥0) and with càdlàg paths in a locally compact metric space (M,d). For
ν a probability measure on M , we set, as usual, Pν for the law of the process X on the
space of càdlàg functions D(R+,M) with initial distribution ν and Eν for the associated
expectation. If ν = δx for some x ∈M , we write Px for Pδx .
1.1.1 Semigroup
We start with a definition. We denote by Lb(M) the set of bounded measurable functions
f : M → R, and for f ∈ Lb(M), we set
‖f‖ = ‖f‖∞ = sup
x∈M
|f(x)|.
Definition 1.1. For every t ≥ 0, we consider the operator Pt : Lb(M) → Lb(M) such
that, for all function f ∈ Lb(M) and all x ∈M ,
Ptf(x) = Ex (f(Xt)) .
Sometimes one also see Pt is a Markov kernel : for all x ∈ M , and all A ∈ B(M), we
write
Pt(x,A) = Pt1lA(x) = Px(Xt ∈ A).
The Markov property of X implies the so called Chapman-Kolmogorov equations
Pt+s = Pt ◦ Ps = Ps ◦ Pt,
P0 = Id.
The family (Pt)t≥0 is thus a semigroup of operators, called the Markov semigroup associ-





for all f ∈ Lb(M). Thus νPt is the law of the Markov process X at time t, knowing that
X0 is distributed according to ν.
Definition 1.2. A probability measure µ on M is an invariant probability measure or
invariant distribution if
µPt = µ, ∀t ≥ 0.
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1.1.2 Generator




f ∈ Lb(M) : ∃g ∈ Lb(M), lim
t→0
∥∥∥∥Ptf − ft − g
∥∥∥∥ = 0} .






It describes the infinitesimal evolution of the process: since for all t, h ≥ 0,
Ex [f(Xt+h)− f(Xt)|Ft] = Phf(Xt)− f(Xt), Px − a.s.
one can write
Ex [f(Xt+h)− f(Xt)|Ft] = hLf(Xt) + o(h).
From the definition, Lf(x) can be seen as the derivative at time 0 of Ptf(x). Actually, it
describes the derivatives of Ptf(x) at every point t, as stated in the next proposition (see
e.g. [Dav93, Prop 14.10]).
Proposition 1.1. Let f ∈ D(L). Then
1. For all t ≥ 0, Ptf ∈ D(L) and
dPtf(x)
dt
= LPtf(x) = PtLf(x). (1.1)
2. For all t ≥ 0,




Equation (1.2) can be rewritten as






and is known as Dynkin’s formula. It turns out that thanks to the Markov property, the
following stronger proposition is true (see e.g. [Dav93, Prop 14.13]).
Proposition 1.2. For all f ∈ D(L), for all x ∈M , the process




is a (Ft)t≥0 - martingale under Px.
This leads to an extension of the definition of the generator :
Definition 1.3. The domain of the extended generator D(L¯) is the set of functions
f ∈ Lb(M) such that there exists g ∈ Lb(M) for which the process




is an (Ft)t≥0 - local martingale under Px
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It can be proven (see e.g. [Dav93, Definition 14.15]) that if for two functions g1 and
g2, M f,g1(x) and M f,g2(x) are local martingales under Px, then g1 = g2 except on a set A






= 1, ∀x ∈M
In other words, the process X is ’never’ in A. This legitimates the notation
L¯f = g,
which completes the definition of the extended generator. When we want to emphasise
the difference between the infinitesimal generator and the extended one, we sometimes
refer to L as the strong generator. By the previous proposition and the definition of the
extended generator, the following lemma is obvious :
Lemma 1.1. We have D(L) ⊂ D(L¯), and for all f ∈ D(L), Lf = L¯f .
The infinitesimal generator can be used to find an invariant probability measure,
thanks to the next proposition. We say that a class of functions C ⊂ Lb(M) is sepa-
rating if for every µ, ν ∈ P(M),
µf = νf, ∀f ∈ C ⇒ µ = ν.
We introduce the set B0 as
B0 = {f ∈ Lb(M) : lim
t→0
‖Ptf − f‖ = 0}.
Proposition 1.3. ([EK86, Proposition 9.2 p. 239]) Assume that B0 is separating and let
µ be a probability measure on M . Then µ is invariant if and only if, for all f ∈ D(L),
µLf = 0.
In general, it is hard, if not intractable to find the domain D(L). However, it is often
possible to exhibit a sufficiently large subset of the domain on which one can try the
criterion of the above proposition. This is the sense of the following definition.
Definition 1.4. A subset D of D(L) is a core for (D(L), L) if for all f ∈ D(L), there
exists a sequence (fn)n≥0 of functions in D such that limn→∞ fn = f and limn→∞ Lfn =
Lf .
With this definition, we have the following weaker statement.
Proposition 1.4. ([EK86, Proposition 9.2 p. 239]) Assume that B0 is separating, D is
a core for (D(L), L) and let µ be a probability measure on M . Then µ is invariant if and
only if, for all f ∈ D, µLf = 0.
1.1.3 Feller property
If there is one notion which carries its share of ambiguities, it is that of Feller property.
It changes from author to author, and it has numerous sisters : weak Feller, strong Feller,
asymptotically strong Feller, and so on. Here we give the most widely spread definition
of the Feller property and the one used in this thesis, which is weaker ! Recall that C0 is
the set of continuous functions f : M → R vanishing at infinity : for all ε > 0, there exits
K ⊂M compact such that |f(x)| < ε for all x /∈ K.
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Definition 1.5. We say that a Markov semigroup (Pt)t≥0 is Feller or has the Feller
property if :
1. For all t ≥ 0, PtC0 ⊂ C0;
2. For all f ∈ C0, limt→0 ‖Ptf − f‖ = 0.
We say that a Markov process is Feller if its associated semigroup is Feller. When we
want to emphasise that the semigroup preserves C0, we shall say that it is C0 - Feller.
Since C0 is separating, the above definition and Proposition 1.3 immediately yield :
Proposition 1.5. Let (Pt)t≥0 be a Feller semigroup with strong generator (D(L), L) and
µ ∈ P(M). Then µ is invariant if and only if, for all f ∈ D(L), µLf = 0.
We now give the weaker notion of Feller used in this thesis. We denote by Cb(M) the
set of bounded continuous functions f : M → R.
Definition 1.6. We say that a Markov semigroup (Pt)t≥0 is Cb - Feller if, for all functions
f ∈ Cb(M), the map (x, t) 7→ Ptf(x) is continuous.
We prove that this definition is indeed weaker than Definition 1.5.
Lemma 1.2. Every C0 - Feller semigroup is Cb - Feller.
Proof We slightly adapt the proof given in [Sch98, Theorem 3.2] Assume that (Pt)t≥0
is a C0 - Feller semigroup and let f ∈ C0. Then, the map (x, t) → Ptf(x) is continuous.
Indeed, for all 0 ≤ s ≤ t and all x, y ∈M , the semigroup property implies that
|Pt+sf(x)− Ptf(y)| ≤ |Pt+sf(x)− Ptf(x)|+ |Ptf(x)− Ptf(y)|
≤ ‖Psf − f‖+ |Ptf(x)− Ptf(y)|,
and
|Pt−sf(x)− Ptf(y)| = |Pt−s+sf(y)− Pt−sf(x)|
≤ ‖Psf − f‖+ |Pt−sf(x)− Pt−sf(y)|,
which gives the result from the two points of Definition 1.5. Now we prove as in [Sch98,
Theorem 3.2] that if f ∈ Cb, there exists a sequence of maps fn ∈ C0 such that (x, t) 7→
Ptfn(x) converges uniformly on compact set towards (x, t) 7→ Ptf(x). Let ϕn ∈ C0 such
that 0 ≤ ϕn ≤ 1 and the sequence ϕn increases monotonically to 1 and set fn = ϕnf .
Then, for all (x, t),
|Ptf(x)− Ptfn(x)| ≤ ‖f‖Pt(1− ϕn)(x).
Now by dominated convergence, for all (x, t), limn→∞ Pt(ϕn)(x) = 1. By Dini’s The-
orem, the convergence is uniform over compact sets of M × R+, thus (x, t) 7→ Ptfn(x)
converges uniformly on compact sets towards (x, t) 7→ Ptf(x). Since fn ∈ C0 for every n,
it implies by the beginning of the proof that (x, t) 7→ Ptf(x) is continuous. 
One of the important features of the Feller property is to guarantee the existence of an
invariant probability measure provided the state space is compact:
Proposition 1.6. Let (Pt)t≥0 be a Cb - Feller semigroup on some compact metric space
M . Then (Pt)t≥0 admits at least one invariant probability measure.
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Proof We give the proof using the so-called Krylov - Bogoliubov procedure. Fix














As M is compact, the sequence of measures (µt)t>0 is tight. We show that every weak-
limit point of this sequence is an invariant probability measure of (Pt)t≥0. Let µ be such
a limit point and (tn)n≥0 an increasing sequence going to infinity such that µtn ⇒ µ. For
u > 0 and f ∈ Cb(M), the semigroup property implies that











Since for all s ≥ 0, ‖Psf(x)‖ ≤ ‖f‖, the right - hand side of the above equality goes
to µf as n goes to infinity. On the other hand, since the semigroup is Cb - Feller,
limµtnPuf = µPuf . Thus µPuf = µf for all continuous bounded functions f and all
u ≥ 0, meaning that µ is an invariant probability measure of (Pt)t≥0. 
Remark 1.1. In the above proof, compactness of M is only used to ensure the tightness of
the sequence of the mean empirical measures. Therefore, if one can prove this tightness,
the conclusion still holds. This is for example the case when there exists a Lyapunov
function, i.e a positive function V going to infinity at infinity and such that, formally,
LV ≤ −λV + C,
for some nonnegative constants λ,C (see the next section and Section 1.3).
For the remainder of this thesis, if not otherwise specified, Feller will mean Cb - Feller.
1.1.4 Doeblin condition and ergodicity
In the previous section, we saw that the Feller property and the compactness of the
state space yield the existence of an invariant probability measure. It is natural then to
wonder if this invariant probability measure is unique, and if the process converges in
some sense to it. One of the most useful tools to prove uniqueness and convergence is the
Doeblin condition, combined with the existence of a Lyapunov function when the state
space is noncompact. This section is devoted to the introduction of the notions of Doeblin
condition, Doeblin set, Doeblin point and small set, and the statement of the principal
theorems involving these concepts.
Detour through the discrete chain
In this section, we recall some well-known facts on discrete time Markov chains. Let P
be a Markov kernel on some metric space E endowed with its Borel sigma field B(E). We
let Pn denote the associated n - step transition kernel . We have the following classical
definitions :
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Definition 1.7. A set C ⊂ E is called a petite set if there exists a non-trivial measure
ν, and a sequence of positive numbers (qn)n≥0 with
∑
qn = 1 such that, for every x ∈ C,
for every A ∈ B(E), ∑
n≥0
qnPn(x,A) ≥ ν(A).
Definition 1.8. A set C ⊂ E is called a small set if there exists a non-trivial probability
measure ν, an integer m ≥ 1, and 0 < ε < 1 such that, for every x ∈ C, for every
A ∈ B(E),
Pm(x,A) ≥ εν(A).
Whenever C is nonempty, we shall say that P satisfies a Doeblin condition.
Let µ, ν ∈ P(E). The total variation distance between µ and ν is defined as
dTV (µ, ν) =
1
2
‖µ− ν‖TV = sup
A∈B(E)
|µ(A)− ν(A)|.
It can also be expressed via functions :
‖µ− ν‖TV = sup{µf − νf : f ∈ Lb(E), ‖f‖ ≤ 1},
and via its dual formulation :
dTV (µ, ν) = inf
X∼µ,Y∼ν
P(X 6= Y ).
Definition 1.9. A set C is a Doeblin set if there exists an integer m ≥ 1, and 0 < ε < 1
such that, for every x, x′ ∈ C,
dTV (Pm(x, ·),Pm(x′, ·)) ≤ 1− ε.
The above definitions are linked :
Lemma 1.3. Every small set is Doeblin and petite. If the chain is irreducible and aperi-
odic, then every Doeblin set and every petite set is small.
The fact that a small set is petite is obvious from the definitions. For proofs of the
other points, the reader is referred to [DMPS18]. The interest of these notions is that they
lead to an anthology of results on ergodicity of the chain. We start with the following,
which is part of Proposition 6.1.9 in [Duf97].
Proposition 1.7. If P admits a petite set, then P admits at most one invariant probability
measure.
The next theorem is among of the most famous ones on Markov chains. A proof can
be found for example in [DMPS18].
Theorem 1.1. Assume that E is a Doeblin set. Then P admits a unique invariant
probability measure pi, and there exists ρ ∈ (0, 1) such that, for all n ≥ 0 and all ξ ∈ P(E),
‖ξPn − pi‖TV ≤ ‖ξ − pi‖TV ρn.
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If the conclusion of the above theorem holds, we shall say that P is uniformly geomet-
rically ergodic. When the state space is noncompact, it is in general hard if not impossible
to prove that E is a Doeblin set. However, if compact subsets of E are small sets, and if
we control the behaviour of P at the boundary of E with a Lyapunov function, then we
still get geometric ergodicity of the process, but it would no longer be uniform. This is the
content of the famous Harris Theorem that we state now. We reproduce the statement
of Hairer and Mattingly and refer to [HM11] for a proof. For a function V : E → [0,∞),




1 + V (x)
,
and the associated weighted total variation norm :
‖µ− ν‖V = sup{µf − νf : f ∈ Lb(E), ‖f‖V ≤ 1}.
Theorem 1.2. Assume the following :
1. There exist a function V : E → [0,∞), and constants γ ∈ (0, 1), K ≥ 0 such that,
for all x ∈ E,
PV (x) ≤ γV (x) +K.
2. There exists R ≥ 2K
1−γ such that the set A = {x ∈ E : V (x) ≤ R} is a small set.
Then, P admits a unique invariant probability measure pi. Moreover, piV is finite and
there exist constants ρ ∈ (0, 1) and C ≥ 0 such that, for all n ≥ 0, and every f ∈ Lb(E)
with ‖f‖V ≤ 1,
‖Pnf − pif‖V ≤ Cρn‖f − pif‖V .
In particular, for all x ∈ E;
‖δxPn − pi‖V ≤ C ′ρn(1 + V (x) + piV ).
Remark 1.2. A function V satisfying point 1. in the above theorem is called a Lyapunov
function (for P).
Proof We only prove the the last inequality, the beginning of the theorem is [HM11,
Theorem 1.2]. Let x ∈ E and f ∈ Lb(E) with ‖f‖V ≤ 1. Then
|Pnf(x)− pif | ≤ ‖Pnf − pif‖V (1 + V (x))
≤ Cρn‖f − pif‖V (1 + V (x))
≤ Cρn(‖f‖V + pif)(1 + V (x)).
Now
Pf ≤ ‖f‖V (1 + PV ) ≤ 1 +K + γV,
which implies, by invariance of pi, pif ≤ 1 +K + piV , hence the result. 
Remark 1.3. The second part of the theorem can also be proven using V - Dobrushin
coefficient, see [DMPS18].
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Return to the continuous time
We now go back to a continuous-time Markov semigroup (Pt)t≥0 on a metric space (M,d).
We start by giving the counterpart of the above definitions in this setting.
Definition 1.10. A set C ⊂M is called a petite set if there exists a non-trivial measure
ν and a probability measure γ on R+ such that, for every x ∈ C and every A ∈ B(M),∫ +∞
0
Pt(x,A)dγ(t) ≥ ν(A).
We derive immediately from the discrete case the following lemma :
Lemma 1.4. Assume (Pt)t≥0 admits a petite set C. Then there exists at most one in-
variant probability measure for (Pt)t≥0.
Proof Let R be the Markov kernel defined by R(x, ·) = ∫ +∞
0
Pt(x, ·)dγ(t). Then C
is a petite set for R, thus R admits at most one invariant probability measure. Now it
is easily seen that every invariant probability measure of (Pt)t≥0 is also invariant for R,
hence the result. 
Definition 1.11. A set C ⊂M is called a small set if there exists a non-trivial probability
measure ν, a positive t, and 0 < ε < 1 such that, for every x ∈ C, for every A ∈ B(M),
Pt(x,A) ≥ εν(A).
Definition 1.12. A set C ⊂ M is a Doeblin set if it is a Doeblin set for the Markov
kernel Pt for some t > 0.
As in the discrete case, it is clear that a small set is a petite set and a Doeblin set.
The next definition is taken from [Ben18].
Definition 1.13. A point x∗ ∈ M is a Doeblin point if there exists a neighbourhood U
of x∗, a non trivial measure ξ and t∗ > 0, such that for all x ∈ U , for all A ∈ B(M),
Pt∗(x,A) ≥ ξ(A).
A Doeblin point yields a Doeblin condition provided it is accessible from everywhere
in the following sense :
Definition 1.14. A point x∗ ∈M is accessible from B ⊂M if for all neighbourhoods U
of x∗, for all x ∈ B, there exists t > 0 such that
Pt(x, U) > 0.
The next proposition is part of [Ben18, Lemma 4.8] :
Proposition 1.8. Assume x∗ is an accessible Doeblin point and (Pt)t≥0 is Cb - Feller.
Then every compact set is a small set.
We now give the continuous time counterpart of Theorem 1.2 (see e.g. [Ben18, Theo-
rem 4.10] for a proof) :
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Theorem 1.3. Assume that :
1. There exists a function V : M → [0,∞), and constants γ ∈ (0, 1), K ≥ 0 and
T0 < T1 such that, for all x ∈M , for all t ∈ [T0, T1],
PtV ≤ γV +K.
2. There exists R ≥ 2K
1−γ such that the set A = {x ∈M : V (x) ≤ R} is a small set.
Then, (Pt)t≥0 admits a unique invariant probability measure pi. Moreover, piV is finite
and there exist constants λ > 0 and C ≥ 0 such that, for all t ≥ 0, and every f ∈ Lb(M)
with ‖f‖V ≤ 1,
‖Ptf − pif‖V ≤ Ce−λt‖f − pif‖V .
In particular, for all x ∈M ;
‖δxPt − pi‖V ≤ C ′e−λt(1 + V (x) + piV ).
From Proposition 1.8, we derive the following corollary of the above theorem :
Corollary 1.1. Let (Pt)t≥0 be a Cb - Feller semigroup such that
1. There exists a function V : M → [0,∞), and constants γ ∈ (0, 1), K ≥ 0 and
T0 < T1 such that, for all x ∈M , for all T ∈ [T0, T1],
PTV (x) ≤ γV (x) +K.
2. For all R ≥ 0, the set {x ∈M : V (x) ≤ R} is compact and there exists an accessible
Doeblin point.
Then the conclusions of Theorem 1.3 hold.
Remark 1.4. When the space M is compact, the existence of an accessible Doeblin point
is sufficient to have the conclusion of Theorem 1.3. Indeed, the constant function V = 0
satisfies the first assumption and for every R ≥ 0, {x ∈ M : V (x) ≤ R} = M which is
compact. In that case, ‖f‖V = ‖f‖ and there is uniform exponential convergence in total
variation towards the unique invariant probability measure.
1.2 Piecewise Deterministic Markov Processes
Among the Markov processes, there is one class that is more widely known and studied
than any other : Diffusions, or more generally, solutions to Stochastic Differential Equa-
tions. However, a large number of phenomena cannot be modelled by diffusions processes.
Until the early eighties, no unified theory existed for non-diffusive stochastic processes in-
volving deterministic motions and jumps. Thanks to the work of Davis in 1984 [Dav84]
(see also his latter book, [Dav93]), this class of processes has earned its letters of nobility.
He baptised them Piecewise Deterministic Markov Processes (PDMP), and gave them
rigorous basis as a birth present. Let me now introduce to you these young stochastic
processes, that were my favourite companions throughout the present thesis.
12 1. Tools and description of the results
1.2.1 General Construction of PDMP
A PDMP is a process that evolves deterministically between random times where it jumps
to some new random location. Thus the recipe to prepare a good PDMP should contain
three ingredients :
• the deterministic way the system moves between the jumps;
• the law of the jump times;
• the law of the location after the jump.
We now give a precise mathematical construction of the PDMP. Let E be a finite set,
and M a smooth closed Riemannian submanifold of Rd. We detail the three previous
ingredients :
• For each i ∈ E, let ϕi : R ×M → M be a continuous flow. That is, if we denote
ϕit : M → M , x 7→ ϕi(t, x), then ϕi0 = Id and ϕit+s = ϕit ◦ ϕis for all t, s ≥ 0.
Whenever ∂M is nonempty, we denote by t?i (x) the first hitting time of the boundary
from (x, i) ∈M × E:
t?i (x) = inf{t ≥ 0 : ϕi(t, x) ∈ ∂M},
with the usual convention inf ∅ = +∞.
• For each i ∈ E, we consider a measurable function λi : M → R+ such that, for







• A Markovian kernel Q on B(M × E).
The recipe for the PDMP is as follows. Start at a point (x, i) ∈M×E. Pick a random
time T1 with survival function










if t ≤ t?i (x),
0 if t > t?i (x).
For all t < T1, define Xt = ϕt(x) and It = i. Pick (y, j) ∈ M × E with respect to
Q((ϕT1(x), i), ·) and set XT1 = y and IT1 = j. Repeat the procedure starting from the
new point (y, j) until a random time T2 selected in a similar fashion. It is easy to believe
that the process (Zt)t≥0 = (Xt, It)t≥0 that has just been constructed is a Markov process.
It is actually even a strong Markov process (see e.g [Dav84, Theorem 25.5]).
From now on, we will work under the following standing assumption, which will be
satisfied for all the PDMP considered in this thesis :
Assumption 1.1. We assume that :
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2. For t ≥ 0, let Nt denote the number of jumps occurring before time t. Then for all
(x, i) ∈M × E and all t ≥ 0,
E(x,i)(Nt) < +∞.
The first assumption guarantees that the process always jumps before reaching the
boundary ofM , or when there is no boundary, that the probability that the process never
jumps is zero. The second assumption prevent an explosion of the number of jumps in
finite time.
1.2.2 The infinitesimal generator
The extended generator and its domain (L,D(L)) are given in [Dav84, Theorem 5.5]. Let
D1 be the set of functions f : M × E → R, such that for all i ∈ E, for all x ∈ M ,








Let D2 be the set of functions f : M×E → R such that there exists a increasing sequence









Then, [Dav84, Theorem 5.5] reads :
Theorem 1.4 (Davis, 1984). The domain of the extended generator is given by D(L¯) =
D1 ∩D2. Moreover, for f ∈ D(L¯), we have
L¯f(x, i) = Dϕif(x, i) + λi(x)
∫
M×E
(f(y, j)− f(x, i))Q((x, i), dydj). (1.4)
By Lemma 1.1, D(L) ⊂ D(L¯), and for all f ∈ D(L), Lf = L¯f . Recently, Durmus,
Guillin and Monmarché [DGM18] give a general condition for C1c (M) to be a core for the
strong generator.
1.2.3 A few examples
Since their introduction by Davis, PDMP have become ubiquitous in stochastic modelling
of various phenomena. They are applied to neuroscience [PTW10a], [PTW10b], [PTW12],
genetics [CDMR12], biology, ecology [BL16], internet traffic [CMP10], [FGM12], [FGM16],
[BCG+13]... Recently, their interest for simulations has emerged, see [BRZ17], [BD17],
[FBPR18], [BBCD+18], [Mon16] . See also [ABG+14] and [CDG+17] and the references
therein for more details and applications. In this section, we give three examples easy to
describe and nevertheless giving rise to interesting results.
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TCP Process
This first example is called the TCP process, for Transmission Control Protocol. It is a
data transmission model of the Internet. For a given connection, the maximal number
of packets that can be transmitted at each step is a variable W . If the process is able
to transmit all these packets, then at the next round W is increased by 1. If not, the
protocol detects a congestion (too much data), and at the next round, W is divided by 2.
In a scaling limit, this process can be modelled by a PDMP (Xt)t≥0 on [0,+∞) described
as follows. Between two jumps, X increases linearly with constant speed 1. Jumps occur
at a rate proportional to the position, and at a jump time, X is divided by two. In other
words, X is a PDMP on R+ with the following characteristics :
• For all t, x ∈ R+, ϕt(x) = t+ x;
• For all x ∈ R+, λ(x) = x;
• For all x ∈ R+, Q(x, dy) = δx/2(dy).
The infinitesimal generator of the process if thus given by








In [BCG+13], the exponential ergodicity of the process is proven, using coupling tech-
niques.
Theorem 1.5. [BCG+13, Theorem 1.5]
There exist some constants C, λ > 0 such that, for all t ≥ 0 and for all initial distri-
butions µ, ν,
‖µPt − νPt‖TV ≤ Ce−λt.
In particular, the process admits a unique invariant probability measure pi and
‖µPt − pi‖TV ≤ Ce−λt.
Linear planar switched systems
Give yourself two 2 × 2 real matrices A0 and A1 and assume they are switched at some
random exponentially distributed time with parameters λ0 > 0 (from A0 to A1) and
λ1 > 0 (from A1 to A0). That is, we are interested in the following process. Start from
a point x ∈ R2 and i ∈ {0, 1} and let T1 be a random variable with exponential law of
parameter λi. Then, for all t < T1, set Xt = etAix and It = i. Then, at time T1, i switches
from i to 1− i, so that we have IT1 = 1− i. The component X shall be continuous, so we
set XT1 = eT1Aix. Then pick a random variable T2 with exponential law of parameter λ1−i,
and for t ∈ [T1, T1 + T2[, set Xt = e(t−T1)A1−iXT1 and It = 1 − i, and so on. The process
Zt = (Xt, It) is then a PDMP. A natural question is now what is the long-term behaviour
of the process Xt ? One could imagine that if, for both A0 and A1, all eigenvalues have
negative real part, then Xt converges to 0 exponentially fast. Conversely, one could think
that if both A0 and A1 have an eigenvalue with positive real part, then ‖Xt‖ will explode.
However, this is not the case in general, and the behaviour of Xt depends not only on the
individual behaviour of each matrix, but is also highly related to the switching rates λ0
and λ1. The two following examples, taken from the concomitant papers by Benaïm, Le
Borgne, Malrieu and Zitt [BLBMZ14] and Lawley, Mattingly and Reed [LMR14], exhibit
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two matrices A0 and A1 such that for both of them all the eigenvalues have negative
real part, but still, for some switching rate, ‖Xt‖ goes to infinity. It can be seen as the
probabilistic counterpart to the work of Balde, Boscain and Mason [BBM09] on planar
system with deterministic switching. A matrix whose all eigenvalues have negative real
part is called Hurwitz.















−3 and 1 as eigenvalues. Now consider the switching system as described above, with
switching rates λ0 = λ1 = β, where β is some positive parameter. The intuition is the
following. When β is small, only few jumps occur and the switched system follows each
individual dynamic for a time long enough to come closer and closer to 0. On the other
hand, when β is large, there are many jumps, and the behaviour of Xt is comparable
to that of the averaged system, that is the process Yt = eA1/2tx0. But since A1/2 has a
positive eigenvalue, we know that ‖Yt‖ explodes for almost all initial conditions. Due to
the randomness, the same actually happens for ‖Xt‖ for all nonzero initial conditions.
We now quote the precise statement from [BLBMZ14].
Theorem 1.6. [BLBMZ14, Theorem 1.6] There exist 0 < β1 ≤ β2 such that
1. If β < β1, then Xt converges to 0 exponentially fast for all initial conditions;
2. If β > β2, then ‖Xt‖ goes to infinity exponentially fast for all nonzero initial condi-
tions.
Example 1.2. This second example has been developed in [LMR14]. We have seen in the
previous example that one mechanism to obtain an unstable switching from two Hurwitz
matrices is the existence of a matrix in the convex hull of the two first ones with a positive
eigenvalue. However, it is actually possible to find examples of two matrices such that all
convex combinations of them give a Hurwitz matrix and still, for a suitable switching rate,
the switched process explodes. This time, the switching rate β has to be chosen neither
too small nor too big. Indeed, as explained in the above example, for fast switching, the
process is close to the averaged process, which this time converges to 0. Consider the two










It is easily checked that A0, A1 and every convex combination of them are Hurwitz. How-
ever, one has the following result [LMR14] :
Theorem 1.7. [LMR14, Example 3.1] There exit 0 < a < b such that
1. If β /∈ (a, b), then Xt converges to 0 exponentially fast for all initial conditions;
2. There exists β ∈ (a, b) such that ‖Xt‖ goes to infinity exponentially fast for all
nonzero initial conditions.
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Lotka-Volterra in fluctuating environments
This example is taken from [BL16]. In this paper, Benaïm and Lobry study the behaviour
of a Lotka-Volterra model, where two species are in competition, in an environment evolv-
ing randomly between two states. They arrive at the surprising result that, even if the
two states of the environment are, individually taken, favourable to the same species (and
thus unfavourable to the other), it can happen that, when switching between these two
environments, the disadvantaged species coexist with the favoured one, or even gets the
upper hand on it. The results have been generalized to every type of environments by
Malrieu and Phu in [MP16]. The model is as follows. Let E = {0, 1}, and for all i ∈ E,
define the vector field F i on R2 by




where αi, βi, ai, bi, ci, di are positive constants constituting environment Ei. We consider
the process Z = (X, Y, I), where (It)t≥0 is a continuous-time Markov chain on E with
transition rates λ0, λ1; and (Xt, Yt)t≥0 is a continuous process with values in R2, and
evolving between the jumps of I as
(X˙t, Y˙t) = F
It(Xt, Yt).
We denote by ϕi the flow associated to F i, that is, for all (x, y) ∈ R2+, (ϕit(x, y))t≥0 is
the solution of the differential equation ζ˙ = F i(ζ) with initial condition ζ0 = (x, y). Then
Z is a PDMP with flows ϕi, constant jump functions λi, and the following Markov kernel
Q acting only on E and independently from (x, y) : for all (x, y, i) ∈ R2+ × E and all
A ∈ B(R2+), Q((x, y, i);A × {j}) = δ(x,y)(A)δi 6=j. In [BL16], the authors show that there
exists a compact set M ⊂ R2+ which is forward invariant for the two vector fields and
attracts every solution. In other words, for each i ∈ E, all (x, y) ∈ R2+, there exists a time
T ≥ 0 such that, for every t ≥ T , ϕit(x, y) ∈ M . Thus, there is no loss of generality in
assuming that the state space of the process Z is M ×E. In each fixed environment, the
behaviour of the system is easy to describe, and there are only four possibilities :
• If a < c and b < d, then for every initial condition (x, y) ∈ M , (xt, yt) converges to
( 1
a
, 0) : the environment is favourable to species x.
• If a > c, and b > d, then (xt, yt) converges to (0, 1d) : the environment is favourable
to species y.
• If a > c and b < d, then there exists a point (x∗, y∗) ∈ R2++ such that (xt, yt)
converges to (x∗, y∗) : this is a coexistence regime.
• If a < c and b > d, then there exists an unstable equilibrium point (x∗, y∗) ∈ R2++
and (xt, yt) converges either to ( 1a , 0); (0,
1
d
) or (x∗, y∗) according to the location of
the initial condition. This is a bi-stable regime.
One could think that if we choose two environments E1, E2 favourable to species x,
then if the environment fluctuates between these two states, it is still favourable. However,
as announced at the beginning of the section, this is not true in general. In [BL16], the
authors show that the long-term behaviour of the process depends on the signs of some
quantities called average growth rates (see Section 1.3.2 below for details). They show
that, depending on these signs, the following four behaviour are possible :
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• Almost sure extinction of species y and persistence of x;
• Almost sure extinction of species x and persistence of y;
• Almost sure extinction of at least one species;
• Persistence of the two species (coexistence)
The last case is mathematically translated into the existence of an invariant probability
measure Π for Z such that Π(R2++ × E) = 1. The study in [BL16] was done for two
environments favourable to the species x. In [MP16], for each pair of environments, ex-
amples are given where the resulting PDMP can have the four aforementioned behaviours
depending on the jump rates λ0 and λ1. More precise statements are given in Section
1.3.2.
1.2.4 Randomly switched vector fields
The Lotka-Volterra model described in the previous section is an example of a particular
class of PDMP sometimes referred to "Randomly switched vector fields" or "Vector fields
with Markovian switching" (or even "telegraph noise"). These are the kind of PDMPs’
that are studied in my thesis, therefore I will now give a more complete description of them,
and state some general results, essentially taken from the article Qualitative properties
of certain Piecewise Deterministic Markov Processes of Benaïm, Malrieu, Le Borgne and
Zitt [BLBMZ15].
Construction
Let d ≥ 1, E = {1, . . . , N} a finite set and for all i ∈ E, F i : Rd → Rd a C2 globally
integrable vector field. We denote by ϕi the flow induced by F i and we assume that there
exists a closed set M ⊂ Rd which is forward invariant for all the vector fields, that is
ϕit(M) ⊂M, ∀t ≥ 0.
For all x ∈ M , we are given an irreducible rate matrix (aij(x))i,j∈E. We consider the
PDMP (Zt)t≥0 = (Xt, It)t≥0 ∈ M × E, where X is a continuous process on M evolving
between the jumps of I according to
dXt
dt
= F It(Xt), (1.5)
and I is a continuous time jump process taking values in E controlled by X :
P(It+s = j|Ft, It = i) = aij(Xt)s+ o(s) for j 6= i on {It = i},
where Ft = σ((Xs, Is) : s ≤ t}).
Set λi(x) =
∑
j aij(x) and, for λi(x) 6= 0, set




The flows ϕi, the rate functions λi and the matrix Qˆ give the characteristics of the PDMP.
We make the following assumption :
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We present now the alternative construction of the process Z made in [BLBMZ15].







Q(x, i, j) =
aij(x)
λ




We first construct a Markov chain that gives the position of the process just after the
jumps. Let (Nt)t≥0 be a Poisson process with parameter λ, and let (Un)n≥0 and (Tn)n≥0
denote the sequences of interjump times and of jump times, respectively. Let Z˜0 = (X˜0, Y˜0)









∣∣X˜n+1, Y˜n = i) = Q(X˜n+1, i, j).
The process Zt = (Xt, It) is constructed by interpolating between the points of the Markov
chain :





Inspired by the thinning methods for Poisson processes [LS79], this construction enables
to simulate more easily the PDMP since the jumps arrive at exponential times with
constant parameter. In particular, one does not need to compute the integral of λi along
the trajectories of the flow ϕi. The following proposition is [BLBMZ15, Proposition 2.1].
Proposition 1.9. The semigroup (Pt)t≥0 is Feller and the strong generator L of the
process is given, for every g ∈ C1c (M × E), by
Lg(x, i) = 〈F i(x),∇gi(x)〉+ λ
∑
j
Q(x, i, j) (g(x, j)− g(x, i)) .
Remark 1.5. In [BLBMZ15], the set M is assumed to be compact. However, it is not
hard to check that all the arguments given in their proof of Propostion 2.1 go through
under Assumption 1.2
Support
We describe now the support of the law of the paths of (Xt)t≥0. For an initial condition
x ∈ M , we write L(Xx) the law of (Xt)t≥0 seen as a random variable in C0(M). For
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denote the set of the convex combinations of the F i(x). A solution to the differential
inclusion
η˙ ∈ co(F )(η)
is an absolutely continuous function η : R→M such that η˙t ∈ co(F )(ηt). For x ∈M , we
let Sx be the set of solutions to the differential inclusion with initial condition x.
Lemma 1.5. Assume M is compact. Then for every x ∈M , Sx is a nonempty, compact,
connected set.
The following Theorem is the Support Theorem , [BLBMZ15, Theorem 3.4]1
Theorem 1.8. Assume M is compact and X0 = x. Then supp(L(Xx)) = Sx.
Accessible set
In this section we describe the set of points that are accessible for the PDMP. For i =
(i1, . . . , im) ∈ Em and u = (u1, . . . , um) ∈ Rm+ , we denote by Φiu the composite flow
Φiu = ϕ
im
um ◦ . . . ◦ ϕi1u1 .
For x ∈ M and t ≥ 0, we denote by γ+t (x) (resp. γ+(x)) the set of points that are
reachable from x at time t (resp. at any nonnegative time) with a composite flow:





Definition 1.15. A point x∗ ∈M is {F i}-accessible from B ⊂M if x∗ ∈ ∩x∈Bγ+(x).
Definition 1.15 actually coïncides with the notion of accessibility for the Markov
semi-group defined in Section 1.1 (see e.g. [BLBMZ15, Lemma 3.2], or [BCL17, Lemma
3.1]):
Proposition 1.10. For all j, k ∈ E, the point (x∗, j) ∈M ×E is accessible (for (Pt)t≥0)
from B × {k} ⊂M × E if and only if x∗ is {F i}-accessible from B.
Therefore, in the sequel, we will say that a point x∗ ∈M is accessible from B ⊂M if it
is {F i}-accessible from B. We will simply say that x∗ is accessible if it is {F i}-accessible
from M , and we denote by Γ the (possibly empty) set of points that are accessible. That
is,
Γ = ∩x∈Mγ+(x).
It turns out that when the set M is compact, Γ has some recurrence properties, sum-
marised in the following statement.
Proposition 1.11. AssumeM is compact and Γ 6= ∅. Let p ∈ Γ and U be a neighbourhood
of p. Then there exists open sets O1, . . . ,Ok covering M and positive numbers t1, . . . , tk, δ
such that, for all x ∈ Ol and i, j ∈ E,
P(x,i)(Ztl ∈ Γ× {j}) ≥ δ.
In particular, if Γ has nonempty interior, then for all (x, i) ∈M × E,
P(x,i)(∃t0 : ∀t ≥ t0, Zt ∈ Γ× E) = 1.
1Also cf the erratum to [BLBMZ15], to appear at Annales de l’Institut Henri Poincaré
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The accessible set is closely linked with the support of the invariant probability mea-
sures of the PDMP :
Proposition 1.12. [BLBMZ15, Proposition 3.17] Assume M is compact. Then
1. If Γ 6= ∅, then Γ×E ⊂ supp(µ) for all µ ∈ Pinv. Furthermore, there exists µ ∈ Pinv
such that Γ× E = supp(µ).
2. If Γ has nonempty interior, then Γ× E = supp(µ) for all µ ∈ Pinv .
It may happen that Γ is empty. In that case, relevant sets for the supports of the
invariant probability measures are given by invariant control sets, see [BCL17] for details.
Bracket condition
In the context of diffusion processes, there is a well-known condition ensuring smooth-
ness of transition probabilities and uniqueness of the invariant distribution : the so-called
Hörmander condition. It is expressed in terms of the Lie algebra generated by the vector
fields generating the stochastic differential equation (see e.g. [Nua06]). Recently, Bakhtin
and Hurth [BH12], and Benaïm, Le Borgne, Malrieu and Zitt [BLBMZ15] proved inde-
pendently that a similar condition can be formulated for randomly switched vector fields
and yields a Doeblin type condition.
For two smooth vector fields F and G on Rd, let [F,G] denote the Lie bracket of F
and G. It is a vector field on Rd defined as:
[F,G] = DG.F −DF.G,
where DF stands for the differential of F . Set F0 = {F i : i ∈ E} and construct Fk
recursively as :
Fk = Fk−1 ∪ {[F i, V ] : i ∈ E, V ∈ Fk−1}.
For x ∈ M , we let Fk(x) be the vector space spanned by {V (x);V ∈ Fk}. We construct
Gk(x) in a similar fashion, starting this time from G0 = {F i − F j; i 6= j}.
Definition 1.16. We shall say that a point x ∈ M satisfies the weak bracket condition
if there exists k such that Fk(x) = Rd. It satisfies the strong bracket condition if there
exists k such that Gk(x) = Rd.
Weak bracket and strong bracket conditions are equivalent to Condition B and Con-
dition A in [BH12], respectively. Note that since Gk(x) is a subspace of Fk(x), the strong
condition implies the weak one. The converse is not true in general, as illustrated in the
following example, taken from [BH12].
Example 1.3. On the torus T2 = R2/Z2, consider the two constant vector fields F 1 and
F 2 given by the two vectors of the canonical basis of R2. Then, by definition, for every
x ∈ T2, F0(x) spans T2 so that the weak bracket condition holds at every point. Now it
is also clear that all the Lie brackets generated by F 1 and F 2 are zero, thus for all k ≥ 1,
Gk(x) = G0(x) = {F 1 − F 2} which does not span T2. Hence the strong bracket condition
holds nowhere.
The following theorem is part of [BLBMZ15, Theorem 4.4] or [BH12, Theorem 5].
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Theorem 1.9. Let x be a point of M at which the weak bracket condition holds. Then,
there exists m ≥ d, i = (i1, . . . , im) ∈ Em and u = (u1, . . . , um) ∈ Rm+ such that the map
v→ Φiv(x) is a submersion at u.
For s > 0 and m ∈ N∗, we set Dsm = {v ∈ Rm+ : v1 + . . .+ vm ≤ s}. The next result is
part of [BLBMZ15, Theorem 4.4] or [BH12, Theorem 4].
Theorem 1.10. Let x be a point of M at which the strong bracket condition holds. Then,
there exist s > 0, im+1 ∈ E, i ∈ Em and u ∈ Rm+ with u1 + . . . + um < s such that the
map Dsm → Rd, v→ ϕim+1s−(v1+...+vm) ◦Φiv(x) is a submersion at u.
This theorem combined with the next one shows the interest of the bracket condition.
Theorem 1.11. ([BLBMZ15, Theorem 4.1]) Let x be a point of M , (i,u) and s >
u1 + . . .+ um such that the map Dsm → Rd, v→ ϕim+1s−(v1+...+vm) ◦Φiv(x) is a submersion at
u. Then for all j ∈ E, (x, j) is a Doeblin point.
Due to the general results in Section 1.1, we deduce the following corollary :
Corollary 1.2. ([BLBMZ15, Theorem 4.6]) Assume that M is compact and that there
exists an accessible point at which the strong bracket condition holds. Then, the process Z
admits a unique invariant probability measure pi. Moreover, there exist positive constants
C, γ such that for all t ≥ 0 and for all (x, i) ∈M × E,
‖Pt((x, i), ·)− pi‖TV ≤ Ce−γt.
In addition, pi is absolutely continuous with respect to the Lebesgue measure.
Remark 1.6. Here and throughout the thesis we shall use a slight abuse of language by
calling Lebesgue measure the product of the restriction of the Lebesgue measure to M
and the counting measure on E. The absolutely continuity of pi does not immediately
follows from the results stated in Section 1.1. It comes from the fact that the nontrivial
measure given by the Doeblin condition in Theorem 1.11 is the Lebesgue measure and the
invariance of pi (see e.g. [BLBMZ15, Theorem 4.1] and [Ben18, Remark 15]).
When the weak bracket condition holds instead of the strong one, uniqueness and
absolute continuity of the invariant probability measure is still guaranteed. This is because
the weak bracket condition yields a Doeblin point for the embedded Markov chain Z˜.
Proposition 1.13. ([BLBMZ15, Theorem 4.5]) Assume that there exists an accessible
point at which the weak bracket condition holds. Then, the process Z admits a unique
invariant probability measure pi which is absolutely continuous with respect to Lebesgue
measure.
1.3 Stochastic Persistence
This section is devoted to the presentation of the theory of stochastic persistence. It
will be essentially focused on the preprint of Michel Benaïm [Ben18]. When studying
a mathematical model for ecology or epidemiology, one of the most natural questions is
whether a species will persist or die in the long run. For nonrandom system, this question
has been considered for many decades yet. One of the central issue is to determine
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conditions insuring that a system is persistent or not. In the early eighties, Hofbauer
introduced the concept of Lyapunov average functions [Hof81], that would lead to several
persistence results [Sch00], [GH03], [HS04]. The goal of the paper [Ben18] is to generalise
this notion to stochastic models and to extend results given for Stochastic Differential
Equations in [BHS08] and [SBA11]. The general idea goes as follows. Consider a Markov
process (Xt)t≥0 on some metric space (M,d) and assume that X leaves invariant some
closed subset M0 ⊂ M . That is, for all t ≥ 0, Xt ∈ M0 if and only if X0 ∈ M0. The set
M0 can be seen as the extinction set of the process X. Persistence is roughly speaking
given by a function V exploding at M0, such that µH < 0 for all invariant probability
measure µ of X on M0, where H = L¯V and L¯ is the extended generator of X. Replacing
µH < 0 by µH > 0 gives extinction. We make these statements more precise in the next
subsection.
1.3.1 Definitions and results
LetM be a locally compact metric space andX a càdlàg Markov process onM.We assume
that (Pt)t≥0 is Feller. We let L and L¯ denote the strong and the extended generator,
respectively, of (Pt) and D(L) and D(L¯) their domains. We let D2 ⊂ D(L) denote the set
of f ∈ D(L) such that f 2 ∈ D(L). For f ∈ D2(L) the Carré du champ of f is defined as
Γf = L(f 2)− 2fLf.
We assume that
Assumption 1.3. There exists a nonempty compact set M0 ⊂ M called the extinction
set which is invariant under (Pt)t≥0. That is
Pt1lM0 = 1lM0 , ∀t ≥ 0.
We set
M+ = M \M0.
The set M+ is the set where the process is not extinct. Note that M+ is also invariant
under (Pt)t≥0. To avoid problems at infinity, we assume that there exists a Lyapunov
function. Recall that a proper function W : M → R+ is a continuous function such that,
for all R > 0, the set {x ∈M : W (x) ≤ R} is compact.
Assumption 1.4. There exist proper maps W, W˜ : M → R+, a continuous function
LW : M → R and a positive constant C such that
1. For every compact set K ⊂M , there exists WK ∈ D2(L) such that
(a) W |K = WK |K and (LWK)|K = LWK |K,
(b) For all x ∈M ,
sup{Pt(ΓWK)(x), t ≥ 0, K compact} < +∞
2.
LW ≤ −W˜ + C.
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Remark 1.7. As noticed in [Ben18], Assumption 1.4 is automatically satisfied when M








denote the empirical occupation measure of X. Assumption 1.4 ensures that the family of
random measures (Πt)t≥0 is almost surely tight and the invariance of weak limit points.
Theorem 1.12. [Ben18, Theorem 2.1] Assume Assumption 1.4 holds. Then for all x ∈
M , the family (Πt)t≥0 is Px-almost surely tight, and every limit point of (Πt)t≥0 lies in
Pinv(M). Moreover, Pinv(M) is compact.
Extinction of X amounts to say that trajectories of (Xt) converge almost surely to
M0. Let M ε0 be the ε-neighborhood of M0. Using a terminology borrowed to Schreiber








0 ) = 0





Px(Xt ∈M ε0 ) = 0
for all x ∈M+. In addition to Assumptions 1.3 and 1.4, we assume the following.
Assumption 1.5. There exist continuous maps V : M+ → R+ and H : M → R enjoying
the following properties :
(a) For any compact K ⊂ M+ there exists VK ∈ D2 with V |K = VK |K and (LVK)|K =
H|K ;
(b) sup{K:K⊂M+,K compact} ‖Γ(VK)|K‖ <∞;
(c) limx→M0 V (x) =∞;
(d) Jumps of V (Xt) are bounded : ∃∆ > 0 such that for all t ≥ 0, |V (Xt)−V (Xt−)| ≤ ∆;
(e) The map W˜
1+|H| is proper.
Remark 1.8. When M is compact, since we can choose W˜ = 0, point (e) is always
satisfied.
It turns out that under this assumption, V is in the domain of the extended generator.
We quote [Ben18, Lemma 7.4]:
Proposition 1.14. For all x ∈M+, the process









particular, the function V is in the extended domain of the generator (seen as a process
on M+), and L¯V = H.
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Let Perg(M0) = Perg ∩ P(M0). Define the H-exponents of the processes as
Λ+(H) = − inf
µ∈Perg(M0)
µH and Λ−(H) = − sup
µ∈Perg(M0)
µH.
We call the process H-persistent if Λ−(H) > 0 and H-nonpersistent if Λ+(H) < 0.
The following theorem is a consequence of Theorems 4.4 and 4.10 and Proposition 8.2
in [Ben18].
Theorem 1.13. Suppose that the process X is H-persistent. Then
(i) The process is stochastically persistent. In particular, for all x ∈ M+, Px almost
surely, every limit point of {Πt} lies in Pinv(M+) := Pinv ∩ P(M+).
(ii) For every T0 large enough and T1 > T0, there exist 0 < ρ < 1 and positive constants




ρeθV (x) if d(x,M0) < δ
K otherwise;
(iii) Let ε > 0 and τ ε be the stopping time defined by
τ ε = inf{t ≥ 0 : Xt ∈M ε0}.
Then there exists ε > 0 such that for all 1 < b < 1
ρ




) ≤ c(1 + eθV (x));
(iv) If, furthermore, there exists a Doeblin point x ∈M+ accessible from M+ and α such
that W˜ = αW , then Pinv(M+) reduces to a single measure Π and for all x ∈M+
‖δxPt − Π‖TV ≤ C(1 + eθV (x) +W (x))e−κt
for some κ,C > 0.
The next result is a general extinction result.
Theorem 1.14. Suppose that the process X is H-nonpersistent. Then





≥ α) ≥ η
for all x ∈ U ;





≥ −Λ+(H)) = 1
for all x ∈M+.
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We provide here a sketch of the proof of Theorem 1.14 in the case whereM is compact,
similar to the one given in [BL16, Theorem 3.1].
Proof Let 0 < α < −Λ+(H). The proofs of Propositions 8.2 and 8.3 in [Ben18] (see
also [BL16, Lemma 3.5]) adapt verbatim in the nonpersistent case to prove that there
exist T > 0, θ > 0, ε > 0 and 0 < ρ < 1 such that, for all z ∈MV,ε0 \M0,
(i) PTV (z)− V (z) ≥ αT ,
(ii) PT e−θV (z) ≤ ρe−θV (z).
Here and throughout this proof, MV,ε0 = {z ∈ M+ : V (z) > − log(ε)} ∪M0. We set
τε = inf{k ≥ 0 : XkT /∈MV,ε0 }. We claim that :
(a) There exists η > 0 such that for all x ∈MV,ε/20 , Px(τε =∞) ≥ η;
(b) On the event {τε =∞}, and for all x ∈MV,ε/20 , lim inft→∞ V (Xt)t ≥ α.
In particular, this implies point (i) of the theorem with U = MV,ε/20 . Point (ii) easily
follows by the Markov property. We prove point (a). We set for k ≥ 0, Wk = e−θV (XkT ).




















PTV (X(k−1)T )− V (XkT )
)
.






≥ α− V (XnT )
nT
.






(PTV (XkT )− V (X(k+1)T ))2|FkT
]
.
We claim that for all x ∈M+, there exists a constant Cx such that, for all k ≥ 0,
Ex
[
(PTV (XkT )− V (X(k+1)T ))2
] ≤ (2T‖H‖+√CxT )2. (1.6)
In particular, for all x ∈M+, the sequence (n−1Ex(〈M〉n))n≥1 is bounded and the strong
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Since H is bounded, this implies that for all t ∈ [0, T ],
lim
n→∞
V (XnT+t)− V (XnT )
nT
= 0.
This, together with (1.7) proves point (b). It remains to show that (1.6) holds. For
convenience, we write ‖ · ‖2 for the L2 norm under Px. By triangular inequality,
‖PTV (XkT )− V (X(k+1)T‖2 ≤ ‖PTV (XkT )− V (XkT )‖2 + ‖V (XkT )− V (X(k+1)T )‖2.




In particular, H being bounded, ‖PTV − V ‖ ≤ T‖H‖ and thus
‖PTV (XkT )− V (XkT )‖2 ≤ T‖H‖.
On the other hand, we have




Still by triangular inequality and boundedness of H, to prove(1.6) it suffices to show that
‖MV(k+1)T (x) −MVkT (x)‖2 ≤
√







(〈MV (x)〉(k+1)T − 〈MV (x)〉kT )
Using a stopping time argument and Hypothesis 1.5 (b), and reasoning as in the proof of
[Ben18, Lemma 7.4], we can show that
Ex
(〈MV (x)〉(k+1)T − 〈MV (x)〉kT ) ≤ CxT,
where
Cx = sup{Pt(ΓVK)(x), t ≥ 0, K ⊂M+, K compact} < +∞.
This proves the claim.

Remark 1.9. When M0 is noncompact, things become trickier and one should add a
condition of "persistence at infinity" (see [Ben18, Section 8.1]). Since for all the models
studied in this thesis, M0 is compact, we won’t detail here the noncompact case.
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1.3.2 An example : PDMP Lotka-Volterra Model
Here we shall apply the above theory to the example of the competitive Lotka-Volterra
model with switching introduced in Section 1.2.3 and exhaustively studied in [BL16] and
[MP16]. Recall that this is a PDMP Zt = (Xt, Yt, It) where (It)t≥0 is a continuous-time
Markov chain on E := {0, 1} with transition rate λ0, λ1; and (Xt, Yt)t≥0 is a continuous
process with values in R2, and evolving between the jumps of I as
(X˙t, Y˙t) = F
It(Xt, Yt),
with




One can check that for η > 0 small enough, the compact set
K = {(x, y) ∈ R2+ : η ≤ x+ y ≤ 1/η}
is positively invariant for the flows ϕi and attracts every solution starting from R2+ \ {0}.
Hence we shall consider M := K × E as the state space of the process Z. For this
model, there are two extinction sets : Mx0 = Kx0 × E and My0 = Ky0 × E, corresponding
respectively to the extinction of species x and y. Writing Ky0 = {(x, y) ∈ K : y = 0}, it is
straightforward that the strong bracket condition holds at every point of Ky0 for dynamics
restricted to Ky0 . Moreover, for the process restricted to K
y
0 , the accessible set is the
interval [p−, p+], where p− = min( 1a0 ,
1
a1
) and p− = max( 1a0 ,
1
a1
). Thus by Corollary 1.2,
the process Z restricted to My0 admits a unique invariant probability measure µ. The
same reasoning proves that Z admits a unique invariant probability measure µˆ on Mx0 .
We can now construct a Lyapunov function V and test the criteria for persistence. Let
V : R∗+ → R+ be a smooth function coinciding with − log on (0, 1], and for (x, y, i) ∈Mx+
define V x(x, y, i) = V (x) and for (x, y, i) ∈ My+, V y(x, y, i) = V (y). For (x, y, i) ∈ M ,
define Hy(x, y, i) = −βi(1− cix− diy)yV ′(y) and Hx(x, y, i) = −αi(1− aix− ciy)xV ′(x),
where we set xV ′(x)|x=0 = 1. We have the following lemma :
Lemma 1.6. The functions (V y, Hy) and (V x, Hx) satisfy Assumption 1.5.
Proof We only prove the lemma for (V y, Hy). For all ε > 0, let V yε be a bounded
smooth function coinciding with V y on {y > ε}. By Proposition 1.9, the generator L of
Z acts on V yε as
LV yε (x, y, i) = 〈F i(x, y),∇V yε (x, y, i)〉+ λi (V yε (x, y, 1− i)− V yε (x, y, i)) ,
which gives
LV yε (x, y, i) = −βiy(1− cix− diy)∂yV yε (x, y, i).
Since V yε (x, y, i) = −V (y) for all y > ε, we get that LV yε (x, y, i) = Hy(x, y, i) for all
(x, y, i) such that y > ε. This proves point (a) of Assumption 1.5. Points (b), (c) and
(d) are immediate from the definitions, and point (e) follows from Remark 1.8. 
Note thatHy(x, 0, i) = −βi(1−cix). Since Perg(My0 ) = {µ}, there is only oneH-exponents
on My0 . We denote it by Λy :
Λy = Λ
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Similarly, we denote by Λx the average growth rate of x :
Λx = Λ




For the sake of simplicity, we assume now that both environments E0 and E1 are favourable
to species x, as in [BL16]. Thanks to a result of Malrieu and Zitt [MZ17], we have the
following lemma :
Lemma 1.7. If Λy > 0 and Λx < 0, then Mx0 is accessible.
The results described in the previous section can now be applied to prove the following
theorem, which sums up [BL16, Theorems 3.1, 3.3, 3.4, 4.1]
Theorem 1.15. There are four possible regimes :




















3. Denote by Exty and Extx the events described in the above probabilities. If Λy < 0
and Λx < 0, then for all (x, y, i) ∈M ,
P(x,y,i) (Extx) + P(x,y,i) (Exty) = 1
and
P(x,y,i) (Exty) > 0
if (x, y, i) /∈Mx0 .
4. If Λy > 0 and Λx > 0 then the process admits a unique invariant probability measure
Π such that Π(M+) = 1. Moreover,
(a) Π is absolutely continuous with respect to the Lebesgue measure on K × E,









Π(dx, dy, i) <∞,
(c) For all (x, y, i) ∈M+, limt→∞Πt = Π, P(x,y,i)-almost surely,
(d) There exists C, λ > 0, such that, for all (x, y, i) ∈M+,













. This case is a consequence of a result of this thesis, detailed in Chapter 2.
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1.4 Random Dynamical Systems and Lyapunov expo-
nents
Some results of the present thesis rely on the links that one can make between randomly
switched vector fields and Random Dynamical Systems. The latter may be seen as the
stochastic extension of dynamical systems and (semi)flows. The theory of Random Dy-
namical Systems has received a lot of attention in the eighties and nineties through the
work of Arnold and his co-authors. The reader is referred to the book of Arnold [Arn98]
for more information.
1.4.1 Definitions
Let T be one of the following (semi)groups of time : R,R+,N,Z. We consider a probability
space (Ω,F ,P) and a semigroup of transformations of Ω, (θt)t∈T, preserving the measure
P. That is, for all t ∈ T, P ◦ θ−1t = P. We say that (Ω,F ,P, (θt)t∈T) is a metric Dynamical
System (DS).
Definition 1.17. Let (Ω,F ,P, (θt)t∈T) be a metric dynamical system. A set A ⊂ Ω is
said to be invariant if θ−1t A = A for all t ∈ T. If all invariant sets have probability 0 or
1, then the dynamical system is said to be ergodic.
With a slight abuse of notation, we will say that θ is ergodic if the metric DS is ergodic.
A classical example of metric DS is given by a stationary Markov Chain. Let (Xn)n≥0
be a canonical Markov chain on some measurable state space E . That is, Ω = EN, F
is the Borel sigma algebra of Ω and (Xn)n≥0 is the canonical process, i.e for all n ≥ 0,
Xn : Ω → E is defined for all (ωn)n≥0 by Xn((ωn)n≥0) = ωn. For all x ∈ E, Px is a
probability on Ω such that (Xn)n≥0 is a Markov Chain under the family (Px)x∈E and
Px(X0 = x) = 1. Consider the shift operator θ : Ω → Ω defined for all ω = (ωn)n≥0 ∈ Ω
by θ(ω) = (ωn+1)n≥0. Now assume that (Xn)n≥0 admits an invariant probability measure
p on E. Then (Ω,F ,Pp, (θn)n≥0) is a metric DS (see e.g [DMPS18]).
Let (X ,B) be a measurable space.
Definition 1.18. Let ϕ : T× Ω× X → X be a measurable map. We say that (ϕ, θ) is a
Random Dynamical System (RDS) if :
1. For all (ω, x) ∈ Ω×X ,
ϕ(0, ω, x) = x.
2. For all t, s ∈ T, for all (ω, x) ∈ Ω×X ,
ϕ(t+ s, ω, x) = ϕ(t, θsω, ϕ(s, ω, x)). (1.8)
Equation (1.8) is referred to the cocycle property, hence the alternative name of cocycle
for Random Dynamical System. It is the random counterpart of the semiflow property in
a deterministic dynamical system.
Definition 1.19. We give the following definitions
1. We say that a RDS (ϕ, θ) is ergodic if θ is ergodic.
2. We say that a RDS is linear if for all (t, ω) ∈ T× Ω, the map ϕ(t, ω, ·) is linear.
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1.4.2 Generation of RDS
Product of random matrices
For a given integer d ≥ 1, we denote by Md(R) the set of real d × d matrices. Let
A : Ω→ Md(R) be a measurable map, and for n ≥ 0, set An(ω) = A(θnω). Consider the
discrete dynamical system given by
xn+1 = Anxn.
Starting at some point x0, it satisfies xn = An−1 · · ·A0x0. This is the canonical example of
a discrete-time RDS. By the cocycle property (1.8), every linear discrete-time RDS (ϕ, θ)
can be represented in this way by setting A(ω) = ϕ(1, ω). It entails in particular systems
of the form
xn+1 = A(ξn+1)xn,
where (ξn)n≥0 is a stationary Markov chain. This kind of processes have been the focus
of much attention : [FK60], [Bou87], [Bou88], [AGD94], [AC97]...
Continuous-time RDS
Let T = R+, X = Rd and (Ω,F ,P, (θt)t≥0) be a metric dynamical system. We are
interested in random differential equations of the form
x˙t = f(θtω, xt),
for some function f : Ω × Rd → Rd. Such a system is called a Random Differential
Equation. The following results, quoting Theorems 2.2.1 and 2.2.13 in [Arn98], state that
there is equivalence between RDS and Random Differential Equations :
Theorem 1.16. With the above notation, we have the following :
1. If for all ω and t ∈ R, x 7→ f(θtω, x) is locally Lipschitz and if for all K ⊂ Rd
compact, t 7→ ‖f(θtω, ·)‖BL(K) is locally integrable, then
x˙t = f(θtω, xt)
admits a unique maximal solution ϕ(t, ω, x) which is a RDS over θ. Here for g :







2. Let ϕ be a RDS such that for all (ω, x), the map t 7→ ϕ(t, ω, x) is differentiable at





Then f is measurable and
d
dt
ϕ(t, ω, x) = f(θtω, ϕ(t, ω, x)).
1.4. Random Dynamical Systems and Lyapunov exponents 31
PDMP as RDS
In this section we describe a PDMP obtained from randomly switched vector fields with
constant jump rates as a RDS. That is, let (It)t≥0 be a continuous-time Markov chain on
some finite state space E. For each i ∈ E, let F i : Rd → Rd be a globally integrable




Assume that (It)t≥0 is irreducible on E. Thus, there exists a unique invariant probability
measure p for I, which is therefore ergodic. As in the discrete-time setting, we can
construct (It)t≥0 as the canonical process on the set Ω of càdlàg functions from R+ to E
endowed with its Borel sigma algebra F , and supporting a family of probability measures
(Px)x∈E such that Px(I0 = x) = 1. Let θt be the usual shift operator on Ω : for all ω ∈ Ω,
θtω(s) = ω(t+ s).
Then (Ω,F ,Pp, (θt)t≥0) is an ergodic metric dynamical system, where Pp =
∑
x∈E pxPx.




where f(ω, x) = F ω(0)(x) for all x ∈ Rd and all ω = (ωt)t≥0 ∈ Ω. Thus (X, θ) is an ergodic
RDS.
1.4.3 Multiplicative Ergodic Theorem and its consequence
The most fundamental result in the theory of Random Dynamical System concerns linear
RDS : the famous Oseledets Mutliplicative Ergodic Theorem (see [Arn98, Theorem 3.4.1]).
It gives a nice spectral theory for linear random differential equation. According to Arnold,
one can count no less than fifteen different proofs of this theorem since its first publication
by Oseledets in the sixties [Ose68]. We consider a continuous time linear RDS. According
to Theorem 1.16, there exists a measurable map A : Ω→Md(R) such that
dϕ(t, ω, x)
dt
= A(θtω)ϕ(t, ω, x).
We write Φ for the fundamental matrix of ϕ. That is, for all (t, ω, x) ∈ R+ × Ω × Rd,
ϕ(t, ω, x) = Φ(t, ω)x. We will identify ϕ with Φ.
Theorem 1.17 (Multiplicative Ergodic Theorem, Oseledets). Let Φ(t, ω) be a linear














Then there exists a subset Ω˜ of Ω, of full measure and such that θtΩ˜ = Ω˜ for all t ≥ 0 on
which the following hold :
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1. There exists q(ω) ∈ {1, . . . d}, numbers λq(ω)(ω) < . . . < λ1(ω) and a sequence of
linear subspaces






log ‖ϕ(t, ω, x)‖ = λi(ω)
if and only if x ∈ Vi(ω) \ Vi+1(ω).
2. The maps ω 7→ q(ω), ω 7→ λi(ω), ω 7→ Vi(ω) and ω 7→ di(ω) are measurable. Here
di(ω) stands for the codimension of Vi+1(ω) in Vi(ω).
3. For all t ≥ 0, q(θtω) = q(ω), λi(θtω) = λi(ω) and Φ(t, ω)Vi(ω) = Vi(θtω).
4. If (Ω,F ,P, (θt)t≥0) is ergodic, then q, λi and di are constant functions on Ω˜.
The functions (or numbers in the ergodic case) λi are called the Lyapunov exponents
of (Φ, θ) (or of A). The collection of the Lyapunov exponents together with their multi-
plicities is called the Lyapunov Spectrum of (Φ, θ). The maximal Lyapunov exponent λ1





log ‖Φ(t, ω)‖ = λ1(ω).
(see also Kingman’s subadditive ergodic theorem, [Arn98, Theorem 3.3.2]).
Remark 1.11. One can also give a discrete time version of the MET, holding for discrete
time RDS. Details can be found in [Arn98, Theorem 3.4.1].
We quote the following corollary [Arn98, Corollary 3.3.4].









For the particular case where the matrices A(ω) are block triangular, a result from
Hennion [Hen84, Proposition 1] implies that the Lyapunov spectrum of A coincides with
the union of the Lyapunov spectrum of the matrices on the diagonal :
Theorem 1.18. Assume that for some m,n such that m+ n = d, there exist measurable







Suppose that the integrability condition (1.9) is satisfied and let S(A), S(B), S(D) denote
the set of Lyapunov exponents counted with multiplicity of A, B and D, respectively. Then
S(A) = S(B) ∪ S(D).
Remark 1.12. Proposition 1 in [Hen84] is given for a discrete-time random dynamical
system. However, its proof adapts verbatim to the continuous-time case by using the
continuous-time version of the Multiplicative Ergodic Theorem given above. One could
also have used [GMO08, Theorem 1.1].
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Application to PDMP
We have already proven that a linear PDMP with constant jump rates can be represented
as a RDS. If furthermore the vector fields F i are linear, then the resulting RDS is also
linear. Under this assumption, we denote by Ai the matrix such that F i(x) = Aix. Now









In particular, if K = maxi ‖Ai‖, it follows from Gronwall’s lemma that
‖Φ(t, ω)‖, ‖Φ(t, ω)−1‖ ≤ eKt
for all t ≥ 0. This implies that condition (1.9) is satisfied, whence the conclusion of
Theorem 1.17 hold for the PDMP, with constant q, λi and di. In particular, we have
proved the following statement.
Proposition 1.15. Consider a finite family of d×d matrices (Ai)i∈E, the set Ω of càdlàg
functions on E and Pp a probability measure on Ω such that the canonical process (It)t≥0




= AIt(ω)ϕ(t, ω, x)
such that ϕ(0, ω, x) = x. Then there exists a number q ∈ {1, . . . , d}, numbers λ1 > . . . >
λq and Ω˜ ⊂ Ω with Pp(Ω˜) = 1 such that, for all ω ∈ Ω˜, there is a sequence of linear
subspaces






log ‖ϕ(t, ω, x)‖ = λi
if and only if x ∈ Vi(ω) \ Vi+1(ω).
Simple principal Lyapunov exponent
In some situation, it is possible to have further information on the Lyapunov spectrum of
the RDS. An interesting question is for example under which conditions the dominating
Lyapunov exponent λ1 is simple (that is d1 = 1). For the case of products of i.i.d random
2 × 2 matrices a well-known theorem of Furstenberg gives such a condition (see e.g.
[BL85, Theorem 4.4]). For products of positive random matrices, a random version of
the Perron Frobenius Theorem has been given in [AGD94]. In the particular case where
det Φ(t, ω) = 1, knowing that d1 = 1 ensures that the principal Lyapunov exponent is
positive. In [AC97], the authors showed that the set of invertible matrices with simple
Lyapunov spectrum is dense in the set of invertible matrices. Here we detail a more
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general result from Bougerol [Bou88] applying to multiplicative systems, that will be
used in Chapter 4.
Let (σt)t≥0 be a stationary Markov process on some metric space E , and (Mt)t≥0 a
process with values in GLd(R). We introduce the following definition, which is [Bou88,
Definition 1.1 and 1.2].
Definition 1.20. Let pi be a probability measure on E. We say that (M,σ, pi) is a multi-
plicative system, if :
(i) The process (M,σ) is Markovian with semigroup (Pt)t≥0;
(ii) For any Borel subset A ⊂ E (resp. B ⊂ GLd(R)), t ≥ 0, C ∈ GLd(R) and x ∈ E,
one has
Pt ((C, x);BC × A) = Pt ((Id, x);B × A) ,
where BC = {NC;N ∈ B};
(iii) pi is an ergodic measure for σ and sup0≤t≤1 EId,pi
[
log+ ‖Mt‖+ log+ ‖M−1t ‖
]
<∞.





For x ∈ E let Dx be the support of U((Id, x), ·) and Sx = {B ∈ GLd(R) : (B, x) ∈ Dx}.
We will also let K be the first order resolvent of the semigroup (Rt)t≥0 of the Markov
process σ.
Definition 1.21. We say that a multiplicative system (M,σ, pi) satisfies hypothesis H if
the following conditions hold
(i) The space E is a complete metric space.
(ii) The semigroup (Pt)t≥0 is Feller.
(iii) The support of pi is E. If h is a bounded measurable function which is a fixed point
for the first order resolvent of σ, i.e.
Kh = h,
then h is continuous.
One has the following result (see [Bou88, Theorem 1.7]).
Theorem 1.19 (Bougerol, 1988). Assume (M,σ, pi) is a multiplicative system satisfying
hypothesis H. Assume furthermore that
(i) For some x ∈ E, there exists a matrix in Sx with a simple eigenvalue of biggest
modulus.
(ii) There does not exist some finite union W of proper vector spaces of Rd such that, for
all matrices M in Sx, MW = W .
Then d1 = 1.
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Remark 1.13. Theorem 1.19 is a reformulation of [Bou88, Theorem 1.7], which is given
for the numbers γi that are the Lyapunov exponents for the external power of M (see
[Bou88, Proposition 2.2] or [Arn98, Theorem 3.3.3] for details). The numbers γi are the
numbers λi counted with multiplicity (see [Arn98, Definition 3.3.8 and Theorem 3.4.1]).
In Chapter 4, we show that a linear PDMP is a multiplicative system, and use Theorem
1.19 to prove a conjecture by Takeushi et al. on a Lotka-Volterra prey-predator system
with random switching.
1.5 Quasi-stationary distribution
Consider a Markov process (Xt)t≥0 living on some metric space (M,d) containing an
extinction set. That is, a closed subset M0 of M , positively invariant under X : for all
t, s ≥ 0, Xt ∈ M0 ⇒ Xt+s ∈ M0. Then, essentially three long term-behaviours can be
observed : extinction in finite time, extinction in infinite time or persistence. The two
last cases are the ones considered in Section 1.3. In the persistence situation, the process
admits an invariant distribution giving no mass to M0. This is of course not possible if
extinction occurs in finite time : in this situation, every invariant probability measure
concentrates on the extinction set. However, it is interesting to describe the behaviour of
the process before the extinction time, and in many situations, a metastable equilibrium
of the process can arise. This is what is called of a Quasi-Stationary Distribution, whose
definition is given now. We consider a càdlàg Markov process X such that for all x ∈
M+ = M \M0,
Px(T0 < +∞) = 1,
where T0 = inf{t ≥ 0 : Xt ∈M0}. We also assume that for all x ∈M+ and for all t > 0,
Px(t < T0) > 0,
that is, the probability to survive at least until time t is positive for every t.
Definition 1.22. A probability measure α on M+ is a Quasi-Stationary Distribution
(QSD) if for all t ≥ 0, for all A ∈ B(M+),
Pα(Xt ∈ A|t < T0) = α(A). (1.10)
The reader interested in a survey on QSD is advised to read the excellent one by
Méléard and Villemonais [MV12]. We recall the following classical result on QSD (see
e.g. [MV12, Proposition 2]).
Proposition 1.16. Let α be a QSD. Then there exists λ > 0 such that, for all t ≥ 0,
Pα(T0 > t) = e−λt.
When looking at the process X, the killed semigroup is of particular interest. It is the
family of operators (P˜t)t≥0 defined as :
P˜tf(x) = Ex (f(Xt)1lt<T0) .
In particular, the above proposition reads
αP˜tf = e
−λtαf.
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We let (L˜,D(L˜)) denote the infinitesimal generator associated to the killed semigroup.
That is, the operator as defined in Section 1.1 with Pt replaced by P˜t. The next proposition
is the analogue of Proposition 1.3 (see e.g. [MV12, Proposition 4]) :
Proposition 1.17. Assume that there exists a set D ⊂ D(L˜) such that, for all A ∈
B(M+), there exists a uniformly bounded sequence of functions fn in D that converges
pointwise to 1lA. Let α be a probability measure on M+. Then α is a QSD if and only if
there exists λ > 0 such that for all f ∈ D, for all t ≥ 0,
αL˜P˜tf = −λαP˜tf.
In that case, λ coincides with the one given by Proposition 1.16.
Remark 1.14. In [MV12], the assumption given in Proposition 4 is that αL˜f = −λαf
for all f ∈ D. However, it not sufficient, and the stronger assumption on P˜tf we give is
implicitly used in their proof.
Finding conditions ensuring the existence and uniqueness of a QSD is not always
easy. Recently, in an impressive series of articles [CV16], [CV17a], [CV17d], [CV17c],
[CV17b], [CV18], [CCPV18], Nicolas Champagnat and Denis Villemonais developped a
general theory for existence and uniqueness of QSD relying on Lyapunov and Doeblin -
type conditions. We first present the necessary and sufficient condition given in [CV16]
for uniform exponential convergence to the QSD. It is called Assumption (A) in [CV16].
Assumption (A) There exists a probability measure ν on M+ such that
(A1) There exist t0, c1 > 0 such that for all x ∈M+,
Px(Xt0 ∈ ·|t < T0) ≥ c1ν(·).
(A2) There exists c2 > 0 such that for all x ∈M+ and all t ≥ 0,
Pν(t < T0) ≥ c2Px(t < T0).
We can now quote the main theorem of [CV16] :
Theorem 1.20. [CV16, Theorem 2.1] Assumption (A) holds if and only if there exists a
unique QSD α and constants C, γ > 0 such that, for all µ ∈ P(M+), for all t ≥ 0,
‖Pµ(Xt ∈ ·|t < T0)− α‖TV ≤ Ce−γt.
Moreover, if Assumption (A) holds, one can choose C = 2(1− c1c2) and γ = − log(1−c1c2)t0 .
This theorem can be seen as the absorbed counterpart of Theorem 1.1. We refer to
[CV16, Remark 2] for the main difference between these two results. As in the non-
absorbed case, it can be very difficult to obtain (A1) when the state spaceM+ is noncom-
pact. In [CV17b], the authors give a Lyapunov - type criterion to still get exponential
convergence, as in Theorem 1.3 above. The condition is given both in discrete and con-
tinuous time. Although this thesis is concerned with continuous-time processes, we give
the discrete-time version that will be used in Chapter 6. Let P denote the submarkovian
kernel of an almost surely absorbed Markov chain (Xn)n≥0 :
Pf(x) = Ex(f(X1)1l1<T0).
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Condition (E) There exist a measurable subset K ⊂ M+, a probability measure ν on
K, integers n1, n2 ≥ 1, positive constants c1, c2, c3, θ1, θ2, functions ϕ1, ϕ2 : M+ → R+
such that
(E1) For all x ∈ K,
Px(Xn1 ∈ ·) ≥ c1ν(· ∩K).
(E2) θ1 < θ2 ≤ 1 and :
(a) infx∈M+ ϕ1(x) ≥ 1 and supx∈K ϕ1(x) < +∞,
(b) infx∈K ϕ2(x) > 0 and supx∈M+ ϕ2(x) ≤ 1,
(c) For all x ∈M+,






supx∈K Px(n < T0)
infx∈K Px(n < T0)
≤ c3.
(E4) For all x ∈ K, there exists n4(x) such that for all n ≥ n4(x),
Px(Xn ∈ K) > 0.
We now quote the main result in [CV17b] :
Theorem 1.21. [CV17b, Theorem 2.1] Under Condition (E), there exist C > 0, ρ ∈
(0, 1) and a probability measure α such that, for all µ ∈ P(M+) with µϕ1 < +∞ and
µϕ2 > 0,
‖Pµ(Xn ∈ ·|n < T0)− α‖TV ≤ Cρnµϕ1
µϕ2
.
Moreover, α is the unique QSD of X satisfying αϕ1 < +∞ and αϕ2 > 0, and there exist
δ > 0 depending only on ϕ1, ϕ2, θ1, θ2, and c2 such that α(K) ≥ δ.
1.6 What is done in this thesis
To conclude, we sum up the main original results that are obtained in this thesis.
1.6.1 Random Switching between Vector Fields sharing a com-
mon zero
Based on a joint work with Michel Benaïm [BS19] :
M. Benaïm and E. Strickler, Random Switching between Vector Fields having a
common zero, Annals of Applied Probability, 29 (2019), no. 1, 326-375.
This work can be found in Chapter 3 and deals with randomly switched system having a
common equilibrium point. That is, we consider a PDMP (Zt)t≥0 = (Xt, It)t≥0 on Rd×E
defined as in Section 1.2.4 by a family of finitely many globally integrable vector fields
F i : Rd → Rd and rate functions (ai,j(x))i,j∈E satisfying the following assumption :
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Assumption 1.6. For all i ∈ E, F i(0) = 0.
The first natural examples coming to mind of vector fields satisfying this assumption
are linear vector fields. Looking at Examples 1.1 and 1.2, even in simple cases, the
behaviour of the process may be complicated, and depend highly on the switching rates.
Nonetheless, it is still easier to study than randomly switched non-linear vector fields.
The goal of our work was to give a probabilistic counterpart to the following well-known
deterministic result :
Theorem 1.22. Let F : Rd → Rd be a globally integrable smooth vector field, and let xt
be the solution of x˙t = F (xt). Assume that F (0) = 0 and set A = DF (0) the Jacobian
matrix of F at 0. Finally, let λ(A) be the largest real part of the eigenvalues of A. Then
1. If λ(A) < 0, there exists a neighbourhood of 0 such that if x0 belongs to this neigh-
bourhood, then xt converges to 0 exponentially fast;
2. If λ(A) > 0, then 0 is unstable : there exists a neighbourhood of 0 such that one
can find x0 arbitrary close to 0 for which the solution starting at x0 leaves this
neighbourhood.
We learned from Examples 1.1 and 1.2 that looking at the eigenvalues of each Jacobian
matrix and of their convex combinations is not enough to come to similar conclusion for
the randomly switched system. The right object to look at is the average growth rate
of the linear system. Note that in the deterministic case, if yt denotes the solution of





log ‖yt‖ ≤ λ(A),
with equality for almost all starting points. In the random case, let Yt be the solution of
Y˙t = A
JtYt, where for all i ∈ E, Ai = DF i(0) and (Jt)t≥0 is the continuous-time Markov
chain on E with transition rates (ai,j(0))i,j∈E. Whenever Y0 6= 0, one can consider the
polar decomposition of Yt. That is, we set Θt = Yt‖Yt‖ and ρt = ‖Yt‖ to obtain{
dΘt
dt




Remark 1.15. For stochastic differential equations, the idea of introducing this polar
decomposition goes back to Hasminskii [Has60] and has proved to be a fundamental tool
for analysing linear stochastic differential equations (see e.g [Bax91]), linear random
dynamical systems (see e.g chapter 6 of Arnold [Arn98]) and more recently certain linear
PDMPs in [BLBMZ14], [LMR14] or [Lag16].
Several interesting consequences can be drawn from Equation (1.11). Firstly, the
process (ρ,Θ, J) is still a PDMP, and so is also the process (Θ, J) since the evolution of














1.6. What is done in this thesis 39
Now, if µ is an ergodic invariant probability measure of (Θ, J), then Birkhoff’s Ergodic










〈Aiθ, θ〉dµ(θ, i), P(θ0,i0) − a.s.








〈Aiθ, θ〉dµ(θ, i), P(θ0,i0) − a.s.
This motivates the definition of the following quantities, that we call average growth rates







where µi(.) is the measure on Sd−1 defined by
µi(A) = µ(A× {i}).
These quantities play the same role as the eigenvalues in the deterministic case. That is
why we are interested in their extremal values :
Λ− = inf{Λ(µ) : µ ∈ P(Θ,J)erg } and Λ+ = sup{Λ(µ) : µ ∈ P(Θ,J)erg }. (1.13)
By Feller continuity of (Θ, J) and compactness of Sd−1×E, this infimum and supremum
are actually minimum and maximum. The sign of these quantities will determine the
long-term behaviour of the non linear process (X, I). Before stating the precise result,
we give a theorem linking the average growth rate to the Lyapunov exponents as defined
in Section 1.4.3. Recall that the PDMP (Yt)t≥0 can be seen as a Random Dynamical
System satisfying the integrability condition of the Multiplicative Ergodic Theorem. We
denote by λ1 > . . . > λp the associated Lyapunov exponents given in Proposition 1.15.
The following statement is part of Proposition 3.1.
Proposition 1.18. For all ergodic probability measures µ of (Θ, J), one has
Λ(µ) ∈ {λ1, . . . , λp}.
Moreover, λ1 is attained : Λ+ = λ1.
In general, there is no reason to think that λp can be obtained as an average growth
rate. A reason for this is that the random vector space associated to λp given in the
Multiplicative Ergodic Theorem is measurable with respect to the future. For the matrices
given in Example 1.1, it can be shown that the process (Θ, J) is uniquely ergodic, and
therefore Λ+ = Λ−. Moreover, we know from Theorem 1.6 that Λ+ > 0 provided the










Since λ1 = Λ+ > 0, this shows that d1 = d2 = 1 and λ2 < 0. In particular, Λ(µ) > λ2 for
the unique invariant probability measure of the process (Θ, J).
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The nonlinear process
We now state the main results obtained in Chapter 3. For the sake of simplicity, we
assume that there exists a compact set M ⊂ Rd containing 0 which is forward invariant
for all the flows ϕi, and thus for the PDMP. Therefore, we shall consider M × E as the
state space of Z. Setting M0 = {0} and M∗ = M+ = M \ {0}, the sets M0 × E and
M∗ × E are invariant for Z. The first result is an extinction result, which can be viewed
as the probabilistic counterpart of the first point of Theorem 1.22. It is part of Theorem
3.1.
Theorem 1.23. Assume Λ+ < 0. Let 0 < α < −Λ+. Then there exists a neighbourhood





log(‖Xt‖) ≤ −α) ≥ η.





log(‖Xt‖) ≤ Λ+) = 1.
The next result is a persistence result obtained under the assumption that Λ− > 0. It
represents the probabilistic counterpart of the second point of Theorem 1.22 and is part







Theorem 1.24. Assume Λ− > 0. Then the following assertions hold:
(i) For all ε > 0 there exists r > 0 such that for all x ∈M∗, i ∈ E, Px,i almost surely,
lim sup
t→∞
Πt(B(0, r)× E) ≤ ε.
In particular, for all x ∈ M∗, Px,i almost surely, every limit point (for the weak*
topology) of (Πt) belongs to Pinv(M∗ × E).




(iii) Let ε > 0 and let τ ε be the stopping time defined by
τ ε = inf{t ≥ 0 : ‖Xt‖ ≥ ε}.
There exist ε > 0, b > 1 and c > 0 such that for all x ∈M∗ and i ∈ E,
Ex,i(bτ
ε
) ≤ c(1 + ‖x‖−θ).
Thanks to the general results on PDMP presented in Section 1.2.4, one can obtain
the following theorems. The first one ensures the uniqueness of the invariant probability
measure giving full mass to M∗ × E under the weak bracket condition. It also provides
an ergodic theorem.
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Theorem 1.25. In addition to the assumption Λ− > 0, assume that there exists a point
p ∈M∗, F i-accessible from M∗, at which the weak bracket condition holds. Then
(i) The set PZinv ∩ P(M∗ × E) reduces to a single element, denoted Π;
(ii) Π is absolutely continuous with respect to Leb⊗ (∑i∈E δi);





The second theorem states that, under a stronger condition the process converges to
its unique invariant probability measure on M∗ × E .
Theorem 1.26. Under the conditions of the preceding theorem, assume furthermore that
one of the two following holds :
(i) The weak bracket condition is strengthened to the strong bracket condition; or
(ii) There exist α1, . . . , αN ∈ R with
∑





Then there exist κ, θ, C > 0 such that for all x ∈M∗ and i ∈ E,
‖Px,i(Zt ∈ ·)− Π‖TV ≤ C(1 + ‖x‖−θ)e−κt.
The two latter theorems are Theorem 3.3 and 3.4, respectively.
Application to SIS model in random environment
We give an example of application of the previous results to the SIS epidemiological
model considered in the Introduction. That is, we consider a vector field F of the form
(2). Lajmanovich and Yorke [LY76] prove the following result:
Theorem 1.27 (Lajmanovich and Yorke, [LY76]). Let A = C − diag(D).
If λ(A) ≤ 0, 0 is globally asymptotically stable for the semiflow induced by F on [0, 1]d.
If λ(A) > 0 there exists another equilibrium x∗ ∈]0, 1[d of F whose basin of attraction
is [0, 1]d \ {0}.
We now consider a set of matrices Ci and of vectors Di, and we let F i denote the
vector field induced by Ci and Di as in equation (2). We consider a continuous-time
irreducible Markov chain on E, (It)t≥0, and the PDMP given by
dXt
dt
= F It(Xt). (1.14)
Thanks to the above results, we are able to prove the following theorem, which can be
seen as a probabilistic counterpart to Theorem 1.27. It is part of Theorems 3.9 and 3.10.
Theorem 1.28. Denote by Λ+ and Λ− the extremal growth rates induced by (1.14). Then
1. Λ+ = Λ−;
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log ‖Xt‖ ≤ Λ+
)
= 1;
3. If Λ+ > 0, then the process Z = (X, I) admits a unique invariant probability measure
Π on [0, 1]d\{0}×E. Furthermore, there exists a distance-like function d˜ and r > 0,
such that, for all x 6= 0, for all t ≥ 0,
Wd˜(δx,iPt,Π) ≤ e−rtWd˜(δx,i,Π).
Here Wd˜ stands for the Wasserstein distance induced by d˜.
In the case where Λ+ > 0, note that we do not require the existence of an acces-
sible point satisfying a bracket condition to have exponential convergence towards the
invariant probability measure. This is because monotonicity of the vector fields provide
a contraction for the semigroup (Pt)t≥0 (see Section 3.6 in Chapter 3).
1.6.2 Application to a PDMP Lotka-Volterra prey-predator model
Based on a joint work with Alexandru Hening [HS19] :
A. Hening and E. Strickler, On a predator-prey system with random switching that
never converges to its equilibrium, accepted at SIAM Journal on Mathematical
Analysis (2019).
This work can be found in Chapter 4 and describe a result obtained on a Lotka-Volterra
prey-predator model with switching. In the paper [HS19], we answer a conjecture raised
by Takeuchi et al. in [TDHS06]. With the above notations, we consider two vector fields
F 0 and F 1 on R2 given by






Note that the vector field F i has a unique positive equilibrium (pi, qi) = (ci/di, ai/bi).The
random switching between two such vector fields has been studied in [TDHS06]. In that
paper, the authors distinguish two cases :
I. p0 = p1 =: p and q0 = q1 =: q, i.e. common zero for F 0 and F 1,
II. (p0, q0) 6= (p1, q1), i.e. different zeroes for F 0 and F 1.
In case II, they are able to show that the process oscillates between zero and infinity and
leaves any compact subset of R2++ := {(x, y) ∈ R2+ xy > 0}. However, in case I, they
are not able to determine whether there is the same long-term behaviour as in case II or
whether there is convergence of the system to the common equilibrium (p, q) :
Theorem 1.29 (Takeuchi et al., 2006). For any (x0, y0) ∈ R2++ and i ∈ {0, 1}, either
lim
t→∞
Xt = (p, q), P(x0,y0,i) − a.s. (1.16)
or
lim supxt = lim sup yt = +∞, lim inf xt = lim inf yt = 0, P(x0,y0,i) − a.s. (1.17)
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It was conjectured from simulations (see [TDHS06, Remark 5.1]) that only case 1.17
happens in the above theorem. We prove that this is indeed the case by showing that
the unique average growth rate Λ = Λ+ = Λ− of the process at point (p, q) is positive.
In particular, by Theorem 1.24 above, case 1.16 cannot happen and thus only case 1.17







where αi = bip and βi = diq. In fact, using Theorem 1.19, we prove the following more
general result, which is Theorem 4.4.







for i = 0, 1, where ai, bi, ci are real numbers satisfying
a2i + bici < 0.
Then all the average growth rates are equal and strictly positive:
Λ+ = Λ− > 0.
Thus, as an immediate corollary of Theorems 1.29 and 1.30, we deduce that the
conjecture of Takeuchi et al. is true.
Corollary 1.4. Assume that the vector fields F 0 and F 1 given by (1.15) are non collinear.
Then for any (x0, y0) ∈ R2++, with probability 1,
lim supxt = lim sup yt = +∞, lim inf xt = lim inf yt = 0.
1.6.3 The particular case where the zero is on a common invariant
face
The results of this section come from my prepint [Str18], which has been submitted:
E. Strickler, Randomly Switched Vector Fields sharing a Zero on a common in-
variant Face, arXiv preprint : 1810.06331 (2018).
These results, which can be found in Chapter 5, are motivated by the following problem.
Consider random switching between two Lorenz vector fields F i, i = 0, 1 :
F i(x, y, z) =
 σi(y − x)rix− y − xz
xy − biz
 , (1.18)
with σ0 = σ1 = 10, b0 = b1 = 8/3, r0 = 28, and r1 6= r0 close to 28. Note that 0 is a
common equilibrium of F 0 and F 1. It has been known since the proof of Tucker [Tuc99]
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that F 0 admits a robust strange attractor Γ0. Thus for r1 close to r0, F 1 shares this
property. In [BH12], Bakhtin and Hurth showed that the compact set
M = {(x, y, z) ∈ R3 : 2r0σ(x2 + y2) + 2σb(z0 − r0)2 ≤ 2σbr20}
is forward invariant, and that the strange attractor Γ0 is accessible from every point that
does not lie on the z-axis. Moreover they proved that the strong bracket condition holds
at any point which is not on the z-axis. Then they argue that by compactness ofM , there
exists an invariant probability measure, and that it has to be absolutely continuous with
respect to the Lebesgue measure due to the bracket condition. However, this argument is
not sufficient : there exists indeed an invariant probability measure onM , which is δ0⊗p,
where p is the invariant probability measure of the Markov chain (It)t≥0 on E = {0, 1}.
However, this measure is not absolutely continuous. The main fallacy in [BH12] was
that the authors didn’t pay attention to the fact that M without the z - axis is no more
compact. A natural idea to prove the existence of an absolutely continuous invariant
probability measure would be to apply Theorem 1.25 above. Nonetheless, it does not
apply because the F i’s have exactly two Lyapunov exponents, of opposite signs. Indeed,













In particular, it is easily seen that ν = δ(0,0,1) ⊗ p is an invariant probability measure of
(Θ, J) on S2 × E, and that
Λ(ν) = −(p0b0 + p1b1) < 0.
On the other hand, it can be proven that there exists another ergodic measure µ, supported
on {θ = (θ1, θ2, θ3) ∈ S2 : θ3 = 0} × E and such that Λ(µ) > 0. Thus none of the above
theorems apply. However, note that the z - axis is invariant, and that the negative
Lyapunov exponent is carried by this axis. This gives an intuition on why the persistence
theorems given above should still hold.
Let us go back to the general case and be more precise. In previous setting of switched
vector fields vanishing at 0, write Rd as Rn × Rm and assume that the face {0} × Rm is
invariant for every vector field F i. That is, if we write x ∈ Rd as x = (xn, xm) and
F i(x) = (F in(x), F
i
m(x)), then for all xm ∈ Rm, F in(0, xm) = 0. This implies in particular







with Bi ∈ Mn(R), Ci ∈ Mm,n(R) and Di ∈ Mm(R). Now let Λ(A), Λ(B), and Λ(D)
denote the sets of average growth rates associated to the families (Ai)i∈E , (Bi)i∈E and
(Di)i∈E, respectively. We also let Λ+A and Λ
−
A be the extremal values of these growth rates,
and use similar notations for B and D. Then we have the following proposition, which
summarised Lemma 5.1 and Proposition 5.2 :
Proposition 1.19. With the above notation,
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2. Λ(D) ⊂ Λ(A). In particular, Λ−A ≤ Λ−D.
Remark 1.16. The first point of the above proposition is an immediate consequence of
Theorem 1.18 and Proposition 1.18.
From this proposition and Theorem 1.23, one deduce that if both Λ+B and Λ
+
D are










The next theorem is Theorem 5.2. It describes what happens when the Lyapunov expo-
nents are of opposite signs. We set M0 = {(xn, xm) ∈ M : xn = 0}, M+ = M \M0 and
for δ > 0, M δ0 = {(xn, xm) ∈M+ : ‖xn‖ < δ}.
Theorem 1.31. Assume Λ−B > 0 > Λ
+
D and that 0 is accessible from M0 × E. Then :





0 × E) ≤ ε.
In particular, for all x ∈ M+, Px,i almost surely, every limit point (for the weak*
topology) of (Πt) belongs to Pinv(M+ × E).




‖xn‖−θdµi(xn, xm) ≤ K.
(iii) Let ε > 0 and let τ ε be the stopping time defined by
τ ε = inf{t ≥ 0 : ‖Xnt ‖ ≥ ε}.
There exist ε > 0, b > 1 and c > 0 such that for all x ∈M+ and i ∈ E,
EZx,i(bτ
ε
) ≤ c(1 + ‖xn‖−θ).
As in the previous section, the additional assumption that some bracket conditions
hold leads to stronger statements, given in detail in Chapter 5. In particular, these the-
orems imply that the switching between Lorenz vector fields considered at the beginning
of this section does indeed admit an invariant probability measure which is absolutely
continuous. Furthermore, the law of the process converges exponentially fast in total
variation to this invariant distribution.
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1.6.4 A user-friendly condition for exponential ergodicity of ran-
domly switched vector fields
Based on a joint work with Michel Benaïm and Tobias Hurth [BHS18].
M. Benaïm, T. Hurth and E. Strickler, A user-friendly condition for exponen-
tial ergodicity in randomly switched environments, Electronic Communications in
Probability. 23 (2018), Paper No. 44, 12.
As explained in Section 1.2.4, one way to obtain ergodicity of a PDMP is to find an
accessible point where the strong bracket condition holds. Moreover, in full generality, the
weak bracket condition is not enough to ensure that the process converges to its unique
stationary distribution.
From the definition, it is clear that it is more involving to check the strong bracket
condition than the weak one. For example, when the number of vector fields is equal to
the dimension of the space, it could be sufficient to check if the vector fields at a point
constitute a free system to know that the weak bracket condition holds at that point;
whereas for the strong bracket condition, one needs to compute at least the first-order Lie
brackets.
In a recent paper [LLC17], Li, Liu and Cui showed that the existence of a globally
asymptotically stable equilibrium for one of the vector fields, combined with the existence
of an accessible point at which the weak bracket condition holds, is sufficient to have the
convergence of the process in total variation to its unique stationary distribution.
Together with Michel Benaïm and Tobias Hurth, we proved that the assumption on
the equilibrium can be widely relaxed : it is sufficient that there exists an accessible point
at which a barycentric combination of the vector fields vanishes. Moreover, using the
results in [BLBMZ15] quoted in Section 1.2.4, we simplified the proof in [LLC17] and
showed that the convergence holds at an exponential rate. Namely :
Theorem 1.32. Suppose that
(i) There exist α1, . . . , αN ∈ R with
∑




(ii) There exists a point x∗ accessible from {e?} where the weak bracket condition holds.
Then for all j ∈ E, (e?, j) is a Doeblin point.
In view of the general results in Section 1.1, we obtain immediately the next corollary:
Corollary 1.5. In addition to the assumptions in Theorem 1.32, suppose that e? is acces-
sible. and that M is compact. Then, the process Z admits a unique invariant probability
measure pi which is absolutely continuous with respect to Lebesgue measure. Moreover,
there exist positive constants C, γ such that for all t ≥ 0 and for all (x, i) ∈M × E,
‖Pt((x, i), ·)− pi‖TV ≤ Ce−γt.








It is natural to wonder if conditions (i) and (ii) imply the strong bracket condition.
In Chapter 2, we show that it is not the case in general, but that it is true for analytic
vector fields. We also exhibit an example of vector fields satisfying the strong bracket
condition but not condition (i).
1.6. What is done in this thesis 47
1.6.5 Approximation with extinction of Markov Processes that
never die
This section presents the results obtained in Chapter 6. It contains only partial results,
and has not been submitted on a archive platform. All the processes with an extinction set
described above share the same feature : they never die in finite time. That is, whenever
X0 6= 0, then Xt 6= 0 for all t > 0. A natural question is whether this assumption is
realistic in ecology, population models etc. At a first glance, it is not : death in finite
time is the tragic destiny of every population. However, as the size of the population
gets very large, the time of extinction can be very large, and we might not be too far
from real life by assuming that the population never gets extinct. In Chapter 6, we try to
legitimate this intuition. Given an immortal Markov process (Xt)t≥0 living on a compact
metric space M , we consider a family of Markov processes (XNt )t≥0 that die in finite time
and approximate X. More precisely, we assume that :
Assumption 1.7. There exists a closed set M0 ⊂M such that
(i) M0 is invariant for X : for all t ≥ 0, Xt ∈M0 ⇔ X0 ∈M0,
(ii) M0 is absorbing for XN : for all t, s ≥ 0, XNt ∈M0 ⇒ XNt+s ∈M0;
(iii) For all x ∈M , Px(TN0 <∞) = 1, where TN0 = inf{t ≥ 0 : XNt ∈M0};
(iv) For all x ∈M and t > 0, Px(TN0 > t) > 0.
(v) For all N , the process XN admits a QSD αN .









d(XNt , Xt) > δ
∣∣∣∣∣XN0 = X0 = x
)
= 0. (1.20)
The process X belongs to the class of processes introduced in Section 1.3, whereas XN
belongs to the one introduced in Section 1.5. The convergence in (1.20) is quite strong.
It appears for example in [Kur81], when XN is a Markov chain on a finite grid of size N
and X solves an ODE.
For N ≥ 0, let λN be the extinction rate associated to the QSD αN (see Proposition
1.16 above). The questions that we want to answer are the following. Can we say
something about the behaviour of λN as N goes to infinity ? What can be said about
the weak limit points of the sequence (αN)N≥0 ? As one could expect, it turns out that
the answers to these questions depend on the behaviour of X near the extinction set. In
particular, we are able to say something if the process is H - persistent, as defined in
Section 1.3. The following theorem sums up the partial results obtained in Chapter 6.
Theorem 1.33. Let α denote a weak limit point of αN . Then :
1. If X is H-persistent, limN→∞ λN = 0 and α is an invariant probability measure of
X;
2. If X is H-nonpersistent and M0 is accessible from M , then α(M0) = 1.
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The first part of the above theorem legitimates the use of a process X which never
dies in finite time to approximate real-life situation : if N is very large, λN is small and
thus the mean time to extinction is huge. Nonetheless, the main remaining question is
whether α puts all its mass on M+ or if in the limit, some mass could escape to M0.
We give an application to the spread of a disease in a random environment, whose
limiting process is the SIS PDMP from Section 1.6.1. That is, for N ≥ 1, we consider a
Markov chain (XN , IN) on the spaceMN = {0, 1N1 , . . . , 1}× . . .×{0, 1Nd , . . . , 1}×E,. Here
N represents the total population, and Ni the population into group i. The transition
rates are given for all (x, k) ∈MN by
(x, k) −→(x+ ei
Ni













(x, l) at rate ak,l(x).
Here (e1, . . . , ed) stands for the canonical basis of Rd, and xi is the proportion of
infected individual in group i. We assume that for all i, the proportion Ni
N
converges
to some pi ∈ (0, 1). We show in Chapter 6 that (XN , IN) and the PDMP (X, I) with
infinitesimal generator
Lf(x, k) = 〈F k(x),∇f(x, k)〉+
∑
l∈E
ak,l(x) [f(x, l)− f(x, k)]
satisfy Assumption 1.7. Here F k is the Lajmonovich and Yorke vector field given by




A second application is given to a killed process, where the killing rate goes to 0.
1.7 Structure of the thesis
This thesis contains six chapters, including the present introduction. Chapter 2 reproduces
the core of the article [BHS18] published at Electronic Communication in Probabil-
ity, Chapter 3 reproduces [BS19], accepted for publication at Annals of Applied Prob-
ability . Chapter 4 contains the core of the article [HS19], accepted at SIAM Journal
on Mathematical Analysis. Chapter 5 has led to the article [Str18]. Chapter 6 is
concerned with the results that I have obtained so far in the situation of approximation
with extinction of Markov processes that never die.
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Chapter 2
A user-friendly condition for
exponential ergodicity in randomly
switched environments
In this Chapter, we reproduce the article [BHS18], that has been published in Electronic
Communication in Probability. Together with Michel Benaïm and Tobias Hurth, we give
a slightly different condition for the exponential convergence of a PDMP towards its
invariant probability (see Corollary 1.2). More precisely, we show that if in addition
to the weak bracket condition, there exists an accessible point at which a barycentric
combination of the vector fields vanishes, the convergence holds. We also prove that this
condition implies the strong bracket condition if the vector fields are analytic, and give a
counterexample in the non-analytic case.
This result was inspired by a work by Li, Liu and Cui [LLC17].
Keywords:Piecewise deterministic Markov processes; random switching; Hörmander-
bracket conditions; ergodicity; stochastic persistence
MSC primary: 60K35, 60G17, 60J60
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2.1 Introduction
Let E = {1, . . . , N} be a finite set and F = {F i}i∈E a family of smooth globally integrable
vector fields on Rd. For each i ∈ E we let ϕi = {ϕit} denote the flow induced by F i. We
assume throughout that there exists a compact set M ⊂ Rd which is positively invariant
under each ϕi. That is
ϕit(M) ⊂M
for all t ≥ 0. Our assumption that M ⊂ Rd is mostly for convenience. The results of
this chapter can readily be generalized to the situation where M is a subset of a finite-
dimensional smooth manifold.
Consider a Markov process Z = (Zt)t≥0, Zt = (Xt, It), living onM×E whose infinites-
imal generator acts on functions g : M × E 7→ R, smooth in the first variable, according
to the formula





where gi(x) stands for g(x, i) and a(x) = (aij(x))i,j∈E is an irreducible rate matrix con-
tinuous in x. Here, by rate matrix, we mean a matrix having nonnegative off diagonal
entries and zero diagonal entries.
In other words, the dynamics of X is given by an ordinary differential equation
dXt
dt
= F It(Xt), (2.2)
while I is a continuous-time jump process taking values in E controlled by X :
P(It+s = j|Ft) = aij(Xt)s+ o(s) for j 6= i on {It = i},
where Ft = σ((Xs, Is) : s ≤ t}.
The process Z belongs to the class of processes called Piecewise Deterministic Markov
Processes (PDMP), introduced by Davis in [Dav84]. Ergodic properties of these processes
have recently been the focus of much attention (e.g., [BLBMZ12], [CH15],[BLBMZ15],
[BCL17], [BS19], [BHLM18]).
Recall that if there exists an accessible point at which the weak bracket condition
holds (cf. Definitions 1.15 and 1.16) , the process admits a unique invariant probability
measure which is absolutely continuous with respect to the Lebesgue measure on M ×E
(see Proposition 1.13). If the weak bracket condition is replaced by the strong bracket
condition (cf. Definition 1.16), the process then converges in total variation (see Corollary
1.2). Simple examples show that the weak bracket condition itself is not sufficient to ensure
convergence (cf. [BH12]).
Recently, Li, Liu and Cui showed in [LLC17] that the two following conditions yield
convergence in total variation (see [LLC17, Theorem 9]) :
(i’) There exists a globally asymptotically stable (G.A.S.) equilibrium for one of the
vector fields,
(ii) The weak bracket condition holds at an accessible point.
In this chapter, we replace (i’) by the more general condition
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(i) There exists an accessible point e? at which a barycentric combination of the vector
fields vanishes,
and prove exponential convergence in total variation (see Theorem 2.1 and Corollary 2.1).
Our proof is inspired by [LLC17] but is simplified using results of [BLBMZ15].
It turns out that when the vector fields are analytic, (i) and (ii) imply the strong
bracket condition at e? (cf. Proposition 2.3). Nonetheless, (i) and (ii) are usually much
easier to verify than the strong bracket condition. This is illustrated by the examples
in Section 2.3. In the nonanalytic case, neither condition implies the other as shown in
Section 2.2.2 (see Examples 2.1 and 2.2). All these results are summarized in the following
scheme.





[BLBMZ15, Theorem 4.6] Theorem 2.1
Analytic, Propostion 2.3
/Example 2.1/
2.2 Definitions and main results
For convenience, we recall the following definitions. The reader is referred to Chapter 1
for more details.
For i = (i1, . . . , im) ∈ Em and u = (u1, . . . , um) ∈ Rm+ , we denote by Φiu the composite
flow : Φiu = ϕimum ◦ . . . ◦ ϕi1u1 . For x ∈M and t ≥ 0, we denote by γ+t (x) (resp. γ+(x)) the
set of points that are reachable from x at time t (resp. at any nonnegative time) with a
composite flow:





Definition 2.1. A point x∗ ∈M is {F i}-accessible from B ⊂M if x∗ ∈ ∩x∈Bγ+(x).
From now on, we let (Pt)t≥0 be the semigroup induced by (Zt)t≥0 on M = M × E.
Because of the irreducibility assumption on the rate matrix a(x), Definitions 2.1 coïncide
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with the general definition of accessibility given for Markov processes in Section 1.1 (see
Proposition 1.10). Therefore, in the sequel, we will say that a point x∗ ∈M is accessible
from B ⊂ M if it is {F i}-accessible from B. We will simply say that x∗ is accessible
if it is {F i}-accessible from M . Set F0 = {F i}i∈E , Fk+1 = Fk ∪ {[F i, V ], V ∈ Fk},
F0 = {F i − F j : i, j = 1, . . .m} and Fk+1 = Fk ∪ {[F i, V ] : V ∈ Fk}. Here [·, ·] stands
for the Lie bracket operation, which is defined as
[V,W ](x) = DW (x)V (x)−DV (x)W (x), x ∈ Rd,
for smooth vector fields V and W on Rd with differentials DV and DW . The following
definition is given in [BLBMZ15] (see Definition 1.16 in Chapter 1).
Definition 2.2. We say that the weak bracket (resp. strong bracket) condition holds at
p ∈ M if the vector space spanned by the vectors {V (p) : V ∈ ∪k≥0Fk} (resp. {V (p) :
V ∈ ∪k≥0Fk}) has full rank.
It is clear from this definition that the strong bracket condition implies the weak
one. Weak bracket and strong bracket conditions are equivalent to Condition B and
Condition A in [BH12], respectively. The weak bracket condition is closely related to
the classical Hörmander hypoellipticity condition that yields smoothness of transition
densities for diffusions (see e.g. [Nua06]). More background on the weak and strong
bracket conditions with an emphasis on how they relate to controllability is provided
in [SJ72].
2.2.1 Main result
We now state our main result.
Theorem 2.1. Suppose that
(i) There exist α1, . . . , αN ∈ R with
∑




(ii) There exists a point x∗ accessible from {e?} where the weak bracket condition holds.
Then for all j ∈ E, (e?, j) is a Doeblin point.
Note that we do not impose that the αi are nonnegative. In particular, condition (i)
holds whenever two vector fields at some point are collinear but not equal.
The following corollary is a consequence of standard results (see Corollary 1.1 and
Remark 1.4 ).
Corollary 2.1. In addition to the assumptions in Theorem 2.1, suppose that e? is ac-
cessible. Then, the process Z admits a unique invariant probability measure pi which is
absolutely continuous with respect to Lebesgue measure. Moreover, there exist positive
constants C, γ such that for all t ≥ 0 and for all (x, i) ∈M × E,
‖Pt((x, i), ·)− pi‖TV ≤ Ce−γt.
In Section 2.3, we give more applications in a stochastic persistence context, relying
on recent results in [Ben18] (see Section 1.3). Theorem 2.1 is a direct consequence of
Theorem 1.11 and of Proposition 2.1 that we state below. Here and throughout, for s > 0
and m ∈ N∗, we set Dsm = {v ∈ Rm+ : v1 + . . .+ vm ≤ s}.
Proposition 2.1. Under conditions (i) and (ii) of Theorem 2.1, there exist s > 0,
im+1 ∈ E, i ∈ Em and u ∈ Rm+ with u1 + . . . + um < s such that the map Ψ : Dsm → Rd,
v→ ϕim+1s−(v1+...+vm) ◦Φiv(e?) is a submersion at u.
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2.2.2 Links with the strong bracket condition
In [BLBMZ15] and [BH12], the authors show that the conclusions of Theorem 2.1 and
Corollary 2.1 hold when the weak bracket condition is replaced by the strong one (see
Corollary 1.2). A natural question is whether our assumptions already imply that the
strong bracket condition holds at some point. We address this question in Propositions
2.2 and 2.3.
Proposition 2.2. Let e? ∈M satisfy condition (i) of Theorem 2.1. Suppose further that
the weak bracket condition holds at e?. Then, the strong bracket condition is also satisfied
at e?.
Proof To simplify notation, we set
W (e?) = {V (e?) : V ∈ ∪k≥0Fk}, S(e?) = {V (e?) : V ∈ ∪k≥0Fk}.
We will show that the linear spans of W (e?) and S(e?) are equal to each other, which
then implies the proposition. It is clear that the span of S(e?) is a subspace of the span
of W (e?). Therefore, it suffices to show that W (e?) is contained in the span of S(e?). Fix
a vector field V ∈ ∪k≥0Fk and let j be the smallest nonnegative integer such that V ∈ Fj.
By induction it is not hard to see that for any i ≥ 1, the collection of vector fields Fi\Fi−1
is contained in the span of ∪k≥0Fk. Thus, if j ≥ 1, the point V (e?) lies in the span of
S(e?). If j = 0, there is l ∈ E such that V = F l. By condition (i), there are real numbers
(αi)i∈E such that
∑
i∈E αi = 1 and
∑
i∈E αiF














Since the vector fields (F l − F i)i∈E lie in F0, we have again that V (e?) is in the span of
S(e?). This finishes the proof. 
Proposition 2.3. Assume that for all i ∈ E, F i is analytic and that the assumptions of
Theorem 2.1 hold. Then e? satisfies the strong bracket condition.
In most applications, the vector fields governing the PDMP are analytic (see also
Section 2.3). As a consequence, the interest of Theorem 2.1 lies essentially in the fact
that the weak bracket condition is easier to verify than the strong one. The proof of
Proposition 2.3 relies on the following result, due to Sussmann and Jurdjevic [SJ72,
Corollary 4.7].
Theorem 2.2 (Sussmann – Jurdjevic). Assume that the vector fields (F i)i∈E are analytic,
and let x be any point in M . Then, there is t > 0 such that γ+t (x) has nonempty interior
if and only if the strong bracket condition holds at x.
Proof of Proposition 2.3
By Proposition 2.1, there are s > 0, im+1 ∈ E, i ∈ Em and u ∈ Rm+ with u1+. . .+um <
s such that Ψ : v → ϕim+1s−(v1+...+vm) ◦ Φiv(e?) is a submersion at u. By the constant-rank
theorem, there exists an open neighborhood U of u such that Ψ(U) is open. Without
loss of generality, we can assume that v1 + . . . + vm < s for all v ∈ U . Then, Ψ(U)
is a nonempty open subset of γ+s (e?). By Theorem 2.2, e? satisfies the strong bracket
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condition. 
From a more theoretical point of view, we now provide an example in the plane where
conditions (i) and (ii) are satisfied, but, in the absence of analyticity, there is no point
where the strong bracket condition holds.
Example 2.1. We work in polar coordinates (θ, r). On the annulus
M =
{
(θ, r) : 1
2
≤ r ≤ 2} ,
we switch between vector fields F 0(θ, r) = (1, h(r))T and F 1(θ, r) = (f(θ), g(θ) + h(r))T ,
where
h(r) = r(1− r),
and where f and g satisfy the following properties:
1. The functions f and g are C∞ and 2pi-periodic on R.
2. We have 0 < f ≤ 1 and 0 ≤ g ≤ 1.




and g(0) > 0. Moreover, there is  ∈ (0, pi
4
) such that f(θ) = 1
for |θ − pi
2
| >  and g(θ) = 0 for |θ| > .
It is easy to see that such functions f and g exist and that they cannot be analytic. Also
note that M is positively invariant under the flows associated with F 0 and F 1 because
h(1
2
) > 0 and g(θ) + h(2) < 0 for all θ. Since M is compact and since f , g and h are
smooth functions, the vector fields F 0 and F 1 are globally integrable.
The point e? = (pi
2
, 1)T is an equilibrium point of the vector field 2F 1−F 0, so condition
(i) is satisfied. Since h(r) > 0 for r ∈ (0, 1) and h(r) < 0 for r > 1, the unit circle is a
global attractor of F 0. Thus, any point on the unit circle, in particular the point e?, is
accessible from any starting point in M . The weak bracket condition holds at the point
(0, 1)T because F 0(0, 1) = (1, 0)T and F 1(0, 1) = (1, g(0))T generate the entire tangent
space at (0, 1)T . As (0, 1)T lies on the unit circle, it is accessible from e?.
It remains to show that the strong bracket condition is nowhere satisfied. We have
[F 0, F 1](θ, r) = (f ′(θ), g′(θ)− h′(r)g(θ))T
and
F 1(θ, r)− F 0(θ, r) = (f(θ)− 1, g(θ))T .
If |θ− pi
2
| > , both [F 0, F 1](θ, r) and (F 1 − F 0)(θ, r) have θ-coordinate 0. And if |θ| > ,
the r-coordinate of [F 0, F 1] and F 1 − F 0 vanishes. Now, let k(θ, r) be a smooth function
and let Ki(θ, r) = k(θ, r)(1− i, i)T for i ∈ {0, 1}. Then,
[F 0, K1](θ, r) =(0, ∗)T , [F 0, K0](θ, r) =(∗, 0)T ,
[F 1, K1](θ, r) =(0, ∗)T , [F 1, K0](θ, r) =(∗,−g′(θ)k(θ, r))T ,
and g′(θ)k(θ, r) = 0 for |θ| > . Here, ∗ stands for some term, possibly depending on θ
and r, that may differ from equation to equation. This shows that for any (θ, r) ∈ M ,
V (θ, r) lies in the linear span of (1, 0)T for all V ∈ ∪k≥0Fk, or V (θ, r) lies in the linear
span of (0, 1)T for all V ∈ ∪k≥0Fk. It follows that the strong bracket condition doesn’t
hold at any point (θ, r) ∈M .
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In the previous example, the origin had to be excluded fromM in order to ensure that
the unit circle is globally accessible. It could be interesting to determine whether there
are PDMPs for which conditions (i) and (ii) are satisfied, the strong bracket condition
nowhere holds, and M is simply connected.
As illustrated by the following example, the strong bracket condition does not imply
condition (i), not even if the vector fields are analytic.
Example 2.2. On the two-dimensional torus T2 = R2/Z2, we switch between F 0(x, y) =
(1, 0)T and F 1(x, y) = (0, 1 +  sin(2pix))T , where  > 0 is small. Any point in T2 can then
be reached from any starting point. For α ∈ R, we have
αF 0(x, y) + (1− α)F 1(x, y) = (α, (1− α)(1 +  sin(2pix)))T ,
which is never zero. However,
[F 0, F 1](x, y) = (0,−2pi cos(2pix))T ,
so the vectors [F 0, F 1](0, 0) and F 0(0, 0)− F 1(0, 0) = (1,−1)T span the tangent space at
(0, 0), and the strong bracket condition is satisfied.
2.3 Applications
In this section, we give some applications of Theorem 2.1 in the context of population
models with an extinction set. For a general framework on Markov models with an
extinction set, the reader is referred to Section 1.3 and [Ben18].
The following theorem is an immediate consequence of Theorems 1.13 and 2.1.
Theorem 2.3. Assume that conditions (i) and (ii) hold, that Z is H - persistent and
that e? is accessible from M+. Then Z admits a unique invariant probability measure Π
on M+×E and there exist θ, C, γ > 0 such that for all t ≥ 0 and for all (x, i) ∈M+×E,
‖Pt((x, i), ·)− Π‖TV ≤ C
(
1 + eθV (x,i)
)
e−γt.
An application is given in Chapter 3 for SIS model in random environment and in the
following subsection.
2.3.1 Lotka-Volterra in random environment
In this section, we consider the competitive Lotka-Volterra model in a fluctuating envi-
ronment studied in [BL16] and described in Section 1.3.2, and show how our method can
be used to improve one of their results. More precisely, for i ∈ {0, 1}, let F i be defined as






with αi, βi, ai, bi, ci, di > 0. For η > 0 small enough, the flows ϕit leave positively invariant
the compact set K = {(x, y) ∈ R2+ : η ≤ x + y ≤ 1/η}, and the extinction set K0
is the union of Kx0 = {(x, y) ∈ M : x = 0} and Ky0 = {(x, y) ∈ M : y = 0}. It
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is shown in [BL16] (see also Theorem 1.15) that the long-term behavior of the process








where µ and µˆ are the unique invariant probability measures of the process Z restricted
to Ky0 ×E and Kx0 ×E, respectively. Recall from Section 1.3.2 that Z is H- persistent if
and only if Λx > 0 and Λy > 0.
It is shown in [BL16] that if Λx > 0 and Λy > 0, then the process admits a unique
invariant probability measure Π in K+×E. But to show the convergence in total variation
of the law of Zt toward Π, the authors needed to check that the strong bracket condition







, that this condition holds by using a formal calculus program. Thanks
to Theorem 2.3, we withdraw this condition, and give an easier proof for the convergence
in total variation.
In [BL16], of particular importance is the study of the averaged vector fields F s :=
sF 1 + (1 − s)F 0, for s ∈ [0, 1]. The vector field F s is still a competitive Lotka-Volterra
system of the form (2.3), with coefficients αs, βs, as, bs, cs, ds that are barycentric combi-
nations of the coefficients appearing in F 0 and F 1. The dynamics of the deterministic
system generated by F s depends on the position of s with respect to the two following
(possibly empty) intervals:
I = {s ∈ (0, 1) : as > cs}
and
J = {s ∈ (0, 1) : bs > ds}.
There are four regions of interest :
• s ∈ (I)c ∩ (J)c : the equilibrium (1/as, 0) is a global attractor for solutions with
x0 6= 0;
• s ∈ I ∩ J : the equilibrium (0, 1/bs) is a global attractor for solutions with y0 6= 0;
• s ∈ I ∩ (J)c : F s admits a unique G.A.S. equilibrium es ∈M+;
• s ∈ (I)c ∩ J : F s admits a unique equilibrium es ∈ M+, which is a saddle whose
stable manifold separates the basins of attraction of (1/as, 0) and (0, 1/bs).
Here, (I)c and (J)c stand for the complement of the closure of I and J , respectively. The
following proposition is a consequence of [BL16, Proposition 2.3 and Theorem 4.1].
Proposition 2.4. Assume Λy > 0. Then I 6= ∅ and there exists a point m accessible
from M+ such that the weak bracket condition holds at m.
From this proposition, we can derive the next lemma:
Lemma 2.1. Assume Λy > 0. Then there exists s ∈ [0, 1] such that F s admits an
equilibrium es ∈M+ which is accessible from M+. In particular, condition (i) holds.
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This lemma combined with Proposition 2.4 and Theorem 2.3 implies the following
corollary, which slightly improve [BL16, Theorem 4.1 - (iv)] (see Theorem 1.15).
Corollary 2.2. Assume Λy > 0 and Λx > 0. Then there exist C, γ, θ > 0 such that for
all t ≥ 0 and for all (x, y, i) ∈M+ × E,









Proof of Lemma 2.1 Since Λy > 0, I is nonempty by Proposition 2.4. Then we
have three cases: either I ∩ J c is nonempty, or I is a strict subset of J or I = J . We
prove the lemma in these three cases. Assume first that I ∩ J c 6= ∅ and take s ∈ I ∩ J c.
Then F s admits a G.A.S. equilibrium es ∈ M+, in particular it is accessible. Assume
now that I is a strict subset of J . In particular, Ic ∩ J and I ∩ J are nonempty. Pick
s ∈ Ic ∩ J , then F s admits a unique equilibrium es ∈M+, which is a saddle whose stable
manifold Ws separates the basins of attraction of (1/as, 0) and (0, 1/bs). We show that es
is accessible. Choose a point (x, y) ∈M+. Then, if (x, y) is above Ws, follow the flow ϕ0.
As the resulting trajectory converges to (1/a0, 0), it needs to cross Ws. If (x, y) is below
Ws, one can find a trajectory leading to (0, 1/bu) for some u ∈ I ∩ J . In particular, this
trajectory also crosses Ws. As es is also accessible from every point in Ws, it is accessible
from everywhere in M+. Finally, assume that I = J = (s1, s2). Then the vector field F s1
is of the form






with a = as1 = cs1 and b = bs1 = ds1 . In particular, the line y = 1/b(1− ax) is composed
of equilibria of F s1 . Moreover, (1/a0, 0) and (1/a1, 0) lie on opposite sides of this line.
Now we know by Proposition 2.4 that there exists an accessible point m ∈ M+. Hence,
depending on the position of m with respect to the line y = 1/b(1 − ax), follow either
ϕ0 or ϕ1 in order to cross the line when starting at m. Then the point where the line is
crossed is accessible from m and therefore from M+. 
2.4 Proof of Proposition 2.1
To prove Proposition 2.1, we will use Theorem 1.9. The following proposition is the key
point of the proof :
Proposition 2.5. Under the hypothesis of Theorem 2.1, there exist s > 0, i ∈ E, i =
(i1, . . . , in) ∈ En and u = (u1, . . . , un) ∈ Rn+ with s > u1 + . . . + un such that the map
Ψ : Dsn+1 → Rd, (v, t)→ ϕis−∑ vi−t ◦Φiv(e?) is a submersion at (u, 0).
This proposition remains valid if we replace e? by any point in M from which one can
access a point x∗ where the weak bracket condition holds. In particular, it is independent




proposition is a consequence of the two lemmas we give now.
Lemma 2.2. Suppose that there exists a point x∗ accessible from e? such that the weak
bracket condition holds at x∗. Then there exists (¯i, u¯) such that the weak bracket condition
holds at Φi¯u¯(e?).
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Proof By Proposition 1.10, x∗ is accessible from e? if and only if x∗ ∈ γ+(e?).
By continuity of the determinant and regularity of the vector fields, the weak bracket
condition is an open condition. Thus if it holds at a point of γ+(e?), it also holds at a
point in γ+(e?), hence the result. 
Thanks to this lemma, we assume from now on that there exist i¯ = (¯i1, . . . , i¯p) and u¯ =
(u¯1, . . . , u¯p) such that x∗ = Φi¯u¯(e?). Since x∗ satisfies the weak bracket condition, Theorem
1.9 implies that there exists m ≥ d, i = (i1, . . . , im) ∈ Em and u = (u1, . . . , um) ∈ Rm+
such that the map ψ : v → Φiv(x∗) is a submersion at u. We denote i− = (i1, . . . , im−1)
and v− = (v1, . . . , vm−1), and for all s > 0, we define the map Ψs : Dsm+p → Rd by
Ψs : (v−, v¯, t)→ ϕims−(v1+...+vm−1+v¯1+...+v¯p+t) ◦ Φi−v− ◦Φi¯v¯(e?).
We also let σt(v−,v¯) = v1 + . . .+ vm−1 + v¯1 + . . .+ v¯p + t. Note that in particular,
Ψs(v−, u¯, t) = ϕims−σt
(v−,u¯)
◦ Φi−v−(x∗) = ψ(v−, s− σt(v−,u¯))
for all (v−, u¯, t) ∈ Ds. With this property, the next lemma is straightforward :
Lemma 2.3. For all k ∈ {1, . . . ,m− 1}, for all (v−, u¯, t) ∈ Dsm+p, one has
∂Ψs
∂vk
(v−, u¯, t) = − ∂ψ
∂vm







(v−, u¯, t) = − ∂ψ
∂vm
(v−, s− σt(v−,u¯)).
In particular, setting s = u1 + . . .+ um + u¯1 + . . .+ u¯p and t = 0, one gets
∂Ψs
∂vk









(u−, u¯, 0) = − ∂ψ
∂vm
(u). (2.5)
Proof of Proposition 2.5
For s = u1 + . . .+um + u¯1 + . . .+ u¯p, equalities (2.4) and (2.5) proves that the rank of
the family of vectors (∂Ψs
∂v1
(u−, u¯, 0), . . . , ∂Ψ
s
∂vm−1
(u−, u¯, 0), ∂Ψ
s
∂t
(u−, u¯, 0)) is the same as the
family of vectors ( ∂ψ
∂vk
(u), 1 ≤ k ≤ m). But since ψ is a submersion at u, this rank is d,
showing that Ψs is also a submersion at point (u−, u¯, 0). 
We can now pass to the main part of the proof of Proposition 2.1.
Proof of Proposition 2.1
We first construct a function Ψ¯ and then verify that it is indeed a submersion. By
Proposition 2.5, there exist s > 0, i = (i1, . . . , in, in+1) ∈ En+1 and u = (u1, . . . , un) ∈ Rn+
such that the map Ψ : (v, t)→ ϕin+1s−∑ vi−t ◦Φiv(e?) is a submersion at (u, 0). In the sequel,
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we denote by Ψ(v, t) the map given by Ψ(v, t)(x) = ϕin+1s−∑ vi−t ◦Φiv(x). We define the map
Ψ on Dsn+N with values in Rd by
Ψ(v, v¯)→ ϕin+1s−∑ vi−∑ v¯i ◦Φiv ◦Φi¯v¯(e?),
where i¯ = (1, 2, . . . , N). Then with the previous notation, Ψ(v, v¯) = Ψ(v,
∑
v¯i) ◦Φi¯v¯(e?).
Now, we show that the map Ψ is a submersion at (u, 0) — here, 0 denotes the zero vector

































= F k(e?). (2.8)








































where the last equality is due to Proposition 2.5. This finishes the proof. 
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Chapter 3
Random switching between vector
fields having a common zero
In this second chapter, we study the long term behaviour of a PDMP where all the vector
fields F i have a common zero q ∈M . We show, using stochastic persistence results, that
the behavior of (X, I) is mainly determined by the behavior of the linearized process (Y, J)
where Y˙t = AJtYt, Ai is the Jacobian matrix of F i at q and J is the jump process with
rates (aij(q)).We introduce two quantities Λ− and Λ+ respectively defined as the minimal
(respectively maximal) growth rate of ‖Yt‖, where the minimum (respectively maximum)
is taken over all the ergodic measures of the angular process (Θ, J) with Θt = Yt‖Yt‖ . It is
shown that Λ+ coincides with the top Lyapunov exponent (in the sense of ergodic theory)
of (Y, J) and that under general assumptions Λ− = Λ+.We then prove that, under certain
irreducibility conditions, Xt → q exponentially fast when Λ+ < 0 and (X, I) converges
in distribution at an exponential rate toward a (unique) invariant measure supported by
M \ {q}×E when Λ− > 0. Some applications to certain epidemic models in a fluctuating
environment are discussed and illustrate our results.
This joint work with Michel Benaïm has been published in the Annals of Applied
Probability [BS19]. There are some redundancies with Chapter 1.
Keywords: Piecewise deterministic Markov processes; Random Switching; Lyapunov
Exponents; Stochastic Persistence; Hypoellipticity, Hörmander-Bracket conditions; Epi-
demic models; SIS
MSC primary:60J25, 34A37, 37H15, 37A50, 92D30
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3.1 Introduction
Let E be a finite set and F = {F i}i∈E a family of C2 globally integrable vector fields
on Rd. For each i ∈ E we let Ψi = {Ψit} denote the flow induced by F i. We assume
throughout that there exists a closed set M ⊂ Rd which is positively invariant under each
Ψi. That is
Ψit(M) ⊂M
for all t ≥ 0.
Consider a Markov process Z = (Zt)t≥0, Zt = (Xt, It), living onM×E whose infinites-
imal generator acts on functions g : M × E 7→ R, smooth in the first variable, according
to the formula





where gi(x) stands for g(x, i) and a(x) = (aij(x))i,j∈E is an irreducible rate matrix con-
tinuous in x. Here, by a rate matrix, we mean a matrix having nonnegative off diagonal
entries and zero diagonal entries.
In other words, the dynamics of X is given by an ordinary differential equation
dXt
dt
= F It(Xt), (3.2)
while I is a continuous time jump process taking values in E controlled by X :
P(It+s = j|Ft, It = i) = aij(Xt)s+ o(s) for j 6= i on {It = i},
where Ft = σ((Xs, Is) : s ≤ t}.
In the present paper we will investigate the behavior of the process Z under the
following two conditions:
C1 The origin lies in M and is a common equilibrium:
F i(0) = 0 for all i ∈ E;
C2 The set M is compact and locally star shaped at the origin, meaning that there exists
δ > 0 such that
x ∈M and ‖x‖ ≤ δ ⇒ [0, x] ⊂M.
where [0, x] = {tx, t ∈ [0, 1]}.
Compactness ofM is assumed here for simplicity, but some of the (local) results generalise
to noncompact sets. The global results can be extended provided we can control the
behaviour of the process near infinity, for instance with a suitable Lyapunov function (see
Section 3.3.3).
Briefly put, our main result is that the long term behavior of the process is determined
by the behavior of the process obtained by linearization at the origin and, under suitable
irreducibility and hypoellipticity conditions, by the top Lyapunov exponent of the lin-
earized system. If negative, then X = (Xt) converges almost surely and exponentially
fast to zero. If positive, and X0 6= 0, the empirical occupation measure (respectively
the law) of Z converge almost surely (respectively in total variation at an exponential
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rate) toward a unique probability measure putting zero mass on {0} × E. Such a cor-
respondence between the sign of the top Lyapunov exponent and the behavior of non-
linear system is reminiscent of the results obtained by Baxendale [Bax91] and others for
Stratanovich stochastic differential equations (see [Bax91] and the references therein, and
Hening, Nguyen and Yin [HNY18b] for similar recent results in the context of population
dynamics).
Our proofs rely, on one hand, on the qualitative theory of PDMPs (as developed
in [BH12] and [BLBMZ15] and exposed in Section 1.2.4) and, on the other hand, on
some recent results on stochastic persistence (Benaïm [Ben18], see Section 1.3), strongly
inspired by the seminal works of Schreiber, Hofbauer and their co-authors on persistence,
first developed for purely deterministic systems (Schreiber [Sch00], Garay and Hofbauer
[GH03], Hofbauer and Schreiber [HS04]) and later for certain stochastic systems (Benaïm,
Hofbauer and Sandholm [BHS08], Benaïm and Schreiber [BS09], Schreiber, Benaïm and
Atchade [SBA11], Schreiber [Sch12], Roth and Schreiber [RS14]).
Our original motivation was to analyze the behavior of certain epidemic models evolv-
ing in a fluctuating environment. A famous, and now classical, deterministic model of
infection is given by the Lajmanovich and Yorke differential equation (see [LY76] and
Equation (2) in Introduction). This equation leaves positively invariant the unit cube of
Rd and models the evolution of the infection level between d groups. Depending on the
parameters of the model (the environment), either the disease dies out (i.e all the trajec-
tories converge to the origin) or stabilizes (i.e all non zero trajectories converge toward a
unique positive equilibrium). Deterministic switching between several environment have
been recently considered by Ait Rami, Bokharaie, Mason and Wirth [ARBMW14]. The
results here allow to describe the behavior of the process when switching between envi-
ronment evolves randomly. In particular we can produce paradoxical examples for which,
although each deterministic dynamics leads to the extinction (respectively persistence) of
the disease, the random switching process leads to persistence (respectively extinction) of
the disease.
3.1.1 Outline of contents
Section 3.2 considers the linearized system (Y, J) where Y˙t = AJtYt, Ai = DF i(0) (the
Jacobian of F i at 0) and J is the jump process with rate matrix (aij) = (aij(0)). We
introduce two quantities Λ− and Λ+ respectively defined as the minimal (respectively
maximal) growth rate of ‖Yt‖, where the minimum (respectively maximum) is taken over
all the ergodic measures of the angular Markov process (Θ, J) with Θt = Yt‖Yt‖ . It is shown
(Proposition 3.1) that Λ+ coincides with the top Lyapunov exponent (in the sense of
ergodic theory) of (Y, J) and some conditions are given ensuring that Λ− = Λ+, first for
arbitrary Ais (Proposition 3.2) and then for Metzler matrices (Proposition 3.3).
The main results of the paper are stated in Section 3.3.
• If Λ+ < 0, Xt → 0 exponentially fast, locally (i.e for ‖X0‖ small enough), with
positive probability. If furthermore 0 is accessible, convergence is global and almost
sure (Theorem 3.1).
• If Λ− > 0 and X0 6= 0, the process is persistent in the sense that weak limit points
of its empirical occupation measure are almost surely invariant probabilities over
M \{0}×E (Theorem 3.2). If in addition the F is satisfy a certain Hörmander-type
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bracket condition at some accessible point, then there is a unique invariant probabil-
ity onM \{0}×E toward which the empirical occupation measure converges almost
surely (Theorem 3.3). Under a strengthening of the bracket condition, the distri-
bution of the process converges also exponentially fast in total variation (Theorem
3.4).
Section 3.4 discusses some applications of our results to certain epidemic models in
a fluctuating environment. The focus is on the situation where the F is are given by
Lajmanovich and Yorke type vector fields [LY76] (or more generally sub homogeneous
cooperative systems in the sense of Hirsch [Hir94]). Several examples are analyzed and
a theorem proving exponential convergence of the distribution (for a certain Wasserstein
distance) in absence of the bracket condition is stated (Theorem 3.10).
Sections 3.5 and 3.6 are devoted to the proofs of Theorems 3.1, 3.2, 3.3, 3.4 and 3.10.
The proofs of certain results stated in Section 3.2 are given in appendix (Section 3.7) for
convenience.
3.1.2 Notation
The following notation will be used throughout: 〈·, ·〉 denotes the Euclidean inner product
in Rd, ‖ · ‖ the associated norm, B(x, r) = {y ∈ Rd : ‖y−x‖ ≤ r} the closed ball centered
at x with radius r and Sd−1 = {x ∈ Rd : ‖x‖ = 1} the unit sphere.
Notation for Markov processes In addition to the notation introduced in Chapter
1, we will use the following ones. For any polish space X such as M,Sd−1, E, M × E,
equipped with its Borel sigma-field, we let P(X ) denote the set of (Borel) probabilities
over X . We shall consider below certain Markov processes Z˜ (like Z) taking values in
X with càdlàg paths. Given such a process and µ ∈ P(X ) we let PZ˜µ denote the law of
Z˜ on the Skorokhod space D(R+,X ) when Z˜0 has law µ. As usual, PZ˜z stands for PZ˜δz
for all z ∈ X . We let (P Z˜t )t≥0 be the semigroup of Z˜. We let P Z˜inv ⊂ P(X ) denote the
(possibly empty) set of invariant probabilities of Z˜ and P Z˜erg ⊂ P Z˜inv the subset of ergodic
probabilities. Recall that P Z˜erg can also be defined as the set of extremal points of P Z˜inv.
A key property, that will be used later without further notice, is that whenever µ ∈ P Z˜inv
(respectively µ ∈ P Z˜erg), PZ˜µ is invariant (respectively ergodic), in the sense of ergodic
theory, for the shift Θ = (Θt)t≥0 on D(R+,X ); where
Θt(η)(s) = η(t+ s).
We refer the reader to Meyn and Tweedie ([MT09], chapter 17) for a proof and more
details.
3.2 The Linearised system
Let, for i ∈ E,Ai = DF i(0) denote the Jacobian matrix of F i at the origin. We let
CM ⊂ Rd denote the cone defined as
CM = {tx : t ≥ 0, x ∈M, ‖x‖ ≤ δ}
where δ is like in condition C2. Here, B stands for the closure of B.
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Remark 3.1. One can check that the definition of CM does not depend on the choice of
δ, provided δ satisfies condition C2.
Lemma 3.1. For all t ≥ 0, etAiCM ⊂ CM .
Proof We set DM = {tx : t ≥ 0, x ∈M, ‖x‖ ≤ δ} and first prove that etAiDM ⊂ CM .
The lemma will be then induced by continuity of etAi . Let x ∈ DM . For ε small enough,





and letting ε→ 0 this shows that DΨit(0)x = etAix ∈ CM . 
Define the linearised system of Z at the origin as the "linear" PDMP (Y, J) living on
CM × E whose generator L is given by













where (Jt) is a continuous time Markov process on E with jump rates (aij) based at
J0 = i.





(pjaji − piaij) = 0.
Whenever y 6= 0 the polar decomposition
(Θt =
Yt
‖Yt‖ , ρt = ‖Yt‖) ∈ S
d−1 ∩ CM × R+







where for all i ∈ E, Gi is the vector field on Sd−1 defined by
Gi(θ) = Aiθ − 〈Aiθ, θ〉θ. (3.5)
Remark 3.2. For stochastic differential equations, the idea of introducing, this polar
decomposition goes back to Hasminskii [Has60] and has proved to be a fundamental tool
for analyzing linear stochastic differential equations (see e.g [Bax91]), linear random
dynamical systems (see e.g chapter 6 of Arnold [Arn98]) and more recently certain linear
PDMPs in [BLBMZ14], [LMR14] or [Lag16].
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With obvious notation, the processes
(Θ, ρ, J) = ((Θt, ρt, Jt))
and
(Θ, J) = ((Θt, Jt))
are two PDMPs respectively living on Sd−1 ∩ CM × R+ × E and Sd−1 ∩ CM × E.
By compactness of Sd−1 ∩ CM and Feller continuity of (Θ, J) (see Propositions 1.9
and 1.6), P(Θ,J)inv is a nonempty compact (for the topology of weak* convergence) subset
of P(Sd−1 ∩ CM × E).
3.2.1 Average growth rates









where µi(.) is the measure on Sd−1 ∩ CM defined by
µi(A) = µ(A× {i}).







Define similarly the extremal average growth rates as the numbers
Λ− = inf{Λ(µ) : µ ∈ P(Θ,J)erg } and Λ+ = sup{Λ(µ) : µ ∈ P(Θ,J)erg }. (3.7)
The following rough estimate is a direct consequence of (3.6). Recall that p = (pi)i∈E is














where λmin (respectively λmax) denotes the smallest (respectively largest) eigenvalue.
The signs of Λ− and Λ+ will play a crucial role for determining the asymptotic behavior
of the non linear process Z. But before stating our main results, it is interesting to compare
them with the usual Lyapunov exponents given by the multiplicative ergodic theorem (see
Theorem 1.17 and Proposition 1.15).
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3.2.2 Relation with Lyapunov exponents
Set Ω = D(R+, E) and for ω ∈ Ω and y ∈ Rd, let
t 7→ ϕ(t, ω)y
denote the solution to the linear differential equation
y˙ = Aωty
with initial condition ϕ(0, ω)y = y.
Recall that in Section 1.4, we show that ϕ is an ergodic linear Random Dynamical
System over the ergodic dynamical system (Ω,PJp ,Θ), for which the assumptions of the
Multiplicative Ergodic Theorem are easily seen to be satisfied (see Proposition 1.15).
Thus, according to this theorem, there exist 1 ≤ d˜ ≤ d, numbers
λd˜ < . . . < λ1,
called the Lyapunov exponents of (ϕ,Θ) , a Borel set Ω˜ ⊂ Ω with PJp (Ω˜) = 1, and for each
ω ∈ Ω˜ distinct vector spaces
{0} = Vd˜+1(ω) ⊂ Vd˜(ω) ⊂ . . . ⊂ Vi(ω) . . . ⊂ V1(ω) = Rd





log ‖ϕ(t, ω)y‖ = λi (3.8)
for all y ∈ Vi(ω) \ Vi+1(ω).
Proposition 3.1. For all µ ∈ P(Θ,J)erg
Λ(µ) ∈ {λd˜, . . . , λ1}.
If furthermore CM has non empty interior, then
Λ+ = λ1.
Remark 3.3. The second part of the proposition has already been proven by Crauel
[Cra84, Theorem 2.1 and Corollary 2.2] in a more general setting. We adapt the arguments
of his proof for our specific case.












The first equality follows from (3.3), (3.4) and the definition of ϕ(t, ω). The second follows
from Birkhoff ergodic theorem. Therefore, there exists a Borel set B ⊂ (Sd−1 ∩ CM)× Ω





log(‖ϕ(t, ω)θ‖) = Λ(µ) (3.9)
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and P(Θ0,J)µ (B) = 1, where P(Θ0,J)µ (dθdω) = ∑i∈E PJi (dω)µi(dθ) is the law of (Θ0, J) under
P(Θ,J)µ .
Let Ω˜ ⊂ Ω be the set given by the multiplicative ergodic theorem and B˜ = {(θ, ω) ∈
B : ω ∈ Ω˜}. Then P(Θ0,J)µ (Sd−1 ∩ CM × Ω˜) = PJµ(Ω˜) = 1. Hence P(Θ0,J)µ (B˜) = 1 and for all
(θ, ω) ∈ B˜ the left hand side of equality (3.9) equals λi for some i.
It remains to show that λ1 = Λ+. For every ω in the set Ω˜ given by the multiplicative
ergodic theorem, and for all θ ∈ Sd−1 ∩ CM , define















By (4.9), we have λ(θ, ω) = λ1 for all θ ∈ V1(ω) \ V2(ω) ∩ Sd−1 ∩ CM . Let ν denote the
normalised Lebesgue measure on Sd−1∩CM . Because V2(ω) is at most an hyperplane and
CM has non empty interior, we get that
∫




λ(θ, ω)dν(θ)dPJp (ω) = λ1. (3.10)


















(ν ⊗ p)P (Θ,J)s ds. (3.12)
By compactness of Sd−1∩CM ×E, (µt)t≥0 is tight, and by Feller property of (Θ, J), every
weak limit points of µt belongs to P(Θ,J)inv (Sd−1 ∩ CM × E). Let µ be such a limit point,
and (tn) such that µtn → µ. Setting f(θ, i) = 〈Aiθ, θ〉, one has µtnf → µf = Λ(µ). Now
(3.9), (3.11) and Fubini Theorem imply that λ1 = limµtnf = Λ(µ), which concludes the
proof. 
In the Multiplicative Ergodic Theorem, each Lyapunov exponent λi comes with an integer
di ≥ 1 called its multiplicity and such that
∑d˜
i=1 di = d (see Theorem 1.17 for details). A
consequence of Proposition 3.1 is the following inequality which provides, in some cases,
a simple way to prove that Λ+ > 0, which is often a sufficient condition to ensure positive
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By Birkhoff ergodic Theorem, the right hand side of this equality converges, PJp almost
surely, as t→∞, toward∑i pi Tr(Ai); and by Corollary 1.3, the left-hand side converges
PJp almost surely, as t→∞, toward
∑d˜
i=1 diλi. 
Remark 3.4. If the matrices Ai are Metzler, meaning that they have off diagonal non-
negative entries, a result due to Mierczyński ([Mie15], Theorem 1.3) allows to improve
the lower bound given in Corollary 3.1 We will use this estimate in section 3.4, example
3.7.
Remark 3.5. Note that in general
Λ− 6= λd˜.
Here is a simple example based on [BLBMZ14]. Assume E = {1, 2} and d = 2 (so that the
matrices here are 2× 2). Let A1, A2 be 2 real matrices having eigenvalues with negative
real parts and such that for some 0 < t < 1, the eigenvalues of (1 − t)A1 + tA2 have
opposite signs. It is not hard to construct such a matrix (see e.g [BLBMZ14], Example
1.3 and Example 1.1 in Chapter 1). Suppose a12 = βt and a21 = β(1− t) with β > 0, so
that p1 = (1− t), p2 = t. Then, by Corollary 3.1, the Lyapunov exponents, λ1, λ2 (counted
with their multiplicity) satisfy
λ1 + λ2 = (1− t) Tr(A1) + tTr(A2) < 0,
while, it follows from Theorem 1.6 of [BLBMZ14] (see Theorem 1.6 in Chapter 1), that
Λ+ = Λ− > 0 for β sufficiently large. Hence (for large β)
λ2 < 0 < λ1 = Λ
− = Λ+.
3.2.3 Uniqueness of average growth rate
In this section we discuss general conditions ensuring that
Λ− = Λ+ = λ1.
A sufficient condition is given by unique ergodicity of (Θ, J), meaning that P(Θ,J)inv has
cardinal one. However, whenever CM is symmetric (i.e CM = −CM), for each µ ∈ P(Θ,J)inv
there is another (possibly equal) invariant measure µ− given as the image measure of µ
by the map (x, i) 7→ (−x, i). Indeed, it is easy to see that
[µPΘ,Jt ]
− = µ−PΘ,Jt
for all µ ∈ P(Sd−1 ∩ CM × E). This follows from the equivariance property
Gi(−x) = −Gi(x)
satisfied by the Gi (see equation 3.5). Clearly Λ(µ) = Λ(µ−). Thus, when CM is sym-
metric, a (weaker than unique ergodicity) sufficient condition is that the quotient space
P(Θ,J)erg / ∼ obtained by identification of µ with µ− has cardinal one.
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Example 3.1 (One dimensional systems). Suppose d = 1 and CM = R. Thus Sd−1∩CM =
{±1} and P(Θ,J)erg = {µ, µ−} where µi(1) = µ−,i(−1) = pi and µi(−1) = µ−,i(1) = 0. Hence
Λ− = Λ+ = λ1 =
∑
i pia
i where ai = (F i)′(0).
The two following results complement the previous discussion with practical condi-
tions. Recall the Definitions 1.15 and 1.16 given in the Chapter 1.
Proposition 3.2. Assume there exists p ∈ Sd−1 ∩ CM such that
(i) The weak bracket condition holds at p;
(ii) Either p is {Gi}-accessible from Sd−1 ∩ CM or, CM is symmetric and {−p, p} is
G-accessible from Sd−1 ∩ CM .
Then P(Θ,J)inv in the first case, and P(Θ,J)erg / ∼ in the second, has cardinal one. In particular
Λ− = Λ+ = λ1.
Proof Existence of an invariant probability follows from compactness and Feller con-
tinuity. By Proposition 1.13, Condition (i), and accessibility of p imply that such a mea-
sure is unique (and absolutely continuous with respect to dx⊗∑i δi). In case CM is sym-
metric and {−p, p} accessible, let Sd−1∩CM/ ∼ be the projective space obtained by identi-
fying each point x with the antipodal point−x and pi : Sd−1∩CM 7→ Sd−1∩CM/ ∼ the quo-
tient map. The PDMP (Θ, J) induces a PDMP (piΘ, J) = (pi(Θt), Jt) on Sd−1∩CM/ ∼ ×E
for which pi(p) is accessible and at which the weak bracket condition holds. The preceding
results applies again. 
Example 3.2 (Two dimensional systems). Suppose d = 2, CM = R2 and that one of the
two following conditions is verified :
(a) At least one matrix, say A1, has no real eigenvalues; or
(b) at least two matrices, say A1, A2 have no (nonzero) common eigenvector.
Then the assumptions, hence the conclusions, of Proposition 3.2 hold.
Indeed, under condition (a), the flow induced by G1 is periodic on S1 so that every
point p ∈ S1 satisfies the assumptions of Proposition 3.2. Under condition (b), let α ≤ β
be the eigenvalues of G1 and u, v ∈ S1 corresponding eigenvectors. If α < β {v,−v} is
an attractor for the flow induced by G1 whose basin is S1 \ {u,−u}. Since G2(u) 6= 0,
{−v, v} is {G1, G2} accessible and since G2(v) 6= 0 assumption (i) of Proposition 3.2 is
satisfied at point v. If α = β every trajectory of the flow induced by G1 converges either
to v or −v and the preceding reasoning still applies.
The next proposition will be useful in Section 3.4 for analyzing random switching
between cooperative vector fields and certain epidemiological models. In case the matrices
Ai are irreducible, this proposition follows from the Random Perron-Frobenius theorem
as proved by Arnold, Demetrius and Gundlach in [AGD94]. However, to handle the
weaker assumption (iii), the proof needs to be adapted, but relies on the same ideas.
Details are given in Section 3.7. Recall (see remark 3.4) that a Metzler matrix is a matrix
with nonnegative off-diagonal entries. We say that such a matrix is irreducible if adding a
sufficiently large multiple of the identity, the obtained matrix is a non-negative irreducible
matrix in the usual sense.
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Proposition 3.3. Assume that
(i) CM = Rd+,
(ii) For each i ∈ E, Ai is Metzler,
(iii) There exists α ∈ P(E) (i.e αi ≥ 0,
∑







Then P(Θ,J)inv has cardinal one. In particular
Λ− = Λ+ = λ1.
3.2.4 Average growth rate under frequent switching
The definition of average growth rates (see equations (3.6) and (3.7)) involve the invariant
measures of (Θ, J) whose explicit computation may prove highly difficult if not impossible.
However, when switchings occur frequently, such measures can, by a standard averaging
procedure, be estimated by the invariant measures of the mean vector field; i.e the vector
field obtained by averaging.
More precisely, we have the following Lemma :
Lemma 3.3. Assume the switching rates are constant and depend on a small parameter
ε : aεi,j = ai,j/ε where (ai,j) is an irreducible matrix with invariant probability p. Denote
by (Θε, Jε) the associated PDMP given by (3.4), and for any ε > 0, let µε be an element
of P(Θε,Jε)inv . Then, every limit point of (µε)ε>0, in the limit ε → 0, is of the form ν ⊗ p,




The proof of this lemma follows from standard averaging results. Details are given in
Section 3.7. An immediate corollary is :
Corollary 3.2. With the hypotheses of Lemma 3.3, assume that the flow induced by Gp
admits a unique invariant measure ν on Sd−1 ∩ CM . Denote by Λ+ε and Λ−ε the extremal












In particular, if Ap :=
∑
i piA
i is Metzler and irreducible, then it admits a unique eigen-





Λ−ε = 〈Apθp, θp〉 = λmax(Ap).
3.3. The non linear system : Main results 73
3.3 The non linear system : Main results
3.3.1 Extinction
The first result is an extinction result.
Theorem 3.1. Assume Λ+ < 0. Let 0 < α < −Λ+. Then there exists a neighborhood U





log(‖Xt‖) ≤ −α) ≥ η.





log(‖Xt‖) ≤ Λ+) = 1.
3.3.2 Persistence







δZsds ∈ P(M × E)







is then the proportion of the time spent by Z in A up to time t.
We let M∗ = M \ {0}.
Theorem 3.2. Assume Λ− > 0. Then the following assertions hold:
(i) For all ε > 0 there exists r > 0 such that for all x ∈M∗, i ∈ E, PZx,i almost surely,
lim sup
t→∞
Πt(B(0, r)× E) ≤ ε.
In particular, for all x ∈ M∗, PZx,i almost surely, every limit point (for the weak*
topology) of (Πt) belongs to PZinv ∩ P(M∗ × E).




(iii) Let ε > 0 and τ ε be the stopping time defined by
τ ε = inf{t ≥ 0 : ‖Xt‖ ≥ ε}.
There exist ε > 0, b > 1 and c > 0 such that for all x ∈M∗ and i ∈ E,
EZx,i(bτ
ε
) ≤ c(1 + ‖x‖−θ).
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We let Leb denote the Lebesgue measure on Rd.
Theorem 3.3. In addition to the assumption Λ− > 0, assume that there exists a point
p ∈M∗ {F i}-accessible from M∗ at which the weak bracket condition holds. Then
(i) The set PZinv ∩ P(M∗ × E) reduces to a single element, denoted Π;
(ii) Π is absolutely continuous with respect to Leb⊗ (∑i∈E δi);





In order to get a convergence in distribution of the process (Zt)t≥0, the weak bracket
condition needs to be strengthened. Recall that given µ, ν ∈ P(M×E), the total variation
distance between µ and ν is defined as
‖µ− ν‖TV = sup |µ(A)− ν(A)|
where the supremum is taken over all Borel sets A ⊂M × E.
Theorem 3.4. Under the conditions of the preceding theorem, assume furthermore that
one the two following holds :
(i) The weak bracket condition is strengthened to the strong bracket condition; or
(ii) There exist α1, . . . , αN ∈ R with
∑





Then there exist κ, θ > 0 such that for all x ∈M∗ and i ∈ E,
‖PZx,i(Zt ∈ ·)− Π‖TV ≤ const.(1 + ‖x‖−θ)e−κt.
3.3.3 The noncompact case
We briefly discus here the situation whereM is not compact. First, note that all the results
given in section 3.2 still hold, because they only deal with the linearised system. Next,
local statements remain true without additional assumption by a localisation argument.
Namely :
Theorem 3.5.
(i) Assume Λ+ < 0. Let 0 < α < −Λ+. Then there exists a neighborhood U of 0 and





log(‖Xt‖) ≤ −α) ≥ η.
(ii) Assume Λ− > 0. Then there exist ε > 0, b > 1 and c > 0 such that for all x ∈ M∗
and i ∈ E,
EZx,i(bτ
ε
) ≤ c(1 + ‖x‖−θ).
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Point (ii) is rigorously proven in Section 4.3 of Chapter 4. To extend the global results
stated above , we make the additional assumption that the jumps rates are bounded and
that there exists a Lyapunov function, controlling the behaviour of the process at infinity.










aij(x) (f(x, j)− f(x, i))2 .
We also let C1c denote the space of functions f : M ×E → R that are constant outside a
compact set and C1 in the first variable.
Assumption 3.2. There exists a continuous functionW : M×E → R+ with lim‖x‖→∞W (x, i) =
∞, a continuous function LW : M × E → R+, α > 0 and C ≥ 0 such that
(i) For every compact set K ⊂M , there exists WK ∈ C1c such that
(a) W |K = WK |K and LWK |K = LW |K,
(b) For all x ∈M , sup{Pt(ΓWK), t ≥ 0, K compact} <∞
(ii)
LW ≤ −αW + C.
Theorem 3.6. Under Hypotheses 3.2 and 3.1, Theorems 3.1, 3.2 and 3.3 are still valid.
Moreover, Theorem 3.4 is true, but with the following estimate :
‖δx,iPZt − Π‖TV ≤ const.(1 +W (x) + ‖x‖−θ)e−κt.
Example 3.3. We consider a random switching between two linear systems given by 2×2
Metzler matrices A0 and A1, with transition rate ai,1−i(x). We assume that A0 has two






with 0 < c < d. Since the eigenvalues of A0 are positive, there is no invariant compact
set for Ψ0, nor for the PDMP. Moreover, A0 and A1 being Metzler, M = R2+ is positively
invariant for (Xt)t≥0. If the jump rates were constant in x, the process would either
converge to 0 or to infinity. To ensure positive recurrence on M∗, we assume that the
transition rates are such that, near the origin, It spends more time in state 0 :
a10(0)− d
λ2
a01(0) > 0; (3.13)









More precisely, we have the following :
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Proposition 3.4. Assume that the jumps rates are bounded and that conditions (3.13)
and (3.14) hold. Then there exists a unique invariant probability Π ∈ P(M∗ × E) and
there exists κ, θ, q > 0 such that for all x ∈M∗ and i ∈ E,
‖PZx,i(Zt ∈ ·)− Π‖TV ≤ const.(1 + ‖x‖q + ‖x‖−θ)e−κt.




0) + p1 Tr(A
1) ≥ λ2p0 − dp1.







a01(0), then Λ > 0. Now we show that we can construct a Lyapunov function
at infinity. Let q > 0 and β0, β1 > 0 and define, for all (x, i) ∈M ×E, Wq(x, i) = βi‖x‖q.
Formally, we have
LWq(x, i) = qβi〈Aix, x〉‖x‖p−2 + ai,1−i(x)(β1−i − βi)‖x‖q.
By assumption on A0 and A1, 〈A0x, x〉 ≤ λ1‖x‖2 and 〈A1x, x〉 ≤ −c‖x‖2. Hence,
LWq(x, i) ≤ (−α(i)qβi + ai,1−i(x)(β1−i − βi)) ‖x‖q,
where α(0) = −λ1 and α(1) = c. First we prove that we can choose β0 and β1 such that
Wq satisfies point (ii) of Hypothesis 3.2 for all q small enough. Then we prove that we can
choose q such that point (i-b) holds. By assumption (3.14), there exists ε > 0 and K > 0
such that, for all x ∈ M with ‖x‖ ≥ K, a10(x) ≤ cλ1a01(x) − ε. This implies that, for q
small enough, there exists αq such that a10(x)(
αq
λ1





















Thus, for ‖x‖ ≥ K, −α(i)qβi + ai,1−i(x)(β1−i − βi) ≤ −αq. In particular, for all for
‖x‖ ≥ K, LWq(x, i) ≤ −αqWq(x, i). Since LWq is bounded for ‖x‖ ≤ K, then LWq ≤
−αqWq + C for some constant C > 0 (depending on q > 0). This has the consequence










The computation of Γ gives
ΓWq(x, i) = ai,1−i(x)(β0 − β1)2‖x‖2q,
hence
ΓWq ≤ C˜qW2q




Pt (ΓWq) ≤ C˜q sup
t≥0
PtW2q ≤ W2q,
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which proves (i-b). It remains to show that there exist accessible points at which the
strong bracket condition holds. Set F 0(x) = A0x and F 1(x) = A1x the vector fields
associated to A0 and A1. There exist α, β, γ, δ, with β, γ > 0 such that F 0(x, y) =
(αx+ βy, γx+ δy). Straightforward computations show that
det(F 0 − F 1, [F 0, F 1])(x, y) = (d− c)(2βγxy + β(d+ δ)y2 + γ(α + c)x2).
Since β, γ > 0, this polynomial is non identically null. To conclude, we prove that there
exists an open set of accessible points. Let v ∈ R2++ be the Perron eigenvector associated
with A0. We claim that R+v and therefore γ+1 (R+v) = ∪t≥0Ψ1t (R+v) are accessible. One
can check that for all y ∈ R+v and all ε > 0, there exists η > 0 such that for all x ∈ M∗
with ‖x‖ < η, there exists t ≥ 0 such that ‖Ψ0t (x)−y‖ < ε. Since 0 is accessible following
F 1, this makes y accessible. Hence, γ+1 (R+v) is accessible and Theorem 3.6 applies. 
3.4 Epidemic Models in Fluctuating Environment
We discuss here some implications of our results to certain epidemics models evolving in
a randomly fluctuating environment.
Forty years ago, Lajmanovich and Yorke in a influential paper [LY76], proposed and
analyzed a deterministic SIS (susceptible-infectious-susceptible) model of infection, de-
scribing the evolution of a disease that does not confer immunity, in a population struc-
tured in d groups. The model is given by a differential equation on [0, 1]d (the unit cube






Cijxj)−Dixi , i = 1, . . . d, (3.16)
where C = (Cij) is an irreducible matrix with nonnegative entries and Di > 0. Here
0 ≤ xi ≤ 1 represents the proportion of infected individuals in group i; Di is the intrinsic
cure rate in group i and Cij ≥ 0 is the rate at which group i transmits the infection to
group j. Irreducibility of C implies that each group indirectly affects the other groups.
By a classical mean field approximation procedure, (3.16) can be derived from a finite
population model, in the limit of an infinite population (see Benaïm and Hirsch [BH99]).
Here and throughout, for any matrix A we let λ(A) denote the largest real part of
the eigenvalues of A. A matrix A is called Hurwitz provided λ(A) < 0. Lajmanovich and
Yorke [LY76] prove the following result:
Theorem 3.7 (Lajmanovich and Yorke, [LY76]). Let A = C − diag(D).
If λ(A) ≤ 0, 0 is globally asymptotically stable for the semiflow induced by (3.16) on
[0, 1]d.
If λ(A) > 0 there exists another equilibrium x∗ ∈]0, 1[d whose basin of attraction is
[0, 1]d \ {0}.
In this epidemiological framework, 0 is called the disease free equilibrium, and the
point x∗, when it exists, the endemic equilibrium. It turns out that such a dichotomic
behavior is very robust to the perturbations of the model and can be obtained under a
very general set of assumptions, using Hirsch’s theory of cooperative differential equations.
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We let Rd++ denote the interior of the non negative orthant Rd+. For x, y ∈ Rd we write
x ≤ y (or y ≥ x) if y − x ∈ Rd+;x < y if x ≤ y and x 6= y; and x << y if y − x ∈ Rd++.
Following [BH99] (especially Section 3), we call a map F : [0, 1]d 7→ Rd an epidemic
vector field if it is continuously differentiable1 and satisfies the following set of conditions:
E1 F (0) = 0;
E2 xi = 1⇒ Fi(x) < 0;
E3 F is cooperative i.e the Jacobian matrix DF (x) is Metzler for all x ∈ [0, 1]d;
E4 F is irreducible on [0, 1)d i.e DF (x) is irreducible for all x ∈ [0, 1)d;
E5 F is strongly sub-homogeneous on (0, 1)d i.e F (λx) << λF (x) for all λ > 1 and
x ∈ (0, 1)d.
It is easy to verify that the Lajmanovich and Yorke vector field (given by the right hand
side of (3.16)) satisfies these conditions.
Let Ψ = {Ψt} denote the local flow induced by F. Condition E3 has the important
consequence that for all t ≥ 0 Ψt is monotone for the partial ordering ≤ . That is
Ψt(x) ≤ Ψt(y) if x ≤ y. In particular, by E1, Ψt(x) ≥ 0 for all x ≥ 0. Combined with E2
this shows that [0, 1]d is positively invariant under Ψ.
The following result shows that trajectories of Ψ behave exactly like the trajectories of
the Lajmanovich and Yorke system. The first assertion was stated in ([BH99], Theorem
3.2) but its proof is a consequence of more general results due to Hirsch (in particular
Theorems 3.1 and 5.5 in [Hir94]).
Theorem 3.8. Let F be an epidemic vector field and Ψ = {Ψt}t≥0 the induced semiflow
on [0, 1]d. Then
(i) (Hirsch, [Hir94]) Either 0 is globally asymptotically stable for Ψ; or there exists an-
other equilibrium x∗ ∈]0, 1[d whose basin of attraction is [0, 1]d \ {0}.
(ii) Let A = DF (0). Then 0 is globally asymptotically stable if and only if λ(A) ≤ 0.
Proof As already mentioned, (i) follows from [Hir94], Theorems 3.1 and 5.5. We
detail the proof of (ii). If λ(A) < 0, then 0 is linearly stable hence globally stable by (i). If
λ(A) > 0, there exists, by irreducibility and Perron Frobenius theorem, x0 >> 0 such that
Ax0 = λ(A)x0 >> 0. Hence F (εx0) >> 0 for ε small enough, because F (εx0)ε → Ax0 as
ε→ 0. Consequently {x : x ≥ εx0} is positively invariant and 0 cannot be asymptotically
stable.
It remains to show that 0 is asymptotically stable when λ(A) = 0. Suppose the con-
trary. By (i) there exists another equilibrium x∗ >> 0. Set y∗ = x∗/2. By strong subho-
mogeneity, 0 = F (x∗) << 2F (y∗). Let Fε(x) = F (x)− εx. For all ε > 0, Fε is an epidemic
vector field and 0 is linearly stable for Fε (because λ(DFε(0)) = −ε). On the other hand,
for ε small enough, 0 << Fε(y∗) so that the set {y : y ≥ y∗} is positively invariant by Fε.
A contradiction. 
1by this we mean that F can be extended to a C1 vector field on Rd.
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3.4.1 Fluctuating environment
We consider a PDMP Z = (X, I) as defined in Section 3.1, under the assumptions that:
E’1 M = [0, 1]d;
E’2 For all i ∈ E, Ai = DF i(0) is Metzler;
E’3 There exists α ∈ P(E) such that the convex combination A = ∑i∈E αiAi is irre-
ducible.
Observe that these conditions are automatically satisfied if F = {F i}i∈E consists of
epidemic vector fields but are clearly much weaker.
Relying on Proposition 3.3, we let λ1 = Λ+ = Λ− denote the top Lyapunov exponent
of the linearized system.
Theorem 3.9. Assume λ1 < 0 and that one of the following two conditions holds:
(a) The jump rates are constant (i.e aij(x) = aij) and the F i are epidemic; or










≤ λ1) = 1.
Proof We first prove the result under condition (a). Recall (see Section 3.2.2) that
Ω stands for D(R+, E). For each ω ∈ Ω and x ∈ [0, 1]d let
t 7→ Ψ(t, ω)(x)
be the solution to the non autonomous differential equation
y˙ = F ωt(y),
with initial condition y(0) = x. By conditions E3 and E5 each flow Ψi is monotone
and subhomogenous (see e.g [Hir94], Theorem 3.1). The composition of monotone sub-
homogeneous mappings being monotone and subhomogeneous, Ψ(t, ω) is monotone and
subhomogeneous for all t ≥ 0 and ω ∈ Ω. Thus, for all ε > 0 and ‖x‖ > ε





Under the assumption that the jump rates are constant, PZx,i is the image measure of PJi
by the map
ω 7→ (ω, (Ψ(t, ω)(x))t≥0).









≤ λ1) ≥ η. (3.18)
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Combined with (3.17), this proves that (3.18) holds true not only for x ∈ B(0, ε) but for
all x ∈ [0, 1]d. A standard application of the Markov property then implies the result.
Under condition (b), it follows from Theorem 3.8, that 0 is {F i}-accessible from M ,
and the result follows from Theorem 3.1. 
Remark 3.6. The assumption made in case (a) that the F i are epidemic can be weakened.
The proof shows that irreducibility of F i is unnecessary and that strong subhomogeneity
can be weakened to subhomogeneity.
Remark 3.7. Case (a) (and its proof) can be related with the results obtained by
Chueshov in [Chu02], for SIS models with random coefficients (see [Chu02, Section 5.7.2])
and, more generally, for monotone subhomogeneous random dynamical systems. Note,
however, that in comparison with Chueshov’s approach, in case (b), there is no assumption
that the F is are monotone nor subhomogeneous.
Example 3.4 (Fluctuations may promote cure). We give here a simple example consisting
of two Lajmanovich-Yorke vector fields modeling the evolution of an endemic disease (each
vector field possesses an endemic equilibrium) but such that a random switching between
the dynamics leads to the extinction of the disease.

























One can easily check that
λ(A0) = λ(A1) =
√
5− 2 > 0,
so that for each F i, there is an endemic equilibrium and the disease free equilibrium is a




) = −1 < 0,
so that the disease free equilibrium is a global attractor of the average vector field F =
1
2
(F 1 + F 2). Consider now the PDMP given by constant switching rates
a0,1 = a1,0 = β, a0,0 = a1,1 = 0.
By Corollary 3.2, this implies that λ1 < 0 provided β is sufficiently large. Thus the
conclusion of Theorem 3.9 holds.
Example 3.5 (Fluctuations may promote infection). We give here another simple ex-
ample consisting of two Lajmanovich-Yorke vector fields for which the disease dies out,
but such that a random switching between the dynamics leads to the persistence of the
disease.
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Figure 3.1: Example 3.4, phase portrait of F 0 and F 1
Figure 3.2: Example 3.4, some trajectories of Xt for β = 20



























Straightforward computation shows that




) = 33/32 > 0,
and that the endemic equilibrium of F is the point x? = (33/113, 33/113). Then x? is F -
accessible and one can easily check that the strong bracket condition holds at x?. Thus,
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Figure 3.3: Example 3.5, Phase portrait of F 0 and F 1
for β sufficiently large, this implies by Corollary 3.2 and Theorem 3.4 the exponential
convergence in total variation of the distribution of Zt (whenever X0 6= 0) towards a
unique distribution Π absolutely continuous with respect to Leb⊗∑i∈E δi and satisfying
the tail condition given by Theorem 3.2 (ii). Furthermore, it follows from [BLBMZ15,
Proposition 3.1] (see Proposition 1.12 that the topological support of Π writes Γ × E
where Γ is a compact connected set containing both 0 and x?, and whose interior is dense
in Γ.
Figure 3.4: Example 3.5, some trajectories of (Xt) for β = 20
It turns out that the previous example can be generalised in the following way.
Lemma 3.4. Assume that F 0 and F 1 are two epidemic vector fields in dimension 2 such
that
1. λ(A0) < 0 and λ(A1) < 0,
2. There exists s ∈ (0, 1) such that λ(As) > 0, where As = sA1 + (1− s)A0.
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Then there exists an {F i} - accessible point at which the weak bracket condition holds and
condition (ii) of Theorem 3.4 is satisfied.
In particular, Theorem 3.4 implies that there is convergence in total variation to a
unique invariant probability measure provided λ1 > 0. This happens for example with
switching rates of the form
a0,1 = sβ, a1,0 = (1− s)β, a0,0 = a1,1 = 0.
for β large enough (by Corollary 3.2.)
Proof of Lemma 3.4 It is readily seen that for s ∈ (0, 1), the vector field F s =
sF 1 + (1 − s)F 0 is also an epidemic vector field. As a consequence, since there ex-
ists s ∈ (0, 1) such that λ(As) > 0, Theorem 3.8 implies that there exists some point
x∗s ∈ (0, 1)2 such that F s(x∗s) = 0. In particular, condition (ii) of Theorem 3.4 is satisfied.
Moreover, since λ(A0) < 0 and λ(A1) < 0, the first part of Theorem 3.8 implies that
neither F 0 nor F 1 can vanish at x∗s. In particular, F 0(x∗s) and F 1(x∗s) are collinear and
of opposite direction. For k ∈ {0, 1} let γk(x∗s) denote the positive orbit of x∗s under F k.
Due to the first part of Theorem 3.8, γ0(x∗s) is a curve linking x∗s and 0. To obtain a
contradiction, assume that the weak bracket condition holds nowhere on γ0(x∗s) . Then
F 0 and F 1 are collinear and of opposite direction on γ0(x∗s). We have for all x ∈ γ0(x∗s)
that x∗s ∈ γ1(x), meaning that for all ε > 0, one can find x with ‖x‖ < ε and t > 0
such that ‖ϕ1t (x)‖ = ‖x∗s‖. This is in contradiction with the fact that 0 is a globally
asymptotically stable equilibrium for F 1, hence the weak bracket condition holds at some
point x′ on γ0(x∗s). Since x∗s is {F i}-accessible, the point x′ is also {F i}- accessible. 
Remark 3.8. In the preceding example, the matrices Ai are Metzler and Hurwitz but
λ1 > 0 because the convex hull of the {Ai} contains a non Hurwitz matrix. This leads to
the natural question of finding examples for which:
λ1 > 0 and every matrix in the convex hull of the {Ai} is Hurwitz.
For arbitrary (i.e non Metzler) matrices, such and example has been given in dimension
2 in [LMR14] (see Example 1.2) and more recently in [Lag16].
Now, if we restrain ourselves to Metzler matrices, a result from Gurvits, Shorten
and Mason ([GSM07, Theorem 3.2]) proves that, in dimension 2, when every matrix in
the convex hull is Hurwitz, then 0 is globally asymptotically stable for any determinis-
tic switching between the linear systems. In particular, this implies that λ1 cannot be
positive.
However, they show that it is possible in some higher dimension to construct an
example where all the matrices in the convex hull are Hurwitz, and for which there exists
a periodic switching such that the linear system explodes. Later, an explicit example in
dimension 3 was given by Fainshil, Margaliot and Chiganski [FMC09]. Precisely, consider
the matrices
A0 =
−1 0 010 −1 0
0 0 −10
 , A1 =
−10 0 100 −10 0
0 10 −1
 .
It is shown in [FMC09] that every convex combination of A0 and A1 is Hurwitz, and yet
a switch of period 1 between A0 and A1 yields an explosion. Some simulations made on
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Scilab (see Figure 3.5) let us think that this result is still true for a random switching,
with rates
a0,1 = a1,0 = β, a0,0 = a1,1 = 0.









and Monte-Carlo simulations we can estimate numerically λ1(β). The results are plotted
in Figure 3.6 and show (although we didn’t prove it) that λ1 > 0 for 3 ≤ β ≤ 30, providing
a positive answer to the question raised at the beginning of the remark.
Figure 3.5: Simulation of Yt for β = 10.
Figure 3.6: Approximation of λ1(β) by Monte-Carlo method
Example 3.6 (Fluctuations may promote infection, continued). Remark 3.8 can be used
to produce two Lajmanovich-Yorke vector fields F 0, F 1 on [0, 1]3 such that
(i) For all 0 ≤ t ≤ 1, the disease free equilibrium is a global attractor of the vector field
F t = (1− t)F 0 + tF 1;
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(ii) A random switching between the dynamics leads to the persistence of the disease.
Observe that F t is the Lajmanovich-Yorke vector field with infection matrix Ct = (1 −
t)C0 + tC1 and cure rate vector Dt = (1− t)D0 + tD1
To do so, one just has to choose C0, C1, D0, D1 in such way that Ai = Ci −Di. For










When (see Figure 3.6) β is such that λ1 > 0, then by Theorem 3.10 below, Z admits





Figure 3.7 and 3.8 illustrate this persistence of the infection. In figure 3.8 , we have
plotted ‖Xt‖1 = X1t +X2t +X3t .
Figure 3.7: Example 3.6 : Simulation of Xt for β = 10.
3.4.2 Exponential convergence without bracket condition
Throughout this section, we assume that the vector fields F i are epidemic and that the
jump rates are constant. Recall (see proof of Theorem 3.9) that this implies that for
all ω ∈ Ω and t > 0, Ψ(t, ω) is monotone and strongly subhomegeneous. A very useful
consequence of this fact is the strict nonexpansivity of Ψ(t, ω) on Rd++ with respect to the
Birkhoff part metric p, the definition of which is recalled below. Now if we assume that
λ1 > 0, we have a Lyapunov function and nonexpansivity, so we might expect uniqueness
of the invariant measure on [0, 1]d \ {0} × E and convergence in law of (Zt) towards it.
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Figure 3.8: Example 3.6 : Simulation of ‖Xt‖1 for β = 10.
Here we prove that this is indeed the case, and even that we have an exponential rate
of convergence towards this invariant measure for a certain Wasserstein distance, thanks
to a weak form of Harris’ theorem given by Hairer, Mattingly and Scheutzow [HMS11].
But before to do so, we explain briefly why we cannot expect to have convergence in total
variation without additional assumptions with the following simple example :
Example 3.7. Suppose d = 2, E = {0, 1}. Let F 0, F 1 be the Lajmanovich-Yorke vector
























One can easily check that the point x∗ = (1/2, 1/2) is a common equilibrium of F 1 and
F 2. In particular, Π = δx∗ ⊗ (δ0 + δ1)/2 is an invariant probability of Z. Moreover, for
all x 6= x∗, i ∈ E and t ≥ 0, one has PZx,i(Zt ∈ {x∗} × E) = 0 so ‖δx,iPZt − Π‖TV = 1 for
all t ≥ 0. Now let us quickly show that Xt converges almost surely exponentially fast to
x∗, for all switching rates. Let λ1(0) = λ1 (respectively λ1(x∗)) denote the top Lyapunov
exponent of the linearized system at the origin (respectively at x∗). By Proposition 3.3 this
exponent coincides with the unique average growth rate of the corresponding linearized
system. We claim that λ1(0) > 0 and λ1(x∗) < 0. The first inequality follows from the
Kolotilina-type lower estimate for the top Lyapunov exponent mentioned in Remark 3.4














which is positive because Tr(A0) = Tr(A1) = 0 and the other terms are positive. Let
Bi = DF i(x∗). Then the second estimate follows from Lemma 3.2 because one can easily
check that λmax(B1 + (B1)T ) ≤ λmax(B0 + (B0)T ) < 0. So applying Theorem 3.1, we have





log(‖Xt − x∗‖) ≤ λ1(x
∗)
2
) ≥ η. (3.19)
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On the other hand, because λ1(0) > 0, there exists by Theorem 3.2 ε > 0 such that for
all x 6= 0,
PZx,i(τ <∞) = 1, (3.20)
where τ = inf{t ≥ 0 : ‖Xt| ≥ ε}. Finally, because x∗ is a linear stable equilibrium for
F 0 with basin of attraction contains M∗, one can show that there exists a constant c > 0
such that for all x ∈M with ‖x‖ ≥ ε,
PZx,i(Zt ∈ U × E) ≥ c. (3.21)





log(‖Xt − x∗‖) ≤ λ1(x∗)) = 1,
for all (x, i) ∈M∗ × E (see [BL16, Theorem 3.1] for details on a very similar proof).
Before stating our theorem, recall the definition of the Wasserstein distance. Let Y be
a Polish space, and d be a distance-like function on Y . That is d satisfies the axioms of a
distance, except for the triangle inequality. Then the Wasserstein distance associated to
d is defined for every µ, ν ∈ P(Y) by





where C(µ, ν) is the set of all the coupling of µ and ν. When d is a distance, so isWd,
and in every case, Wd(µ, ν) = 0 if and only if µ = ν.
Set Y = [0, 1]d \ {0} × E.
Theorem 3.10. Assume the F i are epidemic vector fields, (aij) are constant and λ1 > 0.
Then there exists a distance-like function d˜, t0 ≥ 0 and r > 0, such that,
(i) for all t ≥ t0, for all µ, ν ∈ P(Y),
Wd˜(µPZt , νPZt ) ≤ e−rtWd˜(µ, ν).
(ii) (PZt ) has a unique invariant measure Π on Y, and for all µ ∈ P(Y),
Wd˜(µPZt ,Π) ≤ e−rtWd˜(µ,Π).
3.5 Proofs of Theorems 3.1–3.4 : A stochastic persis-
tence approach
As indicated in the introduction, the proofs will be deduced from the qualitative properties
of PDMPs combined with general results on stochastic persistence proved in [Ben18] and
exposed in Section 1.3 of Chapter 1.
In order to apply the results of Section 1.3, we rewrite the dynamics of Z = (X, I) in
polar coordinates. Let Ψ : M∗×E → R∗+×Sd−1×E be defined by Ψ(x, i) = (‖x‖, x‖x‖ , i)
and
X+ = Ψ(M∗ × E).
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Whenever X0 ∈M∗, the process Z˜t = Ψ(Zt) = (ρt,Θt, It) ∈ X+ satisfies the system
dρt
dt
= 〈Θt, F˜ It(ρt,Θt)〉ρt
dΘt
dt
= F˜ It(ρt,Θt)− 〈Θt, F˜ It(ρt,Θt)〉Θt
P(It+s = j|Ft) = aij(ρtΘt)s+ o(s) for i 6= j on {It = i}
(3.22)
where
F˜ i(ρ, θ) =
F i(ρθ)
ρ
for all ρ > 0 and θ ∈ Sd−1. By C2 continuity of F i, the map F˜ i extends to a C1 map
F˜ i : R+ × Sd−1 7→ Rd by setting
F˜ i(0, θ) = Aiθ.
Thus, using this extension, (3.22) extends to the state space
X := X+ = X+ ∪ X0
where X0 = {0} × (Sd−1 ∩ CM)× E.
This induces a PDMP (still denoted Z˜) on X , whose infinitesimal generator L˜ acts on
functions f : X → R smooths in (ρ, θ) according to
L˜f(ρ, θ, i) = ∂f
i
∂ρ




j(ρ, θ)−f i(ρ, θ)),
(3.23)
where G˜i(ρ, θ) = F˜ i(ρ, θ) − 〈θ, F˜ i(ρ, θ)〉θ. By Proposition 1.9 , Z˜ is Feller. Moreover by
equation (3.22), Assumption 1.3 is verified. The following lemma gives V and H that
fulfil Assumption 1.5.
Lemma 3.5. For all (ρ, θ, i) ∈ X , set H(ρ, θ, i) = −〈F˜ i(ρ, θ), θ〉, and for ρ 6= 0,
V (ρ, θ, i) = − log(ρ). Then V and H satisfy Assumption 1.5.
Proof The definition of L˜ and V imply that L˜V (ρ, θ, i) = H(ρ, θ, i) for all (ρ, θ, i) ∈
X+. For all K ⊂ X+ compact, there exists ε > 0 such that ρ ≥ ε on K. Let logε : R 7→ R
be a smooth function coinciding with log on [ε,∞[. Set VK(ρ, θ, i) = − logε(ρ). Then (a)
is satisfied, and because VK doesn’t depend on i, Γ(VK) = 0 so that (b) is also satisfied.
(c), (d) and (e) are clearly satisfied (recall that since M is compact, one can choose
W˜ = 0 in Assumption 1.4). 
Now we link the H-exponents of Z˜ with the extremal average growth rates of Z :
Lemma 3.6. With the notation of the previous sections,
Λ+(H) = Λ+ and Λ−(H) = Λ−.
In particular, Z˜ is H-persistent if and only if Λ− > 0 and H-nonpersistent if and only if
Λ+ < 0.
Proof On X0, Z˜t = (0,Θt, Jt) where (Θt, Jt) is the process given in Section 5.2.2.
Now, 〈Aiθ, θ〉 = −H(0, θ, i), and the result easily follows from the definitions of Λ+/−,Λ+/−(H)

3.5. Proofs of Theorems 3.1–3.4 89
Thanks to these lemmas and theorems of the previous sections, we can now prove our
main results.
Proof of Theorem 3.1 Here we assume Λ+ < 0, thus by Lemma 3.6 Z˜ is H -
nonpersistent. Theorem 1.14 (i) then gives exactly the first part of Theorem 3.1 because
V (Z˜t) = − log(ρt) = − log(‖Xt‖) for all x 6= 0.
Assume furthermore that 0 is F - accessible fromM . By Proposition 1.10, this implies
that {0}×E is accessible fromM×E for the process Z and thus that X0 is accessible from
X for the process Z˜. Then Theorem 1.14 (ii) proves the second assertion of Theorem 3.1.

To show the other theorems, we use the following lemma for which the proof is omitted.
Here, ϕ denotes Ψ−1.
Lemma 3.7. The map
P Z˜inv(X+) −→ PZinv(M∗ × E)
Π 7−→ Π ◦ ϕ−1




Thus, by bi-continuity of Ψ, Πx,it converges almost surely to some Π if and only if Π˜
Ψ(x,i)
t
converges to Π ◦Ψ−1.
Proof of Theorem 3.2 Here we assume Λ− > 0, thus by Lemma 3.6 Z˜ is H -
persistent. Then Theorem 1.13 (i) and Lemma 3.7 imply (i) of Theorem 3.2. Moreover,
by Theorem 1.13 (ii), we have for some positive θ,K, T
P˜T (e
θV ) ≤ ρeθV +K.
Let µ˜ ∈ P Z˜inv(X+) and set W˜ = eθV . Then integrating the previous inequality against µ˜
gives µ˜W˜ ≤ ρµ˜W˜ +K, thus
µ˜W˜ ≤ K
1− ρ. (3.24)
Now let µ ∈ PZinv(M∗ × E) and set W (x, i) = ‖x‖−θ. Then µW = (µ ◦ Ψ−1 ◦ Ψ)W =
(µ ◦ Ψ−1)(W ◦ Ψ−1). By lemma 3.7, µ ◦ Ψ−1 ∈ P Z˜inv(X+), and because W ◦ Ψ−1 = W˜ ,
(3.24) proves (ii) of Theorem 3.2. Point (iii) is immediate from (iii) of Theorem 1.13. 
Proof of Theorem 3.3 By Theorem 3.2, PZinv(M∗ ×E) is non-empty. So the weak
bracket condition implies by Proposition 1.13 uniqueness of Π and the absolute continuity.
Moreover, for all (x, i) ∈M∗×E, (Πx,it )t≥0 is tight and admits a unique limit point Π, so
that Πx,it converges almost surely to Π. 
Proof of Theorem 3.4 Assume that the weak bracket condition holds at a point p
that is F -accessible from M∗ and that condition (i) or (ii) of Theorem 3.4 holds. Then
Theorem 1.11 in case (i) (respectively Theorem 2.1 in Chapter 2 in case (ii)) implies that
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for all i, Ψ(p, i) (resp. Ψ(e?, i)) is a Doeblin point, which is accessible for the process Z˜
from X+. Thus by point (iv) of Theorem 1.13, for all z = (ρ, θ, i) ∈ X+
‖δzP˜t − Π ◦Ψ−1‖TV ≤ c(1 + W˜ (z))e−κt.
Now, for all A ∈ B(M ×E) and all (x, i) ∈M∗×E, δx,iPt(A)−Π(A) = δΨ(x,i)P˜t(Ψ(A))−
Π ◦Ψ−1(Ψ(A)), so that
‖δx,iPt − Π‖TV = ‖δΨ(x,i)P˜t − Π ◦Ψ−1‖TV
≤ c(1 + W˜ (Ψ(x, i)))e−κt
= c(1 +W (x, i))e−κt.
Then Theorem 3.4 is proved. 
Proof of Theorem 3.6
It suffices to show that Theorems 1.13 and 1.14 remain valid under Assumptions 3.1
and 3.2. For Theorem 1.13, we show that Assumption 1.4 and condition (e) of Assumption
1.5 are satisfied. The only difference between Assumptions 3.2 and 1.4 and is that WK
has to be in D2. so we are done if we prove that C1c ⊂ D2, which is equivalent to C1c ⊂ D.
This is the case by Proposition 1.9. Furthermore, since X0 is compact, one can modify V
and H outside a neighbourhood of X0 in such a way that all the conditions of Assumption
1.5 hold, in particular Condition (e) is checked (see [Ben18, Remark 19].)
For Theorem 1.14, we note that point (i) and (ii) in its proof are still valid since in
our case, the set X0 is compact (see Propositions 8.2 and 8.3 in [Ben18]). Thus, point (i)
of Theorem 1.14 can be shown by the same argument even if X is not compact. Now,
the existence of a Lyapunov function implies that there exists a compact set K ⊂ M
containing 0, such that, for all (x, i) ∈ M × E, P(x,i)(TK < ∞) = 1, where TK is the
hitting time of K. Moreover, due to the accessibility of 0, for all neighbourhood U of
0, there exists δ > 0 such that, for all (x, i) ∈ K × E, P(x,i)(TU < ∞) ≥ δ. Hence, by
Markov property, P(x,i)(TU < ∞) ≥ δ for all (x, i) ∈ M × E and point (ii) of Theorem
1.14 follows. 
3.6 Proof of Theorem 3.10
Before proving our convergence theorem, we first recall the definition of the Birkhoff part
metric and some properties of monotone and subhomogeneous random dynamical systems
given in the book of Chueshov [Chu02]. Let D be a non-empty subset of {1, . . . , d} and
let Rd++,D be the subset of x ∈ Rd+ such that xi > 0 if i ∈ D and xi = 0 otherwise. Then
Rd++,D is called a part. The Birkhoff part metric is defined, for all x, y ∈ Rd+ by :
p(x, y) = max
i∈D
| log(xi)− log(yi)|
if x and y are both in the same part Rd++,D for some D, and p(x, y) = +∞ otherwise.
By monotony and strong subhomogeneity of Ψ, [Chu02, Lemma 4.2.1] ensures that Ψ is
nonexpansive under the part metric on every part and strictly nonexpansive on Rd++. In
other words, for all t ≥ 0, for all ω ∈ Ω, for all D ⊂ {1, . . . , d}, for all x, y ∈ Rd++,D,
p(Ψ(t, ω, x),Ψ(t, ω, y)) ≤ p(x, y),
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and the inequality is strict if D = {1, . . . , d}, x 6= y and t > 0. We would like to have
a contraction, meaning that there exist α ∈ (0, 1) such that p(Ψ(t, ω, x),Ψ(t, ω, y)) ≤
αp(x, y). The following crucial lemma states that this is true if we restrain ourselves to
compact subset of Rd++.
Lemma 3.8. Let ϕ : Rd+ → Rd+ be a C2 monotone strongly subhomogeneous map and K






Proof First note that for all x, y ∈ K, with x 6= y, one has p(ϕ(x),ϕ(y))
p(x,y)
< 1. In






where ∆ε(K) = {(x, y) ∈ K2 : p(x, y) ≥ ε} is compact. It remains to prove that such a
bound holds when x and y are close, uniformly in x ∈ K. To do so, we use the following
fact: a monotone map ϕ is strongly sublinear if and only if, for all x 0, Dϕ(x)x ϕ(x)
(see e.g [Chu02, Proposition 4.1.1] or [BS09, Proposition 6]). Componentwise, this means




By Taylor expansion, for all i and all x, y ∈ K,
logϕi(y)− logϕi(x) = 〈∇ϕi(x), y − x〉
ϕi(x)
+Ri(x, y)‖x− y‖2,
where Ri is continuous, thus uniformly bounded on K2 by some constant C.
Moreover, one can easily check that for all 1
2M
≤ u ≤ 2M , one has
|u− 1| ≤ e| log u| − 1 ≤ | log u|(1 +M | log u|).
Now there exists M such that for all x, y ∈ K and k, 1
2M
≤ yk/xk ≤ 2M . Thus, for all k,
|yk − xk| ≤ xk(1 +Mp(x, y))p(x, y). (3.27)








≤ |〈∇ϕi(x), y − x〉|
ϕi(x)p(x, y)
+ |Ri(x, y)|‖x− y‖
2
p(x, y)
Now by (3.27) and nonnegativity of ∇ϕi(x) (recall ϕ is monotone), we have for all x, y ∈
K, for all x 6= y,
p(ϕ(x), ϕ(y))
p(x, y)
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Inequality (3.26), continuity of ϕ and compactness of K imply that there exists a constant











By compactness of K, p(x, y) and ‖x−y‖
2
p(x,y)
converges to 0 uniformly in x ∈ K when y con-




< 1, where BK(x, ε) is the intersection of the ball of center x and radius  with





≤ τ ′. (3.28)
Combining (3.25) and (3.28) gives the result with τK(ϕ) = max(α, τ ′) < 1. 
Recall that Y = [0, 1]d \ {0} × E and set d : Y2 → [0, 1] the distance defined by




where C is a constant to be chosen later and p(x, y) is the Birkhoff part metric. Define
also V : Y → R+ with V (x, i) = ‖x‖−θ where θ is given in Theorem 3.2 and the function
d˜ : Y2 → R+ by
d˜(z, z˜) =
√
d(z, z˜)(1 + V (z) + V (z˜)).
As already mentioned, Theorem 3.10 is a consequence of the weak form of Harris’ theorem
due to Hairer, Mattingly and Scheutzow [HMS11, Theorem 4.8 and remark 4.10]. More
precisely, it states that point (i) of Theorem 3.10 holds, provided the three following
assumptions are verified (here we let Pt denoted PZt ) :
A1 V is a Lyapunov function for Pt, that is there exists CV , γ,KV , t0 > 0 such that for
all t ≥ t0, for all z ∈ X ,
PtV (z) ≤ CV e−γtV (x) +KV ;
A2 There exists t∗ > t∗ > 0 such that for all t ∈ [t∗, t∗], the level set AV = {z ∈ X :
V (x) ≤ 4KV } are d-small for Pt, meaning that there exists ε > 0 such that for all
z, z˜ ∈ AV ,
Wd(δzPt, δz˜Pt) ≤ 1− ε;
A3 For all t ∈ [t∗, t∗], Pt is contracting on AV , meaning that there exists α ∈ (0, 1) such
that for all z, z˜ ∈ AV with d(z, z˜) < 1,
Wd(δzPt, δz˜Pt) ≤ αd(z, z˜).
Moreover, Pt is nonexpansive on X , that is for all z, z˜ ∈ X ,
Wd(δzPt, δz˜Pt) ≤ d(z, z˜).
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Remark 3.9. In [HMS11, Theorem 4.8], the hypothesis A1 and A3 are a little bit
stronger : A1 should holds for every t ≥ 0, and the contraction in A3 should holds on
the whole space X for d(z, z˜) < 1. However, a quick look at the proof given in [HMS11]
shows that it is enough to have the Lyapunov function for t large, and that when z, z˜ are
such that 1 + V (z) + V (z˜) ≥ 4KV , the proof "Far from the origin" is true independently
from the fact that d(z, z˜) < 1 or d(z, z˜) ≥ 1
To prove Theorem 3.10 it is thus sufficient to show that A1 to A3 are satisfied. For
A1, it is a consequence of a stochastic persistence lemma. For A2, we show that a good
choice of the constant C appearing in the definition of d is sufficient to have the small
set. Finally, A3 is a consequence of the contracting properties of Ψ(t, ω).
Proof of Theorem 3.10
A1 We have the following lemma :
Lemma 3.9. For 0 < α < λ1, there exists T > 0, ε > 0 and C > 0 such that, for all
t ∈ [T, 3T/2], for all z ∈ Yε0 ,
PtV (z) ≤ eθt( tT −1)αV (z),
where θ = α
CT
, Yε0 = {(x, i) ∈ Y : ‖x‖ < ε} and V (x, i) = ‖x‖−θ.
Proof Follows the lines of the proof given in [BL16, Lemma 3.5]. 
In particular, putting γ = θα
4
, then for all t ∈ [T, 3T/2], for all z ∈ Yε0 ,
PtV (z) ≤ eγtV (z).
Now by Feller continuity of Pt and compactness of [T, 3T/2]× Y \ Yε0
C˜ = sup
(t,z)∈[T,3T/2]×Y\Yε
PtV (z)− V (z) <∞,
and, for all t ∈ [T, 3T/2] and all z ∈ Y ,
PtV (z) ≤ eγtV (z) + C˜.
If t ≥ 2T , then there exists s ∈ [T, 3T/2] and n ≥ 1 such that t = ns. Thus




proving A1 with t0 = 2T and KV = 11−e−γT C˜.
A2 Set MV = {x ∈ [0, 1]d \{0} : ‖x‖−θ ≤ 4KV }. We first prove that for all t∗ > t∗ > 0,
there exists a compact set contained in Rd++ such that for all t ∈ [t∗, t∗], and all ω ∈ Ω,
Ψ(t, ω,MV ) is included in this compact. For this, let SMV denotes the set of all the
solutions of the differential inclusion{
η˙(t) ⊂ co(F˜)(η(t))
η(0) = x,
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with x ∈ MV . Then because MV is compact, SMV is a non avoid compact subset of
C(R+,Rd) (see e.g Aubin and Cellina [AC12, Section 2.2 Theorem 1]). This implies that
Ψ[t∗,t∗](MV ) = {ηt : t ∈ [t∗, t∗], η ∈ SMV } is a compact set of [0, 1]d. Moreover, by
strong monotony of ηt, Ψ[t∗,t∗](MV ) is included in (0, 1]d and for all t ∈ [t∗, t∗], ω ∈ Ω,
Ψ(t, ω,Mv) ⊂ Ψ[t∗,t∗](MV ). Now by compactness of Ψ[t∗,t∗](MV ) and continuity of p, there
exist K > 0 such that for all t ∈ [t∗, t∗],
sup
x,y∈Mv ;ω,ω′∈Ω
p(Ψ(t, ω, x),Ψ(t, ω′, y)) ≤ sup
a,b∈Ψ[t∗,t∗](MV )
p(a, b) = K. (3.29)
To prove A2, for any (z, z˜) = ((x, i), (y, j)) ∈ Y2, we consider the coupling (Zt, Z˜t) =
((Xt, It), (Yt, Jt)) of δzPt and δz˜Pt construct as follows. If i = j, then It = Jt for all t ≥ 0.
If i 6= j, then It and Jt evolves independently until the first meeting time T and then are
stick together for ever. In other words,
Pi,j(It 6= Jt) = Pi,j(T > t).
This is the coupling considered in [BLBMZ12]. As stated in [BLBMZ12, Lemma 2.1], we
easily control the above probability : there exists ρ > 0 such that for all i, j ∈ E and all
t ≥ 0,
Pi,j(It 6= Jt) = Pi,j(T > t) ≤ e−ρt.
Let (z, z˜) = ((x, i), (y, j)) ∈ A2V and t ∈ [t∗, t∗]. Then
Wd(δzPt, δz˜Pt) ≤ E(z,z˜)(d(Zt, Z˜t))
≤ Pi,j(It 6= Jt) + E(z,z˜)(p(Xt, Yt)
C
)
≤ e−ρt + K
C
,
where the last inequality comes from (3.29). Thus, choosing C = K
1−2e−ρt∗ , one has
Wd(δzPt, δz˜Pt) ≤ 1 + e−ρt − 2e−ρt∗ ≤ 1− e−ρt∗ ,
proving A2 with ε = e−ρt∗ .
A3 We first prove that Pt is nonexpansive on Y . Is suffices to show the result for (z, z˜)
such that d(z, z˜) < 1, the bound being trivial otherwise. In particular, i = j where
z = (x, i) and z˜ = (y, j), and d(z, z˜) = p(x,y)
C
< 1, which implies that x and y are in the
same part. We consider the same coupling (Zt, Z˜t) as above. Then because i = j, It = Jt
and thus Xt = Ψ(t, ω, x) and Yt = Ψ(t, ω, y), and so by nonexpansivity of Ψ(t, ω) on every
part, one has p(Ψ(t, ω, x),Ψ(t, ω, y)) ≤ p(x, y), which gives the result for Pt.
Now we prove that Pt is a contraction on AV . Let t ∈ [t∗, t∗] and (z, z˜) ∈ A2V such
that d(z, z˜) < 1. In addition with the consequences cited above, this also implies that
x, y ∈MV . Choose 0 < t0 < t∗, then one has
p(Ψ(t, ω, x),Ψ(t, ω, y)) = p(Ψ(t− t0 + t0, ω, x),Ψ(t− t0 + t0, ω, y))
≤ p(Ψ(t− t0,Θt0ω)Ψ(t0, ω, x),Ψ(t− t0,Θt0ω)Ψ(t0, ω, y))
≤ τΨt0 (MV )(Ψ(t− t0,Θt0ω))p(Ψ(t0, ω, x),Ψ(t0, ω, y))
≤ τΨt0 (MV )(Ψ(t− t0,Θt0ω))p(x, y),
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where τΨt0 (MV )(Ψ(t − t0,Θt0ω)) < 1 is the contraction constant given by Lemma 3.8 on
the compact Ψt0(MV ) ⊂ Rd++. Because τΨt0 (MV )(Ψ(t− t0,Θt0ω)) < 1 for every ω, then
α = max
i
Ei[τΨt0 (MV )(Ψ(t− t0,Θt0ω))] < 1,
and





proving A3 and the (i) of the theorem.
Because λ1 > 0, Theorem 3.2 insures existence of an invariant measure for Pt on Y .
The uniqueness of the invariant measure and thus point (ii) follows immediately from
point (i). 
3.7 Appendix
3.7.1 Proof of Proposition 3.3
Recall (see section 3.4) that Rd++ denotes the interior of Rd+, (i.e the cone of positive
vectors). Set Sd−1+ = Sd−1 ∩ Rd+ and Sd−1++ = Sd−1 ∩ Rd++. The principal tool is the
projective or Hilbert metric dH on Rd++ (see Seneta [Sen06]) defined by









‖y‖) = dH(x, y) (3.30)
so that dH is not a distance on Rd++. However its restriction to Sd−1++ is. Furthermore, for
all x, y ∈ Sd−1++ ,
‖x− y‖ ≤ edH(x,y) − 1. (3.31)
LetM+ denote the set of d×dMetzler matrices having positive diagonal entries, and let
M++ ⊂ M+ denote the set of matrices having positive entries. By a theorem of Garret
Birkhoff, there exists a continuous map τ :M++ 7→]0, 1[ such that for all T ∈M++, and
all x, y ∈ Rd++
dH(Tx, Ty) ≤ τ [T ]dH(x, y) (3.32)
The number τ [T ] is usually called the Birkhoff’s contraction coefficient of T, and is given
by an explicit formulae (see e.g [Sen06], Section 3.4) which is unneeded here.
We extend τ to a measurable map τ : M+ 7→]0, 1] by setting τ [T ] = 1 for all T ∈
M+ \ M++. By density of M++ in M+ and continuity of dH on Rd++ it is easy to see
that (3.32) extends toM+.
For each ω ∈ Ω, the map t 7→ ϕ(t, ω) is solution to the matrix valued differential
equation
∀t ≥ 0, dM
dt
= AωtM,M0 = Id. (3.33)
Thus,
ϕ(t, ω) ∈M+
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We claim that there exists a Borel set Ω˜ ⊂ Ω with PJi (Ω˜) = 1 for all i ∈ E, and such
that for all ω ∈ Ω˜ :
(i) ∃n ∈ Nϕ(n, ω) ∈M++;




Before proving these assertions let us show how they imply the result to be proved. For
all ω ∈ Ω˜ and n given by (i),
ϕ(t+ n, ω) = ϕ(t,Θn(ω))ϕ(n, ω) ∈M++
as the product of an element ofM+ with an element ofM++. Thus, by (ii), for all ω ∈ Ω˜





log dH(ϕ(t+ n, ω)x, ϕ(t+ n, ω)y) < 0. (3.34)




Let f : Sd−1+ × E → R be a continuous map. It follows from (3.34), (3.30), (3.31) and
the continuity of f that
|f(Φ(t, ω)x, ωt)− f(Φ(t, ω)y, ωt)| → 0
for all x, y ∈ Sd−1+ and ω ∈ Ω˜. Moreover,
P
(Θ,J)






t f(x, i)− P (Θ,J)t f(y, i) = lim
t→∞
EJi (f(Φ(t, ω)x, ωt)− f(Φ(t, ω)y, ωt)) = 0











t f(x, i)− P (Θ,J)t f(y, i)
)
µ(dx|i)ν(dy|i) = 0, (3.35)
where µ(·|i) = µi(·)/pi. But by invariance of µ and ν, the left-hand side of (3.35) equals
µf − νf for all t, giving µf = νf for all continuous f. This proves unique ergodicity of
(Θ, J).
We now pass to the proofs of assertions (i) and (ii) claimed above.
Irreducibility of A implies that eA ∈M++. Let U ⊂M++ be a compact neighborhood
of eA. Since A.M ∈ co(Ai)(M), it follows from the Support Theorem (see Theorem 1.8),
applied to the PDMP (3.33), that for all i ∈ E
PJi {ω ∈ Ω : ϕ(1, ω) ∈ U} > 0.
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Thus, by the Markov property or the conditional version of the Borel Cantelli Lemma,
for PJi almost all ω, ϕ(1,Θn(ω)) ∈ U for infinitely many n, and consequently, for n large
enough
ϕ(n, ω) = ϕ(1,Θn−1ω) . . . ϕ(1, ω) ∈M++.
This proves assertion (i). By the cocycle property and Birkhoff ergodic theorem, for PJp
















= EJp (log(τ [ϕ(1, ω)])) ≤ sup
M∈U
log(τ [M ])PJp (ω ∈ Ω : ϕ(1, ω) ∈ U) < 0.
Replacing ω par Θn(ω) proves assertion (ii). 
3.7.2 Proof of Lemma 3.3
Before proving Lemma 3.3, we prove the following lemma, which is a consequence of
results from Freidlin and Wentzell [FW12].
Lemma 3.10. Assume the switching rates are constant and depend on a small parameter
ε : aεi,j = ai,j/ε where (ai,j) is an irreducible matrix with invariant probability p. Denote
by (Xε, Jε) the PDMP associated with aεi,j given by (3.2). Let Ψ denote the flow induced
by the average vector field F p :=
∑
i piF







|Xεt −Ψt(x)| > δ
)
= 0, (3.36)
uniformly in (x, i) ∈M × E.
Proof According to [FW12, Chapter 2 Theorem 1.3], it suffices to show that for all








t (x)− F p(x))dt
∣∣∣∣ > δ) = 0, (3.37)
























(1lJεt =j − pj)dt
∣∣∣∣ ,
so (3.37) is proven if we show that
∫ t0+T
t0
1lJεt =jdt converges in probability to pjT uniformly





= pjT , so




(1lJεt =j − pj)dt
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converges to (pjT )2 uniformly in t0 > 0.
Denote by Q the intensity matrix of J1, then for all ε > 0, the intensity matrix of Jε
is Q/ε and for all i, j ∈ E and t ≥ 0,









By ergodicity of Jεt , the above quantity goes to pj when t → ∞ so also for every fixed t



































where the second inequality resulted from the Markov property. Now because for all t0,








converges almost everywhere to pj and thus the lemma is proven
by dominated convergence. 
With the notation of the preceding lemma, let




The proof of the next lemma is similar to the proof of [Ben98, Corollary 3.2].
Lemma 3.11. Let ν a limit point of (νε) when ε → 0. Then ν is an invariant measure
of F p.
Proof For notational convenience, we assume that νε converges to ν. Let g : M → R
be a continuous map, then for all t > 0 and all ε > 0,∣∣∣∣∫ g(Ψt)dν − ∫ gdν∣∣∣∣ ≤ ∣∣∣∣∫ g(Ψt)dν − ∫ gdνε∣∣∣∣+ ∣∣∣∣∫ gdνε − ∫ gdν∣∣∣∣
≤
∣∣∣∣∫ g(Ψt)dν − ∫ g(Ψt)dνε∣∣∣∣+ ∣∣∣∣∫ g(Ψt)dνε − ∫ E(g(Θεt))dνε∣∣∣∣
+
∣∣∣∣∫ gdνε − ∫ gdν∣∣∣∣ ,
where we have use invariance of ν and νε. The first and the last term of the right hand side
converge to 0 by definition of ν, and the second one also converges to 0 by Lemma 3.10. 
Now let µ be a limit point of (µε). For notational convenience, we assume that µε
converges to µ. We prove that µ = ν⊗p, which implies Lemma 3.3. For every continuous
3.7. Appendix 99
f : M × E → R, every t ≥ 0 and ε > 0, one has



































































∣∣fJεt (Xεt )− fJεt (Ψt)) | ≤ maxj sup(x,i)∈M×E E(x,i) (fj(Xεt )− fj(Ψt)) ,
where the right hand side converges to 0 when ε goes to 0 thanks to Lemma 3.10, so A













j Pi(Jεt = j)fj(Ψt(x)). Thus B converges to 0 because













proving that C converges to 0 by definition of ν and thus the Lemma. 
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Application to a predator-prey system
with random switching
We reproduce here the article [HS19] which is a joint work with Alexandru Hening, ac-
cepted for publication at SIAM Journal on Mathematical Analysis. In this chapter, we
use some results of Chapter 3 to prove a conjecture by Takeuchi et al. [TDHS06] on a
predator-prey Lotka-Volterra system in a random environment. More precisely, we con-
sider the system obtained by a random switching between two vector fields of the form






In the case when the equilibrium points of the two deterministic Lotka-Volterra systems
coincide we show that almost surely the trajectory does not converge to the common
deterministic equilibrium. Instead, with probability one, the densities of the prey and the
predator oscillate between 0 and ∞.
The proof of the conjecture is a corollary of a result we prove about linear switched
systems. Assume (Yt, It) is a PDMP that evolves according to dYtdt = AItYt where A0, A1
are 2× 2 matrices and It is a Markov chain on {0, 1} with transition rates k0, k1 > 0. If







with a2i +bici < 0, then the average growth rates of ‖Yt‖ are all equal and strictly positive.
In particular, almost surely limt→∞ ‖Yt‖ = +∞.
Keywords: Piecewise deterministic Markov processes; random switching; Lyapunov
Exponents; population dynamics; Lotka-Volterra; telegraph noise
MSC primary: 60J99, 34F05, 37H15, 37A50, 92D25
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4.1 Introduction and main results
One of the key issues in ecology is determining when species will persist and when they
will go extinct. The randomness of the environment makes the dynamics of populations
inherently stochastic and therefore we need to take into account the combined effects of
biotic interactions and environmental fluctuations. One way of doing this is by modelling
the densities of various species as Markov processes and looking at their long-term behav-
ior (see [Che00, ERSS13, EHS15, LES03, SLS09, SBA11, BEM07, BS09, BHS08, CM10,
HNY18a, HN]).
In order to allow for environmental fluctuations and their effect on the persistence or
extinction of species one approach is to study stochastic differential equations ([ERSS13,
SBA11, HNY18a, HN, HN18b, HN18a]). The other possible approach is to look at stochas-
tic equations driven by a Markov chain. These systems are sometimes called Piecewise
Deterministic Markov Processes (PDMP) or systems with telegraph noise.
For a predator-prey system the classical deterministic example is the Lotka-Volterra








where x(t), y(t) are the densities of the prey and the predator at time t ≥ 0 and a, b, c
and d are positive constants. If one assumes that x(0) = x0 > 0, y(0) = y0 > 0, so that
both predator and prey are present, then the solutions of system (4.1) are periodic (see
[Gil75, HS98]) and given in phase space by the curves described by the first integral,
r(x, y) = dx−c−c ln(1+(dx−c)/c)+ by−a−a ln(1+(by−a)/a) = constant = r. (4.2)
One should note that both the predator and the prey from (4.1) do not experience in-
traspecific competition. In particular, if the predator is not present (i.e. y0 = 0) then the
prey density blows up to infinity. In [GH79, MHP14] the authors are able to analyze the
n-dimensional generalization of (4.1) i.e. the setting when one has one prey and n − 1
predators and each species interacts only with the adjacent trophic levels. Stochastic
predator-prey models have been studied in the stochastic differential equation setting by
[Rud03, HN18b, HN18a]. However, we note that in all these studies one needed to assume
that there exists intraspecific competition among the prey and the predators. This sim-
plifies the analysis significantly because the predator and the prey densities get pushed
towards the origin when they become too large.
In [AHS79] the authors show that if the coefficient a (growth rate of the prey) is
randomly perturbed by white noise then the resulting stochastic system cannot have a
stationary distribution and that as the time goes to infinity, with probability 1, explosion
does not occur. In [KK01] the authors look at scaling limits of Lotka-Volterra systems
perturbed by white noise - they prove that a suitably rescaled version of r(x(t), y(t)), where
r(x, y) is the first integral from (4.2), converges to a one-dimensional stochastic differential
equation. They then use this SDE to gain information about both the deterministic and
the stochastic Lotka-Volterra systems.
Like in [TDHS06], we consider the random switching between two Lotka-Volterra prey-
predator systems of the form (4.1). More precisely, for i ∈ E := {0, 1}, let F i : R2+ → R2+
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denote the vector field






with ai, bi, ci, di > 0. Let (It)t≥0 be a continuous-time Markov Chain defined on some
probability space (Ω,F ,P) and taking values in E := {0, 1}. Suppose It has transition
rates k0, k1 > 0. Throughout the paper we will let R2++ := {(x1, x2) ∈ R2 | x1 > 0, x2 > 0}




= xt(aIt − bItyt)
dyt
dt
= yt(−cIt + dItxt)
(4.4)
for some initial condition X0 = (x0, y0) ∈ R2++. The process (X, I) = (Xt, It)t≥0 is a
Piecewise Deterministic Markov Process as introduced in Section 1.2.4.
As usual, for x ∈ R2 and i ∈ E, we denote by Px,i the law of the process (X, I) when
(X0, I0) = (x, i) almost surely and by Ex,i the associated expectation.
The vector field F i from (4.3) has a unique positive equilibrium (pi, qi) = (ci/di, ai/bi).
In [TDHS06] the authors look at the two cases
I. p0 = p1 =: p and q0 = q1 =: q, i.e. common zero for F 0 and F 1,
II. (p0, q0) 6= (p1, q1), i.e. different zeroes for F 0 and F 1.
We assume throughout this paper that p0 = p1 =: p and q0 = q1 =: q. The vector
fields F 0 and F 1 therefore have a common zero - this will allow us to use the results from
Chapter 3. We also assume that F 0 and F 1 are non collinear to avoid trivial switching.
In [TDHS06, Theorem 4.5] it is shown that only two long term behaviours are possible
when the vector fields have a common zero: either Xt converges almost surely to the
common equilibrium (p, q), or each coordinate oscillates between 0 and +∞.
Theorem 4.1 (Takeuchi et al., 2006). For any (x0, y0) ∈ R2++, with probability 1, either
lim
t→∞
Xt = (p, q), (4.5)
or
lim supxt = lim sup yt = +∞, lim inf xt = lim inf yt = 0. (4.6)
It was conjectured from simulations (see [TDHS06, Remark 5.1]) that only case 4.6
happens in the above theorem. Using Theorem 4.4 below and results from Chapter 3, we
are able to prove this conjecture:
Theorem 4.2. There exist ε > 0, b > 1, θ > 0 and c > 0 such that for all x := (x0, y0) ∈
R2++ \ {(p, q)} and i ∈ E,
Ex,i(bτ
ε
) ≤ c(1 + ‖x− (p, q)‖−θ),
where τ ε := inf{t ≥ 0 : ‖Xt− (p, q)‖ ≥ ε}. In particular, for any (x0, y0) ∈ R2++ \ {(p, q)}
we have with probability 1 that
lim sup
t→∞
xt = lim sup
t→∞
yt = +∞, lim inf
t→∞
xt = lim inf
t→∞
yt = 0.
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Our result provides a deeper understanding of Lotka-Volterra systems in random en-
vironments, continuing the work started in [KK01] and [AHS79].
Actually, thanks to Theorem 4.4, the first part of Theorem 4.2 can be generalised as
follows. For i ∈ E, let F i be a vector field of class C2 on R2, such that F i(0) = 0. Also
assume that for i ∈ E, DF i(0), the Jacobian matrix of F at 0, has two purely imaginary
eigenvalues. In this case, the equilibrium 0 is sometimes called a center. We now consider




and It is a jump process on E whose rates depend on X
P(It+s = 1− i|It = i,Ft) = ki,1−i(Xt)s+ o(s),
where Ft = σ((Xs, Is) : s ≤ t) and for all x, (kij(x))i,j is an irreducible matrix that is
continuous in x. The process (X, I) is still a PDMP. We can prove the following (see
Remark 4.2) in this more general setting.
Theorem 4.3. Assume that 0 is a center for F 0 and F 1 and that DF 0(0) and DF 1(0)
are non proportional. Then there exist ε > 0, b > 1, θ > 0 and c > 0 such that for all
x := (x0, y0) ∈ R2 \ {(0, 0)} and i ∈ E,
Ex,i(bτ
ε
) ≤ c(1 + ‖x‖−θ),
where τ ε = inf{t ≥ 0 : ‖Xt‖ ≥ ε}. In particular, for any (x0, y0) ∈ R2 \ {(0, 0)}, with
probability one, Xt cannot converge to (0, 0).
In view of Theorem 3.5, a strategy to prove the above theorem is to show that the
extremal growth rate is positive (see Section 3.2 in Chapter 3.) This is what we do in the
next section.
4.2 A result on linear switched systems







for i = 0, 1, where ai, bi, ci are real numbers satisfying
a2i + bici < 0. (4.8)
In this case, both matrices A0, A1 have purely imaginary eigenvalues.
We want to investigate the sign of the average growth rates associated to A0 and A1
under the switching generated by (It)t≥0. Recall (see Section 3.2 in Chapter 3) that these




where µ is an invariant probability measure of the process (Θt, It)t≥0 on Sd−1 × E. Here
Θt stands for the solution of
dΘt
dt
= AItΘt − 〈AItΘt,Θt〉Θt.
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The extremal average growth rates are the numbers defined by
Λ− := inf{Λ(µ) : µ ∈ Perg} and Λ+ := sup{Λ(µ) : µ ∈ Perg},
where Perg is the set of ergodic measures of ((Θt, It))t≥0 on S1 × E.
The main result of this section is the following theorem.
Theorem 4.4. Assume A0 and A1 are non proportional matrices of the form (4.7) with
coefficients satisfying (4.8). Then all the average growth rates are equal and strictly posi-
tive
Λ+ = Λ− > 0.
As shown in the following lemma, non proportionality is not required to prove the
uniqueness and nonnegativity of the average growth rate.
Lemma 4.1. The process (Θt, It) admits a unique invariant probability measure µ on
S1 × E. Furthermore, Λ(µ) ≥ 0.
Proof. The uniqueness follows from Proposition 3.2 and Example 3.2. Indeed, since we
study a two dimensional system, a sufficient condition is that at least one matrix Ai has
no real eigenvalue. This is the case for both A1 and A2. Since A0 and A1 have zero trace,
Corollary 3.1 implies that Λ(µ) = Λ+ ≥ 0. 
4.2.1 Proof of Theorem 4.4
In order to prove Theorem 4.4, we will use Theorem 1.19 due to Bougerol [Bou88] on
Lyapunov exponents. Recall that according to Proposition 1.15, there exist d ∈ {1, 2}
numbers λ1 > λd called the Lyapunov exponents, a Borel set Ω˜ ⊂ Ω with P(Ω˜) = 1, and
for each ω ∈ Ω˜ distinct vector spaces






log ‖Yt‖ = λi (4.9)




Y0 = y0 ∈ R2 \ {(0, 0)}.
(4.10)
Remark 4.1. By Proposition 3.1 and Corollary 3.1, one can note that
∑
i λi = 0 and
λ1 = Λ
+. Therefore, proving that Λ+ > 0 is equivalent to showing that d = 2.
In order to prove that d = 2, we will use [Bou88, Theorem 1.7] that we have already
stated in Chapter 1 (see Theorem 1.19).
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We show that we can use Theorem 1.19 in our context. Let (Mt)t≥0 with Mt ∈






The process (Mt, It) is a PDMP living on GL2(R) × E. One can note that when
M0 = Id, the identity matrix, then for all y ∈ R2+ the process Y from (4.10) can be
written as
Yt = Mty
if Y0 = y. Recall that the definition of a multiplicative system and hypothesis H have
been defined in Section 1.4.3 of Chapter 1.
Lemma 4.2. Set pi = (k1/(k0 + k1), k0/(k0 + k1)) and E = E = {0, 1}. Then (M, I, pi) is
a multiplicative system satisfying H.
Proof. First we show that (M, I, pi) is a multiplicative system. (M, I) is a PDMP thus a
Markov process. In addition, if we denote by MN the process M when M0 = N almost
surely, one can easily check that MN = M IdN almost surely. As a result we see that
point (ii) of definition 1.20 is satisfied. Straightforward computations show that pi is the
unique invariant distribution of I and is therefore ergodic. Let K be a constant such that







together with M0 = M−10 = Id and Gronwall’s Lemma, one can show that for all t ≥ 0
‖Mt‖, ‖M−1t ‖ ≤ eKt.
This proves point (iii).
Now we show that (M, I, pi) satisfy hypothesis H. In our case, E = E is a finite set,
thus points (i) and (iii) of Definition 1.21 are straightforward. Furthermore, (M, I) is
Feller, by Proposition 1.9. 
Thus, Theorem 1.19 apply. For convenience, we state here the result adapted to our





where (Pt)t≥0 is the semigroup of the PDMP (Mt, It)t≥0 on GL2(R) × E. For i ∈ E let
Di be the support of U((Id, i), ·) and Si = {A ∈ GL2(R) : (A, i) ∈ Di}.
Theorem 4.5 (Bougerol, 1988). Assume (M,σ, pi) is a multiplicative system satisfying
hypothesis H. Assume furthermore that
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(i) There exists a matrix in S1 with two eigenvalues with different modulus.
(ii) There does not exist some finite union W of one-dimensional vector spaces such that,
for all matrices M in S1, MW = W .
Then d = 2.
We now pass to the proof of Theorem 4.4. We start by showing that it suffices to
prove Theorem 4.4 for a specific class of matrices.







Then Theorem 4.4 holds for any A0.
Proof. First we show that a linear change of coordinates does not change the value of





where Bi = GAiG−1. Due to λ1 = log ‖Yt‖t = lim
log ‖Zt‖
t
one can see that the maximal
growth rates of Yt and Zt are equal.
Next, since the eigenvalues of A0 are ±iω0 for ω0 :=
√−(a20 + b0c0), a classical result
in linear algebra (see for example [HS74, Chapter 4, Theorem 3]) states that there exists








Thus if the result is shown for a matrix A0 of this form, it will be proven for every matrix
A0 with purely complex eigenvalues because A0 and A1 are proportional if and only if B0
and B1 are. 
Proof of Theorem 4.4. It suffices to show that (i) and (ii) of Theorem 4.5 are satisfied.
We first show that (i) holds.








By standard computations, one can show that for all t ≥ 0 and i ∈ E,





√−(a2i + bici). In particular, since Tr(Ai) = 0, one has that for all s, t ≥ 0
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On the other hand, since Tr(Ai) = 0, one has det(esA0etA1) = 1. Thus, denoting by
µ1, µ2 the eigenvalues of esA0etA1 one can see that µ1µ2 = 1 or equivalently µ1 = 1/µ2. In
order to apply Theorem 4.5, we need to have |µ1| > |µ2|. This cannot happen if µ1 = µ2
or if µ1 = µ¯2.
Due to the fact that µ1 + µ2 = Tr(esA0etA1), the condition |µ1| > |µ2| is equivalent to
|ϕ(s, t)| > 2. By studying the derivatives of ϕ(s, t), one sees that its extremal values are
reached at points (s∗, t∗) of the form (pi/ω0, pi/ω1) or (pi/2ω0, pi/2ω1) modulo pi. From this












ϕ(s∗, t∗)2 > 4⇐⇒ a1 > 0 or b1 + c1 > 0⇐⇒ A1 is not proportional to A0. (4.12)
By assumption, A1 and A0 are not proportional. Therefore, using (4.12) one infers that
the matrix N(t0, t1) = N := et0A0et1A1 has two eigenvalues with different moduli for
(t0, t1) = (pi/2ω0, pi/2ω1).
In order to conclude that assumption (i) from Theorem 4.5 is satisfied, we show that
the matrix N lies in S1.
Let V be a neighborhood of N in GL2(R). Then, by continuity, there exists ε > 0
such that for all u ∈ [t0 − ε, t0 + ε], s ∈ [t1 − ε, t1 + ε] and δ ≤ ε, the matrix Ns,u,δ =
eδA1euA0esA1 is in V . Let Vε be the set of the matrices Ns,u,δ for s, u and δ as before.
Let (Un)n≥1 denote the sequence of interjump times of the process I. Then, on the event
Bt,ε = {U1 ∈ [t0 − ε, t0 + ε];U2 ∈ [t1 − ε, t1 + ε]; t − (U1 + U2) ≤ ε;U1 + U2 + U3 ≥ t},
It = 1 and Mt ∈ Vε. Thus one has
PId,1 ((Mt, It) ∈ V × {1}) ≥ PId,1 ((Mt, It) ∈ Vε × {1})
≥ PId,1 (Bt,ε) .
This last probability is positive for all ε > 0 and t ∈ [t0 + t1 − 2ε, t0 + t1 + 3ε]. Hence
U((Id, 1), V × {1}) =
∫ +∞
0
e−tPId,1 ((Mt, It) ∈ V × {1}) dt > 0.
This is true for all neighborhoods of N , so N ∈ S1 and point (i) is shown.




t≥0 is in S1.
Since A1 has two complex eigenvalues, one cannot find a finite union of one dimensional




t≥0. This proves that assumption (ii) of The-
orem 4.5 holds. 
4.3 Proof of Theorem 4.2
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is a particular case of the systems studied in Section 4.2.
To apply Theorem 4.4, we have to check that A0 and A1 are non collinear. This is
equivalent to showing that α1β0 6= α0β1. Assume that α1β0 = α0β1. Then since αi = bip
and βi = diq, we get b1d0 = b0d1. Moreover, since p0 = p1 and q0 = q1, one has c0d1 = c1d0
and a0b1 = a1b0. If we set γ = b1/b0, we note that kκ1 = γκ0 for κ = a, b, c, d, which
implies F 1 = γF 0. This contradicts the assumption that the vector fields F 0 and F 1 are
non collinear.
As a result, A0 and A1 cannot be collinear. We can therefore apply Theorem 4.4 and
conclude that Λ− = Λ+ > 0.
We now prove rigorously point (ii) of Theorem 3.5 of Chapter 3 in the present context.
Let K ⊂ R2++ be a compact set containing (p, q) in its interior. Let ϕK : R2++ → [0, 1]
be a smooth function such that ϕK = 1 on Kδ and ϕK = 0 on the complement of K2δ.
Here Kδ = {x ∈ R2++ : d(x,K) < δ} is the δ - neighbourhood of K and δ > 0 is such
that K2δ ⊂ R2++. For i ∈ E, set F iK = ϕKF i. Note that F iK = F i on Kδ. In particular,
(p, q) is a common zero of F 0K and F 1K and DF iK((p, q)) = DF i((p, q)) = Ai. Now consider
the PDMP (XK , I), with (XKt )t≥0 solution of
dXKt
dt
= F ItK (X
K
t ).
Then we have the two following facts. First, denote by τK = inf{t ≥ 0 : Xt /∈ K} the
exit time of K for Xt. Then if X0 = XK0 = x ∈ K, for all t ≤ τK , Xt = XKt almost
surely. Next, since DF iK((p, q)) = Ai, the average growth rate Λ
−
K of (X
K , I) is equal to
Λ−. Now, since XKt remains in the compact set K2δ and Λ
−
K = Λ
− > 0, one can apply
Theorem 3.2. According to point (iii) of this theorem, since Λ−K > 0, there exist ε > 0,
θ > 0, b > 1 and c > 0 such that for all x ∈ R2++ \ {(p, q)} and i ∈ E,
Ex,i(bτ
ε
K ) ≤ c(1 + ‖x− (p, q)‖−θ),
where τ εK = inf{t ≥ 0 : ‖XKt −(p, q)‖ ≥ ε}.Without loss of generality, we can assume that
the ball of center (p, q) and radius ε is included in the interior of K. Let τ ε = inf{t ≥ 0 :
‖Xt−(p, q)‖ ≥ ε}. Now if ‖x−(p, q)‖ ≥ ε, τ ε = 0. If ‖x−(p, q)‖ < ε, then since Xt = XKt




) ≤ c(1 + ‖x− (p, q)‖−θ). (4.13)
We claim that because of (4.13) Xt cannot converge to (p, q). We argue by contra-
diction. Let x ∈ R2++, i ∈ E and assume that Xt converges to (p, q) almost surely under
Px,i. Define two stopping times by
τ in,1ε/2 = inf{t ≥ 0 : ‖Xt − (p, q)‖ ≤ ε/2}
and
τ out,1ε = inf{t > τ in,1ε/2 : ‖Xt − (p, q)‖ ≥ ε}.
Since Xt converges to (p, q) almost surely, one has Px,i(τ in,1ε/2 <∞) = 1. Using the strong
Markov property at τ in,1ε/2 , one gets




(τ ε <∞)) = 1.
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Construct recursively a family of stopping times
τ in,kε/2 = inf{t > τ out,k−1ε : ‖Xt − (p, q)‖ ≤ ε/2}
and
τ out,kε = inf{t > τ in,kε/2 : ‖Xt − (p, q)‖ ≥ ε},
by repeating the above procedure. Then one gets that for all k ≥ 1, τ in,kε/2 and τ out,kε are
finite almost surely. This contradicts the fact that Xt converges to (p, q). As a result we
have shown that Xt cannot converge to (p, q).
Remark 4.2. The proof of Theorem 4.2 above extends verbatim to the proof of Theorem
4.3. The fact that the jump rates now depend on the position does not affect the result
because when it comes to the linear system in Theorem 4.4, one just has the constants




Randomly switched vector fields
sharing a zero on a common invariant
face
We consider in this Chapter a Piecewise Deterministic Markov Process given by random
switching between finitely many vector fields vanishing at 0. We have shown in Chapter 3
that the behaviour of this process is mainly determined by the signs of average growth rates
(Lyapunov exponents). However, results have only been given when all these exponents
have the same sign. In this note, we consider the degenerate case where the process leaves
invariant some face and results are stated when the Lyapunov exponents are of opposite
signs. Applications are given to Lorenz vector fields with switching, and to SIRS model
in random environment
This Chapter comes from my article [Str18], which has been submitted for publication.
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5.1 Introduction
In this chapter, we consider a Markov process obtained by random switching between
finitely many vector fields F i : Rd → Rd, sharing a common equilibrium point q. As we
have shown in Chapter 3, the behaviour of the switched system near q is determined by
the sign of the average growth rates (see Definition 3.7 and Theorems 3.1, 3.2, 3.3 and
3.4 above).
In the present chapter, we consider the degenerate situation, where the process leaves
invariant a face {0} × Rm ⊂ Rd containing q. At first glance, this might seem like a
strong assumption. However, when one thinks to ecological or epidemiological models,
this assumption is quite natural. For example, if we are looking at an epidemiological
model with n groups of susceptible and m groups of infected, with n + m = d, then the
invariance of the face {0} × Rm simply means that if there is no infected people at the
beginning, there will not be infected people in the future (see Example 5.3.2 below).








We show that if both maximal growth rates associated with Bi and Di are negative, then
the process converges to q; while if all the growth rates associated to Bi are positive and
those to Di are negative, the process admits an invariant probability measure that gives
no mass to {0}×Rm ⊂ Rd, and hence no mass to q. We also notice that in this last case,
the growth rates associated to Ai take positive and negative values, so that the results
of Chapter 3 cannot be applied. The chapter is organised as follows. In section 5.2, the
main results are stated. The proofs are postponed to section 5.4. In section 5.3, we give
several applications. In particular, our result enables us to close a gap in a discussion
on random switching between two Lorenz vector fields in [BH12]. We also recover and
slightly extend the results on SIRS models with Markov switching given in [LLC17].
5.2 Notations and results
Let d ≥ 1, E = {1, . . . , N} a finite set and for all i ∈ E, F i : Rd → Rd a C2 globally
integrable vector field. We denote by ϕi the flow induced by F i and we assume that there
exists a closed set M which is forward invariant for all the vector fields, that is
ϕit(M) ⊂M, ∀t ≥ 0.
For all x ∈M , we are given an irreducible rate matrix (aij(x))i,j∈E, continuous in x. We
consider a Markov process (Zt)t≥0 = (Xt, It)t≥0 ∈M × E, where X evolves according to
dXt
dt
= F It(Xt), (5.1)
and I is a continuous time jump process taking values in E controlled by X :
P(It+s = j|Ft, It = i) = aij(Xt)s+ o(s) for j 6= i on {It = i},
where Ft = σ((Xs, Is) : s ≤ t}). The process Z belongs to the class of Piecewise Deter-
ministic Markov Processes (PDMP) (see Section 1.2.4 in Chapter 1).
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Without loss of generality, we assume that q = 0. For n,m such that n+m = d, and
x ∈ Rd = Rn × Rm, we set x = (xn, xm). The notation 0k for k = n,m refers to the zero
vector of Rk. We also write F i(x) = (F in(x), F im(x)). Our standing assumption is :
Assumption 5.1.
1. The origin lies in M and for all i ∈ E, F i(0) = 0.
2. For all xm ∈ Rm and all i ∈ E, F in(0n, xm) = 0.
3. The set M intersects the face {0n} × Rm : {0} (M ∩ ({0n} × Rm) (M
4. The set M is compact and locally star shaped around the origin : there exists δ > 0
such that
x ∈M and ‖x‖ ≤ δ ⇒ [0, x] ⊂M,
where [0, x] = {tx, t ∈ [0, 1]}.
The second assumption implies that the face {0n} × Rm is invariant under each ϕi :
for all t ≥ 0, ϕit(x) ∈ {0n} × Rm if and only if x ∈ {0n} × Rm. We set M+ = {(xn, xm) ∈
M : xn 6= 0} and M0 = M \M+. Both M0 and M+ are non empty, and M0 is invariant
for all the flows ϕi. For all i ∈ E, set Ai = DF i(0), the Jacobian matrix of F i at 0. The







with Bi ∈Mn(R), Ci ∈Mm,n(R) and Di ∈Mm(R).
5.2.1 Notation
Throughout this chapter, we will adopt the following notation : 〈·, ·〉 denotes the Euclidean
inner product in Rk, for k = n,m, d; ‖ · ‖ the associated norm, and Sk−1 = {x ∈ Rk :
‖x‖ = 1} the unit sphere.
5.2.2 Linear system and Lyapunov exponents
For a given set of matrices Aˆ = (Aˆi)i∈E of size k× k, we consider the linear system (Y, J)




and J is a continuous time Markov chain on E with transition rate matrix (aij(0))i,j∈E.
By irreducibility of (aij(0))i,j∈E, J admits a unique invariant probability measure on E
denoted by p.
Whenever the initial condition y0 is not zero, the angular part of Yt, Θt = Yt‖Yt‖ is well
defined, and evolves according to
dΘt
dt
= AˆJtΘt − 〈AJtΘt,Θt〉Θt. (5.3)
This defines a differential equation on Sk−1 and the process (Θt, Jt)t≥0 is a PDMP on
Sk−1 × E. When we need to emphasis the dependence on (Aˆi)i∈E, we denote by Θ(Aˆ)
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where µi(·) is the measure on Sk−1 defined by
µi(·) = µ(· × {i}).
We let Λ(Aˆ) be the set of all the ΛAˆ(µ) for µ invariant probability of (Θ(Aˆ), J). As in
Chapter 3 (see Definition 3.7), we define the extremal average growth rates as the numbers
Λ−
Aˆ
= inf Λ(Aˆ) and Λ+
Aˆ
= sup Λ(Aˆ). (5.5)
Recall that we have shown in Proposition 3.1 that Λ(Aˆ) is composed of Lyapunov expo-
nents in the sense of Oseledet’s Multiplicative Ergodic Theorem (see Theorem 1.17 and
Proposition 1.15 in Chapter 1). In particular, Λ(Aˆ) is actually a finite set, and the supre-
mum and the infimum in equation (5.5) are maximum and minimum. We start with a
lemma.
Lemma 5.1. Assume that all the Ai have the block triangular form (5.2).Then, with the
above notations, Λ(D) ⊂ Λ(A).
Proof Let λ ∈ Λ(D) and µˆ be an invariant probability of (Θ(D), J) such that










(〈BJtΘnt ,Θnt 〉+ 〈CJtΘnt +DJtΘmt ,Θmt 〉)Θmt (5.6)
From this equation, one can see that the space {(θn, θm) ∈ Sd−1 : θn = 0} is invariant,
and on that space,(Θ(A), J) = (0,Θ(D), J). Now we extend µˆ to a probability measure
µ on Sd−1 × E such that µ({(θn, θm) ∈ Sd−1 : θn = 0} × E) = 1 and the marginal of µ
on Sm−1 ×E is µˆ. Then, µ is an invariant probability for (Θ(A), J), and straightforward
computation shows that ΛA(µ) = ΛD(µˆ) = λ. Thus λ ∈ Λ(A). 
Remark 5.1. The same proof shows that in case where the Ai are block diagonal, that
is Ci = 0, then Λ(B) ⊂ Λ(A). However, this is not true in general. Here is a counter












i pidi = Λ
−
D. We show that in this case, the set of invariant probability
measures of (Θ(A), J) reduces to δ(0,1)⊗p and δ(0,−1)⊗p; hence Λ(A) = Λ(D) + Λ(B). Let
θi be the normalized eigenvector of Ai associated with bi. Since c0(b1 − d1) 6= c1(b0 − d0),
θ0 6= θ1. Now it is easily checked that the region between θ0 and θ1 is transient for Θ(A)
and that when the process leaves this region, Θt(A) converges to (0, 1) or (0,−1).
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We prove in Section 5.4 that the result given in the preceding remark can be generalized
as follows :
Proposition 5.1. Assume that all the Ai have the block triangular form (5.2). If Λ+B <
Λ−D and if {(θn, θm) ∈ Sd−1 : θn = 0} is accessible from Sd−1, then Λ(A) = Λ(D).
Using Theorem 1.18 due to Hennion [Hen84], we have the following proposition:
Proposition 5.2. Assume that all the Ai have the block triangular form (5.2).Then, with






We let S(Aˆ) denoted the set of Lyapunov exponents counted with multiplicity (see The-
orem 1.17) and λ1(Aˆ) = maxS(Aˆ). By Proposition 3.1, Λ(Aˆ) ⊂ S(Aˆ) and Λ+Aˆ = λ1(Aˆ).
Now Theorem 1.18 implies that S(A) = S(B)∪S(D) and thus λ1(A) = max(λ1(B), λ1(D)).
Hence the result. 
Example 5.1. We describe completely the two dimensional case. Let (Ai)i∈E be a family

















i pidi := ΛD. We have the
following :
1. If ΛB > ΛD, then Λ+A = ΛB and Λ
−
A = ΛD;
2. If ΛB = ΛD, then Λ+A = Λ
−
A = ΛB = ΛD;
3. If for all i 6= j, ci(bj − dj) = cj(bi − di), then Λ+A = max(ΛB,ΛD) and Λ−A =
min(ΛB,ΛD);




In case where ΛB > ΛD, then Λ+A = ΛB by Proposition 5.2 and since by Lemma 5.1,
Λ(D) ⊂ Λ(A), one has Λ−A = ΛD.
If ΛB = ΛD, the set of Lyapunov exponents of (Ai)i∈E in the sense of ergodic theory
reduces to ΛB, hence the result (see proof of Proposition 5.1 in Section 5.4).
Now assume that for all i 6= j, ci(bj − dj) = cj(bi − di). If ΛB = ΛD, then the
result follows from point 2. If ΛB 6= ΛD, there exists i0 ∈ E such that bi0 6= di0. Set
x∗ = (1, ci0
bi0−di0
) We claim that x∗ is a common eigenvector for all the Ai. Indeed, let
i ∈ E. If bi − di 6= 0, then x = (1, cibi−di ) is an eigenvector of Ai associated with bi,
and since ci(bi0 − di0) = ci0(bi − di), x = x∗. If bi − di = 0, since bi0 − di0 6= 0 and
ci(bi0 − di0) = ci0(bi − di), one has ci = 0, in other words Ai = biI, hence x∗ is an
eigenvector of Ai. We conclude that if we let θ∗ = x
∗
‖x∗‖ , then µ = δθ∗ ⊗ p ∈ P(Θ(A),J)inv and
ΛA(µ) = ΛB. This combined with Lemma 5.1 proves point 3.
Finally assume that ΛB < ΛD. It implies that there exists i0 ∈ E such that bi0 < di0.
Thus, {(0, 1), (0− 1)} is accessible from every point in Sd−1 \ {θ∗} where θ∗ is defined as
before. Now there exist j ∈ E such that θ∗ is not an eigenvector for Aj. In particular, we
can reach Sd−1 \ {θ∗} from θ∗ by following Aj. Hence {(0, 1), (0 − 1)} is accessible from
Sd−1 and the result follows from Proposition 5.1.
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5.2.3 Main Results
The first theorem is an immediate consequence of Proposition 5.2 and Theorem 3.1.
Theorem 5.1. Assume Λ+B < 0 and Λ
+
D < 0. Let 0 < α < −Λ+A. Then there exists a





log(‖Xt‖) ≤ −α) ≥ η.





log(‖Xt‖) ≤ Λ+A) = 1.
The next theorem is the main result of this paper. It gives results when the Lyapunov






δZsds ∈ P(M × E)







is then the proportion of the time spent by Z in A up to time t. Recall that M+ =
{(xn, xm) ∈M : xn 6= 0}, and for δ > 0, set M δ0 = {(xn, xm) ∈M+ : ‖xn‖ < δ}.
Theorem 5.2. Assume Λ−B > 0 > Λ
+
D and that 0 is accessible from M0 × E. Then :





0 × E) ≤ ε.
In particular, for all x ∈ M+, Px,i almost surely, every limit point (for the weak*
topology) of (Πt) belongs to Pinv(M+ × E).
(ii) There exist positive constants θ,K such that for all µ ∈ Pinv(M+ × E)∑
i∈E
∫
‖xn‖−θdµi(xn, xm) ≤ K.
(iii) Let ε > 0 and τ ε be the stopping time defined by
τ ε = inf{t ≥ 0 : ‖Xnt ‖ ≥ ε}.
There exist ε > 0, b > 1 and c > 0 such that for all x ∈M+ and i ∈ E,
EZx,i(bτ
ε
) ≤ c(1 + ‖xn‖−θ).
Remark 5.2. Note that under the assumptions of the above theorem, Lemma 5.1 implies
Λ−A ≤ Λ−D < 0 while by Proposition 5.2, Λ+A = Λ+B > 0. Thus the results in Chapter 3
cannot be applied.
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As in Chapter 3, we give the following theorem ensuring uniqueness of the invariant
probability giving no mass to M0 × E.
Theorem 5.3. In addition to the assumptions of Theorem 5.2, suppose that there exists
a point y ∈M+ accessible from M+ at which the weak bracket condition holds. Then
(i) The set PZinv(M+ × E) reduces to a single element, denoted Π;
(ii) Π is absolutely continuous with respect to Leb⊗ (∑i∈E δi);





Strengthening the bracket condition leads to the following result.
Theorem 5.4. In addition to the assumptions of Theorem 5.2, suppose that one of the
two following holds :
(i) The weak bracket condition is strengthened to the strong bracket condition; or
(ii) There exist α1, . . . , αN ∈ R with
∑





Then there exist κ, θ > 0 such that for all x ∈M+ and i ∈ E,
‖Px,i(Zt ∈ ·)− Π‖TV = ‖δx,iPZt − Π‖TV ≤ const.(1 + ‖xn‖−θ)e−κt.
5.3 Examples
In this section we give several examples of applications of our results.
5.3.1 Lorenz Vector Fields
In [BH12], the authors consider a random switching between two Lorenz vector fields F i,
i = 0, 1 :
F i(x, y, z) =
 σi(y − x)rix− y − xz
xy − biz
 , (5.7)
with σ0 = σ1 = 10, b0 = b1 = 8/3, r0 = 28, and r1 6= r0 close to 28. It is known since
the proof of Tucker [Tuc99] that F 0 admits a robust strange attractor Γ0. Thus for r1
close to r0, F 1 shares this property. In [BH12], it has been shown that the compact set
M = {(x, y, z) ∈ R3 : 2r0σ(x2 + y2) + 2σb(z0 − r0)2 ≤ 2σbr20} is forward invariant,
and that Γ0 is accessible from every point that does not lie on the z-axis. Moreover
they proved that the strong bracket condition holds at any point which is not on the
z-axis. Then they argue that by compactness of M , there exists an invariant probability,
and that it has to be absolutely continuous with respect to the Lebesgue measure due
to the bracket condition. However, this argument is not sufficient : there exists indeed
an invariant probability measure on M , which is δ0 ⊗ p. However, this measure is not
absolutely continuous. We explain how our results apply to that situation and fill in this
gap in the proof of [BH12]. In particular, we prove the following result :
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Proposition 5.3. Let F i, i = 0, 1 be two Lorenz vector fields defined by (5.7) with
σ0 = σ1 = 10, b0 = b1 = 8/3, r0 = 28, and r1 6= r0 close to 28. Then the process Z admits
a unique invariant probability measure Π such that Π(M \ {x = y = 0}) = 1. Moreover,
Π is absolutely continuous with respect to the Lebesgue measure, and there exist κ, θ > 0
such that for all x0 = (x, y, z) ∈M such that (x, y) 6= 0 and i ∈ E,
‖PZx,i(Zt ∈ ·)− Π‖TV ≤ const.(1 + ‖(x, y)‖−θ)e−κt.
Proof One can note that the z-axis is invariant, and that assumption 5.1 holds with













Setting Di = (−bi), one has Λ+D = −(p0b0 + p1b1) < 0. Furthermore, on the z - axis,
|zt| ≤ z0e−bt, with b = min(b0, b1). Hence 0 is accessible from M0. Let us show that Λ−B >
0. First, it is easily checked that B0 and B1 have no common eigenvectors. Therefore,
Example 3.2 implies that Λ+B = Λ
−
B. Next, the matrices B
i are Metzler, meaning that
their off diagonal entries are nonnegative. Therefore, the Kolotilina-type lower estimate





















280 > 11/2. Since r1 is close to r0,




21 > 11/2, hence Λ
−
B > 0. The result follows from Theorem 5.4
due to the strong bracket condition proved in [BH12]. 
In Figure 5.1, we show a trajectory of Xt with initial condition (0, 0.05, 0.05) for the
vector fields F 0 and F 1 given by the above values of parameters and r1 = 35. The z-axis
is drawn in black.
5.3.2 Epidemiological SIRS models
In this section, we show how our result enables to recover and extend those found in
[LLC17]. In this paper, the following SIRS model with random switching is studied :
F k(S, I, R) =
Λ− µS + λkR− βkSGk(I)βkSGk(I)− (µ+ αk + δk)I
δkI − (µ+ λk)R
 , (5.9)
for k ∈ E = {1, . . . , N}, where Gk is a regular function such that Gk(0) = 0. The reader
is referred to [LLC17] for the epidemiological interpretation of the different constants.
The authors study the specific case where only β is allowed to depend on k and where the
discrete component (rt)t≥0 is an irreducible Markov chain on E, that is the rate matrix
a does not depend on the position. Here we assume that the positive constants λk, αk, δk
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Figure 5.1: Randomly switched Lorenz vector fields
and the functions Gk may depends on k and that a could depend on the position. We
still let Λ and µ be constant : they are the intrinsic birth and death rates, and are not
related on how the disease spread among the population. Thus the point q = (Λ
µ
, 0, 0) is
a common equilibrium for the F k. Set (Zt)t≥0 = (Xt, rt)t≥0, with Xt = (St, It, Rt). Write
R3+ = {x ∈ R3 : xi ≥ 0, i = 1, 2, 3} and R3++ = {x ∈ R3 : xi > 0, i = 1, 2, 3}. It is easily
seen that R3+ and R3++ are positively invariant for all the F k. Moreover, one can check
that the compact set
M = {x ∈ R3+ : x1 + x2 + x3 ≤ Λ/µ}
is also positively invariant for all the F k. Furthermore, there are two invariant sets : the
S-axis and the (S,R) - plane. We set M0 = {(S, I, R) ∈ M : I = 0}. We make the
following assumptions, that are taken from [LLC17] :
Assumption 5.2.
(i) For all k, Gk : R+ → R+ is C2, with Gk(0) = 0 and 0 < Gk(I) ≤ G′k(0)I for I > 0;
(ii) For all k, if βk ΛµG
′
k(0) − (µ + αk + δk) > 0, then F k admits an equilibrium point
x∗ ∈M+ which is accessible from M+.
For convenience, we reorder the coordinates as (I, R, S) and set q = (0, 0, Λ
µ
). Writing
Ak = DF k(q), one has
Ak =
βk ΛµG′k(0)− (µ+ αk + δk) 0 0δ −(µ+ λk) 0
−βk ΛµG′k(0) λk −µ
 .
















pkµ = −µ < 0.









G′k(0)− (µ+ αk + δk)). As







k pk(µ+ αk + δk)
.
Note that R0 < 1 (respectively R0 > 1) if and only if Λ−B < 0 (resp. Λ
−
B > 0). In
particular, Theorems 5.1, 5.2, 5.3 and 5.4 imply the following statement, that recovers
and slightly extends Theorems 4, 8 and 9 in [LLC17].
Theorem 5.5. With the above notation, the following hold.





log(‖(St, It, Rt)− (Λ
µ
, 0, 0)‖) ≤ Λ+A) = 1,
where Λ+A = max(Λ
+
B,−µ).
(ii) Assume that R0 > 1. Then the process Z admits an invariant probability measure Π
such that Π(M \M10 × E) = 1.
(iii) Assume in addition to R0 > 1 that the weak bracket condition holds at an accessible
point. Then Π is unique and there exist κ, θ > 0 such that for all x = (s, i, r) ∈M+
and k ∈ E,
‖Px,k(Zt ∈ ·)− Π‖TV ≤ const.(1 + ‖i‖−θ)e−κt.





Proof If R0 < 1, then Λ+B < 0 and thus there exists k0 ∈ E such that βk0 ΛµG′k0(0)−
(µ+αk0 + δk0) < 0. We show that this implies that q is accessible from M+. Let x0 ∈M+












G′k0(0)− (µ+ αk0 + δk0)
)
it.




G′k0(0)− (µ+ αk0 + δk0) < 0, it converges to 0 exponentially fast. It is easy to
check that onM0, (st, rt) converges to (Λµ , 0), thus xt converges to q. Hence q is accessible,
and (i) follows from Theorem 5.1. Point (ii) is an immediate consequence of Theorem
5.2. Now if R0 > 1, there exists k0 ∈ E such that βk0 ΛµG′k0(0) − (µ + αk0 + δk0) > 0. By
assumption 5.2, this implies that F k0 admits an accessible equilibrium x∗ ∈ M+. Point
(iii) follows then by Theorems 5.3 and 5.4. 
5.4 Proofs
5.4.1 Proof of Theorem 5.2
The idea of the proof is similar to that used in Chapter 3, and also relies on results of
[Ben18]. In Chapter 3, we rewrite the process in spheric coordinates on R+ × Sd−1. Here
the idea is to only write the spheric coordinates for the part of Xt living in Rn. That
is, we consider the map Ψ : Rn \ {0n} × Rm × E → R∗+ × Sn−1 × Rm × E defined by
Ψ(xn, xm, i) = (‖xn‖, xn‖xn‖ , xm, i). We set X+ = Ψ(M+ × E). When (x, i) ∈ M+ × E, the
process Z˜t = Ψ(Zt) = (ρt,Θt, Xmt , It) is well defined and satisfies
dρt
dt
= 〈Θt, F˜ Itn (ρt,Θt, Xmt )〉ρt
dΘt
dt
= F˜ Itn (ρt,Θt, X
m
t )− 〈Θt, F˜ Itn (ρt,Θt, Xmt )〉Θt
dXmt
dt
= F˜ Itm (ρt,Θt, X
m
t )
P(It+s = j|Ft) = aij(ρtΘt, Xmt )s+ o(s) for i 6= j on {It = i}
(5.10)
where for all (ρ, θ, xm) ∈ R∗+ × Sn−1 × Rm, F˜ im(ρ, θ, xm) = F im(ρθ, xm) and




Since F in is C2 and F in(0, xm) = 0, the map F˜ in extends to a C1 map on R+ × Sn−1 × Rm
by setting
F˜ in(0, θ, xm) = B
i(xm)θ,
where Bi(xm) ∈ Mn(R) is such that DF in(0, xm) = (Bi(xm), 0). Note that in particular,
Bi(0m) = B
i. Thanks to this definition, we can extend (5.10) to
X := X+ = X+ ∪ X0
where X0 = {0} × Sn−1 × Rm × E. This induces a PDMP (still denoted Z˜) on X , whose
infinitesimal generator L˜ acts on functions f : X → R smooth in (ρ, θ, xm) according to
L˜f(ρ, θ, xm, i) =∂f
i
∂ρ
(ρ, θ, xm)〈θ, F˜ in(ρ, θ, xm)〉ρ+ 〈∇θf i(ρ, θ, xm), G˜i(ρ, θ, xm)〉





j(ρ, θ, xm)− f i(ρ, θ, xm)),
(5.11)
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where G˜i(ρ, θ, xm) = F˜ in(ρ, θ, xm)− 〈θ, F˜ in(ρ, θ, xm)〉θ.
The set X0 is invariant, and we identify it with Sn−1×Rm×E. On this set, the process
(Θ, Xm, I) satisfies
dΘt
dt
= BIt(Xmt )Θt − 〈Θt, BIt(Xmt )Θt〉Θt
dXmt
dt
= F Itm (0, X
m
t )
P(It+s = j|Ft) = aij(0, Xmt )s+ o(s) for i 6= j on {It = i}
(5.12)





log(‖Xmt ‖) ≤ Λ+D) = 1.
Proof On X0, the process (Xm, I) evolves independently from Θ. It is a PDMP
with vector fields Fˆ i : Rm → Rm and transition rate matrix (aˆij) defined for all x ∈ Rm
respectively by Fˆ i(x) = F im(0n, x) and aˆij(x) = aij(0n, x). The origin 0m is a common
zero for all the Fˆ i, and DFˆ i(0m) = Di. In particular, the maximal Lyapunov exponent
for (Xm, I) is Λ+D and the result follows from Theorem 3.1 due to the fact that Λ
+
D < 0
and 0 is accessible from M0. 
Note that on {0} × Sn−1 × {0m} ×E, (Θ, I) is equal to the PDMP (Θ(B), J) defined
in section 5.2.2. Therefore, we have :
Lemma 5.3. Let µ be an invariant probability of Z˜ on X0. Then µ(dθ, dx, di) = δ0(dx)⊗
µˆ(dθ, di) where µˆ is an invariant probability of (Θ(B), J).
Proof Let (Qt)t≥0 be the semigroup of (Θ, Xm, I) on X0. Let f : Rm → R be a
continuous bounded function and define fˆ : X0 → R by fˆ(θ, x, i) = f(x). By invariance
of µ, µQtfˆ = µfˆ for all t ≥ 0. Now, µfˆ = µ˜f where µ˜ is the marginal of µ on Rm and
by Lemma 5.2 and dominated converge, µQtfˆ → f(0) when t→∞. Thus µ˜ = δ0. Since
the marginal law is a Dirac mass, this implies that µ is a product measure : µ = δ0 ⊗ µˆ,
where µˆ is the marginal of µ on Sn−1 ×E. The result follows from the remark preceding
this lemma. 
Define H : X → R by H(ρ, θ, xm, i) = −〈θ, F˜ in(ρ, θ, xm)〉. The following lemma is
immediate from Lemma 5.3 and the definition of H.
Lemma 5.4. Let µ be an invariant probability on X0. Then with the notation of Lemma
(5.3), µH = −ΛB(µˆ).
Now we proceed to the proof of Theorem 5.2. Letting V : X+ → R+ be a smooth
function coinciding with − log(ρ) for all (ρ, θ, xm, i) ∈ X such that ρ ≤ 1, the end of the
proof is verbatim the same as in Section 3.5 of Chapter 3 by noting that L˜V = H. 
126 5. Vector fields common zero and invariant face
5.4.2 Proof of Proposition 5.1
The proof is really similar to the one of Theorem 5.2, so we do not give all the details.










(〈BJtΘnt ,Θnt 〉+ 〈CJtΘnt +DJtΘmt ,Θmt 〉)Θmt
As in the proof of Theorem 5.2, we write Θn = ρΘˆ with ρ = ‖Θn‖ and Θˆ = Θn
ρ
∈ Sn−1.
As before, the set {ρ = 0} is invariant, and one can check that on this state, Θˆ and Θm
evolves independently as :
dΘˆt
dt
= BJtΘˆ− 〈BJtΘˆ, Θˆ〉Θˆ
dΘmt
dt
= DJtΘmt − 〈DJtΘmt ,Θmt 〉Θmt
(5.13)
That is (Θˆ, J) = (Θ(B), J) and (Θm, J) = (Θ(D), J). Furthermore, setting Vˆ (ρ, θˆ, θm, i) =
− log(ρ), one has
LˆVˆ (ρ, θˆ, θm, i) = −〈Biθˆ, θˆ〉+
(
ρ2〈Biθˆ, θˆ〉+ ρ〈Ciθˆ, θm〉+ 〈Diθm, θm〉
)
:= Hˆ(ρ, θˆ, θm, i).
Here Lˆ stands for the generator of Zˆ := (ρ, Θˆ,Θm, J). Now if µ is an invariant probability
of Zˆ on {ρ = 0}; then there are µˆ ∈ P(Θ(B),J)inv and µ˜ ∈ P(Θ(D),J)inv such that µHˆ =
−ΛB(µˆ) + ΛD(µ˜). In particular, if Λ+B < Λ−D, then for all µ ∈ P Zˆinv with µ({ρ = 0}) = 1,
one has µHˆ > 0. Moreover, since we assumed that {(θn, θm) ∈ Sd−1 : θn = 0} is accessible
from S for (Θ(A), J), the set {ρ = 0} is accessible for Zˆ. This concludes the proof by the
same arguments as in Chapter 3.
Remark 5.3. The same proof shows that if Λ−B > Λ
+
D, (Θ(A), J) admits at least one
invariant probability measure giving no mass to {(θn, θm) ∈ Sd−1 : θn = 0}. An interesting
question would be to know if it is possible to recover the Lyapunov exponents associated
to B with this invariant probability measure, like in dimension 2 (see Example 5.1.)
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Chapter 6
Approximation with extinction of
Markov processes that never die
Let (Xt)t≥0 be a Markov process on a compact set, leaving invariant a closed subset M0,
seen as the extinction set. We consider a family of Markov processes (XN)N≥0 that con-
verges to X in probability on any finite time interval, with the main difference that while
X cannot dies in finite time, XN gets extinct almost surely in finite time. In this chapter,
we study the behaviour of the family of quasi-stationary distributions αN associated with
XN . Using the stochastic persistence theory developed in [Ben18], we show that when
X is persistent, every limit point of αN is an invariant probability for X, and, under
some assumption, that this probability does not give mass to M0. In that case, the mean
extinction time of XN goes to infinity when N goes. On the other hand, when X dies on
a infinite horizon, every limit point of αN is concentrated on the extinction set. We give
applications to an epidemic model in random environment that converges to a Piecewise
Deterministic Markov Process (PDMP).
Keywords:Persistence, Quasi-stationary distribution, Piecewise deterministic Markov
processes; Epidemic models; SIS
MSC primary: 60K35, 60G17, 60J60
128 6. Approximation with extinction Markov never die
Contents
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.3.1 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.3.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.4.1 Approximation of Epidemiological models in random environment133
6.4.2 Process with soft killing . . . . . . . . . . . . . . . . . . . . . . 134
6.5 Proof of main results . . . . . . . . . . . . . . . . . . . . . . . . 136
6.5.1 Proof of Theorem 6.1 . . . . . . . . . . . . . . . . . . . . . . . . 136
6.5.2 Proof of Proposition 6.2 . . . . . . . . . . . . . . . . . . . . . . 137
6.5.3 Proof of Propositions 6.3 and 6.4 . . . . . . . . . . . . . . . . . 142
6.1. Introduction 129
6.1 Introduction
Numerous models in ecology are represented by the solution of an Ordinary Differential
Equation (ODE). While these models enable us, more or less easily, to understand some
behaviours observed in Nature, they do not take into account two specific matters inherent
to real life : randomness in the environment and the tragic destiny of every population
- death in finite time. Nonetheless, it is now well known that such ODEs may appear
as limits of finite population models described by finite Markov Chains, when the size of
the population goes to infinity (see the work of Kurtz, especially [Kur81]). This gives a
clue on why we are very unlikely to observe the extinction of a large population in the
real world, yet we know that it will inevitably occurs. Instead of that, we have better
chance to see the population reaching a metastable equilibrium, which can be related, if
they exist, to the quasi-stationary distributions (QSD) of the finite size Markov Chain.
A natural question is then to ask what is the behaviour of this family of QSDs when
N , the size of the population, goes to infinity. In [FS14], Faure and Schreiber study this
problem in the discrete time setting, and show that when the limit process has an attractor
bounded away from the extinction set, then the QSDs concentrate on this attractor when
N gets large. Moreover, they proved that the mean extinction time starting from the
QSDs goes to infinity exponentially fast with the size of the population. On the contrary,
if the extinction set is an attractor of the limit system, then the QSDs will eventually
concentrate on that set. These results have been slightly generalized in unpublished works
by Marmet [Mar13], as well as in [Mar14] for diffusion type approximations. More recently,
Chazottes, Collet and Méléard study the limit of a Birth-and-death process and get some
sharp asymptotics for the extinction rate [CCM16] and [CCM17]. In the particular case
of dimension 1, they show that, as the parameter goes to infinity, the QSD of the birth
and death process approaches a Gaussian law centred on the unique equilibrium of the
limiting system.
Our goal in this chapter is to give some results when the limit system is no longer
an ODE but a Markov process that never dies in finite time. In particular, contrary to
the aforementioned studies, the randomness is still present in the asymptotic process.
Thus, the dynamic might be more intricate, and we will need some tools to catch the
behaviour of that Markov process. More precisely, we will use the theory of stochastic
persistence developed by Benaïm in [Ben18], and inspired by pioneer works of Hofbauer
and Schreiber. Briefly put, our results states that :
• If the limiting process X is persistent, then every limit point of the QSD is an
invariant probability of X, and the extinction rate goes to 0.
• If the limiting process X is non persistent, then every limit point of the QSD put
all its mass on the extinction set.
The chapter is organised as follows. In Section 6.2, the framework and assumptions
are given. The main results are stated precisely in Section 6.3. In section 6.4, we give an
application to an epidemic birth-and-death process in random environment, whose scaling
limit is a Piecewise Deterministic Markov Process. Section 6.5 is devoted to the proofs.
6.2 Assumptions
In this section we present our assumptions. We consider a continuous-time Markov process
(Xt)t≥0 defined on some measurable space (Ω,F) with values in a metric space (M,d).
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Assumption 6.1. (M,d) is a compact metric space.
We consider, for all N ∈ N, a càdlàg Markov process (XNt )t≥0 defined on the same
measurable space (Ω,F), living on some subset MN of M and enjoying the following
properties:
Assumption 6.2 (Absorbing set). There exists a closed set M0 ⊂ M such that, for all
N :
(i) M0 is absorbing : for all t, s ≥ 0, XNt ∈M0 ⇒ XNt+s ∈M0;
(ii) For all x ∈MN , Px(TN0 <∞) = 1, where TN0 = inf{t ≥ 0 : XNt ∈M0};
(iii) For all x ∈MN and t ≥ 0, Px(TN0 > t) > 0.
The set MN0 = M0 ∩MN will be seen as the extinction set of the processes XN . We
set M+ = M \M0 and MN+ = M+ ∩MN . Recall that for a Markov process Z satisfying
Assumption 6.2, a quasi-stationary distribution (QSD) is a probability distribution α on
M+ such that, for all A ∈ B(M+) and all t ≥ 0,
Pα(Zt ∈ A|T0 > t) = α(A).
For δ > 0, we set M+,δ = {x ∈M : d(x,M0) > δ}.
Assumption 6.3 (Quasi-stationary distribution). For all N , the process XN admits
a quasi-stationary distribution αN . Moreover, there exist δ > 0 such that for N large
enough, αN(M+,δ) > 0.
The following assumption states that the processes XN converge to X. :









d(XNt , Xt) > δ
)
= 0. (6.1)
The limit in (6.1) as to be understood as follows : for all ε > 0, there exists N0 ≥ 1 and





t , Xt) > δ
) ≤ ε. Here, as always, P(xN ,x) designs a probability









This kind of convergence appears frequently when studying stochastic approximation of
ODE, and typically in the works of Kurtz [Kur81] cited in the introduction.
Remark 6.1. Let F be some smooth vector field on M and let (ϕt)t≥0 denoted the flow




Then (ϕt)t≥0 can be seen as a Markov process, with semigroup Ptf(x) = f ◦ ϕt(x). In
particular, all the statements of this paper hold when (Xt)t≥0 is the solution of an ODE.
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We now give some information about the limit process :
Assumption 6.5 (Limit process). The limit process X satisfies the following :
(i) The set M0 (and so M+) is invariant for X : for all t ≥ 0, PXt 1lM0 = 1lM0;
(ii) The semigroup PX if Cb -Feller.
Point (i) of Assumption 6.5 has the following consequence : contrary to XN , the
process X can never die in finite time.
To shorten notations, we will set PNt for PX
N
t and Pt for PXt . We will also introduce






We recall the following results on QSD (see Proposition 1.16):
Proposition 6.1. For all N, there exists a positive number λN such that, under αN , TN0
has exponential law with parameter λN :
PαN (TN0 > t) = e−λN t.
In particular, for all t ≥ 0,
αN P˜Nt f = e
−λN tαNf. (6.2)
Example 6.1 (A toy example). Let (Xt)t≥0 be a càdlàg Feller Markov process on some
compact subset M of Rd. For all N ≥ 0, let TN be an exponential random variable
with parameter λN > 0, independent of (Xt)t≥0. TN represents the arrival time of a
catastrophic event that destroy all the population. Fix some ∂ ∈ M0 and define, for
N ≥ 0, the Markov process XN by :
XNt =
{
Xt if t < TN
∂ otherwise,
if x0 ∈M+, and XNt = Xt if x0 ∈M0. This is a classical construction with the interesting
property that Pµ(XNt ∈ A|TN > t) = Pµ(Xt ∈ A) for all A ∈ B(M+) and µ ∈ P(M+). In
particular, αN is a QSD for XN if and only if it is an invariant probability measure for







d(XNt , Xt) > δ
)
= Px(T ≥ TN) = 1− e−λNT .
This shows that Hypothesis 6.5 holds if and only if λN converges to 0. This simple example
illustrates the importance of Hypothesis 6.3. In this situation, it holds if and only if X
admits an invariant probability measure α such that α(M+) = 1. In that case, αN = α
for all N .
The aim of this chapter is to study the limit points of (αN)N≥0, as well as the limit of
(λN)N≥0. It appears that these limits are related to the behaviour of the limit process X
near the extinction set. We will rely on the recent general theory of stochastic persistence
developed in [Ben18] and exposed in Section 1.3 of Chapter 1. In Section 6.3 we state our
main results, that will be proved in Section 6.5. In Section 6.4, we give some examples of
Markov Chain in random environment modelling the spread of a disease and converging
to a PDMP as the size of the population goes to infinity. We also consider a family of
killed Markov processes with a killing rate converging to 0.
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6.3 Results
6.3.1 Preliminary results
Throughout this section, α denotes a weak limit point of (αN)N≥0. To shorten notation,
we assume that αN converges weakly to α.
Lemma 6.1. For all t ≥ 0 and all continuous function f , ‖Ptf − PNt f‖∞ → 0.
Proof By uniform continuity of f , for all ε > 0 there exists δ > 0 such that for all
x ∈M ,




t ) > δ
)
,
hence the result by (6.1). 
Lemma 6.2. For all t ≥ 0, for all N , for all f : M → R bounded measurable,
|αNPtf − e−λN tαNf | ≤ ‖Ptf − PNt f‖∞ + ‖f‖M0(1− e−λN t)., (6.3)
where ‖f‖M0 = supx∈M0 |f(x)|.
Proof By definition of PNt and P˜Nt , one has for all x ∈M ,
|PNt f(x)− P˜Nt f(x)| ≤ ‖f‖M0Px(TN0 ≤ t).
Integrating this inequality with respect to αN and by Proposition 6.1, one gets
|αNPNt f − αN P˜Nt f | ≤ ‖f‖M0(1− e−λN t).
Now by (6.2), one has
|αNPtf − e−λN tαNf | = |αNPtf − αN P˜Nt f |,
hence the result by triangular inequality. 
Let λ ∈ [0,+∞] be a limit point of the sequence (λN)N≥0.
Lemma 6.3. If λ = 0, then α ∈ Pinv.
Proof Since λN → 0, the left-hand side of (6.3) converges to |αPtf −αf | for all con-
tinuous function f . By lemma 6.1, the right-hand side converges to 0. Thus αPtf = αf
for all t ≥ 0 and all continuous function f , meaning that α ∈ Pinv. 
Lemma 6.4. For all t ≥ 0, for all continuous f null on M0, one has
αPtf = e
−λtαf. (6.4)
In particular if α(M+) > 0, then λ = 0 and hence α ∈ Pinv.
Proof Since f = 0 on M0, (6.4) is a consequence of (6.3). Now, one can find a
sequence of continuous nonnegative functions fn, null on M0, converging monotonically
to 1lM+ . Thus by (6.4) and monotone convergence, one gets
αPt1lM+ = e
−λtα1lM+ .
Since M+ is invariant for Pt, one has α(M+) = e−λtα(M+), hence the result. 
6.4. Applications 133
6.3.2 Main results
The two following theorems are the main results of this chapter. The first one deals with
the persistent case. When we say that X is H-persistent (respectively, H-nonpersistent),
we mean that there exist functions (V,H) satisfying Assumption 1.5 with positive (re-
spectively, negative) H-exponents (see Section 1.3 for details).




In particular,every weak limit point of (αN)N≥0 is an invariant probability measure of X.
The second theorem applied when the process X is nonpersistent.
Theorem 6.2. Assume that for all µ ∈ Pinv, µ(M0) = 1. Then α(M0) = 1. In particular,
if X is H- nonpersistent and M0 is accessible, α(M0) = 1.
Proof If λ = 0, then α ∈ Pinv and thus α(M0) = 1 by assumption. If λ > 0,
then α(M0) = 1 by Lemma 6.3. Now if X is H-nonpersistent and M0 is accessible, by
Theorem 1.14, Xt converges almost surely to M0. In particular, every invariant measure
should have its support in M0. 
6.4 Applications
6.4.1 Approximation of Epidemiological models in random envi-
ronment
In Chapter 3, we study a SIS model in a randomly fluctuating environment. The resulting
process is a Piecewise Deterministic Markov Process (PDMP). In this section we show
that we can see this PDMP as a limit of a finite population model.
We consider a finite population of size N , divided into d groups. We assume the
number of individuals in each group i is constant and equal to Ni. We assume that, for






The disease evolves in the population according to the state k ∈ E of the environment,
where E is a finite set. We can describe the evolution of the disease as follows. Each
individuals has a random exponential clock with parameter 1, independent from the other
ones. The time of the first ring is exponentially distributed with parameter N , and
the first ringing clock is carried by an individual of group i with probability Ni/N . If
the chosen individual is infected, then she is cured with probability Bki (x) > 0, where
x = (x1, . . . , xd) with xi ∈ {0, 1/Ni . . . , 1} the proportion of infected individuals in group
i, and k the state of the environment. If she is susceptible, then she becomes infected with
probability Cki (x) > 0. We set Bki (0) = Cki (0) = 0. In parallel, the environment switches
to state k to state l with probability ak,l(x). Denote by XNt the vector of proportion of
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infected at time t, and by INt the environment state at time t. Then (XNt , INt )t≥0 is a
continuous time Markov Chain on the space
MN = {0, 1
N1
, . . . , 1} × . . .× {0, 1
Nd
, . . . , 1} × E,
with transition rates given for all (x, k) ∈MN by
(x, k) −→(x+ ei
Ni










(x, l) at rate ak,l(x).
Here and throughout, (e1, . . . , ed) stands for the canonical basis of Rd. The infinitesi-
mal generator of ZN = (XN , IN) is the operator LN which acts on bounded measurable



























ak,l(x) [f(x, l)− f(x, k)] .
If f is a smooth enough function, one can see that LNf converges to the function L∞f
given by
L∞f(x, k) = 〈F k(x, )∇f(x, k)〉+
∑
l∈E
ak,l(x) [f(x, l)− f(x, k)] .
The operator L∞ is the generator of the PDMP given above. In [CDMR12], the authors
consider reactions in gene network leading to process with generators similar to LN .
They show [CDMR12, Theorem 3.1] that the process ZN converges in Skorokhod space
to the process Z with infinitesimal generator L∞, provided the initial condition of ZN
converges in distribution to the initial condition of Z. However, this results do not give any
information about the quasi-stationary distribution of ZN . We now show that the process
ZN and Z satisfy the assumptions of section 6.2. Also note that the set M = [0, 1]d × E
with the distance d defined for all (x, i), (y, j) inM by d((x, i), (y, j)) = 1li 6=j +1li=j‖x−y‖
satisfies hypothesis 6.1.
Proposition 6.2. The process ZN and Z satisfy hypothesis 6.2 to 6.5.
In particular, the results of Theorem 6.1 and 6.2 hold.
6.4.2 Process with soft killing
In this section, we study the generalisation of the toy model considered in Example 6.1.
That is, we consider a càdlàg Feller Markov process (Xt)t≥0 on some compact metric space
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(M,d), leaving invariant a compact subset M0. For all N ≥ 0, let κN : M → R+ be a
bounded measurable function, and set




where E is a random variable, with exponential distribution of parameter one, independent
of (Xt)t≥0. We now define a Markov process (XNt )t≥0 as follows : if x ∈M0, then XNt = Xt
for all t ≥ 0, if x ∈M+,
XNt =
{
Xt if t < TN
∂ otherwise,
where ∂ is an arbitrary point in M0. In order to get convergence (6.1), we impose that
‖κN‖∞ goes to 0 as N goes to infinity. Since the process XN lives on the open set M+
before extinction, there is no reason that without additional assumption, Hypothesis 6.3
is satisfied. Thus, we will assume the following :
Assumption 6.6. The processes X and XN satisfy :
(i) The process X is H - persistent;
(ii) There exists a Doeblin point x∗ for X, accessible from M+;
(iii) For all compact set K ⊂M+, there exists cN(K) > 0 such that
sup
t≥0
supx∈K Px(t < TN)
infx∈K Px(t < TN)
≤ cN(K);
(iv) limN→∞ ‖κN‖∞ = 0.
We denote by V a function satisfying Assumption 1.5 such that the H- exponents
are positive. We use recent results in [CV17b] to prove that under the above conditions,
Assumption 6.3 holds. More precisely, we have :
Proposition 6.3. There exists θ > 0 and N0 ≥ 0 such that, for all N ≥ N0, XN admits
a unique QSD αN satisfying αN(eθV ) < ∞. Furthermore, there exist γN ∈ (0, 1) and
CN ≥ 0 such that, for all t ≥ 0, for all µ ∈ P(M+),
‖µP˜Nt − αN‖TV ≤ CNe−γtµ(eθV ).




The last inequality implies that α(M+) > 0 for all limit point α of the sequence (αN).
Actually, we can prove that α(M+) = 1, and thus :
Proposition 6.4. Let Π denote the unique invariant probability measure of X such that
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6.5 Proof of main results
6.5.1 Proof of Theorem 6.1
This proof is inspired by [Mar13, Theorem 3.3]. Let U be a open subspace of M+. Then,
for all t ≥ 0 and all N , one has by QSD property,











Thus if αN(U) > 0, one gets
e−λN t ≥ inf
x∈U
Px(XNt ∈ U) (6.5)
Let (V,H) be functions satisfying Assumption 1.5 such that X is H-persistent. For
some R > 0 to be chosen later, set U = {x : V (x) < R + 1}. By Assumption 6.3, there
exists some R > 0 such that αN(U) > 0 for N large enough, in particular inequality (6.5)
holds. For all xN ∈MN+ and x ∈M+, one has
PxN (XNt ∈ U c) = P(x,xN )
(




V (XNt ) ≥ R + 1;V (Xt) ≤ R
)
.
Now by compactness of M and continuity of V , VR = {x : V (x) ≤ R} is compact and
V cR+1 = {x : V (x) ≥ R + 1} is closed, so there exists δ > 0 such that d(VR, V cR+1) = δ.
In particular, V (XNt ) ≥ R + 1 and V (Xt) ≤ R implies that d(XNt , Xt) ≥ δ. Thus, for all
x ∈ U , xN ∈ U ∩MN and θ > 0,
PxN (XNt ∈ U c) ≤ Px (V (Xt) > R) + P(x,xN )
(







d(XNt , Xt) ≥ δ
)
.
Since X is H-persistent, by Theorem 1.13, there exist θ, γ,K > 0, such that for all t big
enough, for all x ∈M+, Ex(eθV (Xt)) ≤ e−γteθV (x) +K. Hence, for all xN ∈ U and β > 0,




d(XNt , Xt) ≥ δ
)
.






1− e−γteθ −Ke−θR −max(x,xN )∈M×MN , d(xN ,x)≤β P(x,xN ) (d(XNt , Xt) ≥ δ)
)
For all ε > 0, there exists t, R > 0 such that e−γteθ +Ke−θR ≤ ε and by (6.1), there exists
N0 and β > 0 such that for allN ≥ N0, max(x,xN )∈M×MN , d(xN ,x)≤β P(x,xN )
(
d(XNt , Xt) ≥ δ
) ≤
ε, which proves that λN converges to 0. By Lemma 6.3, α is an invariant probability for
X. 
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6.5.2 Proof of Proposition 6.2
Recall that M = [0, 1]d × E. We set M0 = {0} × E. With the assumptions on the rates
Bk and Ck, M0 is absorbing for XN and satisfy point (ii) and (iii) of hypothesis 6.2.
Now it is a standard result which is a consequence of Perron-Frobenius Theorem that
an irreducible absorbed continuous time Markov Chain admits a unique QSD. One can
even show that the conditional law of XNt with respect to TN0 > t converges exponentially
fast in total variation toward the QSD (see e.g. [CV16]).
The limit process Z satisfy hypothesis 6.5 (i) because 0 is invariant for each vector
field F i so it is also invariant for X. Moreover, Proposition 1.9 implies the Feller property
and thus point (ii).
We now prove the convergence (6.1) of ZN toward Z for the metric d defined on
[0, 1]d × E by
d((x, i); (y, j)) = 1li 6=j + 1li=j‖x− y‖.
More precisely, we show that for all N > 0 and δ, T, α > 0, for all (x, i) ∈M , (xN , i) ∈MN







t ) ≥ δ
]




where K is a common Lipschitz constant for the F i and for all β, T > 0,























By adapting the proof of [Ben99, Proposition 4.6] and [BW03, Lemma 1], we show the
following lemma :
Lemma 6.5. For all ε > 0, for all T > 0, there exists C > 0 such that, for all (x0, i) ∈M ,















Moreover, one can choose C = γeW0(ε/2T ), where W0 is the principal determination of
the Lambert function.
Proof Let (x0, i) ∈ M and C ′ > 0. We claim that for θ = (θ1, . . . , θd) with θi ≤
Ni logC
′, the process




INs (XNs )ds〉−tCN ‖θ‖2
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is a supermartingale, where C = C ′maxi 1pi . Before proving this claim, let us show how


























Set β = Nε2
2CT
, let 1 ≤ i ≤ d and set θ = β/εei. Then, θi ≤ Ni logC ′ if and only if
C logC ′ ≥ piε
2T















which gives the announced result.
Now we prove the claim. Let (x0, i) ∈ M , θ > 0, and define f : M → R+ by
f(x, i) = e〈θ,x−x0〉. By classical results on Markov Process (see e.g. [EK86, Chapter 4,




− ∫ t0 LNf(ZNs )f(ZNs ) ds
is a martingale. Define the function g as g(u) = eu − u− 1. Then
LNf(x, k)
f(x, k)











Let C ′ > 0. For all u ≤ logC ′, g(u) ≤ 1/2u2C ′. In particular, if θ = (θ1, . . . , θd) with























− 〈F k(x), θ〉 ≤ C
N
‖θ‖2, (6.7)




























To give an insight on how to prove Proposition 6.2, we first prove it in the particular
case when the jump rates ak,l do not depend on x. In this case, for all N , (INt )t≥0 is a
continuous time Markov chain with rate matrix (ak,l)k,l. Thus, we can assume without
loss of generality that for all N and all t ≥ 0, INt = It almost surely. In particular,
d(ZNt , Zt) = ‖XNt −Xt‖.
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For all t ≥ 0, for all (xN , i) ∈M and (x, i) ∈M , one has
XNt = x












Let K be a Lipschitz constant common for all the F i. Due to (6.8) and (6.9), it holds
that




where VN(t) = ‖XNt − xN −
∫ t
0
F Is(XNs )ds‖. By Grönwall lemma, we deduce that for all
T > 0 and all t ≤ T ,
‖XNt −Xt‖ ≤
(‖xN − x‖+DN(T )) eKT ,
































We have now to deal with the case where the jump rates are non constant. A first
observation is the following. When the processes I and IN start at the same point k ∈ E,
they remain equal at least until a first jump occurs. In particular, if T1 denotes this first
time of jump, then (6.10) is still true for all t ≤ T1. As a consequence, if T1 ≤ T , XT1
and XNT1 are close with high probability. This fact encourages us to couple the jumps of
I and IN in such a manner that when X and XN are close, I and IN jump at the same
time to the same state with high probability. We give an explicit construction of such a
coupling.


















For all x ∈M , define the stochastic matrix (Q(x, i, j))i,j by




if i 6= j
1−∑k 6=iQ(x, i, k) if i = j. (6.11)
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For all k ∈ E, define the stochastic matrix PNk on {0, 1N1 , . . . , 1} × . . .× {0, 1Nd , . . . , 1} by












if y = x− ei
Ni
1−∑z 6=x PNk (x, z) if y = x
0 otherwise.
(6.12)
Let V N be a Poisson Process with parameter λ + σN . Let (Sn)n≥0 denote the sequence
of jump times of V N , (Rn)n≥1 be an i.i.d. sequence of Bernoulli variables with parameter
λ
λ+γN
, and (Wn)n≥0 an i.i.d. sequence with uniform law on [0, 1], with (Sn), (Rn), (Wn)
mutually independent. Without lose of generality, we set E = {1, . . . , |E|}.For all (x, i) ∈
M and all j ∈ E, define the interval Eij(x) = [qj−1(x, i), qj(x, i)) where q0(x, i) = 0 and
qj(x, i) = qj−1(x, i)+Q(x, i, j). Note that for all x, the intervals Eij(x) form a partition of
[0, 1). Now the processes (X, I) and (XN , IN) are constructed together as follows. Start
from (x, i) ∈ M and (xN , k) ∈ MN . Then for all t < S1, It = i, INt = k, XNt = xN and
Xt = Φ
i
t(x), the flow generated by F i. The process X is continuous, so XS1 = ΦiS1(x).





, y), and IS1 = INS1 = i. If R1 = 1,
then XNS1 = x
N and there exists a unique couple (j, l) ∈ E2 such that W1 ∈ Eij(XS1) and
W1 ∈ Ekl(XNS1). Set IS1 = j and INS1 = l. This procedure in then repeated with starting
point (XS1 , IS1) and (XNS1 , I
N
S1





t ) so constructed is a coupling of Z and ZN . With this construction, we get
the following lemma :
Lemma 6.6. There exists a constant L > 0 such that for all α > 0, for all N, n ≥ 1, for
all (x, i) ∈M , (xN , k) ∈MN ,
P(x,i),(xN ,i)
[
ISn 6= INSn ; ‖XSn−1 −XNSn−1‖ < α|ISn−1 = INSn−1
] ≤ Lα λ
λ+ σN
. (6.13)
Proof For readability, we drop the dependence in the initial conditions. With the
above construction, we have
P
[







































k 6=lEik(x) ∩ Eil(y)
)





k 6=lEik(x) ∩ Eil(y)
)
is also Lipschitz, with some constant L. Moreover, δi is 0
at x = y hence δi(x, y) ≤ λλ+σNL‖x− y‖. This concludes the proof. 
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t ) ≥ δ; max
[0,T ]








t ) ≥ δ; max
[0,T ]
1lINt 6=It = 1
]
On the event {max[0,T ] 1lINt 6=It = 0}, the two jumps processes remain equals until time T .
Thus, on this event, d(Zt, ZNt ) = ‖Xt − XNt ‖ and inequality (6.10) holds for all t ≤ T .








t ) ≥ δ; max
[0,T ]






















t ) ≥ δ; max
[0,T ]











P(Y = m|Sm ≤ T )P(Sm ≤ T ).
Now we prove that for all m ≥ 1, for all α > 0 and x, xN such that ‖x− xN‖ ≤ α/2e−KT ,




Note that we can rewrite the event {Y = m} as
{Y = m} = {ISm 6= INSm ; ISk = INSk , ∀1 ≤ k ≤ m− 1}.
Let α > 0. On the one hand, we have
P(x,i);(xN ,i)
[
Y = m; ‖XSm−1 −XNSm−1‖ ≥ α|Sm ≤ T
] ≤ HTN(α).
Indeed, on the event {Y = m}, inequality (6.10) holds until time Sm−1, which conditioned
to Sm ≤ T is inferior to T . On the other hand, Lemma 6.6 implies that
P(x,i);(xN ,i)
[
Y = m; ‖XSm−1 −XNSm−1‖ ≤ α|Sm ≤ T
] ≤ Lα λ
λ+ σN
.
Putting all together, we conclude that for all N > 0, δ, T, α > 0, for all (x, i) ∈ M ,







t ) ≥ δ
]




This ends the proof. 
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6.5.3 Proof of Propositions 6.3 and 6.4
Proof of Proposition 6.3
As announced, we use a recent result of Champagnat and Villemonais to prove Proposition
6.3. That is, we show that Condition (E) of Section 1.5 is satisfied by the Markov chain
(XNnT )n≥0 for some T > 0 and all N large enough. Furthermore, we prove that the
constants θ1, θ2, n1, c1, c2, the set K and the functions ϕ1, ϕ2 can be chosen independently
from N , provided N is large enough.
We start with a lemma on the process X.
Lemma 6.7. There exist θ > 0 , ρ < ρ¯ < max(1, ρ+1
2
), C > 0 and T > 0 such that :
1.
PTW ≤ ρ¯W + C1lS,
where W = eθV and
S = {x ∈M+ : W (x) ≤ C
ρ¯− ρ}.
2. There is a probability measure ν on S such that, for some constant c and for all
x ∈ S,
PT (x, ·) ≥ cν(· ∩ S).
3. There exists γ > 0 scuh that, for all x ∈ S, for all k ≥ 0,
Px(XkT ∈ S) ≥ γ.
Proof By Theorem 1.13, for T0 large enough, there exist θ, δ, κ > 0 and ρ < 1 such
that, for all t ∈ [T0, T0 + 1],
Pt(e
θV ) ≤ ρeθV + κ1lM+\Mδ0 .
Set W = eθV and C = κ
1−ρ . Then, for all n ≥ 1, for all t ∈ [T0, T0 + 1],
PntW ≤ ρnW + C ≤ ρW + C.
Now let ρ¯ be such that ρ < ρ¯ < max(1, ρ+1
2
) and set
S = {x ∈M+ : W (x) ≤ C
ρ¯− ρ}.
Then, for all n ≥ 1, for all t ∈ [T0, T0 + 1],
PntW ≤ ρ¯W + C1lS. (6.15)
Now as S is a compact set of M+, Proposition 1.8 and Assumption 6.6 imply that S is
a small set. In particular, there exist TS, cS > 0, and a probability measure ν on S such
that, for all m ≥ 1, for all x ∈ S,
PmTS(x, ·) ≥ cmS ν(· ∩ S). (6.16)
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Now let t ∈ [T0, T0 +1] be such that tTS = mn ∈ Q, and set T = nt = mTS. Then Equations
(6.15) and (6.16) yield the two first points. Furthermore, let x be in S and k ≥ 0. Then
Px(XkT /∈ S) = Px(W (XkT ) ≥ C
ρ¯− ρ)
= Px(W (Xknt) ≥ C
ρ¯− ρ)
≤ ρ¯W (x) + C
C
(ρ¯− ρ) = 2ρ¯− ρ.
This conclude the proof by setting γ = 1− (2ρ¯− ρ), which is positive by assumption. 




where θ1 = ρ¯ and T are given in Lemma 6.7. Let N ≥ N0 and set P = P˜NT . We prove
that P satisfies Conditions (E1) to (E4) with θ1 < θ2, ϕ1 = W and K = S given above
and ϕ2 = 1lM+ . To do so, we use the following straightforward lemma :
Lemma 6.8. For all nonnegative measurable functions f : M+ → R, for all x ∈ M+,
t ≥ 0, N ≥ 0,
P˜Nt f(x) = Ex
(
f(Xt)e
− ∫ T0 κN (Xs)ds) .
In particular,
P˜Nt f(x) ≤ Ptf(x)
and
P˜Nt f(x) ≤ e−‖κN t‖Ptf(x).
For all x ∈M+, we have by Lemma 6.7 and 6.8
PW (x) ≤ PTW (x)
≤ θ1W (x) + C1lS(x),
which implies the first two points of Condition (E2). Furthermore, we have for all x ∈M+
Pϕ2(x) = Px(XNT ∈M+)
≥ e−‖κNT‖
≥ θ2ϕ2(x),
by definition of θ2. This yields the two last points of condition (E2). Now, still by Lemma
6.7 and 6.8, for all x ∈ S and all k ≥ 1
Px(XNkT ∈ S) ≥ γe−‖κN‖kT > 0.
This implies Condition (E4). Condition (E1) is proved in a similar fashion with n1 = 1,
since
Px(XNT ∈ ·) ≥ e−‖κNT‖Px(XT ∈ ·)
≥ cθ2ν(· ∩ S).
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Thus, Theorem 1.21 implies that for all N ≥ N0, the Markov chain (XNnT )n≥0 admits
a QSD αN , which is the unique one satisfying αNW < +∞. Furthermore, there exist CN
and γN ∈ (0, 1) such that, for all n ≥ 0, for all µ ∈ P(M+) with µW < +∞,





where δ > 0 is such that S ⊂ M+,δ. It remains to show that the same behaviour holds
for the process (XNt )t≥0. By the proof of Proposition 8.2 in [Ben18], there exists some
constant c > 0 such that, for all x ∈M+ and all t ≥ 0;
Ex(eθV (Xt)) ≤ eθV (x)ect.
Let µ ∈ P(M+) be such that µW < +∞. Then the above inequality implies that
µPtW ≤ ectµW,
and thus
µP˜Nt W ≤ ectµW.
In particular, (µP˜Nt )W is finite for every t ≥ 0. Therefore, by Equation 6.17, for all t ≥ 0
‖PµP˜Nt (X
N
nT ∈ ·|nT < TN)− αN‖TV ≤ CNγnNµW.
This leads the result by the Markov property.
Proof of Proposition 6.4
Recall that for all N ≥ N0, for all x ∈M+,
P˜TW (x) ≤ θ1W (x) + C1lS.
Integrating this inequality with respect to αN , one find
e−λNTαNW ≤ θ1αNW + C.
Thus, since αNW < +∞ and e−λNT ≤ e−‖κN‖T , and by definition of θ2,
αNW ≤ C
θ2 − θ1 .
This implies that the sequence (αN)N≥0 is tight in M+ and thus that every weak-limit
point of (αN)N≥0 is in P(M+). So if α is such a limit point, α(M+) = 1, and by Theorem
6.1, α ∈ Pinv(X). Now since X admits an accessible Doeblin point, Theorem 1.13 implies
that Pinv(X) ∩ P(M+) is reduced to a single element denoted Π, hence α = Π. 
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