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The transverse field Ising model of N fully connected spins provides a mathematical accessible, yet
non-trivial, system to investigate the non-thermal dynamics after a sudden quantum quench. The
focus in this thesis of three-fold.
First, in a 1/N expansion the dynamics of the mean magnetization within its variance is obtained
analytically in the large N limit. The variance constitutes a leading order correction to the mean
field limit at infinite N . While mean field theories are one of the most accessible approximations
to deal with the quantum complexity, its validity in time out of equilibrium has to be checked
on a case by case basis. By studying the dynamics of the variance, we see that the mean field
approximation can break down at surprisingly early times scaling with the square root of N .
The underlying mechanism in the fully connected Ising model is identified as a dephasing effect
between nearby effective orbits. The dynamics of the magnetization variance discriminates four
qualitatively different regions in the dynamical phase diagram that are indistinguishable by just
looking at the mean magnetization.
Second, bipartite entanglement between disjoint groups of the spins in the fully connected Ising
model is studied. In the large N limit the entanglement Hamiltonian is shown to be a harmonic
oscillator. A quantitative relation between the angular frequency of the oscillator and a squeezing
measure of the spin state is derived. Explicit expressions for the Rényi entanglement entropies are
given. In contrast to the variance, which vanishes in the thermodynamic limit, the entanglement
entropy saturate to an N -independent positive value. The dynamics of the entanglement Hamilto-
nian and the entanglement entropies is discussed. Linear growth as a function of time is linked to
the unstable fixed point and the homoclinic orbit and of a pitchfork bifurcation, while logarithmic
increase is explained due to a dephasing mechanism of nearby effective orbits. A generalization
to other models that permit a semiclassical effective description (on a possibly higher dimensional
phase space) is given. As a byproduct the connection between entangled Gaussian states and the
symplectic eigenvalues of its reduced covariance is derived. An upper bound on the von Neumann
entanglement entropy of any bipartite pure state is given in terms of the symplectic properties of
its reduced covariance.
Third, the existence of dynamical phase transitions (DPTs) in the fully connected Ising model is
argued by two different approaches. DPTs are defined as non-analyticities in the time-dependence
of the return probability rate function in the thermodynamic limit. Like entanglement entropy,
the behavior of the return rate function is an observable-independent quantity used to charac-
terize non-equilibrium states. A numerically based connection between the DPT and the analytic
property of the infinite time averaged order parameter as a function of quench strength is discussed.
The concept of Feynman history states is used to devise the notion of history entanglement.
An information theoretic interpretation of the history entanglement entropy as the precision of a
quantum clock follows from Holevo’s bound. The dependence of this entanglement entropy on the
observation time constitutes an operator-independent characterization of the quantum dynamics in
closed systems. For observation times comparable to the Heisenberg time, the history entanglement
becomes sensitive to the statistics of the energy gaps, and thus distinguishes integrable and non-
integrable dynamics. This is demonstrated for two examples, a random matrix ensemble, and a one-





N system size, number of elementary spins
HN = ⊗NC2 Hilbert space of N spins
DN ∼= l2(ZN+1) Dicke space of N spins























i )/2 intensive collective spin operators
H fully connected transverse field Ising Hamiltonian
Heff effective Hamiltonian
Γ transverse magnetic field
H2 binary Shannon entropy
Sn =
1
1−n log Tr ρ
n n-th Rényi entropy of density matrix ρ
SvN = −Tr ρ log ρ von Neumann entropy of density matrix ρ
f rate function
f2 curvature (second derivative) of the rate function f
g2 real part of f2
θ2 negative imaginary part of f2
n configuration space dimension
z = (x,p) 2n dimensional phase space coordinates
∇2H = H ′′ Hessian matrix of H : R2n → R
∇H = H ′ gradient of H : R2n → R
J standard 2n by 2n symplectic form
zcl = (xcl,pcl) reference orbit
NCz0 Gaussian function on R2n with covariance C and mean z0
ψAB composite pure state
ρA reduced density matrix TrB |ψ〉AB 〈ψ| of ψAB
ΓAB inverse covariance matrix of ψAB
ΓA inverse covariance matrix of ρA
HE entanglement Hamiltonian ρA = e
−HE
Wρ Wigner function of ρ




ΣAB covariance matrix of composite Wigner function WAB
ΣA covariance matrix of marginalized Wigner function WA
ρN (E) =
∑
n δ(E − En) spectral density of states
χ = S(ρ)−∑t ptS(ρt) Holevo’s quantity
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(Quantum) Information. From the epistemological point of view of digital physics [3,4], the fun-
damental entity that governs all physical processes and phenomena, is information and information
processing, i.e., computation. An early hint that information has physical significance, is Maxwell’s
famous demon [5], and its derivates due to Smoluchowski [6], Szilard [7] and Feynman [8]. To-
day, information has a precise quantitative meaning in thermodynamics. Heat dissipation as a
consequence of information erasure [9], and its use as a source for engines [10] is well established.
In quantum physics, information and information processing plays a similarly important role [11].
However, compared to classical information, quantum information is notably different. Foremost,
in contrast to classical information, conditional quantum information can be negative. As a con-
sequence, “the best possible knowledge of a whole does not necessarily include the best possible
knowledge of all its parts, even though they may be entirely separate” [12]. This underlies the
phenomenon of quantum entanglement, which has no classical analog.
Since the years of its first investigations in 1935 [12, 13], entanglement has developed into an
indispensable tool. The applications of entanglement range from black hole thermodynamics [14–
16], the fundamental structure of space-time [17], holographic dualities [18, 19], conformal field
theories [20–23], quantum information theory [24] and quantum computation [25], to condensed
matter physics [26].
In the field of condensed matter physics, entanglement is used as an order-parameter-independent
quantity to identify quantum phase transitions [27, 28]. The effects of entanglement can enhance
measurement accuracy in quantum metrology [29, 30], and protect non-locally stored information
against decoherence in quantum computation [31]. Entanglement is a bottleneck for many numer-
ical methods, such as the density matrix renormalization group [32–34] and in the matrix product
states formulation [35, 36], as they rely on the fact that the entanglement remains low in order to
effectively avoid the complexity of the exponential Hilbert space dimension. Due to finite compu-
tational resources, this is particularly limiting in out-of-equilibrium situations, where entanglement
of typical states approaches a volume law [23, 37], contrary to ground states that typically obey
an area law. Whether entanglement scales with the volume or the area of the bipartition, in both
cases the induced complexity grows with dimension. From this perspective, the understanding of
the time evolution of entanglement is crucial.
Quantum simulators. One of the main long-term technological goals at the intersection of non-
equilibrium quantum many body physics and quantum information theory is the construction of
a large scale quantum computer. Several recent theoretical advancements, such as topologically
protected states [38], and the application of machine learning algorithms to quantum stabilization
[31, 39], are exploited to achieve long-time quantum coherence. Even though some breakthroughs
have been made [40], the dream of a large scale quantum computer is not completely realized, yet.
Because “[the] thought of every age is reflected in its technique” [41], the theoretical approach
to quantum computing is tightly entangled with experimental progress. In addition to quantum
computers, which may also be called digital quantum simulators, analog quantum simulators have
also gained attention over the past years. The increasing control of experimental setups have lead to
the realization of Manin’s and Feynman’s [42–44] vision, and induced the following paradigm shift.
On the one hand, theoretical models are devised to explain and predict experimental observations.
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These models are simple enough to be mathematically or numerically accessible, and yet, detailed
enough to capture the essential (often universal) features of the matter of interest. The modeling
of solid state materials by lattice Hamiltonians and effective degrees of freedom is along those lines.
Another prime example is the use of random Hamiltonians to describe the universal features of the
spectra of heavy nuclei [45]. On the other hand, analog quantum simulators in some sense reverse
this process of theoretical modeling. Ultra cold quantum gases on optical lattices and traps are
prime examples for analog quantum simulators [46–49]. By controlling the particles of the gas,
it is possible to simulate a given theoretical quantum Hamiltonian and its induced Schrödinger
dynamics in the lab.
Quantum many body physics out of equilibrium. Questions regarding non-equilibrium quantum
physics fall into two main categories. The first category concerns what it means that a quantum
system thermalizes [50], whether or not specific systems thermalize, and how they do so [51], e.g. on
which time scales [52]. In other words, the problem of thermalization is about the microscopic
justification of (quantum) thermodynamics. Related to this is the question what good notions
of quantum integrability are, and whether and how integrable systems evolve differently from
non-integrable systems [53,54].
The second category is about the description of the dynamics and classification of non-thermal
(steady) states of matter. In recent years, novel non-equilibrium states that rely on both, the
many particle nature, as well as the quantum nature, have been found. Sometimes, a single or few
body quantum phenomenon, such as Anderson localization, and quantum scars in semiclassical
wave functions, have a rich many body analog, such as quantum many body localization [55, 56]
and quantum many body scars [57, 58]. Quantum many body localization is an example for a
non-thermal state of matter and is characterized by slow logarithmic increase of entanglement.
Moreover, recently found new types of dynamical behavior, such as dynamical phase transitions1
[59, 60], and time crystals [61], are structurally analogous to equilibrium physics.
The focus of this thesis is on the second category of questions. In particular, the non-thermalizing
dynamics of a permutation invariant spin model is studied. More details are given below.
Fully-connected models. In this treatise, the fully connected transverse field Ising model (FC-TFIM)
is investigated out of equilibrium. This model, in whichN spins are coupled in a permutation invari-
ant way, is also known as the Lipkin-Meshkov-Glick (LMG) model [62], and can also be formulated
as a two component Bose-Einstein condensate (BEC) [63–65]. The non-equilibrium situation is
achieved by a sudden quantum quench in the transverse magnetic field.
The study of this particular model is motivated by three main reasons. First, it has a mathe-
matically amenable thermodynamic limit as N →∞. More precisely, the thermodynamic limit is
identical to the mean field limit. Corrections to the mean field limit become important for large,
but finite N . These corrections are non-trivial and can be obtained in a controlled 1/N expan-
sion. This expansion is non-perturbative in the couplings of the model, and therefore, provides
a complementary approach to perturbative treatments of many body problems. By studying the
corrections to the mean field limit, the FC-TFIM provides an example to benchmark the validity
of mean field approximations out of equilibrium.
Second, the FC-TFIM can be viewed as the infinite range limit of a one-dimensional spin model
with long-range couplings. Those long-range models are of experimental [46–48] and theoretical
interest. One question is how the spread of correlations [66–69] and entanglement [70–75] in long-
range models is different from their short range counter parts [22, 23, 76, 77]. Many results on
entanglement dynamics in long range models are numerical [70,78,79] and semi-analytical [72,80].
1Two different types of dynamical phase transition are discussed in Sec. 4 of this thesis.
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The infinite coupling limit provides an accessible model to address the entanglement dynamics
analytically.
Third, fully connected models may also be viewed as effectively infinite dimensional lattice
models, in the sense that their coordination number diverges. As such, they provide the opposite
limit to low dimensional, in particular one-dimensional, systems. In contrast to notoriously difficult
two and three-dimensional transverse field Ising model, the infinite-dimensional limit is accessible.
Outline. This thesis is structured as follows. In chapter 2 a short introduction to the FC-TFIM
is given. The permutation invariance and its consequences are emphasized. In particular, the
mapping onto an effective one-dimensional model is explained. Under this mapping the thermo-
dynamic limit of the spin model translates to the classical limit of the effective model. Therefore,
some remarks on semiclassical theory are made, and a few results, which will be used in later chap-
ters, are collected. The material of this chapter is not new, and rather written in a monograph
style.
The subsequent material is structured in three parts, each part is contained in one of the chapters
3, 4, and 5. The chapters 3 and 4 are devoted to the author’s publications [1] and [2], respectively,
while chapter 5 contains unpublished results.
In [1], see Sec. 3.8, the dynamics of the mean and variance of the magnetization after a quantum
quench is obtained analytically to leading order as N → ∞. Based on these observations the
dynamical phase diagram is explained, and the time scale of validity of the mean field approximation
is discussed. As a consequence of spin-squeezing the magnetization variance is tightly connected to
entanglement. The leading contribution to the entanglement Hamiltonian is computed in the large
N limit. The entanglement Hamiltonian is a harmonic oscillator, and the quantitative relation
between spin squeezing and Rényi entanglement entropies is derived.
In addition to these results, chapter 3 discusses three extensions not contained in [1]. First, in
Sec. 3.2, the dynamics of higher cumulants beyond the variance is investigated. The hierarchi-
cal coupling of the cumulants’ equations of motion is derived and discussed. Second, in Sec. 3.4,
the calculation of the entanglement Hamiltonian and Rényi entanglement entropies of Gaussian
states is generalized to higher state space dimensions. A semiclassical interpretation in terms of
the symplectic capacity and the symplectic non-squeezing theorem is given. This result is used in
Sec. 3.5 to bound the von Neumann entanglement entropy of non-Gaussian states from above. The
result of Sec. 3.4 also facilitates a short discussion of quadripartite entanglement in the FC-TFIM,
cf. Sec. 3.6. Third, the dynamics of inhomogeneous initial states in the FC-TFIM is briefly sketched
in Sec. 3.7. It is speculated on the consequences for the dynamics of spin squeezing and entangle-
ment.
Chapter 4 is concerned with dynamical phase transition (DPT) in the FC-TFIM. After a brief
review of the literature in Sec. 4.1, two independent approaches to DPT in the FC-TFIM are
presented in Secs. 4.2 and 4.3. Both sections suggest the existence of DPT in the spin model.
The first approach in 4.2 is rather heuristic. The second approach in 4.3 gives a more microscopic
account of the occurrence of DPT. In particular, the critical times at which DPT occur, and the
decay of the Loschmidt rate function are related to spectral properties of the FC-TFIM. Limitations
are critically discussed.
A copy of the publication [2] is attached in Sec. 4.5. This publication discusses a connection be-
tween two different types of DPT in the FC-TFIM, and is mainly based on numerical observations.
Chapter 5 is independent of the other chapters and self-contained. It discusses bipartite entan-
glement entropy in Feynman history states as a quantum information theoretic characterization of
3
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the dynamics in closed quantum systems. Common to both, the DPT investigated in chapter 4 and
the history entanglement in chapter 5, is the crucial role of the spectral density of the Hamiltonian
driving the dynamics.
After reviewing and introducing the notion of extended Hilbert spaces, history states and his-
tory entanglement in Secs. 5.1 and 5.2, two information theoretic interpretations of the history
entanglement are given in Sec. 5.3. One is based on the entanglement entropy of measurement,
the other relies on Holevo’s bound. A connection to quantum clocks and quantum speed limits
is emphasized. The examples of a random matrix ensemble, cf. Sec. 5.4, and a hardcore boson
model in the integrable and non-integrable regime, cf. Sec. 5.5, show how the history entangle-
ment discriminates between integrable and non-integrable dynamics. The analytical predictions
are confirmed by numerical data.
4
2 Mean field spin model
The following chapters 3 and 4 discuss non-equilibrium quantum dynamics after a quench in the
transverse field Ising model of fully connected spins. This chapter gives a brief introduction into
the infinite range Ising model and semiclassical analysis. This is textbook knowledge, and does
not contain any new results.
After stating the fully connected Ising Hamiltonian and discussing the consequences of its per-
mutation invariance in Sec. 2.1, we review the mapping onto an effective semiclassical model in
the large N limit in Sec. 2.2. Thereafter, in Sec. 2.3, we make a brief digression into semiclassical
analysis.
2.1 The fully connected transverse field Ising model
The Hamiltonian of the transverse field Ising model of N fully connected spins reads










where sx,y,zi = σ
x,y,z
i /2 are spin-1/2 operators of the ith elementary spin in terms of the Pauli
matrices σx,y,z, and Γ is the homogeneous transverse magnetic field. The ferromagnetic coupling
between the spins is all-to-all, and its uniform strength is scaled by a factor of 1/N such that both
sums in (2.1) scale extensively as O(N).
The model (2.1) is also known as the Lipkin Meshkov Glick model [62]. It has a quantum critical
point at Γc = 1/2, which separates the ferromagnetic (ordered) phase Γ < Γc from the paramag-
netic (disordered) phase Γ > Γc [28, 81].
The Hamiltonian (2.1) is defined on the 2N -dimensional Hilbert space HN = ⊗NC2 of N ele-
mentary 1/2 spins. The subspace of invariant states w.r.t. permutations of the N spins is denoted
by DN , and referred to as the symmetric Dicke space. As H is invariant under permutations of
the spins, the Dicke subspace is invariant under H and under the family of unitary time evolution
U = e−iHt.
In Sec. 2.2 we will encounter another Hilbert space, the Hilbert space of square integrable func-
tions on the unit interval Heff := L2(0, 1). In the limit of N →∞, states in DN are approximated
by functions in Heff. The three Hilbert spaces, HN ,DN , and Heff, occur frequently in this treatise.
Pictorially, their relation is summarized as
HN ⊃ DN N→∞−−−−→ Heff.
In the following subsection, we discuss the symmetric Dicke space and its relation to the full
Hilbert space of N spins in more detail. Thereafter, in Sec. 2.2 a mapping of the symmetric spin
model onto an effective model with Hilbert space Heff is explained. This effective description has
a semiclassical limit for N →∞.
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2.1.1 Permutation invariance and Dicke subspace
We spend some time on the theory of permutation invariant systems. First, we review some gen-
eral consequences of permutation invariant Hamiltonians on the structure of the Hilbert space by
following [82]. Although, we will mostly confine to the totally symmetric subspace, we sketch
the theory in more generality. Second, we apply the general findings to a fully symmetric spin
Hamiltonian of N spin-1/2 particles.
Generic permutation invariant Hamiltonian of N particles. The following discussion can be
found in chapter IX. of [82]. Let H be a generic N particle Hamiltonian1 that commutes with all
particle permutation operators P , i.e. [H,P ] = 0. Moreover, any permutation operator is unitary,
P † = P , and can be viewed as a conserved (complex-valued) quantity. There are N ! conserved
quantities resulting from permutation invariance in this way. However, as two permutation op-
erators P1 and P2 do not commute in general, one cannot give a value to all these conserved
quantities simultaneously. In other words, the permutation operators are complementary, and
there is no common eigenbasis of all P and H. The best one can do is to give a maximal set
of pairwise commuting conserved quantities χ1, · · ·χm, i.e. [χi, χj ] = 0 and [χi, H] = 0. Every χi
must be a linear combination of the permutation operators, because any polynomial of permutation
operators can be written as a linear combination of permutation operators. It turns out that the
choice of χi = χ(Pi) = (N !)
−1∑
P PPiP
†, where the summation is over all permutations, fulfills
the requirements. Evidently, χi commutes with all permutations. Two similar
2 permutations P
and Q give identical χ(P ) = χ(Q). On the contrary, any two permutations P and Q that are
not similar yield different operators, χ(P ) 6= χ(Q). Hence, to each equivalence class of similar
permutations one associates a conserved quantity χi. As χi is the average over all permutations
in the respective equivalence class, and because any permutation P is similar to its inverse P †,
χi is Hermitian, i.e. a real-valued conserved quantity. The number of equivalence classes modulo
similarity is m, the number of ways that N can be decomposes into a sum of integers. A trivial
conserved quantity is given by the identity, χ1 = 1. We denote the collection of all m operators
(χ1, · · ·χm) by the bold face letter χ. The eigenvalues of χ are not independent, since they have
to fulfill certain relations among them. It turns out that there are m different valid solutions
(each solution is related to a character of the group of permutations). One obvious solution is
χ1 = 1, · · ·χm = 1, corresponding to permutation invariant states. Another solution is χi = ±1,
depending on the parity of the equivalence class, corresponding to antisymmetric states. These
two irreducible representations of the permutation group, the totally symmetric and the totally
antisymmetric, are the most prominent ones, as they are the mathematical basis of the theory
bosons and fermions, respectively. We can now construct common eigenstates of H and χ, and
denote the orthonormal eigenbasis by |E,χ〉. The permutation invariant energy eigenstates are
|E, {χi = 1}〉. These states are special and they obey P |E, {χi = 1}〉 = |E, {χi = 1}〉 for any
permutation P . In general, acting with a permutation on |E,χ〉 changes the state, but it remains
an eigenstate of H and χ with the same eigenvalues. In other words, |E,χ〉 are usually highly
degenerate. (The fact that many energy eigenstates are degenerate already follows from the fact
that H has many non-commuting conserved quantities.) The degeneracy3 of |E,χ〉 is a function
1For the sake of concreteness, one may think of H as the Hamiltonian in (2.1), but the discussion applies to all N
particle Hamiltonians of any particle type.
2Two permutations P1 and P2 are similar if there exists another permutation P such that P1 = PP2P
−1. In
other words, two permutations P1 and P2 are similar if they are identical modulo relabeling of the labels by a
permutation P .
3Here, we only mean the degeneracy as a consequence of the indistinguishability of the particles. Of course, there
may be additional degeneracies, unrelated to the permutation invariance.
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n(χ) of χ alone. It is impossible to distinguish these degenerate eigenstates by physically mean-
ingful, i.e. permutation invariant, operators. Only eigenstates of χ with different eigenvalues can
be distinguished by physically meaningful observables. Examples of such meaningful observables
are the Hermitian operators χ.
Permutation invariant Hamiltonian of N spin-1/2 particles. Now, we turn to the special situa-
tion of a permutation invariant Hamiltonian of N spin one half particles, i.e. when the local Hilbert
space of a single particle is two dimensional. Prior to discussing the concrete spin Hamiltonian
(2.1), we make some general remarks about the structure of the Hilbert space of a system of N
identical spin one-half particles. A system of N elementary spins is built up by starting with a
single spin-1/2 and successively adding elementary spins one by one until the N -th spin is added.
Adding two spin one half spins produces an antisymmetric singlet (j = 0) state and three sym-
metric triplet states (j = 1). The procedure of subsequently adding more spins is schematically
sketched in Fig. 2.1. From one row to the next a spin one half is added. The numbers in every
1
2
(2) N = 1







(4) N = 3





















(6) N = 5
Figure 2.1: Successive buildup of the Hilbert space of N spin-1/2 particles, starting with a single
spin (top row), and adding one additional spin according to the spin coupling rules by
going to the next row below. Each cell represents subspace of the Hilbert space with
fixed number of particles (given by the row index N in the last column), and a fixed
total spin j given by the first number in each cell. The number in brackets is (2j + 1),
the dimension of the subspace. All of these subspaces are mutually orthogonal. The
total dimension of all subspaces in the N -th row sums to 2N , the dimension of the
Hilbert space of N spin-1/2 particles. The last cell in each row (boxed) denotes the
totally symmetric, permutation invariant, Dicke subspace of N spins.
cell indicates the spin-j representation, the number in brackets is the dimension (2j + 1) of this
representation. The sum of all dimensions in the Nth row add up to 2N , i.e. the Hilbert space
dimension of N elementary spins. The arrows indicate how the irreducible spin-j representations
splits into the two irreducible spin |j− 1/2| and (j+ 1/2) representations upon adding a new spin.
Thereby, the dimension doubles from (2j + 1) to [2(j − 1/2) + 1] + [2(j + 1/2) + 1] = 2(2j + 1).
The representation with the largest spin in each row (marked with a box) is totally symmetric,
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i.e. states of this representation are eigenvalue one eigenstates of χ1, · · ·χm acting on the N el-
ementary spins. Those totally symmetric states span the (N + 1) dimensional Dicke space. In
other words, the Dicke space is the spin-N/2 irreducible representation obtained by adding N
elementary spin-1/2’s. In general, the representations of the remaining cells in the above diagram
are not spanned by χ eigenstates. However, in the direct product space of representations of the
same spin j, one can choose an eigenbasis of the χ1, · · ·χm operators. This is because the op-
erators χ commute with the total spin operator S =
∑N
j Sj , and hence, eigenstates of χ must
lie in an eigenvalue j(j + 1) eigenspace of S2. We do not proceed further with the discussion of
the non-symmetric χ eigenspaces, other than noting that these eigenspaces need to be taken into
account when constructing thermal density matrices of permutation invariant spin Hamiltonians
on HN = (C2)⊗N .
It is interesting that the spin-N/2 representation obtained by adding N elementary spin-1/2’s is







P | ↑ · · · ↑↓ · · · ↓〉 (2.2)
be the normalized permutation invariant state of N elementary spins with N+ up spins, where
P = 1N !
∑
p∈SN p is the orthogonal projection operator onto the permutation invariant subspace.
There are (N + 1) independent states, parametrized by N+ ∈ {0, · · ·N}. We show that these
states are N2 (
N
2 + 1) eigenvalue eigenstates of S
2. The off-diagonal terms in the double sum
S2 =
∑N
i,j=1 Si · Sj act on direct product states |si, sj〉, with si, sj ∈ {↑, ↓}, as




2|si, sj〉 − |si, sj〉, si 6= sj
|si, sj〉, si = sj ,
where s denotes the spin obtained by flipping s, i.e. ↑ =↓ and ↓ =↑. In both cases, for a pair of
parallel and antiparallel spins, the number of up and down spins is not changed under the action





















































shows that the symmetric Dicke states are indeed states of a spin-N/2 representation.
2.2 Effective semiclassical picture
We are interested in two things. First, expectation values 〈Ψ|O|Ψ〉 of permutation invariant op-
erators O in a typical state |Ψ〉 ∈ DN . And second, the time evolution of |Ψ〉 w.r.t. H, that is
|Ψt〉 = e−iHt |Ψ〉. In general, 〈O(t)〉 is not a simple explicit expression. However, in the limit
N →∞, and under certain conditions, the leading contribution of 〈O(t)〉 evolves according to an
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effective quantum system in the semiclassical limit.
More precisely, for large N there is an approximate4 mapping of the spin model (2.1) on DN
to a quantum system of a fictitious particle on the interval [0, 1] with effective Planck constant
~eff = 1/N and Hamiltonian [81]
Heff(n+, p) = −
1
2
(n+ − 1/2)2 − Γ
√
n+ − n2+ cos(p), (2.3)
where p = −i~eff∂n+ . This effective Hamiltonian is defined on the Hilbert space Heff = L2(0, 1) of
square integrable functions on the unit interval. The position of the fictitious particle is given by
the fraction of up spins n+ = N+/N in the spin model.
In the limit N → ∞ the mapping becomes exact, and the evolution of 〈O〉 follows from the
classical equations of motion of Heff. This is the mean field limit. If N is sufficiently large, but
still finite, then, quantum fluctuations around the classical limit can be taken into account by a
systematic expansion in 1/N . One quantitative measure for these quantum fluctuation effects is
the variance var(O) = 〈O2〉 − 〈O〉2. We will see in Sec. 3.2 how to systematically approximate the
variance var(O) and higher moments. The fact that quantum fluctuations are included on top of
the classical limit, is referred to as semiclassics.
The derivation of the effective Hamiltonian (2.3) is described in more detail in [81] and in
appendix A of [1]. A generalization of the effective Hamiltonian to the situation of inhomogeneous
(i.e. not fully permutation invariant) states is described in Sec. 3.7.
Essentially, the Hamiltonian Heff follows from expanding the spin Hamiltonian H of Eq. (2.1)
in the Dicke basis states |N+〉, cf. Eq. (2.2). The key point of the effective description is the
right choice of coordinates n+ = N+/N . In order to have a well defined limit ~eff = 1/N → 0
the coordinates of the effective configuration space must scale intensively, i.e. independent of N ,
in the large system size limit, cf. table 2.1. The fraction of up spins, n+ = N+/N is a suitable
intensive coordinate. The percental quantity (n+ +1/2) is the eigenvalue of the intensive collective






i /2 with eigenstate |N+〉. The commutation relations of the intensive
collective spin operators s = (sx, sy, sz) is given by the SU(2) algebra decorated with the scaling
parameter ~eff = 1/N , i.e. [sx, sy] = ~effsz, and similarly for cyclic permutations of the indices.
The fact that the commutator vanishes for N → ∞ is another instance of why the intensive spin
operators facilitate a semiclassical description. The change of coordinates from N+ to n+ = N+/N
can be interpreted as a scale separation [83], where ~eff = 1/N plays the role of the scaling
parameter.
Remark (on the order of limits, N →∞ and t→∞). In general, the mean field limit N →∞ and
the large time limit t→∞ do not commute. This has far-reaching consequences and is the reason
for the rich and complex structures in the field of quantum chaos (quantum chaology) [84]. For
example, the double limit of N →∞ and t→∞ was investigated in [85] for the spin model (2.1)
with Γ = 0. It was shown that the trace of the evolution operator e−itH can lead to complicated
fractal structures in the complex plane (even in the supposedly simple case of Γ = 0). We are not
concerned with these complications, though. Instead, we investigate the asymptotic behavior for
a fixed large N and early times. Because of the aforementioned, we cannot expect the asymptotic
results to hold for arbitrarily large time scales. Ref. [1] discusses the time scale of the breakdown
of the mean field description as a function of N .
Remark (on different semiclassical approaches). We follow the approach [81] of expanding H in
the Dicke states |N+〉 to obtain the effective description Heff. This is not the only semiclassical
technique in the context of spin models. Another approach is an expansion in spin coherent
4The approximation involved in the mapping from (DN , H) to (Heff, Heff) consists in neglecting terms of order
O(1/N) in Heff. More details are given in appendix A of [1].
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states [86]. One reason, why we use an expansion into Dicke states is, that a bipartition of the
elementary spins is very natural for the Dicke states, but less obvious for spin coherent states. We
use this bipartition in the discussion of entanglement in Sec. 3.3.
Summary. The relations between the fully connected spin model (2.1) on DN and its effective
description Heff on Heff are summarized in table 2.1.
collective spin model effective description
limit
N →∞, thermodynamic limit,
mean field limit
~eff = 1/N → 0, classical limit
corrections
finite size effects, corrections to
mean field
quantum fluctuations
configuration N+ ∈ ZN+1 (extensive) n+ = N+/N ∈ [0, 1] (intensive)
Hilbert space DN ∼= l2(ZN+1) (Dicke space) Heff = L2(0, 1)
basis {|N+〉}, 〈N+|M+〉 = δN+,M+ {|n+〉}, 〈n+|m+〉 = δ(n+ −m+)






|Ψ(N+)|2 = 1 ||ψ||Heff =
∫ 1










i /2 (extensive) cos(p), p = −i∂n+/N
Hamiltonian
H = − 12N S2z − ΓSx,
(extensive), Eq. (2.1)
Heff, (intensive), Eq. (2.3)
eigenenergies H |En〉 = En |En〉 Heff ψn = enψn
En (extensive) en ≈ En/N (intensive)
eigenstates Ψn(N+) = 〈N+|En〉 ψn(n+) ≈
√
NΨn(bn+Nc)
Table 2.1: Summary of various relations between the fully connected spin model (2.1) on DN and
its effective description (2.3) on Heff.
The upshot is that the thermodynamic limit in the fully connected Ising model (2.1) translates to
the classical limit in the effective model (2.3). We will make intensive use of semiclassical analysis in
the effective model to study the quantum dynamics in the mean field spin model for asymptotically
large N . In particular, we apply the ideas of the truncated Wigner approximation [87,88] and the
nearby orbit approximation [89–91]. Schematically,
thermodynamic limit
N→∞








In the following section we collect some general semiclassical results for later reference.
2.3 General remarks about semiclassics
In this section we collect a few semiclassical formulas to be used in later chapters, in particular, in
chapters 4 and 5. For the rest of this section Ĥ denotes a quantum Hamiltonian, whose classical
limit is given by the Hamilton function H(z) with N degrees of freedom z = (q,p) ∈ R2N , and
p ∈ RN is the conjugate momenta of q ∈ RN .
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The semiclassical limit is really a question of scales [92]. A system is in the semiclassical limit,
if ~ is small compared to a characteristic action (a quantity of dimension energy×time). Hence,
when we refer to the magnitude of ~, it is always implicit with respect to the natural units of the
specific problem at hand. In other words, ~ is viewed as a dimensionless scaling parameter [83],
separating the quantum world from the classical limit ~→ 0.
Mathematically speaking, the classical limit is singular [84, 85, 93], and does not commute with
the late time limit. This has important consequences for the morphology of spectral eigenfunction
(being stationary in time, they inherently involve the large time limit) [94–97], and the rich behavior
of the spectral density [92, 98–103] on small energy scales, which are associated to late times.
Essentially, the field of quantum chaos, where late time behavior of quantum systems with a non-
integrable classical limit are studied, is a child of this singular double limit. Whether the limiting
classical dynamics is integrable, fully chaotic, or a mixture of both (as e.g. predicted by KAM’s
theorem [104–106] for small integrability breaking) has consequences for the quantum mechanical
spectrum on small energy scales and its wave function morphology in the small ~ limit. The
spectrum of a Hamiltonian and the morphology of its eigenstates are interrelated [97]. We sketch
some of those results, beginning with the spectral properties, and then briefly mention results
about eigenstates.
Spectral properties. The spectral density5 ρ(E) =
∑
j δ(E−Ej) (summation over eigenvalues of
Ĥ) can be decomposed into the mean density and correction terms as [92,95,97,107,108]












Eq. (2.4a) has two important implications. First, the density of states is proportional to the size
of the energy hypersurface. In particular, for one degree of freedom, N = 1, the hypersurface is
a co-dimension one subspace in a two dimensional phase space, and its size is proportional to the
time that a classical orbit needs to traverse this subspace. This follows from a change of integration
variables z 7→ γ(t)
∫













where γ parametrizes the classical orbit at energy E obeying the equation of motion γ̇ = J∇H(γ).
Second, it entails that the mean spacing 〈d(E)〉−1 between consecutive eigenvalues scales as ~N .
This is an instance of the semiclassical rule that each bound state is associated to a volume of
(~/2π)N in phase space.
Eq. (2.4b) is referred to as Gutzwiller’s trace formula and constitutes corrections to the mean
density (2.4a). These corrections are an important result of the periodic orbit theory due to
Gutzwiller6 [109, 110], Balian, and Bloch [111, 112]. The summation in (2.4b) is over periodic
5The normalization is chosen such that
∫
ρ = simH is the number of eigenstates. In chapter 5 we use the different
normalization of
∫
ρ = 1, which is more common in random matrix theory and the local density of states.
6Gutzwiller’s theory was developed in a series of four papers, the last two of which discuss the significance of
periodic orbits for the semiclassical approximation of the density of states.
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orbits, counting multiple and time-reversed traversals, at energy E. This holds for both, integrable
and fully chaotic systems, but the different nature of periodic orbits in integrable and fully chaotic
systems leads to different properties of dosc. The exponent µ equals (N − 1)/2 for integrable, and
zero for fully chaotic (isolated periodic orbits), respectively. To every orbit, Sj =
∫
p(q, E)dq is
the Maupertuis’s action (plus Maslov index) and its derivative w.r.t. the energy yields the orbit’s
period Tj = S
′
j(E). Hence, Eq. (2.4b) establishes the connection between oscillations of d(E) on a
scale ∆E and the period T of classical periodic orbits via
∆E ∼ ~/T
(this relation is reminiscent of the ‘energy time uncertainty’). Intuitively, as more terms of the
series on the right hand side of dosc are being summed, the oscillations will lead to pronounced
peaks at the position of the energy eigenvalues7. However, in general, (2.4b) is an asymptotic series
(see [97] and Refs. therein), and must be regularized, truncated, or resummed to get meaningful
answers. From a practical point of view, the summation is impossible for generic non-integrable
systems as the number of periodic orbits scale exponentially. Notwithstanding, Eq. (2.4b) reveals















Figure 2.2: Schematic sketch of different regimes on various energy scales in the semiclassical limit.
Small energy scales correspond to large times. The two limits of large times and small
~ do not commute, leading to rich scaling behavior.
The rich and complex structure on different energy scales ∆E as the classical limit ~ → 0 is
approached, can be traced back to the fact that the long time limit and the classical limit do
not commute. The details of the spectral density on a fine energy scale are related to classical
orbits with a long period. Hence the semiclassical description of the spectral density involves the
non-commuting double limit. Imagine ~ is small but fixed, while the resolution of the energy on
scales ∆E is successively improved.
1. ∆E larger than ~: no evidence of integrable vs. irregular. Corrections to (2.4a) are averaged
away. The precise form of 〈d(E)〉 depends on the details of the model and is non-universal.
2. On scales ∆E = O(~): level clustering can be observed. This is a consequence of the terms
Aj exp[Sj(E)/~] in the summation of dosc(E), leading to long wavelength oscillations of d(E)
with wavelength ∆E ∼ 2π~/Tj proportional to ~. The amplitudes Aj decay polynomial
(integrable) and exponentially (chaotic) with the number of repetitions of the orbit, leading
to the fact that clustering on the ~ scale is more pronounced for integrable systems [113] than
for chaotic systems. Short periodic orbits are visible as scars in the Wigner function [114–117].
These scars are suppressed by e−Tj/h [97], hence only the short orbits lead to visible scars.
Despite being more suppressed, the long periodic orbits are more numerous (their number
increases exponentially in Tj) and influence the spectrum on small energy scales (see below).
3. On scales ∆E = O(~N ): spacing between levels start to resolve. If one wants to see the
7This intuition resembles Poisson’s formula
∑
n∈Z δ(E−n) = 1+2
∑∞
n cos(2πnE) (the Fourier transform of a Dirac
comb on Z is a Dirac comb on 2πZ; this underlies the Poisson resummation), where the first term on the right
hand side is the mean density of the spectrum Z and the correction terms are the analog of dosc.
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location of energy levels emerging in the summation over periodic orbits, one needs to resolve




hN−1 δ(E−H). This is particular impractical for chaotic systems, for which the number
of periodic orbits increases exponentially in 1/~ [95], and also exponentially ∼ ehT /(hT )
(where h is the topological entropy of the classical system) in the period [97, 103, 118, 119].
Compare this to integrable systems, for which the number of periodic orbits with period
T only increases polynomially as TN [103]. For classically integrable models the Bohr-
Sommerfeld quantization [120] condition is an amenable criterion which does not require to
sum periodic orbits. For fully chaotic systems no practical quantization condition is known.
4. On scales ∆E smaller than O(~N ) one can resolve the statistics of gaps between energy
levels. Typically, on this scale energies are measured in units of the local mean energy
〈d(E)〉−1 ∼ ~N , such that xj = Ej 〈d(Ej)〉 are dimensionless and their mean density is unity.
The rescaling Ej 7→ xj is referred to as unfolding the spectrum, and amounts to pruning non-
universal contributions to the gap statistics. The gap statistics can be used to discriminate
between integrable (Poisson distributed [98,102]), and chaotic (Wigner8 distributed [92,97]).
The (unfolded) gap statistics (and also the spectral rigidity and the number deviation) shows
universal behavior in the sense that the statistics does not depend on microscopic details,
but only on the symmetry class (in particular, time reversible vs. time irreversible [103]).
In the context of Billards, this was first observed by Bohigas and Giovanni [100, 101], but
other examples, even in the realm of number theory (such as the gap distribution of zeros in
Riemann’s zeta function [103]) have been observed. This universality breaks down on energy
scales larger than ∆E ∼ ~N . A hint for this universality comes from the fact that long
periodic orbits in fully chaotic systems obey a universal property as realized by Ozorio and
Hannay [107]. More precisely, for fully chaotic systems this universality can be stated in terms
of the amplitudes Aj = A(Tj) in Gutzwiller’s formula and the density ρ(T ) =
∑
j δ(T − Tj)
of periodic orbits of period T as [97]
A(T )2ρ(T )→ T for T  ~−N (2.6)
and is referred to as the classical sum rule. In words, the exponential decay of the amplitudes
A(T ) ≈ T exp(−12hKST ) (where hKS is the classical metric entropy) [97] is counteracted by
the exponential number ρ(T ) ≈ exp(hKST )/T of orbits with period T , such that their product
equals T for large periods, independent of the microscopic details of the system. The sum
rule has been applied to explain the universality of the spectral rigidity [108] and the number
deviation [97], see reviews [97, 103]. In fact, Eq. (2.6) explains the universal statistics of
any bilinear correlation in the (unfolded) spectral density on small scales ∆E < ~N . It can,
however, not explain the universality of the full statistics P (S)dS of the gaps Sj = xj+1−xj
between consecutive (unfolded) energy levels, as P (S) measures correlations of all orders
[122, 123]. A different argument [95, 124] explains the universal level repulsion phenomenon
P (S) ∼ S (chaotic and time reversible, GOE statistics), and P (S) ∼ S2 (chaotic and time
irreversible, GUE statistics) behavior based on a typicality argument for eigenvalues.
Spectral eigenfunctions. The fact that the classical motion in an integrable system and a fully
chaotic system is different, shows up in different semiclassical behavior of the spectral Wigner
function, that is the Wigner transform of the Hamiltonian eigenstates. In particular, the periodic
orbits of a classically integrable system are embedded in a (N − 1) parameter family and are
constrained to an N -dimensional invariant tori at a given energy E. The classical limit of the
8The gap statistics was first investigated by Wigner [45,121] in the context of large nuclei.
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where I ∈ RN are conserved action variables and a function10 of the old coordinates z = (q,p),
and the quantized energies Em are labeled by the quantum numbers m ∈ NN . To each Em one
associates the action Im via Em = H(Im), and the quantized set of actions Im are determined by
Sommerfeld’s quantization condition [120] as Im = ~(m + α/4) [92], where αj ∈ Z is the number
of real space caustics11 encountered in the orbit γj and related to Masolv’s index). In other words,
the spectral Wigner function is uniform on the invariant torus in the classical limit. In a more
careful12 semiclassical limit [96, 127] the delta function is softened on a scale of ~2/3 and Wm also
has support outside and inside the invariant torus (Ref. [96] calls it a fringed torus).
In contrast, typical orbits in an ergodic system sample the full (N − 1)-dimensional energy hy-
persurface uniformly. The semiclassical limit of the spectral Wigner function has been conjectured
to be [94,95]
W (z) ∝ δ(E −H(z)). (2.8)
Corrections to (2.8) constitute Wigner scars [114–117] along short classical periodic orbits, see
review [97].
We close this paragraph by remarking that N = 1 is the special limiting case, which is trivially
ergodic and trivially integrable, such that Eqs. (2.7) and (2.8) agree.
Semiclassical dynamics of Wigner functions. The semiclassical dynamics of a special class of
Wigner functions associated to states that are not eigenstates of the Hamiltonian has been studied
w.r.t. the distinction between integrable and fully chaotic classical limits in [96]. A systematic
expansion of the quantum dynamics of general Wigner functions around the classical limit has
been reviewed and developed in [88].




dNIdNθδ(I − Im)/(2π)N = 1 and the
canonical coordinate change z 7→ (I,θ) has unit Jacobi determinant and the θ integration is over [0, 2π]N .











11A real space caustic occurs when the projection z = (q,p) 7→ q is locally not invertible.
12Essentially, by solving the η integration in the definition of the Wigner function by a (uniform, see [125]) saddle
point approximation for a WKB [126] ansatz. The structure of the critical points is such that the torus is a fold
catastrophe for the Wigner function, leading to Airy-type oscillations and Airy-type exponential decay on a scale






3 Entanglement and magnetization variance in
the transverse field Ising model
This chapter elaborates on the publication [1]. An exact copy of this publication is attached to
this chapter in Sec. 3.8. The purpose of the following sections preceding Sec. 3.8 is twofold. First,
they provide a more pedagogical and accessible introduction to the topic. In consequence, these
sections present additional background information that is too elementary for a research paper,
and are written more in the style of a monograph. Naturally, these sections do not contain any
new results. Second, some sections contain extensions of the results of [1] that are, to the best of
the author’s knowledge, not published elsewhere. In particular, some results for one semiclassical
degree of freedom are generalized mutatis mutandis to more degrees of freedom. Those sections
that contain new unpublished material, are marked with an asterisk (∗). References to [1] are
placed in the page margin of this treatise to ease the connection.
3.1 Introduction
Mean field type approximations are one of the most accessible methods to study the complexity of
quantum many body systems out of equilibrium. However, the validity of such approximations has
to be examined in each case. In Ref. [1] we investigate the transverse field Ising model (cf. Sec. 2.1)










on a finite fully connected lattice as one of the prime examples of mean field models. The mean
field approximation becomes exact in the thermodynamic limit. We study the non-equilibrium
dynamics after a sudden quantum quench in Γ. By exploiting the fully connected geometry, we
systematically expand around the mean field limit, and compute the leading order corrections
analytically. We observe that dephasing effects can quickly, on a timescale given by the square
root of the system size, lead to deviations from the mean field approximation in out-of-equilibrium
situations, even for large systems and away from unstable fixed points where mean field is expected
to be valid.
The focus is twofold. First, we investigate the dynamics of the order parameter and its variance.
The variance is inversely proportional to the system size and therefore constitutes a correction to
mean field. Based on the dynamics of the variance we identify four qualitative different regions
in the dynamical phase diagram that cannot be distinguished by solely looking at the mean of
the order parameter. In particular, we find a phase of periodically enhanced spin squeezing and
spreading and explain the phenomenon as a consequence of dephasing between nearby classical
periodic orbits.
Second, we investigate the entanglement with respect to a bipartition of the lattice. An analytic
expression for the leading contribution of the family of Rényi entanglement entropies is given and
the close connection to spin squeezing is confirmed quantitatively. Remarkably, in contrast to the
spin variance, the entanglement entropies do not vanish in the mean field limit. The discussion of
the dynamical phase diagram based on the order parameter and its variance translates directly to a
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discussion of the order parameter independent entanglement entropy. In particular, entanglement
entropy grows logarithmically in time for quenches in the regime of periodically enhanced squeezing.
The calculations are facilitated by the mapping of the fully connected spin model (3.1) to the
effective one-dimensional model (cf. Sec. 2.2)
Heff(x, p) = −
1
2
(x− 1/2)2 − Γ
√
x− x2 cos(p), (3.2)
where ~eff = 1/N and p = −i~eff∂x is the conjugate momentum of a fictitious particle whose position
x = N+/N is the fraction of up spins. The thermodynamic limit N → ∞ in (3.1) translates to
the classical limit ~eff → 0 in (3.2). We use semiclassical techniques to compute semiclassical
corrections to the classical limit in the effective model, in order to infer corrections to the mean
field limit in the spin model (3.1).
Even though the Ref. [1] focuses on the specific model of the transverse field Ising model, the
used methods only rely on the fact that the model facilitate a semiclassical effective description.
In this sense, our findings are universal and translate to other models that permit a semiclassical
effective description.
3.2 Hierarchy of cumulants ∗
The publication [1] focuses on the quench induced dynamics of the order parameter and its variance.





the main results in this respect is Eq. (3.13).
In the following we explain how the time evolution of the cumulants of a narrow wave packet
Eq. (3) in
[1]
ψ(x, t) = e−Nf(x,t) (3.3)





ψ(x, t) = Heff(x, p)ψ(x, t) (3.4)
in the semiclassical limit 1/N → 0. The analysis is akin to the wave packet dynamics by Heller
[89, 128] and time-dependent WKB techniques [129, 130] in which the Planck constant is replaced
by 1/N . One of the main results is that, to leading order in 1/N , the dynamics of the cumulants is
given by a hierarchical system of differential equations such that the higher cumulants only couple
to lower cumulants, see Eq. (3.13) below. We stress that Eq. (3.13) holds generically, independent
of the precise form of the Hamiltonian. This result is then applied to the effective model (3.2).
3.2.1 Expansion of cumulants at fixed time
Prior to the discussion of the time evolution, we want to establish the connection between the
complex rate function f(x, t) and the cumulants of the probability density |ψ(x, t)|2 at a fixed
time. To simplify the notation, we do not write the time dependence explicitly.
Let us assume that |ψ(x)|2 = e−N2<f(x) is concentrated around a global maximum at xcl such













1The author acknowledges discussions with Markus Oberthaler, Thomas Gasenzer, and Wolfgang Müssel at the
University of Heidelberg.
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Real and imaginary part of f are denoted by g and −θ, respectively, and fn = gn − iθn. Because
of the choice of xcl one has g1 = 0. Moreover, we can set f0 = 0 by introducing the normalization
constant N =
∫
dz e−N2g(x). Before we compute the cumulants, we need to compute the nth
moment
〈(x− xcl)n〉 = N−1
∫
dx (x− xcl)ne−N2g(x). (3.6)
The moments are obtained by differentiating the moment generating function Z(j) = N−1
∫
dz e−N2g(z)+j(x−xcl)
w.r.t. the current j. For large N the integral can be computed by a saddle point approxima-














∝ N−1e−NV (∂j) e 12 j2/(2g2N).
The moments are then obtained perturbatively from the last expression by expanding e−NV (∂j)
in a Taylor series. Based on these moments one gets the first cumulants. A tedious calculation,





















Equations (3.7b) to (3.7d) can be represented diagrammatically as
κ2 = +O(1/N2),
κ3 = 2 +O(1/N3),
κ4 = 2 + 12 +O(1/N4). (3.8)
We remark a few basic facts about the diagrammatic expansion. (i) All vacuum bubbles (i.e.
diagrams without external legs) are canceled by the normalization constant N in the denominator
of Eq. (3.6). (ii) Every internal and external leg contributes a factor of 1/(2g2N), whereas a
vertex with n legs contributes (−gnN). (iii) Consequently, a loop consisting of an equal number of
vertices and internal lines is suppressed by 1/N compared to a single vertex substituting the loop.
An expansion in 1/N is an expansion in loops. (iv) Hence, the leading order term in 1/N of the
moments is given by tree diagrams (i.e. diagrams without loops). (v) Cumulants are represented
by connected diagrams. The dominant contribution of the nth cumulant is thus given by connected
tree diagrams with n external legs, compare Eq. (3.8). It follows that κn scales as O(1/Nn−1) and
that, to leading order, κn depends only on gm with m 6 n.
Obviously, the cumulants κn depend only on the real part of the rate function f(x). The
imaginary part θ(x) determines the cumulants of the conjugate momentum operator p = −i∂x/N .
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In particular, to leading order in 1/N , the expectation value of 〈p〉 is [81]
〈p〉 = N−1
∫
dx (ig′(x) + θ′(x)) e−N2g(x) = θ1 +O(1/N) = pcl +O(1/N). (3.9)
Analogously to Eq. (3.7a), we denote θ1 by pcl. Similarly, the higher cumulants of p depend on
higher order coefficients θn and can be computed as explained above.
3.2.2 Time dependence of the cumulants
In this section we discuss the time evolution of κn and prove two facts. First, the leading order of








This was already noted in [81]. And second, the leading order of the higher cumulants κn obey a
hierarchical system of differential equations such that the higher cumulants only couple to lower
cumulants.




∂tf(x, t) = iHeff(x, i∂xf(x, t)) +O(1/N) (3.11)
























+ fn+1 ẋcl. (3.12)




eff (xcl, if1)f2 +
f2ẋcl(t). HereH
(n,m)
eff denotes the nth andmth derivative ofHeff w.r.t. its first and second argument,
respectively. By definition, g1 = 0 and hence if1 = θ1 = pcl, see Eq. (3.9). Thus,
−iṗcl(t) = iH(1,0)eff (xcl, pcl)−H
(0,1)
eff (xcl, pcl)f2 + f2ẋcl(t).
Considering the real and imaginary part of this equation separately, yields that xcl(t) and pcl(t)
fulfill the classical equations of motion (3.10). Note that the dependence on f2 cancels.
Now, we look at Eq. (3.12) for n > 2. The right hand side only seemingly depends on fn+1. In
fact, the only term in the expression i∂nxHeff(x, i∂xf)
∣∣
xcl(t)
that contains fn+1 is
−H(0,1)eff (xcl, pcl)fn+1.
This term is canceled by the term fn+1 ẋcl(t) due to the equations of motion. Thus, the differential
equation (3.12) of fn only depends on fm with m 6 n. As the nth cumulant is a function of
the first (n− 1) coefficients g2, . . . gn (see Eqs. (3.7b) to (3.7d) and the subsequent discussion) the
coupling among the cumulants obeys the same hierarchy as the fn’s.
We state the system of ODEs for the first four cumulants explicitly. The equations are obtained





3.2 Hierarchy of cumulants ∗
∂tκ2 = A2 κ2, (3.13a)





A2 κ3 + C3, (3.13b)
∂t κ4 = A4 κ
3





































C3 = −H(0,3)eff /4N2,


























































































































eff denotes the nth and mth derivative of Heff w.r.t. its first and second argument, respectively,
evaluated at the classical orbit (xcl, pcl).
Decoupling of Scales. The fact that the dynamics of κn is independent of κm with higher order
m > n in the large N limit is a remarkable and non-trivial result. The derivation relies on the
fact that the mean 〈x〉 evolves along a classical trajectory obeying Hamilton’s equations of motion.
Using the equations of motion in the ODE for fn yields exact canceling of higher order terms
proportional to fn+1, which could in principal couple to the flow of fn. In the large N limit the
influence among the cumulants is a one way rode in the direction of increasing order. The (non-
rescaled) cumulants and moments live on different scales. More precisely, the nth cumulant is of
order O(N−(n−1)). Thus, the dynamics of (3.13) happens on decoupled scales of different powers
of N . For example, the dynamics on scale N−(n−1) is only influenced by the dynamics on coarser
scales N−(m−1) with m < n, but is not influenced by the cumulants resolving finer scales.
To appreciate this result, we give the following interpretation. Given an initial state of the form
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(3.3) with rate function ft=0(x), and solution ft(x) of (3.11). From ft(x) one can compute the
scaling limit limN N
n−1κn of the nth cumulant, cf. Eq. (3.7). Now imagine, we change the initial
data ft=0(x) of the rate function to f̃t=0(x) in such a way that the first n cumulants at time t = 0
agree with the unperturbed cumulants, i.e. Nm−1κ̃m(t = 0) = Nm−1κm(t = 0) for all m ≤ n in the
limit N → ∞. Then, this equality of the first n rescaled cumulants persists for all times. Hence,
perturbing the initial data of the PDE (3.11) weakly (in the sense that the first n cumulants are
unchanged), leads to a new solution that cannot be distinguished from the unperturbed solution
by just looking at the first n cumulants in the scaling limit N →∞.
This decoupled hierarchy of scales is only exact in the scaling limit N →∞ and for initial states
of the form (3.3). For finite N this decoupling can only hold approximately, and on early time
scales (an analysis of the time scale of validity is given in Sec. 4.5 of [1]). This can also be seen
perturbatively, by looking at corrections to the cumulants. So, despite the fact that the scaling
limit of the cumulants κn depends only on fm with m ≤ n, correction terms to κn also depends
on higher order fm with m > n. Metaphorically speaking, the correction terms to the cumulants
‘destroy’ the one-way influence from lower order to higher order. Going beyond the perturbative
expansion, that is, when the full PDE (3.11) is solved for an initial rate function ft=0(x) and the
cumulants obtained from the solution ft(x) are not viewed in the scaling limit, there is, of course,
no reason to expect that the higher order cumulants do not influence lower cumulants.
3.2.3 Large deviation form of the initial coherent state
In Sec. 4 of [1], the (quadratic approximation of the) rate function of the pre-quench ground state
was given. In this section we explain how to obtain the initial rate function of the effective onecf. Eq. (11)
in [1] particle wave function ψ0(z) corresponding to the coherent spin state
|Ψ0〉 =
∑







(cos θ/2)k(eiφ sin θ/2)N−k |z = 2k/N − 1〉 (3.14)
(|z〉 denotes the eigenstate of the N/2-pseudo-spin Ĵz with eigenvalue Nz/2). We need to find the
large deviation form of the coefficient ψ0(z) = 〈z|θ, φ〉 in the limit N, k  1. Approximating the
binomial in Eq. (3.14) using Stirling’s formula, yields
ψ(x)  e−Nf(x), f(x) = x
2
log (tan θ/2) +
1
4
log(x+ 1)x+1(1− x)1−x + iφx/2.
Note that the imaginary part =f = φx/2 is linear in z such that pcl = θ1 = −φ and θn = 0 for
n > 2. The real part <f has a minimum at xcl = cos θ and the initial cumulants are obtained by
expanding <f around this minimum, see Eqs. (3.7b) to (3.7d).
In particular, when the coherent state is prepared on the unstable fixed point at θ = π/2 and






θn>2(0) = 0, for n > 2. (3.15)
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Figure 2: Does it look okay?
1
Figure 3.1: Solid curves, early time evolution of the cumulants κ2, κ3, κ4 obtained by numerically
integrating Eq. (3.13) with initial condition (3.15) for different detunings δ/Ω = −0.05
(a), δ/Ω = 0 (b), δ/Ω = +0.05 (c), N = 540, and Λ = 1.62. Dashed curves, exact
diagonalization results of the full Schrödinger Eq. i∂t|Ψ〉 = (χJ2z −ΩJx + δJz)|Ψ〉 with
initial condition (3.14).
3.2.4 Cumulants in z direction







1− z2 cos(2p) + δ
2Ω
z. (3.16)
Initially, the cumulants are small as they are suppressed by at least one factor of 1/N , see Eq. (3.15).
On an early time scale the cumulants built up successively in time. This follows from the hierar-
chical structure of Eq. (3.13).
Let us consider the asymmetric case δ 6= 0 (Fig. 3.1a,c). Equation (3.13a) shows that the early
time increase of κ2 is caused by the positive coefficient A2. The growth of κ2 influences the behavior
of κ3 through the term A3κ
2
2 on the right hand side of Eq. (3.13b). Depending on the sign of δ,
the coefficient A3 is either positive (δ > 0) or negative (δ < 0), such that κ3 either increases or
decreases. The very early time evolution of the fourth cumulant is dominated by the term A4κ̃
3
2 on
the right hand side of Eq. (3.13c). Because the coefficient A4 is negative, κ4 initially decreases. As
time proceeds and the modulus of κ3 grows, the term 4A3κ2κ3 starts to dominate the right hand
side of Eq. (3.13c). Since 4A3κ2κ3 is positive (independent of the sign of δ), the fourth cumulant
then increases and becomes positive.
In the symmetric case, δ = 0, the coefficients A3 and C3 remain zero, so that κ3 = 0. When
κ3 = 0, the dynamics of the fourth cumulant is dominated by the single term A4κ
3
2 with A4 < 0.
As a consequence, κ4 decreases and remains negative (Fig. 3.1b).
3.2.5 Cumulants in y direction
The BEC Hamiltonian (3.16) can also be expanded in the basis of the pseudo-spin eigenstates in




(1− y2)(1 + cos 4p)− 1
2
√
1− y2 sin 2p− δ
2Ω
√
1− y2 cos 2p, (3.17)
2This is the BEC-formulation of the effective spin Hamiltonian (3.2), see e.g. [46, 65].
23





















0 5 10 15 20
Evolution time (ms)
b)

































0 5 10 15 20
Evolution time (ms)
b)












Figure 2: Does it look okay?
1
Figure 3.2: Same as Fig. 3.1 for the first cumulants in y direction.
where p = −i∂y/N is the conjugate variable of y. Analogously to the discussion of the cumulants
in z direction, the cumulants in y direction are described by Eq. (3.13) with Hamiltonian (3.17).
It turns out that the early time dynamics of the cumulants in y direction is qualitatively similar
to the cumulants in z direction (compare Fig. 3.2).
To summarize, the quantitative time evolution of the cumulants depends on the precise form of
the Hamiltonian. Though, the fact that higher cumulants built up successively on the early time
scale is a universal observation, independent of the Hamiltonian details.
3.3 Bipartite entanglement
We consider the entanglement of permutation invariant states |Ψ〉 = ∑Ψ(N+) |N+〉 of N spins
in DN w.r.t. a bipartition into two disjoint sets of A and B spins such that A + B = N . The
Dicke subspaces of permutation invariant states of the spins corresponding to the two subsets are
denoted by DA and DB, respectively3. The relative subsystem sizes are denoted by α = A/N and


















|A+, B+〉 , (3.18)
in the Dicke product basis |A+, B+〉 of DA⊗DB. The simple form of the coefficients ΨAB(A+, B+)
in front of |A+, B+〉 as a function of Ψ(A+ + B+) is a consequence of the permutation invariance
of |Ψ〉.
Many entanglement measure of |Ψ〉, such as the entanglement Hamiltonian HE = − log ρA and




A, are functions of the reduced density matrix
ρA = TrB |Ψ〉 〈Ψ|. In general, the smaller Hilbert space dimension of the subsystem Hilbert spaces
HA and HB gives the upper bound log min(dimHA,HB) on all Rényi entanglement entropies. As
the dimension of the Dicke subsystem DA is (A+ 1) = αN + 1, i.e. linear in the number of spins,
the upper bound
Supper boundA = log(αN) +O(1/N) (3.19)
(assuming for the sake of concreteness that A ≤ B) on the entanglement entropy scales logarith-
mically in the system size N .cf. Sec. 5.1
of [1]




In the case of a bipartite Gaussian pure state |Ψ〉 with inverse covariance ΓAB, both, the Rényi en-
tanglement entropies, as well as the entanglement Hamiltonian, follow from the covariance matrix4
ΣA of the reduced density matrix ρA. There are two ways to obtain ΣA from ΓAB, corresponding









First, computing ρA and then its Wigner function WA. And second, computing the Wigner function
WAB of |Ψ〉, and then its marginal WA =
∫
BWAB. Since the above diagram commutes, both ways
yield the same result. However, in the Gaussian case going from WAB to WA is considerably easier
than going from |Ψ〉 to ρA. The covariance of WA follows form the covariance of WAB by simply
crossing out the rows and columns of ΣAB associated to the dimensions of B. In contrast, the
covariance of ρA follows from Γ
AB by Eq. (48) of [1], which is more complicated.
Entanglement Hamiltonian. Employing semiclassical techniques, we have also derived the full
entanglement Hamiltonian HE = − log ρA corresponding to the reduced density matrix. To leading cf. Sec. 5.2
in [1]order as N → ∞ when the large deviation state is approximated as a Gaussian wave function
(this amounts to approximating the unimodal rate function to second order around its minimum)
the entanglement Hamiltonian is a harmonic oscillator with equidistant spectrum. The relation
between the covariance ΣA of the Gaussian reduced density matrix ρA and the two by two quadratic
form V of the harmonic oscillator entanglement Hamiltonian HE =
1













This relation has been generalized to higher dimensions in appendix A. More explicitly, for
a reduced Gaussian density matrix ρA on dA-dimensional reduced state space with covariance
matrix ΣA, the entanglement Hamiltonian HE = − log ρA is a harmonic oscillator with 2dA by 2dA
quadratic form V , and, cf. (A.4),






This is the generalization to higher dimensions of (3.20). Eq. (3.20) is re-obtained from (3.21)
for dA = 1. In contrast to the one-dimensional case (3.20), V and Σ
−1
A are not proportional, in
general.
There is a natural way obtain a semiclassical effective description with controllable phase space
dimension of the spin model (3.1). For inhomogeneous states, which are not fully permutation
invariant, but only invariant w.r.t. permutations within d extensive subsets of the N spins, the
spin model (3.1) has an effective description in 2d dimensional phase space, cf. Sec. 3.7. Moreover,
the time evolved states after a quench in this model are approximately Gaussian in the large N
limit. Hence, in this situation, (3.21) can be applied to obtain the leading quadratic term of the
entanglement Hamiltonian on d dimensional state space.
4In general, the covariance matrix of a state ρA is defined in (3.28b) below. For the special case when Ψ(x) ∝
exp(−xΓx/2) is a Gaussian wave function, the covariance of ρA = TrB |ψ〉AB 〈ψ| is stated in Sec. 5.1 and appendix
F of [1].
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Entanglement entropies. For large deviation states Ψ(N+)  exp[−Nf(N+/N)] with rate func-
tion f and unimodal real part <f , the leading contribution of the nth bipartite Rényi entanglement








n− 1 log [(λ+ 1/2)
n − (λ− 1/2)n] , (3.22)
where λ is the N independent symplectic eigenvalue of the covariance of the Wigner transform
of the reduced density matrix ρA, and can be related to the N independent squeezing parameter
ξ2S . More precisely, ξ
2
S is the ratio of the minimal to the maximal spin variance measured along




1 + αβ (ξS + 1/ξS − 2)/2. (3.23)
Equations (3.22) and (3.23) are the main results concerning the bipartite entanglement entropy
of the quantum spin model (3.1). It has been obtained in [1] in two different ways. First, as a
direct consequence of the explicitly known spectrum of the entanglement Hamiltonian, cf. Secs. 5.2
and 5.3 of [1]. And second, by means of the replica trick, cf. appendix G of [1]. The equivalence
of both approaches is explicitly demonstrated at the end of appendix G.
The computation is facilitated by the effective description (3.2) in which the large system limit
translates into a semiclassical limit. We stress that despite using semiclassical techniques in the
effective model, the computed entanglement entropy is still a pure quantum property of the spin
model. Hence, the fact that the entanglement entropy scales as O(N0) and obtains a non-zero
limit does not contradict the semiclassical calculation, cf. Sec. 2.2. Still, the N -independence is
not completely obvious.
In the remainder of this section we want to elaborate a little bit on the scaling of the entanglement
entropy with N . To put this scaling of the entanglement entropy into perspective, we consider two
limiting cases.














cos θ2 |↑〉+ eiφ sin θ2 |↓〉
)⊗N
(3.24)
vanishes, because the state is a direct product state of the elementary spins. Second, consider the








| ↑〉⊗N+ ⊗ | ↓〉⊗N−N+
)
with fraction of up spins N+/N = n+. A direct computation (details are given in Appendix B)














in the large N limit. The computation relies on a saddle point approximation, which is only valid if
N+/N attains a limit 0 < n+ < 1 as N →∞. The result (3.25) is not valid if N+/N or 1−N+/N
approaches zero in the limit N →∞. In particular, for the boundary cases of N+ = 0 and N+ = N
the Dicke state |N+〉 is identical to the coherent state |θ = π〉 and |θ = 0〉, respectively, and the
entanglement entropy vanishes exactly. However, if N+ is away from the boundary, then, Eq. (3.25)
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states that the Dicke states are highly entangled. Away from the boundary the entanglement
entropy of a Dicke state differs from the upper bound (3.19) of maximal entanglement only by an
N -independent constant term.
Coming back to the state |Ψ〉  ∑N+ exp(−Nf(N+/N)) |N+〉. For rate functions f with uni-
modal real part <f and quadratic behavior close to its global minimum, the fraction of significant
overlaps 〈N+|Ψ〉 scales as 1/
√
N . In this sense, only a few Dicke states of similar N+ within a
range of
√
N give contributions to |Ψ〉. Yet, the scaling of the entanglement entropy of |Ψ〉 is very
different from the almost maximal entanglement of a single Dicke state. These scaling observations
are summarized schematically in Fig. 3.3.
coherent state large deviation state Dicke state maximally entangled
|θ, φ〉 |Ψ〉 = ∑N+ e−Nf(N+/N) |N+〉 |N+〉
S = 0 S = O(N0) S = O(logN) S = logαN +O(N−1)
Eq. (3.24) Eq. (3.22) Eq. (3.25) Eq. (3.19)
<  .
Figure 3.3: Scaling of (Rényi) entanglement entropies for different states with N spins in the large
N limit. Second column: entanglement entropy of large deviation states |Ψ〉 with rate
function f saturates to an N -independent value. Even though a small fraction of 1/
√
N
of the overlaps 〈N+|Ψ〉 give significant contributions to |Ψ〉, this scaling is very different
from the entanglement entropy scaling O(logN) of Dicke states |N+〉 (third column),
which are close to being maximally entangled for N+/N → n+ with 0 < n+ < 1 (fourth
column).
3.4 Symplectic squeezing and entanglement in higher dimensions ∗
This section discusses the Rényi entanglement entropy of Gaussian states on a bipartite config-
uration space of arbitrary dimensions. One of the main results is Eq. (3.26). The fact that the
entanglement entropy is a function of the symplectic eigenvalues of the reduced covariance matrix
is emphasized. And the connection to (classical) symplectic squeezing is discussed. This result is
not contained in the publication [1].
Motivation. It is known that the symplectic capacity is related to the uncertainty principle
[132, 133]. More precisely, the lower bound c(WΣ) ≥ π~ on the symplectic capacity of the Wigner
ellipsoid WΣ = {z : 12zΣ−1z ≤ 1} associated to the covariance5 Σ of a state ρ, implies the (strong)
uncertainty principle. Moreover, the connection between uncertainty and entanglement in (collec-
tive) spin systems is established through spin squeezing. Hence, it is natural to expect a direct
connection between entanglement and symplectic capacity for collective spins. In fact, for Gaus-
sian densities on one-dimensional configuration space, n = 1, the Rényi entropies are functions
of the symplectic capacity, see (3.22). Now, the one-dimensional case, n = 1, is special in the









where x̃ = x− Tr ρx, and p̃ = p− Tr ρp, also see the discussion around (3.28).
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sense that the Wigner ellipsoid is two-dimensional, its symplectic capacity is simply the area, and
there is only one symplectic eigenvalue of the two by two covariance matrix. It is important to
investigate how the calculation generalizes to n > 1, and whether the entanglement entropy is still
a function of the symplectic capacity or other quantities related to the symplectic spectrum, such
as the volume of the Wigner ellipsoid. The answer is given by Eq. (3.26), its derivation is as follows.
All Rényi entropies of a Gaussian density matrix ρ are symplectic invariants, and depend only on
the symplectic spectrum of the Wigner function’s covariance matrix. To see this, change variables
z 7→ Sz, in
Sα =
1















where W ∗α denotes the Moyal star product of α factors of W (z). According to Williamson’s




















where the eigenvalues of Λ = diag(λ1, · · ·λn) are the symplectic eigenvalues of Σ. Hence, the
entanglement entropy of ρ depends on Wρ only through the symplectic spectrum of the covariance.
In these transformed coordinates (which we denote by the same symbol, z), the Wigner function
factorizes, Wρ(z) =
∏n














j (zj). One can compute the Moyal-star monomials of the two dimen-
















log [(λj + 1/2)








α− 1 log [(λ+ 1/2)
α − (λ− 1/2)α] , (3.26b)
and SpecJ(Σ) = {λ1, · · ·λn} denotes the symplectic spectrum of Σ. In words, the α Rényi entropy
of the Gaussian density matrix ρ on n-dimensional configuration space with covariance matrix
Σ, is the sum of n terms of the form Sα(λ), where the summation ranges over the symplectic
6As a consequence of (f ∗ g)(z) = f(z) exp(− i~
2
∑
j Λj)g(z) = f(z)
∏
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eigenvalues λ (counting multiplicity) of Σ. Each term Sα(λ) is the α Rényi entropy of a Gaussian
density matrix on one-dimensional configuration space, whose covariance matrix has symplectic
eigenvalue λ. A few explicit expressions for special Rényi entropies are summarized in table 3.1.
Remarks. • As Σ is the covariance matrix of the Wigner function of a positive, normalized,
Hermitian density matrix, all its symplectic eigenvalues are bounded from below by one
half (KLM criterion, see chapter 13 in [133], and Corollary 9.36 in [132]). Hence, the term
(λj − 1/2) is non-negative.
• As Sα(λ) is non-decreasing as a function of λ, the symplectic capacity c = 2πmin SpecJ(Σ)
of the Wigner ellipsoid associated to ρ sets a lower bound on the entanglement entropy,





α − ( c2π − 12)α
]
. In particular, the entanglement entropy vanishes if,
and only if, all symplectic eigenvalues are one half.
• For a rank-one projection, i.e. a pure state, all symplectic eigenvalues of Σ are equal to one
half, and all Rényi entropies vanish.
• As a consistency check, Tr ρ = limα→1 exp[(1− α)Sα] =
∏
j [(λj + 1/2)− (λj − 1/2)] = 1.
• The von Neumann entropy, α→ 1, is S1 =
∑n
j=1(λj +1/2) log(λj +1/2)− (λj−1/2) log(λj−
1/2). This result has also been obtained in the calculation of the capacity of a Gaussian
quantum channel in [136].
• The collision entropy (logarithm of purity), α → 2, is S2 =
∑
j log(2λj) = log vol(WΣ) −
log vol(B2n(1)), equals the logarithm of the fraction of the volume vol(WΣ) = 2n vol(B2n(1))
∏
j λj
of the the Wigner ellipsoidWΣ = {z : 12zΣ−1z ≤ 1} to the volume of the 2n dimensional unit
ball B2n(1).
• The min entropy, α→∞, is S∞ =
∑n
j=1 log(λj + 1/2).







(λ− 12) log(λ− 12)














1−e−ω − log(1− e−ω) 11−n log
(1−e−ω)n
1−e−nω
ξ = exp(−ω) H2(ξ)/(1− ξ) log 1+ξ1−ξ − log(1− ξ) 11−n log
(1−ξ)n
1−ξn
Table 3.1: Summary of the general Rényi entanglement entropy (last column), and important spe-
cial cases, for a Gaussian reduced density matrix ρA on a one-dimensional reduced state
space. Different explicit expressions are given: (first row) as a function of the symplectic
eigenvalue λ of the reduced covariance ΣA, (second row) as a function of the angular
frequency ω of the quadratic entanglement Hamiltonian HE = − log ρA, cf. Sec. 3.3, and,
(third row) as a function of ξ, which plays an important role in the replica trick, and
in the jth eigenvalue (1− ξ)ξj of ρA, cf. appendix G in [1]. More generally, the entropy
of a Gaussian reduced density matrix on higher dimensional state space is given by the
sum of the one-dimensional result over the symplectic spectrum of ΣA, cf. (3.26a).
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Symplectic squeezing and entanglement. Consider the situation of a pure Gaussian state ψAB
in H = HA ⊗HB = L2(RnA)⊗L2(RnB ) = L2(Rn), whose Wigner function WAB is Gaussian with
covariance matrix ΣAB. If the state is time evolved according to a (time-dependent) quadratic
Hamiltonian (as in the nearby orbit approximation), the state remains Gaussian and the covari-
ance matrix evolves as ΣABt = StΣ
ABSTt , where St ∈ Sp(2n). In general, the Wigner ellipsoidWABt
associated to ΣABt will be squeezed, and sheared, and not merely rotated, because St does not need
to be orthogonal (symplectic transformations that are not orthogonal, are sometimes called active
transformations, while orthogonal symplectic transformation are called passive [137]). Hence, the
spectrum of ΣABt is not time invariant. However, the symplectic spectrum of Σ
AB
t is time invariant,
in particular, all symplectic eigenvalues of ΣABt are equal to one half. Equivalently, the state ψ
AB




























Table 3.2: Comparison between the unitary quantum dynamics (top row), and the symplectic clas-
sical Liouville dynamics (bottom row) of a bipartite Gaussian pure initial state ψAB
with corresponding Wigner function WAB. For a quadratic (time-dependent) Hamilto-
nian the approximation of the quantum dynamics by the Liouville dynamics is exact.
The entropy of the reduced state ρA is a function of the symplectic eigenvalues of the
covariance ΣA (last column) of the marginal Wigner function WA, cf. (3.26). In gen-
eral, the dynamics of ρA and WA is not unitary and symplectic, respectively, (fourth
column). As a consequence, the symplectic spectrum of ΣA(t) and the eigenvalues of
ρA(t) are generally time-dependent, such that the entanglement entropy of ρAB(t) is
time-dependent.
Now, a description of subsystem A, discarding system B, is obtained by taking the partial trace




AB, i.e. projecting the classical (quasi-probability) density onto the symplectic sub-
space of subsystem A. All marginals of a Gaussian remain Gaussian functions of lower dimension,
and the covariance matrix ΣA = PAΣ
ABPA of the marginal Wigner function W
A is obtained by
projecting ΣAB onto the symplectic subspace of subsystem A with PA : (xA, xB, pA, pB) 7→ (xA, pA).
(In coordinates, all rows and columns of ΣAB belonging to position and momenta of subsystem
B are deleted.) There are two important consequences of this projection. First, in the same
way as the evolution of ρA does not need to be unitary (unless the Hamiltonian does not couple
subsystems A and B), the flow of the Wigner function WA does not need to be symplectic. In
particular, ΣAt = S
A
t Σ
ASATt evolves according to a transformation S
A
t , which is not necessarily
symplectic. Hence, the symplectic spectrum of ΣAt is not time invariant. Together with (3.26),
this implies that the entanglement entropy is not necessarily time invariant, cf. table 3.2. Second,
the symplectic spectrum of ΣA is bounded from below by the symplectic spectrum of ΣAB in the
following sense. Let (λA1 , · · ·λAnA), and (λAB1 , · · ·λABn ) be the sequence of non-decreasingly ordered
symplectic eigenvalues (counting multiplicity) of ΣA, and ΣAB, respectively. Then λABj ≤ λAj for
all j = 1, · · ·nA. This is a consequence of the symplectic non-squeezing theorem [138–140]. Intu-
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itively, to obtain the smallest symplectic eigenvalue λA1 of Σ
A, i.e. the symplectic capacity cA of the
associated Wigner ellipsoid WA divided by 2π, one deforms the Wigner ellipsoid by the optimal
symplectic transformation to make it fit into the smallest possible cylinder based on a symplectic
plane. The radius of the optimal cylinder is
√
2λA1 , and its area c
A = 2πλA1 is the capacity (see
chapter 5 in [133]). Since the symplectic capacity cAB = π (minimal uncertainty in units in which
~ = 1) ofWAB is constant, one can always find a symplectic transformation to squeeze the Wigner
ellipsoid WAB into a cylinder of radius
√
cAB/π = 1 (equivalently, λAB1 = 1/2). However, the set
of symplectic transformations on the symplectic subspace A is smaller than the set of all symplectic
transformations of the ambient space. Hence, in general, the optimal symplectic transformations
that fits WAB into a cylinder of radius one, may not be a valid symplectic transformation on
subspace A. Then, if the Wigner ellipsoid WA cannot be fitted into a cylinder of radius
√
cAB/π,
the symplectic capacity cA of WA is larger than the symplectic capacity cAB of WAB (but never
smaller), and λAB1 ≤ λA1 . Similarly, one infers λABj ≤ λAj for j = 1 · · ·nA. A more precise for-
mulation is given by the symplectic interlacing theorem below. This gives a qualitative geometric
interpretation of the growth of the entanglement entropy. The entanglement entropy of subsystem
A with B becomes large when the Wigner ellipsoid WAB is symplectically deformed such that its
orthogonal projection WA onto A cannot be squeezed into a cylinder of small radius. In particular,
for nA = 1 the entanglement entropy Sα(A) is a monotonic function of the symplectic capacity of
the Wigner ellipsoid WA.
Interlacing theorems. Mathematically, this leads to the following question. Given a positive,
symmetric 2n by 2n matrix ΣAB with symplectic eigenvalues λAB1 ≤ · · · ≤ λABn , how do the
symplectic eigenvalues change upon orthogonal projection onto a symplectic subspace of dimension
2nA? That is, how are the symplectic eigenvalues λ
A
1 ≤ · · · ≤ λAnA of ΣA = PAΣABPA constrained
by the eigenvalues λABj ? Physically, this problem is known as the Gaussian marginal problem and
has been investigated in [137, 141]. The analogous problem for the the (orthogonal) spectrum, is
solved by the min-max theorem (a refinement of the Rayleigh-Ritz variational principle), and the
solution is known as the Cauchy interlacing theorem, see appendix. The symplectic analog of the
Cauchy interlacing theorem states [137],
λABj ≤ λAj , for all j = 1 · · ·nA,
and λABj ≤ λAj ≤ λABj+2nB , for j = 1 · · · 2nA − n, (3.27)
where nB = n− nA is the codimension of subsystem A. The case nA = 1 is discussed in [141].
Example (Coherent state). The Wigner function of a coherent state in HA ⊗ HB has uniform
covariance, i.e. ΣAB = 12n×2n/2, and both, the symplectic and orthogonal spectrum are equal
to Spec(Σ) = SpecJ(Σ) = {1/2}. The Wigner ellipsoid is a ball of radius one half, and the
orthogonal projection on any subspace yields a ball of the same radius in lower dimensions. Hence,
ΣA = 12nA×2nA/2, the orthogonal and symplectic spectrum of Σ
A is equal to {1/2} and the state
is not entangled.
As time evolves, the covariance changes according to ΣABt = StΣ
ABSTt = StS
T
t /2 with St ∈
Sp(2n). For non orthogonal (i.e. active) St, the Wigner ellipsoid is no longer a ball and the
(orthogonal) spectrum of ΣABt changes, while the symplectic spectrum remains {1/2}. Projecting
the Wigner ellipsoid onto the symplectic subspace of system A via PA corresponds to projecting
ΣAt = PAΣ
AB
t PA. The orthogonal spectrum of Σ
A
t is related to the spectrum of Σ
AB
t by Cauchy’s
interlacing problem. In general, the symplectic spectrum of ΣAt also changes, obeying the constraint
(3.27), and the evolved state becomes entangled.
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3.5 Interlude: bound on entanglement of non-Gaussian states ∗
The main result of this section is Eq. (3.28). It uses the results of the previous section to bound the
von Neumann entropy of a generic density matrix. This is a new unpublished result, not contained
in [1].
The result (3.26) gives the entanglement entropy for Gaussian states. However, many states
of interest are not close to Gaussians. Even if one initially prepares a Gaussian state, it will
generically deviate from the Gaussian type in the course of time. What can one infer from (3.26)
about the entanglement entropy of non-Gaussian density matrices? Gaussian density matrices are
special, and the calculation leading to (3.26) does not generalize directly to more general density
matrices. Notwithstanding, (3.26) can be used to give the upper bound







(λj + 1/2) log(λj + 1/2)− (λj − 1/2) log(λj − 1/2) (3.28a)
on the von Neumann entropy of a generic (possibly non-Gaussian) density matrix ρ in terms of









where x̃ = x− Tr ρx, and p̃ = p− Tr ρp.
The classical analog of (3.28) is the textbook fact that the Gaussian probability density ρGauss(x) ∝
e−xC
−1x/2 maximize the Shannon entropy among all classical probability densities with (co)variance
matrix C [142]. Its proof relies on the positivity of the relative entropy. In what follows we give
a proof of the quantum analog (3.28). Essentially, the idea of the classical proof translates to the
phase space formulation of the quantum situation. An important difference to the classical case
is the use of the star-logarithm instead of the regular logarithm function of the classical Shannon
entropy.
Proof of (3.28). Let ρGauss be the Gaussian density matrix with the same covariance matrix Σ
as ρ, cf. (3.28b). Just as the classical relative entropy, the quantum relative entropy D(ρ||σ) =
Tr ρ log ρ − Tr ρ log σ ≥ 0 between any two density matrices ρ and σ is non-negative (Klein’s
inequality) and vanishes if and only if ρ = σ, cf. chapter 11 of [25]. In particular,
D(ρ||ρGauss) ≥ 0, (3.29a)














∗WGauss ≥ 0, (3.29b)
Here, log∗ denotes the star-logarithm, the inverse function of the star-exponential [134, 143]. The




∗Wρ by the regular logarithm, one gets the Shannon entropy of the Wigner
quasi-probability distribution, related to Wehrl’s entropy [144]. The von-Neumann entropy of a
density matrix ρ is not simply the Shannon entropy of its Wigner quasi-probability distribution. In
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general, the star-logarithm of a generic phase space function is difficult to compute, as it requires
Moyal-star monomials of arbitrary powers. However, the star-logarithm of the Gaussian density
WGauss can be worked out explicitly, see appendix A,
log∗ exp(−12zΣ−1z) = −12zV z − log C (3.30)





, and C−1 =
√
det cos JV/2.
The precise form of the right hand side is not important. The crucial thing is that log∗WGauss is
a quadratic form in the phase space coordinate z. Because log∗WGauss is integrated against Wρ in
the second term of (3.29b), and the (co)variance of Wρ and WGauss agree by assumption, one may








This yields SvN(ρ) ≤ SvN(ρGauss), and is equivalent to the claim (3.28).
3.6 Multipartite entanglement ∗
This section sketches how the computation of the bipartite entanglement entropy in the fully cf. Sec. 5
in [1]connected spin model (3.1) is generalized to quadripartitions. An example for a quadripartite
entanglement measure is the tripartite information I3. The tripartite information is also used to
measure how information delocalizes in unitary quantum channels [145,146]
The main result of this section is Eq. (3.35). It shows that the dynamics of the tripartite
information after a quench in the fully connected spin model does not yield more information than
the dynamics of the bipartite entanglement entropy.
Quadripartite entanglement for time evolved pure states. Let |Ψt〉 = e−iHt |Ψ0〉 be the time
evolved state after a quantum quench in Γ of (3.1). The dynamics takes place in the Dicke subspace
DN of N spins. The bipartite entanglement dynamics of |Ψt〉 was investigated in [1]. How does
this calculation translate to multipartite entanglement measures?
One quadripartite entanglement measure of pure states is the tripartite information
I3(A : C : D) = I(A : C) + I(A : D)− I(A : CD)
= S(A) + S(C) + S(D)− S(AC)− S(AD)− S(CD) + S(ACD) (3.31)
For the quadripartition HN = HA ⊗ HB ⊗ HC ⊗ HD of N spins into four disjoint subsets of A,
B, C and D spins with A + B + C + D = N , any state |Ψ〉 = ∑N+ Ψ(N+) |N+〉 in DN can be
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|A+, B+, C+, D+〉 , (3.32)


















 exp [−NSαβγδ(a, b, c, d)] (3.33)
takes into account the fact that there are more ways to permute N+ up-spins among N spins than
to independently permute the up-spins within the disjoint subsets of spins without inter-subset
permutations.
Let ft(n+) be the rate function of |Ψt〉 ∈ DN , i.e. Ψt(n+N)  exp [−Nft(n+)]. The mini-
mum of <ft(n+) at n+ = nt evolves according to Hamilton’s equation of motion for the effective
Hamiltonian Heff, cf. Sec. 3.2. We denote the curvature of ft at the minimum by f
′′
t (nt) =: f2 =
g2 − iθ2, cf. Eq. (3.5). From (3.32) it follows that the rate function of Ψt(A+, B+, C+, D+) 
exp
[






t (a, b, c, d) = ft(αa+ βb+ γc+ δd) +
1
2
Sαβγδ(a, b, c, d),
where Sαβγδ(a, b, c, d) = H2(αa + βb + γc + δd) − αH2(a) − βH2(b) − γH2(c) − δH2(d) is the
entropic rate function of the combinatorial factor (3.33). Sαβγδ(a, b, c, d) depends on the relative
subsystem sizes α = A/N , β = B/N , γ = C/N , δ = D/N , and is a function of the fraction of
up spins a = A+/A, b = B+/B, c = C+/C, d = D+/D in the respective subsystems. Convexity
(and α + β + γ + δ = 1) of the binary Shannon entropy guarantees that Sαβγδ is non-negative
and vanishes if, and only if, a = b = c = d. Hence, the minimum of <ft at nt is inherited to the
minimum of <f (4)t at (a, b, c, d) = (nt, nt, nt, nt) =: x∗.
Expanding f
(4)
t (a, b, c, d) to second order around its minimum at x
∗, yields a Gaussian approxi-




Γ(4) = ∇2f (4)(x)|x=x∗
being the Hessian matrix of the quadripartite rate function. Real and imaginary part of Γ(4) are
7The fact that DABCD is larger than the Dicke space DN can be seen by counting dimensions. Intuitively, DABCD
contains states that are permutation invariant among their elementary spins within each subgroup A,B,C and D.
However, these states do not need to be invariant under permutations of spins between the groups. The state
(3.32) is of course invariant under permutations of all N spins.
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given by





[diag(α, β, γ, δ)−M ] , (3.34a)
Y (4) = −θ2M, (3.34b)
respectively, where the four by four matrix M = (α, β, γ, δ)⊗ (α, β, γ, δ) denotes the dyadic square
of the relative subsystem sizes, and H ′′2 (x) = − [(1− x)x]−1 is the second derivative of the binary
Shannon entropy.
To compute the entanglement entropies on the right hand side of (3.31), one needs the symplectic
eigenvalues of the covariance matrix of the reduced Wigner function, cf. Eq. (3.26). Let WABCD be
the Wigner function of the quadripartite state ΨABCD. The symplectic spectrum of the covariance
Σ of WABCD is equal to {1/2}, because WABCD comes from a pure state. The covariance matrices
of the marginals of WABCD are denoted by Σ
A,ΣB, · · ·ΣAB, · · ·ΣABC , etc. It turns out that
exactly one symplectic eigenvalue of each marginal covariance is different from one half. This
special symplectic eigenvalue is denoted by λA, λB, · · ·λAB, · · ·λABC , etc., respectively. We refer
to symplectic eigenvalues equal to one half as trivial symplectic eigenvalues, because they do not
contribute to the entanglement entropy. Aided by a computer algebra system (Mathematica), we






1− 2Cα + Cα
varn+
varB nt





1− 2Cαβ + Cαβ
varn+
varB nt
+ 4Cαβ varB(nt) var(p), Cαβ = (α+ β)[1− (α+ β)],
(3.35b)
λABC = λD, and analogously for the other combinations. Here, varn+ =
1
2g2






and varB nt = nt(1 − nt) is the variance of a Bernoulli random variable with success probability
0 < nt < 1.
We elaborate on the observation that only one symplectic eigenvalue is non-trivial. For the sake
of concreteness, we focus on the four by four matrix ΣAB. Since only one of its two symplectic
eigenvalues is nontrivial, it must be identical to the symplectic eigenvalue of the reduced covariance
w.r.t. the bipartition into A′ = AB and B′ = CD. Otherwise, this would contradict the result
on the bipartite entanglement entropy S(A′). Indeed, the symplectic eigenvalues (3.35) are consis-
tent with the symplectic eigenvalues in Eq. (24) of [1]. Hypothetically, ΣAB could also have two
non-trivial symplectic eigenvalues, say λ1 and λ2, such that S(AB) would be the sum of the two
contributions S(λ1) and S(λ2), adding up to the bipartite entanglement S(A
′) = S(λ1) + S(λ2),
according to (3.26). If this was the case, then the way how S(A′) is distributed onto the summands
S(λ1) and S(λ2) could be a characterization of entanglement beyond bipartite entanglement. How-
ever, the fact that only a single non-trivial symplectic eigenvalue in (3.35) carries all contribution
to S(AB), rules out this possibility.
The upshot is that any quadripartite entanglement measure that depends solely on the symplec-
tic eigenvalues of the reduced covariance does not yield more information than already contained
in bipartite entanglement measures for permutation invariant states. In this sense, the quadripar-
tition is not more general than a bipartition for permutation invariant states.
We comment on the fact that the variance varn+ only occurs relative to varB nt in Eq. (3.35).
In other words, the magnetization variance never occurs in absolute units, but only in units of
the variance of a Bernoulli random variable with success probability nt. This rather technical
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detail is important and has a natural geometric interpretation on the Bloch sphere. Imagine the
Bloch sphere embedded in three dimensional Euclidean space such that the south pole is at the
origin and the north pole at (0, 0, 1). Consider two (quasi) probability distributions on the Bloch
sphere that differ only by a translation on the sphere, and are otherwise identical. For the sake
of concreteness, assume, one is localized close to the north pole, the other is centered around a
point close to the equator. The variance along the z-axis of the former is much smaller than the
variance in z-direction of the latter. Not surprisingly, the variance in z direction is not invariant
under rotations of the Bloch sphere. However, as the entanglement is independent of the choice
of the spin quantization axis, i.e. invariant under rotations of the Bloch sphere, the entanglement
entropy cannot depend on the magnetization variance in z direction directly. It turns out that the
ratio between varn+ and varB En+ = En+(1 − En+) is invariant under rotations of the sphere.
The variance of the Bernoulli random variable vanishes at the poles and attains its maximum at
the equator. Locally, this counteracts the transformation of the distances between two points on
a meridian under projection onto the z-axis.
3.7 Inhomogeneous initial states ∗
The publication [1] exploits the fact that the Dicke subspace DN of HN is an invariant subspace for
the unitary dynamics governed by the Schrödinger Eq. with a permutation invariant Hamiltonian.
This symmetry allows to study the dynamics of permutation invariant states (in particular the
dynamics of sudden quantum quenches) by analytic semiclassical methods, cf. chapter 2. In this
section, we generalize the discussion to states that need not be fully permutation invariant, but
may contain inhomogeneous structures in a specific sense, which we now explain.
Partition of spins. We define this larger class of inhomogeneous states as an enlargement of the
Dicke subspace. Consider a partition of the set of N spins into k disjoint subsets X1, · · ·Xk, each
containing N1, · · ·Nk spins, respectively. Furthermore, we introduce the relative subsystems size
αi = Ni/N of subset Xi. Denoting the Dicke subspace of the subset Xi by DXi , we refer to the
k fold tensor product D{Xi} ≡ DX :=
⊗k
i=1DXi as the (k-partite) Dicke space relative to the
partition X := {Xi}ki=1.
The nested relation between the full Hilbert space HN (containing all, not necessarily permu-
tation invariant, pure states), the Dicke subspace D{Xi} relative to the partition {Xi} (containing
all pure states being invariant under permutation within each subset Xi), and the Dicke space DN
(containing all fully permutation invariant pure states), is
DN ⊂ D{Xi} ⊂ HN .
Examples of states in D{Xi} are products of permutation invariant state |ψi〉 on the subset Xi
of spins,
|ψ1〉 ⊗ · · · ⊗ |ψk〉,
and superpositions thereof. The Dicke basis of each factor DXi in D{Xi} induces an orthonormal
basis {|N (+)1 , · · ·N
(+)
k 〉} for the Dicke space relative to the partition X. We refer to this basis as














n = (n1, · · ·nk) being the vector of up-spin fractions ni = N (+)i /Ni in subsystem Xi, and the
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summation is over all k-tuples in {(N (+)1 , · · ·N
(+)
k ) : 0 ≤ N
(+)
i ≤ Ni}.
The discussion so far is somewhat parallel to the discussion of quadripartite entanglement in
Sec. 3.6. The main difference is that the state (3.32), even though being expanded in the larger
space DX, is still fully invariant under all spin permutations and therefore in DN , while the general
state (3.36) is only required to be invariant under permutations of spins within each subset Xi. The
higher symmetry of (3.32) compared to (3.36) is manifest in the fact that the expansion coefficients
in (3.32) have a rigid form with less degrees of freedom.
Representation of permutation invariant operators on D{Xi}. We seek the matrix elements
of permutation invariant spin operators on HN in the Dicke basis of D{Xi}. Ultimately, we are
















i /Nj of subsystem Xj . Employing the properties of






















































j ± 1, N
(+)
j+1 · · ·N
(+)
k 〉. In particular, this
shows that the collective operators S
(j)
x,y,z leave DX invariant.
Effective Hamiltonian for inhomogeneous initial states. Consequently, the Hamiltonian (3.1),
and thus the dynamics induced by the Schrödinger equation, is invariant on DX. The matrix
elements of H follow readily from (3.37). Analogously to appendix A of [1], one derives10 the















(1− nj)nj cos(αjpj), (3.38)
9The scaling factor of 1/N in Sx,y,z makes the spin operator intensive. This is important for the derivation of the
effective description as N →∞, cf. Sec. 2.2.
















(1− nj)(nj + 1/Nj)ψ(n + ej/Nj) +
√
nj(1− nj + 1/Nj)ψ(n− ej/Nj)
]
(ej being the j-th k-dimensional canonical unit vector) on the coefficients of the Dicke basis expansion. By Taylor
expansion, ψ(n ± ej/Nj) = [exp(±iαjpj)ψ] (n), where pj = −i∂nj/N is the momentum operator associated to
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~eff = 1/N , n = (n1, · · ·nk), and p = (p1, · · · pk) denotes the vector of conjugate momenta pj =
−i~eff∂nj of nj . The Hamiltonian (3.38) is coupled among its coordinates n, but not among
the momenta p. The coupling comes from the pairwise spin coupling terms szi s
z
j in (3.1). As a
consistency check, Eq. (3.38) reduces to (3.2) for k = 1.
The Hamiltonian (3.38) inherits critical points from its homogeneous counterpart at k = 1.
More precisely, Heff has critical points at the uniform coordinates z
∗ = (n∗, · · ·n∗, p∗, · · · p∗), where
(n∗, p∗) is a critical point of Heff(n, p) for k = 1. This is because (3.38) becomes independent
of α and k for uniform n = (n, · · ·n) and p = (p, · · · p). Hence, just as in the one-dimensional
situation of k = 1, the stable critical point at n∗PM = 1/2 for Γ > Γc = 1/2 becomes degenerate




1− 4Γ2) for Γ < Γc.
The harmonic approximation of Heff around these stable critical points can be viewed as k coupled
harmonic oscillators. The normal frequencies of this system of coupled oscillators are the symplectic










where the k by k blocks are




(Hppeff)ij = Γ[(1− n∗)n∗]1/2αiδij , and
(Hnpeff )ij = 0.
For k > 1 the k different symplectic eigenvalues of ∇2Heff are rather complicated functions of
α. Generically, i.e. for typical α ∈ [0, 1]k with ||α||1 = 1, the symplectic eigenvalues are linearly
independent over the rationals, i.e. the system of coupled oscillators are off-resonance. Interestingly,
thus, the vector of relative subsystems sizes α provides a mean to tune the frequencies of the coupled
oscillators.
Inhomogeneous effective Hamiltonian. Even more general, when considering permutation in-
variant states relative to a partition X, the Hamiltonian driving the dynamics does not need to be
fully permutation invariant. It suffices that the Hamiltonian is permutation invariant with respect
to the given partition. Also in this case, the dynamics will be confined to the Dicke subspace DX.
For example, one could allow for an inhomogeneous external transverse magnetic field Γ in
(3.1). Let us assume that the magnetic field acts uniformly with value Γ = Γj on all spins of
subset Xj , but may have different values for different subsets. Likewise, one can allow for different
longitudinal couplings with intra coupling Jjj between spins of the same subset Xj , and inter
coupling Jij between the spins of two different subgroups Xi and Xj . With these modifications











(1− nj)nj cos(αjpj). (3.39)
Expectation and Variance. As N →∞ Eqs. (3.38) and (3.39) provide an effective semiclassical
description of the quantum spin model (3.1) for invariant states in DX. In contrast to the homoge-
neous situation of k = 1 considered in [1], the phase space of the classical limit is 2k-dimensional
and its coordinates are z = (n,p). In what follows, we discuss the nearby orbit formalism for the
order parameter and its variance in this higher dimensional phase space analogous to Sec. of [1].
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The effective description is particularly useful for localized WKB-like states. More precisely, let
us assume that the initial state (3.36) at time t = 0 is of large deviation form ψ0(n)  exp[−Nf0(n)]
with rate function f0(n), and that <f0 is unimodal with a unique global minimum at n = ncl.
Then, the expectation of the collective spin operators Ŝz = (S
(1)
z , · · ·S(k)z ) is to leading order given
by
〈Sz〉 = scl +O(N−1),
where scl is obtained from ncl by shifting all k components by −1/2. Equivalently, the operator
N̂ = (S
(1)
z + 1/2, · · ·S(k)z + 1/2), which counts the fraction of up spins in each subsystem, has
expectation cf. Eq. (4)
in [1]
〈N〉 = ncl +O(N−1). (3.40a)
Similarly, the expectation of the conjugate momentum operator P = −i~eff∇n+ is
〈P〉 = pcl +O(N−1), (3.40b)
where pcl = i∇f0(ncl) = −=∇f0(ncl) is real, because <∇f0(ncl) = 0.
Higher order order corrections to the expectation value can be computed by the saddle point
approximation, and has a diagrammatic interpretation, cf. Sec. 3.2. Another measure for the
corrections to the expectation value is given by the (co)variance matrix
var(N,N)ij := 〈NiNj〉 − 〈Ni〉〈Nj〉.
The i-th diagonal entry of var(N,N) is the variance var(Ni) = 〈(Ni−〈Ni〉)2〉 of Ni. To obtain the
leading contribution of var(Ni,Nj) via a saddle point approximation, the rate function f0 is Taylor
expanded to second order around the minimum ncl, i.e. f(z) ≈ f(zcl) + 12(z− zcl)∇2f0|zcl(z− zcl),
and the resulting Gaussian integral is solved. Let the real and imaginary part of the k by k Hessian












X + Y X−1Y
)
+O(N−2) (3.41b)
Equivalently, the leading order of var(N,N) and var(P,P) are the variance matrices of the
position and momentum marginals of the Wigner transformW (z) of the Gaussian state ψGauss0 (n) 
exp
[
−N2 n(X + iY )n
]
. The Wigner transform of a Gaussian state is a Gaussian distribution on







−Y X−1 X + Y X−1Y
)
. (3.42)
The covariance matrices (3.41a) and (3.41b) are the variance matrices of the position and momen-
tum marginals of W (z). The off-diagonal matrices in the block matrix (3.42) are identified as the
leading contribution of var(N,P)ij :=
1
2〈NiPj + PjNi〉 − 〈Ni〉〈Pj〉,
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Dynamics of expectation and variance. Now, we elaborate on the time evolution of the expec-
tation and the variance. We begin with the expectation value. The Schrödinger evolution of states
in DX according to H in (3.1) is effectively, up to corrections suppressed by 1/N , approximated
by the effective Schrödinger Eq. with effective Hamiltonian Heff in (3.38) and effective Planck con-
stant ~eff = 1/N . Hence, to leading order in ~eff, and for early times, the leading contribution of





w.r.t. the effective Hamiltonian, where zcl = (ncl,pcl) and J is the standard 2k by 2k symplectic
form. The associated classical symplectic flow Tt maps an initial condition z0 to the time evolved
phase space point z(t) = Tt(z0) at time t.
Next, we state the time evolution of the leading contribution to the variance. The leading
contribution of the covariance matrix Σ, cf. (3.42), evolves according to the nearby orbit approx-
imation [90, 91]. In a nutshell, the idea is to linearize the Hamiltonian flow around the referencecf. Sec. 3.2
in [1] orbit zcl(t), and thereby determine how small deviations from this reference change in time. The
evolution of deviations from the reference orbit entail the dynamics of the variance to leading order.
More explicitly, let z′(t) denote a trajectory nearby the reference orbit, that is z′(t) = zcl(t)+δz(t)
with δz(t) sufficiently small for all times of interest. Linearization of the classical equation of motion
ż′(t) = J∇H(z′) around zcl imposes the non-autonomous ODE δż = J(∇2Heff|zcl(t))δz +O(δz2).
Denoting the Hessian matrix of Heff at zcl(t) by K(t) = ∇2Heff|zcl(t), the ODE for δz is solved







is the time ordered exponential function.
Moreover, S0 = id, and St is the fundamental matrix of the ODE
Ṡt = JK(t)St. (3.44)
Equivalently, St measures how deviations δz(0) from zcl(0) at time zero propagate to deviations
δz(t) from zcl(t) at time t. In other words, St = ∇Tt|zcl(0) is the Jacobian matrix of the symplectic
flow evaluated at the initial point zcl(0). Hence, St is a 2k by 2k symplectic matrix. Its inverse
S−1t = ∇T−t|zcl(t) follows from taking the derivative of T−t ◦ Tt = id at zcl(0), by applying the
chain rule.
Eqs. (3.41a) to (3.41c) suggest that the Wigner transform of a large deviation state can be
approximated by a Gaussian density W0(z) = NΣ0zcl(0)(z) with mean zcl(0) and variance matrix
Σ0, cf. (3.40) and (3.42). According to the truncated Wigner approximation (TWA) [88] the time
evolved Wigner function is approximated by the solution of the classical Liouville equation to
leading order in the large N limit. Hence, Wt(z) ≈W0(T−tz).
Now, we apply the nearby orbit approximation on top of this TWA result. Intuitively, as W0(z)
is localized at zcl(0) within a neighborhood of diameter O(1/
√
N), the time evolved density Wt
will be localized at zcl(t), at least for early times. Let us therefore assume that z = zcl(t) + δz(t)
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3.7 Inhomogeneous initial states ∗
is close to zcl(t), such that δz(t) = O(1/
√





























Hence, to leading order, the time evolved Wigner function remains a Gaussian centered at the





where St solves (3.44).
Instead of solving (3.44) for St and then obtaining Σt, one can also solve
Ẋmn = −H ,j,mXjn −H ,j,nXjm +H ,jl (XjmYln + YjmXln) and (3.46a)
Ẏmn = H,mn −H ,j,mYjn −H ,j,nYjm −H ,jl (XjmXln − YjmYln) (3.46b)
for the k by k matrices X and Y (the real and imaginary part of the Hessian matrix of f at
xcl(t)), and obtain Σt from (3.42). The summation over repeated indices in (3.46) is implicit.
Moreover, H ,m,n = ∂xn∂pmHeff(x,p)
∣∣
xcl,pcl
and similarly for H ,mn and H,mn denotes the derivative
of the effective Hamiltonian w.r.t. positions and momenta, cf. appendix C. Eq. (3.46) is derived
in appendix C by a multivariate rate function expansion, and is the higher dimensional analog of
Eq. (3.13a) and appendix B in [1].
The equivalence of (3.45) and (3.46) was proven for the one-dimensional case (i.e. k = 1) in
appendix C of [1], and generalizes mutatis mutandis to k > 1. In other words, the diagram















The rate function expansion approach can also be used to compute higher order cumulants
beyond the variance, analogously to Sec. 3.2.
Discussion. We contemplate on the result (3.38) and close this section with some speculations.
Permutation invariant states of N spins are described by a single good quantum number (the
number of up spins), and the quantum evolution with permutation invariant Hamiltonian (3.1)
leads to an effective one-dimensional semiclassical description in the large N limit. As the effective
Hamiltonian (3.2) is time independent, the classical limit is trivially integrable, and trivially ergodic
on one-dimensional energy hypersurfaces.
In contrast, if the initial state is not fully permutation invariant, but only permutation invariant
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within k disjoint subsets of its elementary spins, the state requires k independent good quantum
numbers, and the quantum dynamics is described by an effective k-dimensional semiclassical model,
cf. (3.38). Hamiltonian systems on higher dimensional phase spaces are richer than their one-
dimensional counterparts. In particular, classically chaotic behavior, in the sense of exponentially
deviating orbits, can only occur for phase space dimensions above two, cf. Sec. 2.3.
What are the properties of the classical Hamiltonian system (3.38)? Close to the stable crit-
ical point with homogeneous coordinates z∗ = (ncl · · ·ncl) the Hamiltonian can be expanded to
quadratic order. Hence, one may expect the behavior of coupled oscillators, i.e. classically inte-
grable behavior on k-dimensional invariant tori, close to z∗. How do the invariant tori get deformed
in regions of phase space, where non-harmonic correction terms become important? Do the tori
become unstable, leading to classically fully chaotic regions in phase space? As has been alluded to
above, the frequencies of the oscillators depend on the relative subsystem size vector α. Thus the
subsystem size α may provide a tunable parameter to adjust the commensurability of the oscillator
frequencies. Therefore, α could potentially be used to control the integrability breaking according
to the KAM theorem.
What are the implications for the spin model (3.1)? How do the results on the variance and
entanglement in [1] get modified? For small inhomogeneities in the initial state and small quenches,
one may expect that the effective dynamics remains close to the homogeneous subspace. In this
case the Wigner function evolves within a classically integrable phase space region of (deformed)
invariant tori. The magnetization variance and the entanglement is described by the higher di-
mensional analogs of [1], as discussed in this section and Sec. 3.4.
For strong initial inhomogeneities and for large quenches the effective dynamics may be very
different from the homogeneous situation of [1]. Depending on the precise phase space structure
of the effective Hamiltonian, inhomogeneities may also be enhanced and evolve in time. The
underlying effective dynamics may also be classically chaotic. A more thorough investigation is
necessary.
3.8 Publication [1]
The author’s contribution. The idea to investigate the dynamics of the order parameter variance
in the fully connected transverse field Ising model after a quantum quench with a large deviation
ansatz is due to Stefan Kehrein. All analytical an numerical calculations have been done by the
author of this thesis. He has also written the paper. The author has profited a lot from joint
scientific discussions with Stefan Kehrein.
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We investigate the quench dynamics of the transverse field Ising model on a finite
fully connected lattice. Using a rate function approach we compute the leading
order corrections to the mean field behavior analytically. Our focus is threefold:
i) We analyze the validity of the mean field approximation and observe that
deviations can occur quickly even for large systems. ii) We study the variance of
the order parameter and identify four dynamically qualitative different regions.
iii) We derive the entanglement Hamiltonian for a bipartition of the lattice, which
turns out to be a time-dependent harmonic oscillator.
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1 Introduction
One of the reasons why quantum mechanical many body systems are difficult to analyze is
because the dimension of the Hilbert space grows exponentially with the number of particles.
In contrast, the dimension of classical phase space scales only linear in the particle number.
Another unique feature of quantum mechanics is entanglement, which has no immediate
classical analog [1, 2]. When entanglement of a composite system is measured by means of
the von Neumann entanglement entropy, the logarithm of the Hilbert space dimension of the
smaller subsystem is an upper bound on the entanglement. Turning this intuition around,
one can view the exponential of the entanglement entropy as the effective dimension in which
the entangled state lives. In this sense, the combination of both, large entanglement and
exponential Hilbert space dimension, makes the quantum time evolution computationally
challenging. Many numerical algorithms, such as the density matrix renormalization group
[3–5] with matrix product states [6], rely on the fact that the entanglement of the states of
interest remains low such that the effective Hilbert space dimension is small and the complexity
of the exponential dimension is effectively avoided. Generic quantum many body systems are
not exactly solvable and one is restricted to numerical methods and finite computational
resources. From this perspective, it is vital to understand how entanglement grows in time in
non-equilibrium situations.
The entanglement dynamics after a global quantum quench has been investigated for nu-




for one dimensional gapped lattice systems [7], conformal field theories [8, 9], non integrable
spin chains [10], and harmonic oscillator chains [11]. This typically limits the study to low
dimensional locally interacting systems, for which the area law [12–16] guarantees low entan-
glement entropy in the ground state, and to small system sizes at early times. The linear
growth of entanglement as discussed in [7–9, 17], is mediated by quasiparticles propagating
in a Lieb-Robinson cone formed by a maximal group velocity. The quasiparticle picture has
been confirmed analytically in integrable models [8,9], as well as numerically, e.g. by looking
at the mutual information between two spatially separated places [18], or the particle num-
ber fluctuation [19]. There are, however, exceptions to the connection between entanglement
growth and the spread of quasiparticles. On the one hand, it is known [10] that some non
integrable models show linear entanglement growth, while the energy transport, being medi-
ated by quasiparticles, is only diffusive. On the other hand, sublinear entanglement growth
was observed in geometric quenches, even though quasiparticles spread ballistically [20].
A notable exception to linear entanglement growth in short range systems are disordered
models that exhibit many body localization and show logarithmic entanglement growth [21–
23]. The logarithmic growth can be argued to be a consequence of a dephasing mechanism
facilitated by exponentially decaying interactions between localized quasiparticles [23].
In addition to short range models, systems with long range interaction have gained the-
oretical [24–33], as well as experimental interest due to their realization with ultra cold
atoms [34, 35]. Another, more theoretical, motivation to study long range models is to use
them as an approximate equivalent for high dimensional short range systems [19]. It has been
found numerically [18, 36, 37] and semi-analytically [27, 28] that the entanglement entropy
grows only logarithmically in time, that is much slower than their short range counterpart.
A heuristic, non-quantitative argument in favor of the logarithmic growth [27], also see [19],
relies on the fact that the maximal group velocity diverges for the k = 0 mode, while the
density of states vanishes as k → 0. This leads to a breakdown of a pronounced light cone,
and information is only propagated slowly by quasiparticles. However, this line of reasoning
cannot be applied to the limiting case of uniform all to all coupling, because fully connected
models lack the notion of spatial distance and a quasiparticle picture.
In the present paper, we look at the out of equilibrium dynamics in an infinite range, highly
symmetric model, which becomes amenable to a mathematically controlled expansion in the
thermodynamic limit. More precisely, we focus on a spin system defined on a fully connected
lattice, being invariant under permutations of lattice sites. For the sake of concreteness,
we will focus on the fully connected transverse field Ising model (also known as the Lipkin
Meshkov Glick model [38]), however, the mathematical reasoning also applies to other mean-
field models on fully connected lattices [39].
Mean field models, and mean field approximations of more complicated systems provide
an accessible approach to study many body problems, both, in classical, and quantum sta-
tistical physics. The applications of mean field approximations in equilibrium situations are
numerous, and it is rather well understood when mean field yields reliable results. In con-
trast, mean field approximations are less frequently used in non equilibrium conditions, and
it is not generally known when and how well mean field works. From this point of view, the
transverse field Ising model serves as a basic and non-trivial example to study the validity of
approximations out of equilibrium. Two advantages of this specific model are that, first, it is
accessible to controlled analytical calculations, and, second, because numerically exact solu-
tions for large system sizes are feasible, it is possible to compare the approximations to exact




approximation in this system is. More specifically, we show that, away from critical points,
mean field is only reliable for early times of the order of the square root of the system size.
And, close to unstable critical points, the mean field approximation already breaks down on
timescales logarithmic in system size.
When driving the fully connected Ising model out of equilibrium by means of a sudden
quantum quench, the dynamics is constrained to the site permutation invariant subspace,
which is referred to as the Dicke subspace. The dimension of the Dicke subspace scales
linearly with the number of spins, which reminds of the scaling of classical phase spaces.
Indeed, permutation invariance facilitates the use of semiclassical techniques. In this way,
the quench dynamics in the transverse field Ising model on a fully connected lattice becomes
amenable to a mathematically controlled expansion around the classical limit, and is a useful
test case to benchmark the validity of mean field type approximations out of equilibrium.
Spin systems on fully connected lattice geometries can be viewed as a single collective spin,
and are thus mathematically equivalent to the two mode Bose Hubbard model [40,41] via the
Jordan-Schwinger mapping [42, 43]. The two mode Bose Hubbard model is experimentally
realized as a Bose-Einstein condensate (BEC) using ultra cold atoms in optical traps [34,35].
In this context, entanglement between the two modes has been investigated theoretically
[29–32] and experimentally [35,44]. A typical entanglement measure between the modes of a
dimer is referred to as EPR-entanglement. Besides the entanglement between the two modes
of a BEC dimer, one may also investigate the entanglement between different particles of the
BEC, which corresponds to a different bipartition of the Hilbert space [30]. In this paper, we
focus on the entanglement between particles.
Although being a relatively simple model, the entanglement dynamics in the mean field
Ising model is non-trivial and exhibits qualitatively different behavior, such as linear growth,
logarithmic growth, and bounded oscillations, depending on the initial pre-quench state and
the final post-quench Hamiltonian. Remarkably, within the validity of the mean-field approx-
imation we can analytically derive the complete entanglement Hamiltonian in leading order,
which turns out to be a time-dependent harmonic oscillator. This provides a rare case where
the complete entanglement Hamiltonian and therefore all Rényi entanglement entropies are
analytically known for a non-trivial quantum many body system. The dynamical behavior
can be understood by making use of an intimate connection between entanglement and spin
squeezing [33,40,45–49].
Throughout the paper, we compare analytical predictions to numerical data obtained by
exact diagonalization, and find excellent agreement at early times. The fact that the Dicke
subspace dimension scales linearly with the number of spins, allows one to solve systems of
104 spins numerically exact. However, even for large system sizes a dephasing mechanism
leads to a deviation from the mean field approximation as time proceeds.
This article is structured as follows. The fully connected transverse field Ising model
is defined in Sec. 2, and the mapping to an effective semiclassical model in the limit of
large system size is explained. In Sec. 3, two semiclassical techniques, one based on a rate
function expansion, the other based on deviations between classical trajectories, is reviewed.
These techniques are used in the discussion of the quench-induced dynamics of the mean
magnetization and its variance, see Sec. 4, and the entanglement entropy with respect to a
bipartition of spins, see Sec. 5. The dynamical phase diagram based on the behavior of the
order parameter and the variance is discussed in Sec. 4 and entanglement is analyzed in Sec. 5.




2 Mean field models
2.1 Transverse field Ising model
We investigate the transverse field Ising model on a fully connected graph of N sites given by
the Hamiltonian










where sx,y,zi = σ
x,y,z
i /2 denotes the spin 1/2 representation of the spin at site i in terms of the
Pauli matrices, Γ is the homogeneous transverse field, and J > 0 denotes the ferromagnetic
coupling. Note that the double sum is rescaled by a factor of 1/N in order to make it of
the same order of magnitude as the single sum. In this way, both terms, the ferromagnetic
term and the transverse term, scale linear with the system size such that the Hamiltonian is
extensive. The linear scaling becomes more apparent when introducing the (rescaled) total




i /N in terms of which the Hamiltonian (1) reads
H = −NJS2z/2−NΓSx.
The factor of 1/N in the definition of Sx,y,z is chosen such that its spectrum consists of
(N + 1) equidistant points contained in the interval [−1/2, 1/2]. One can thus view Sx,y,z
as a quantity of order one as N → ∞. Note that Sx,y,z obey the usual SU(2) commutation
relations decorated with an additional factor of ~eff := 1/N . In the sequel, we choose units of
time and energy in which ~ = 1 and J = 1.
2.2 Dicke subspace and effective Hamiltonian
The Hamiltonian (1) is defined on the Hilbert space HN =
⊗N C2. The tensor products
|s1, . . . , sN 〉 of the szi eigenstates |si = ±1/2〉 form an orthonormal basis of HN . An impor-
tant subspace of HN is the Dicke space DN containing all states that are invariant under
permutations of spins. A convenient orthonormal basis of DN is given by the Dicke states
{|N+〉}N+=0,...,N , being defined as the superposition of all spin permutations with exactly N+








| ↑〉⊗N+ ⊗ | ↓〉⊗N−N+
)
,
where P denotes the projection operator P |s1, . . . sN 〉 = 1N !
∑
p∈SN |sp(1) . . . sp(N)〉 and SN
denotes the symmetric group onN symbols. The Dicke state |N+〉 is the permutation invariant
eigenstate of Sz with eigenvalue (n+ − 1/2). Note that DN is (N + 1) dimensional, i.e. its
dimension scales linearly with the system size, as opposed to the exponential scaling of the
2N dimensional total Hilbert space HN . The fact that the dimension of DN scales only linear
in N allows to study the dynamics using exact diagonalization for large systems of the order
of N = 104.
In this paper we study the non-equilibrium dynamics after a sudden quantum quench
Γi → Γf in the magnetic field. That is to say, the system is prepared in the ground state |Ψ0〉
of the pre-quench Hamiltonian H(Γi) and is evolved with the post-quench Hamiltonian H(Γf )
according to the Schrödinger equation. On a fully connected lattice, both, the Hamiltonian




setup, the dynamics is confined to DN and the wave function can be expanded in terms of






The time dependent Schrödinger equation i∂t|Ψ〉 = H|Ψ〉 imposes the dynamics
i~eff∂tψ(n+) = H(n+, p)ψ(n+) (2a)
on the coefficients ψ(n+) = 〈N+|ψ〉 with the effective Hamiltonian
H(n+, p) = −
1
2
(n+ − 1/2)2 − Γ
√
n+ − n2+ cos(p), (2b)
where p = −i~eff∂n+ and ~eff = 1/N . Details on the derivation of the effective Hamiltonian are
given in Appendix A and [39], also see [50–52] for a derivation in the context of Bose-Einstein
condensate dimers starting from a Gross-Pitaevski description. The effective description by
Eq. (2) is an approximation because of two reasons. First, additional terms in H(n+, p) that
are suppressed by 1/N are neglected. Second, the discrete nature of n+ (taking values in
{0, 1/N, . . . 1}) is approximated by treating n+ as a continuous variable with values in the
unit interval [0, 1]. These approximations are believed to be valid as N → ∞. Equation
(2) has the form of an effective one dimensional single particle Schrödinger equation for a
fictitious particle. The position of the fictitious particle is given by the fraction n+ = N+/N
of up-spins, and the conjugate momentum p = −i~eff∂n+ can be interpreted as the polar angle
on the Bloch sphere. As the effective Planck constant ~eff is the inverse system size, we may
exploit semiclassical techniques in the large system limit to investigate the non-equilibrium
dynamics after a sudden quench.
3 Semiclassics
Two semiclassical methods are presented. First, in the subsequent section, a systematic
rate function expansion akin to WKB theory is discussed. This method gives a systematic
1/N -expansion of the expectation value and the variance of observables and their dynamics.
The main result will be Eq. (7), which is a simple ordinary differential equation describing
the dynamics of the leading contribution to the variance. Second, thereafter in section 3.2, a
semiclassical phase space approach, known as nearby orbit approximation [53,54], is reviewed.
This method is particularly suited to facilitate an intuitive way of thinking and complements
the less intuitive rate function expansion. We will take great advantage of this phase space
picture when we explain the periodically enhanced spin squeezing. Both methods, the rate
function expansion and the nearby orbit approximation, give identical results for the leading
order term of the variance. This equivalence is proved in Appendix C.
3.1 Rate function expansion
In the largeN limit the ground state of (2b) may be approximated by WKB-type states [55–57]
of large deviation form




with N -independent complex rate function f(n+) [39]. Following the notation of [58, 59],
we write a  b to denote that two quantities are equal to first order in their exponents,
i.e. limN→∞ 1N log a/b = 0. The modulus of ψ(n+) is localized around the minimum of <f(n+).
We assume that <f(n+) has a unique global minimum denoted by ncl. The expectation values
〈n+〉 and 〈p〉 in the state (3) follow from a leading order saddle point approximation to be
〈n+〉 = ncl +O(1/N), (4a)
〈p〉 = pcl +O(1/N), (4b)
where pcl = if
′(ncl). Moreover, the curvature of the rate function at ncl determines the
variance var(n+) = 〈(n+ − 〈n+〉)2〉 and var(p) = 〈(p − 〈p〉)2〉. If we denote the second












Likewise, all higher moments may be computed systematically in this perturbative manner
by the saddle point approximation.
Now, we investigate the time evolution of the expectation value and its variance to lead-
ing order in 1/N . In order to avoid ordering ambiguities, we assume that the Hamiltonian
H(n+, p) in (2) is normal ordered in the sense that the momentum operator p is commuted
to the right. Then, the effective Schrödinger equation (2) imposes the partial differential
equation
∂tf(n+, t) = iH(n+, i∂n+f(n+, t)) +O(1/N) (6)
on the rate function. Consequently, the quantities ncl, pcl, and f2 become time dependent. As
was shown in [39] ncl(t) and pcl(t) obey the classical Hamiltonian equations with Hamiltonian




= −(1, if2)H ′′(1, if2), (7)
for f2, where H
′′ is the two by two Hessian matrix of H(n+, p) evaluated at n+ = ncl, p = pcl in
Appendix B. The time-dependence of f2 yields the dynamics of var(n+) and var(p) according
to Eq. (5). It is a non-trivial fact that the time evolution of the variances does not depend on
higher moments, such as the skewness, but only on the expectation values. This is a special
case of a more general result. Namely, that the dynamics of the leading order of the nth
moment depend only on moments of order smaller than n (more details in Appendix B).
3.2 Phase space picture
The preceding paragraph introduced a systematic large N expansion of the rate function. The
computation of the variance is reduced to the solution of the ordinary differential equation
(7) of the rate function’s curvature at the classical trajectory. In the present paragraph we
introduce a complementary semiclassical technique, which is based on a phase space picture.
The idea of a phase space formulation of quantum mechanics has a long-standing history
and goes back to Wigner and Moyal [60, 61]. In a nutshell, phase space methods map the




dynamics is then inherited from the Schrödinger equation [62–64]. One of the most commonly
used quasi-probability distribution is the Wigner function and its evolution is governed by
Moyal’s equation. Operator expectation values are then obtained by integrating the Weyl
symbol of that operator against the Wigner function over the whole phase space.
The leading contribution as ~eff → 0 of the Moyal equation is the classical Liouville equa-
tion. Corrections to the Liouville’s equation are suppressed by at least ~2eff [60]. As we are only
interested in the leading order dynamics as 1/N → 0, we will approximate the Moyal equation
by Liouville’s equation. This is sometimes referred to as the truncated Wigner approximation
and it is exact for quadratic Hamiltonians. As innocent as this approximation seems, it is
known that the limit ~eff → 0 may have an essential singularity and the truncated Wigner
approximation may be insufficient in this case [65]. This issue, however, is less relevant for us,
as we consider only those quenches, for which the initial Wigner function can be approximated
by a single Gaussian. The mean of this initial Gaussian is given by (ncl(0), pcl(0)) (compare
Eq. (4)), and the covariance matrix C(0) is diagonal with eigenvalues [<(2Nf2(0))]−1 and
<[(2Nf2(0))−1] (compare Eq. (5)). As the initial Wigner function is strongly localized, on
a scale of 1/
√
N in phase space, the nearby orbit approximation [53, 54] predicts that the
evolved Wigner function at a later time t can be approximated by a Gaussian distribution
centered at the classical reference orbit passing through (ncl(0), pcl(0)) with covariance
C(t) = S(t)C(0)S(t)T . (8)
Here S(t) is the linear approximation, i.e. the Jacobian matrix, of the classical Hamiltonian
flow and is thus a symplectic two by two matrix (see also Appendix D for further details).
In other words, S(t) is the fundamental solution of Hamilton’s equations of motion linearized
around the reference orbit and obeys the non-autonomous differential equation
Ṡ(t) = JH ′′(ncl(t), pcl(t))S(t) (9)
with initial condition S(0) = id. The nearby orbit approximation is due to Heller et al. and
Littlejohn et al. [66–70] and was further developed e.g. in [71–74] (also see [53,54] for extensive
reviews). A related, though different approximation is discussed in [75].
We stress that Eq. (8) involves two approximations. First, the full quantum dynamics is
approximated by the classical Liouville equation of the Wigner function. And second, as the
initial Wigner function is a strongly localized Gaussian in phase space, Liouville’s equation is
approximately solved by a Gaussian centered at the classical reference orbit within the nearby
orbit approximation. As shown in Appendix C, Eqs. (7) and (8) are equivalent.
4 Results for the variance
We now discuss the dynamics of the expectation value of spin operators in the spin system
(1) after a sudden quantum quench in the external magnetic field Γ. More specifically, we
are interested in the dynamics of the magnetization per site 〈n+〉 and its variance. That is,
we prepare the initial state as the ground state of the pre-quench Hamiltonian H(Γi) with
an external magnetic field Γi and evolve the state with the post-quench Hamiltonian H(Γf ),
where Γf is different from Γi such that the post-quench Hamiltonian does not commute with




Preparing the state in the ground state of the pre-quench Hamiltonian fixes the initial
conditions ncl(0), pcl(0), and f2(0). As before, we denote the global minimum of <f by ncl, and
write pcl for if
′(ncl) and fn for the Taylor coefficients f (n)(ncl). The ground state of the pre-
quench Hamiltonian obeys the eigenvalue equation H(n+,−i∂n+/N)e−Nf(n+) = Ee−Nf(n+)
with ground state energy E. By neglecting zero-point fluctuations in the energy E, which are
of order 1/N , we may write
H(n+, if
′) ≈ E (10)
instead of [H(n+, if
′) + O(1/N)]e−Nf(n+) = Ee−Nf(n+). Taking the first derivative of (10)
w.r.t. n+ at ncl, yields H
(1,0) + if2H
(0,1) = 0, which is solved by any critical point (ncl, pcl) of
H. Since we are interested in the ground state, we choose the absolute minimum (assuming
it exists and is unique). Intuitively, the ground state Wigner function is only significantly
different from zero in the neighborhood of the absolute minimum of H, which gives the main
contribution to E. The fact that the Wigner function is only localized on a scale of 1/
√
N in
phase space, leads to additional (zero-point) contributions of order 1/N to the energy. Taking





Using H(0,1) = 0, the last equation can be written in matrix form as (1, if2)H
′′(1, if2) = 0,
where H ′′ denotes the Hessian matrix evaluated at the critical point (ncl, pcl). This quadratic
equation in f2 and can be readily solved.





1− 4Γ2i + 1)/2, Γi < 1/2
1/2, Γi > 1/2,
(11a)












(H(n,m) being the nth and mth derivative of H w.r.t. its first and second argument, respec-
tively, evaluated at (ncl, pcl)). Equations (11a) and (11b) determine the absolute minimum of
the Hamiltonian function H [39]. The critical points of H(n+, 0) undergo a pitchfork bifur-
cation at the critical point Γc = 1/2. In the ferromagnetic phase, for Γi < Γc, the symmetry
under spin-flips leads to the two-fold degeneracy of the ground state in the thermodynamic
limit. This is reflected by the fact that H has two minima on equal footing. From now on, we
tacitly assume that the spin-flip symmetry is broken, e.g. by adding the infinitesimal longi-
tudinal field term εSz with ε = O(1/N) to the Hamiltonian (1), and thereby singling out the
positive square root in (11a). Note, that (11a)-(11c) is a fixed point of the classical equations
of motion and Eq. (7) for Γ = Γi, i.e. when no quench is done. However, for Γ = Γf 6= Γi the
dynamics is non-trivial (see Figs. 2 and 3).
Figure 1 depicts six particular qualitatively different quenches in a dynamical phase dia-
gram as pairs of (Γi,Γf ). This dynamical phase diagram was discussed by Biroli and Sciolla
in [39] in the context of dynamical phase transitions. Biroli et al. define a dynamical phase
transition as a discontinuity of the late time behavior of the order parameter as a function
of the quench parameter, also see [24–26]. In this section we complement the discussion with
the dynamics of the variance var(n+) in Figs. 2 and 3. These results are valuable for the
understanding of the entanglement dynamics in Sec. 5.
Based on the qualitative behavior of the variance, we distinguish four different regimes in




























Figure 1: Dynamical phase diagram for the sudden quench Γi → Γf in the Hamiltonian (1)
(compare Ref. [39]). Black dots with lower and upper case Latin letters indicate the quenches
shown in Figs. 2 and 3, respectively. The different colors and Roman numerals indicate
different qualitative behavior of the time evolution of the variance. Region I: exponential
growth (cf. Fig. 2 (b) and Fig. 3 (C)); region II: periodic oscillations (cf. Fig. 3 (A)); region
III: quadratic growth without squeezing (cf. Fig. 3 (B)); region IV: periodically enhanced
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ED (N = 103)
Figure 2: Dynamics of the spin expectation value 〈n+〉 (bottom) and its (rescaled) variance
N var(n+) (top) after a sudden quantum quench from Γi = 0.4 to Γf = 0.8 (a), Γf =
0.45 (b), and Γf = 0.3 (c) (cf. Fig. 1). The results are obtained by exact diagonalization with
N = 103 (dotted blue line) and by a leading order semiclassical expansion limN→∞〈n+〉 and























0 10 20 30 40 50 60 70 80








0 10 20 30 40 50 60 70 80






ED (N = 103)
Figure 3: Dynamics of the spin expectation value 〈n+〉 (bottom) and its (rescaled) variance
N var(n+) (top) after a sudden quantum quench from Γi = 0.6 to Γf = 0.8 (A), Γf =
0.5 (B), and Γf = 0.3 (C) (cf. Fig. 1). The results are obtained by exact diagonalization with
N = 103 (dotted blue line) and by a leading order semiclassical expansion limN→∞〈n+〉 and
limN→∞N var(n+) (solid red line) according to Eqs. (4) and (5).
4.1 Exponential growth regime (I)
For quenches from the paramagnetic phase to the ferromagnetic phase (exemplified by the
quench (C) in Fig. 3), as well as for quenches on the critical line of the dynamical phase
transition (exemplified by the quench (b) in Fig. 2)), the variance starts to increases expo-
nentially in time before it saturates and shows minor oscillations around a finite value. The
saturation process is due to finite size effects and is not captured in the semiclassical result
limN→∞N var(n+).
In the case of the quench in Fig. 3 (C) the exponential increase can be readily understood
from the fact that the initial wave packet is localized at the hyperbolic critical point (ncl, pcl) =
(1/2, 0) of the post-quench Hamiltonian, cf. Eq. (11a) [76]. From the point of view of Eq. (8)
one can argue as follows. If λ1 < 0 < λ2 denote the eigenvalues of the Hessian H
′′(Γf )
evaluated at the hyperbolic point, then the eigenvalues of S(t) = exp(JH ′′(Γf )t) are e±ωt,
where ω =
√
|λ1λ2|. Hence, the covariance matrix C(t) = S(t)C(0)S(t)T has an exponentially
increasing and an exponentially decreasing eigenvalue in time. For late times, the direction
of decreasing variance becomes orthogonal to the stable manifold of the hyperbolic fixed
point (a more detailed discussion can be found in Appendix E). For all other directions
the exponentially increasing contribution eventually dominates the variance. In particular,
var(n+) = C11(t) increases exponentially.
For quenches on the critical line (see Fig. 2 (b)), the mean of the initial Wigner distribution
lies on a separatrix of the post-quench Hamiltonian. More precisely, the separatrix is a
homoclinic orbit and connects the stable and unstable direction of the hyperbolic critical
point (1/2, 0) of H(Γf ). As the mean of the Wigner function approaches the hyperbolic fixed
point on the separatrix, the dynamics of its variance is dominated by the hyperbolic fixed
point and increases exponentially, as discussed above.
4.2 Periodic regime (II)
For quenches within the paramagnetic phase (region II in Fig. 1) the post quench Hamil-




Consequently, the eigenvalues of S(t) are phase factors e±iωt, where ω =
√
|λ1λ2|, and the
covariance matrix C(t) is 2π/ω periodic (see Fig. 3 (A)). Note that the semiclassical result
limN→∞N var(n+) agrees with the exact diagonalization data for much later times than in
regime (I). Essentially, this is because the Wigner function remains well localized also for late
times, which is the key assumption for the validity of the nearby orbit approximation and the
rate function expansion.
4.3 Quadratic growth regime (III)
The exponential regime (I) and the periodic regime (II) are separated by regime (III) in which
the variance increases quadratically. For quenches on this line the initial Wigner function is
centered at a degenerate fixed point of the critical post-quench Hamiltonian. The degeneracy
leads to the fact that S(t) is a shear matrix whose shear factor scales linearly with time (see
Appendix E). Consequently, the eigenvalues of C(t) scale quadratically and inversely quadratic
in time. The associated eigenvectors approach the eigenvectors of H ′′(Γf ) (the eigenvalue
zero eigenvector of the Hessian is approached by the quadratically increasing eigendirection
of C(t)). Along any direction different from the eigendirection in which C(t) decreases, the
quadratically increasing contribution dominates for late times, such that the variance increases
quadratically in those directions. In particular, var(n+) = C11(t) increases quadratically (see
Fig. 3 (B)).
Also note that regimes (I), (II) and (III) cannot be distinguished by just looking at the
expectation value 〈n+〉. Notwithstanding, its variance behaves qualitatively very different in
each case.
4.4 Periodically enhanced squeezing regime (IV)
For quenches starting in the ferromagnetic phase and not lying on the critical line of the
dynamical phase transition (region IV in Fig. 1), the expectation value oscillates coherently
with period T . The variance shows quasi-periodic oscillations of the same period T within the
envelope of quadratically increasing and inversely quadratic decreasing bounds, Fig. 4. We
refer to this behavior as periodically enhanced squeezing and periodically enhanced spreading.
Among all regimes, this is the less intuitive and, to the authors’ knowledge, has not been
described in the literature so far. In contrast to the regimes (I), (II) and (III) the mechanism
is not related to fixed point dynamics of the Hamiltonian flow and therefore genuinely different.
It turns out that the dichotomy of periodically enhanced squeezing and periodically en-
hanced spreading is the effect of a common cause. As elaborated in Appendix D, the pe-
riodicity of the reference orbit allows to apply Floquet’s theorem to Eq. (9) and yields
S(t) = P (t)M(t) where P (t) is a T -periodic two by two matrix and M(t) is a shear ma-
trix with shear factor proportional to time t. A non-harmonic Hamiltonian is a necessary
condition for the shear factor to be different from zero (see Appendix D). Intuitively, a non-
zero shear factor means that two nearby periodic orbits have different periods, which is the
rule rather than the exception. An explicit expression of the shear factor is derived in Eqs. (38)
and (39). Analogous to regime (III), the eigenvalues of M(t)C(0)M(t)T scale quadratically
and inversely quadratic at late times. Let the corresponding eigenvectors be |+〉(t) and |−〉(t),
respectively. For any fixed initial direction |v〉, |w(t)〉 = P (t)T |v〉 traverses all directions in the
two-dimensional phase space at least once in each period, see Appendix D. As a consequence,
























time (units of (h̄J)−1)
semiclassics (N = ∞)
ED (N = 103)
∝ t−2
semiclassics (N = ∞)
ED (N = 104)
∝ t−2
Figure 4: Same quench as in Fig. 2 (a) for N = 103 (left) and N = 104 (right). Periodically
enhanced squeezing: In the semiclassical limit (solid red line) the minima of var(n+) decrease
inversely quadratic with time (the dashed black line is a guide to the eye). The positions of
the minima approach the turning points of the order parameter (vertical dotted black lines)





ever |w(t)〉 aligns with the vector |−〉(t) and |+〉(t), respectively. This results in the observed
periodically enhances squeezing and spreading.
Interestingly, the details of the Hamiltonian do not matter, as long as the reference orbit is
periodic and nearby orbits have different periods. In this sense, our observations are universal
and to be found in other mean field models, which possess an effective semiclassical two-
dimensional phase space description such as the Bose-Hubbard model or the Jaynes-Cummings
model on a fully connected lattice [39]. Also, the universality of the periodically enhanced
spreading and squeezing shows in the fact that the variance dynamics is qualitatively identical
on both sides of the dynamical phase transition, cf. Figs. 2 (a) and (c).
4.5 Validity of the mean field approximation in non-equilibrium
We comment on the validity of the semiclassical results. At some point in time, the semi-
classical results start to deviate from the exact diagonalization data. A natural question is
thus: Up to which timescale can one trust the semiclassical results? This question is really a
question about the order of the two limits N →∞ and t→∞. If the limit N →∞ is taken
first, the semiclassical results become exact for all times. However, we consider the situation
when N is huge but finite, and late times are probed for fixed N .
A necessary condition for the validity of the saddle point approximation, on which the
semiclassical results (4) and (5) rely, is that |ψ|2 in (3) remains localized on a scale of 1/
√
N .
More precisely, the leading order saddle point approximation breaks down when the inverse
curvature of the rate function at the saddle point is of the order of the saddle point parameter,
i.e. N .
From the point of view of the nearby orbit approximation, mean field breaks down when
the eigenvalues of the covariance matrix C(t) = S(t)C(0)S(t)T becomes large, such that orbits
far away from the reference orbit need to be taken into account. For orbits far away from
the reference orbit, the linear approximation of the equations of motion, on which the nearby
orbit approximation relies, is inaccurate and errors accumulate. In other words, the nearby
orbit approximation breaks down at the (Ehrenfest) timescale t∗E when the spread of the
wave packet reaches the scale χ, on which the Hamiltonian can only be badly approximated
to quadratic order. A heuristic estimate of this length scale, motivated by a Moyal bracket
expansion, is given by χ ∼
√
∂xV (x)/∂3xV (x) [77]. To get the scaling exponent of t
∗
E as a





N , the condition
√





N , one gets t∗E ∼ logN .
Concerning the different regimes of Fig. 1, we conclude that the semiclassical dynamics
is only valid up to short timescales of order logN for quenches in regime (I) and to times of
order
√
N in regimes (III) and (IV). In regime (IV), in which the order parameter evolves on a
periodic orbit, the effect of anharmonic terms in the Hamiltonian is twofold. First, anharmonic
terms in the Hamiltonian inevitably cause the wave packet to spread, and squeeze within
quadratically increasing, and inversely quadratic decreasing bounds. Second, as the variance
of the wave packet becomes of the order of χ, the anharmonic terms cause the breakdown of
the mean field approximation.
We emphasize these findings. Even in fully connected lattice model, for which one believes
mean field models to yield reliable results, the out of equilibrium mean field dynamics can
already start to break down on a relatively short timescale of order
√
N (regimes III and IV),
















































Figure 5: Timescale of validity for the mean field approximation as a function of system
size N . First instant of time t∗, when the leading order correction to the mean field order
parameter 〈n+〉 (red open triangles), cf. Eq. (4a), and the mean field variance var(n+) (blue
filled squares), cf. Eq. (5a), exceeds a fixed, but arbitrarily chosen threshold. The dashed red
and dotted blue lines are guides to the eye. Square root scaling, t∗ ∝
√
N , for quench (a) in
regime IV (left), logarithmic scaling, t∗ ∝ logN , for quench (b) in regime I (middle), linear
scaling, t∗ ∝ N , for quench (A) in regime II (right), cf. Fig. 1. Note, the left and right plots
are double-logarithmic, the middle plot is semi-logarithmic.
To confirm this heuristic intuition numerically, we investigate the first time instant t∗ at
which the leading order correction to the expectation and the variance of the order parameter
becomes larger than a arbitrary and fixed threshold, see Fig. 5. These correction terms are
functions of <f3 and <f4, cf. Eq. (32), whose evolution via (31) are sensitive to anharmonic
terms of the Hamiltonian.
Quenches within the paramagnetic phase (regime II), where the wave packet is centered
at a stable fixed point, are special for two reasons. First, due to spin-flip symmetry n+ 7→
(1 − n+), the expectation value 〈n+〉 = 1/2 predicted by mean field is ’accidentally’ exact,
independent of the system size N , and for all times. Second, the evolution of the variance to
leading order as given by Eq. (7), depends only on the harmonic part of the Hamiltonian, and
is bounded for all times. Despite these facts, one cannot trust the mean field predictions to
arbitrarily late times. This becomes apparent, when corrections to the variance are considered,
which become significant in size at time t∗ ∼ N2, see Fig. 5. Spin-flip symmetry implies that
all corrections to the mean field limit of 〈n+〉 vanish exactly. To probe the validity of the
mean field result for practical purposes, we break the symmetry by adding a term εSz to the
post-quench Hamiltonian with an infinitesimal longitudinal field ε. Then, correction terms to
the expectation value build up to a non-negligible contribution on timescales of t∗ ∼ N being
linear in system size, see Fig. 5. The quadratic scaling t∗ ∼ N2 for the variance corrections is
not affected by the symmetry breaking.
5 Entanglement dynamics
The ground state entanglement entropy of the fully connected transverse field Ising model
has been computed numerically for finite system sizes [78] and analytically in the thermody-
namic limit [79] by applying the Holstein-Primakoff [80] transformation and expanding the
Hamiltonian in the reciprocal system size. One of the motivations to study the ground state




scaling of the mutual information at criticality has also been observed for non-zero tempera-
ture thermal density matrices [83].
Entanglement dynamics has been investigated in long-range models with power law in-
teraction, such as harmonic oscillator chains [84], fermionic hopping models [27], spin mod-
els [18, 28, 36, 37], and disordered models [19]. Entanglement dynamics as measured by the
one-tangle and the concurrence has been investigated in [36] for the fully connected transverse
field Ising model.
In the literature so far, the entanglement dynamics has been investigated mainly for fully
polarized initial conditions [18,27,36]. Since we are ultimately interested in the entanglement
entropy of time evolved pre-quench ground states, we follow a different, though related, ap-
proach. We will systematically discuss the entanglement dynamics in the dynamical phase
diagram of the sudden quench setup. One advantage is that the quantitative connection
between entanglement and spin squeezing is apparent in our approach.
5.1 Bipartition and reduced density matrix
We want to compute the bipartite entanglement entropy relative to the bipartition HN =
HNA⊗HNB . That is, we divide the set of N = NA+NB spins into two disjoint sets containing
NA and NB spins, respectively. Due to the fully connected geometry, the particular choice of
the separation into A and B is arbitrary. But once a choice is made, it is fixed over the course
of time. Each of the two factors, HNA and HNB , contains a (NA+1) and (NB+1)-dimensional
permutation invariant Dicke subspace, respectively. The state |N+〉 is expanded in the Dicke















The summation is over all nonnegative integers 0 ≤ A+ ≤ NA and 0 ≤ B+ ≤ NB obeying












reflects the fact that there are more ways to permute N+ = A+ + B+ up-spins among N =
NA+NB spins than to independently permute A+ and B+ up-spins among NA and NB spins,
respectively.
We want to prove Eq. (12). How does the permutation invariant state |N+〉 split into the

















| ↑〉⊗A+ ⊗ | ↓〉⊗NA−A+ + proper perm.
)(






















(by proper permutation we mean only those permutations that lead to different spin config-
























A generic pure state in DN is the superposition |Ψ〉 =
∑
N+
ψ(N+)|N+〉, and the corre-
sponding density matrix is ρ(N+; Ñ+) = ψ(N+)ψ
∗(Ñ+). We can also expand |Ψ〉 in the Dicke
basis of the bipartite system as |Ψ〉 = ∑A+,B+ ψAB(A+, B+)|A+〉|B+〉, where












follows from Eq. (12). To shorten the notation, we will sometimes write ψ for the coefficient
ψAB of the composite system and distinguish it from the other ψ by the number of arguments.
In general, the right hand side of (14) does not factorize into a product of functions depending
solely on A+ respectively B+. This shows that the state is entangled. The density matrix
associated to ψAB is ρAB(A+, B+; Ã+, B̃+) = ψ(A+, B+)ψ
∗(Ã+, B̃+) and the reduced density
matrix of subsystem A is ρA(A+, Ã+) =
∑
B+
ρAB(A+, B+; Ã+, B+).
The expectation value of the magnetization per spin in each subsystem agrees with the
magnetization per spin of the total system. That is,
Tr(ρAA+)/NA = 〈n+〉. (15)



















































Eq. (15) is no longer true for higher moments, e.g. in general Tr(ρAA
2
+)/NA 6= 〈n2+〉, see
Eq. (17).
The discussion so far, is valid for generic states in the Dicke subspace. In the remainder
of this paragraph we concentrate on states of large deviation form. In particular, we derive




yields that ψAB is also of large deviation form ψAB(A+, B+)  exp[−NfAB(a+, b+)] with rate
function
fAB(a+, b+) = f(αa+ + βb+) + Sαβ(a+, b+)/2. (16)
Here, and in the sequel, small letters refer to percental quantities, such as the relative sub-
system sizes α = NA/N and β = NB/N , and the fraction of up-spins a+ = A+/NA and
b+ = B+/NB in subsystem A and B, respectively. The multiplicative combinatorial fac-
tor (13) translates to the additive entropic contribution Sαβ in (16). It follows readily
from Stirling’s formula that Sαβ(a+, b+) = H2(αa+ + βb+) − αH2(a+) − βH2(b+), where
H2(x) = −x log x− (1−x) log(1−x) is the classical binary Shannon entropy. Due to the con-
cavity of the Shannon entropy, Sαβ(a+, b+) is non-negative and vanishes if and only if a+ and
b+ are equal. In other words, fluctuations leading to a+ 6= b+ are exponentially suppressed.
This plays a crucial role in the computation of the reduced density matrix. The term Sαβ has
an instructive interpretation. It is the classical information per spin that a demon acquires
when splitting N = NA + NB spins, containing exactly N+ = A+ + B+ up-spins, into two
disjoint sets of NA and NB spins, each containing A+ and B+ up-spins, respectively. When
the demon is blindfolded, the splitting is unbiased and a+ = b+ = n+. No information is
acquired in this case and Sαβ(n+, n+) = 0.
Assuming, as before, that <f(n+) has a unique global minimum at ncl, it follows from
the properties of Sαβ that <fAB(a+, b+) has a unique global minimum at a+ = b+ = ncl.
This is a manifestation of Eq. (15). We expand the composite rate function fAB around
this minimum to second order. In this approximation ψAB is a Gaussian wave function with
















The latter term is the Hessian matrix of Sαβ/2. For future reference, we define S
∗ =
αβ/(ncl(1− ncl)).
To leading order in 1/N , the kernel of the reduced density matrix ρA is again Gaussian
and its inverse covariance ΓA is a function of ΓAB (see Eq. (48) in Appendix G for details),



























of a+ and its conjugate momentum operator pA by a saddle point approximation. Eqs. (17)








of ρA is a Gaussian function of phase space coordinates z = (a+, pA), and the two by two
covariance matrix ΣA is N independent with ΣA11/N , Σ
A










Now, we compute the entanglement Hamiltonian ĤE w.r.t. the bipartition described above,
i.e. we determine the operator ĤE , such that ρA = exp(−ĤE). Note that the Wigner func-
tion of exp(−ĤE) is the Gaussian (18). However, we cannot immediately infer that the
Wigner function of ĤE is the exponent
1
2z(Σ
A)−1z of WA, because, in general, the Wigner
transform and the exponential do not commute (unless the exponent is a linear function in
position and momentum). The correct way, to obtain the Wigner function HE(z) of ĤE
from WA, is to compute the star-exponential [exp
∗(−HE)](z) :=
∑
n=0(−HE)∗n(z)/n! of HE ,
where f∗n(z) denotes the Moyal star product of n factors of f(z), and match the result with
WA = exp
∗(−HE). For a quadratic function HE = 12zV z the star-exponential has been











zV z + const (19a)










is proportional to the inverse covariance matrix of ρA. The additive constant results from the
multiplicative normalization factor in (18), and can be determined a posteriori by the normal-
ization condition Tr ρA = 1. It is interesting that in the semiclassical limit the entanglement
Hamiltonian of collective spin states takes the simple form of a quantum harmonic oscillator.
This is one of the rare cases, when the entanglement Hamiltonian can be computed explicitly.
Next, we compute the entanglement spectrum of ρA, equivalently, the spectrum of the
harmonic oscillator ĤE . According to Williamson’s theorem, there exists a symplectic matrix
S ∈ Sp(2) such that STV S = diag(ω, ω) is diagonal, and ω is the (unique) symplectic eigen-
value of V . Employing this canonical change of coordinates, transforms the entanglement







†, where Ŝ is a metaplectic operator
associated to the symplectic matrix S. Since the metaplectic operator is unitary, the spectrum
is invariant under this transformation, and
Spec(ĤE) = const + N0 ω. (20)
The additive constant combines the zero point energy and the constant in (19a). By Eq. (19b),
ω is related to the symplectic eigenvalue λ of ΣA via
ω = 2 arctanh[1/(2λ)]. (21)
Note that λ is bounded from below by one half as a consequence of the uncertainty principle,
see chapter 13 in [86], so that the argument of the arctanh function is always smaller than or
equal to one.
In summary, the entanglement spectrum is equidistant, and a function of the symplectic
eigenvalue of the covariance matrix of ρA. This can be viewed as a refinement of spin squeezing.
Spin squeezing subsumes a collection of results around the generic idea that squeezed collective




the standard quantum limit, are correlated among their elementary spins. These correlations
show up in the entanglement of the state w.r.t. a bipartition of the set of elementary spins.
Eq. (20) shows that in the large N limit the effect of squeezing, as being measured by the
symplectic eigenvalue of the covariance matrix, entails the full entanglement spectrum. To
the author’s knowledge, this result goes beyond common formulations of spin squeezing. In
the following section we discuss the entanglement more closely by investigating the Rényi
entanglement entropies.
5.3 Rényi entanglement entropies
The nth Rényi entanglement entropy S
(n)
A = [log Tr(ρ
n
A)]/(1−n) follows from the entanglement





n− 1 log [(λ+ 1/2)





1− ξn . (22)












= H2(ξ)/(1− ξ). (23)
The fact that the von Neumann entropy of a Gaussian density matrix ρ depends only on
the symplectic spectrum of the covariance matrix of the Wigner function Wρ, was already
noted in [87]. Furthermore, the von Neumann entanglement entropy in fully connected spin
models has been obtained by the two-boson formalism in [33]. Our result for the general
Rényi entropies in the von Neumann limit is consistent with both of these results. Finally, let
us remark that we have computed the Rényi entropies (22) by means of a replica calculation,
see Appendix G, yielding the same result and providing yet another consistency check.
More explicitly, λ =
√
























The fact that this expression contains the variance of n+ and p, cf. Eqs. (5), hints to the
connection of spin squeezing. This connection is made more explicit below. Remarkably, λ
and therefore SA is independent of N . This is in contrast to the leading order term of the
variance, which decreases as 1/N . As N increases the wave function becomes more and more
concentrated around the classical orbit ncl in the effective picture, and the expectation value
of a permutation invariant observable, such as the mean magnetization per site, is dominated
by a single orbit. Quantum fluctuations around the expectation value as measured by the
variance decrease and vanish in the limit N → ∞. Nevertheless, the bipartite entanglement
entropy, a pure quantum effect, saturates and reaches a non-zero plateau (compare Fig. 6) in
the limit N →∞.
The entanglement entropy is a basis independent quantity that makes only reference to
























Γ = 0.4h̄J, α = 0.5
exact diagonalization
replica trick (SA = 0.08394)
power law fit
(exponent −0.74861 ± 0.00508)
asymptotic fitvalue
(0.08582 ± 9.4 × 10−5)
Figure 6: Bipartite entanglement entropy obtained by exact diagonalization as a function of
system size (red crosses). In the limit N → ∞ the entanglement entropy saturates to the
result given by Eq. (23) (black dashed line), which agrees well with the asymptotic value (red
dotted line) of the finite size fit of the exact diagonalization data (blue solid line).
factor. The calculation of SA in Eq. (23) is done in the eigenbasis of the spin in z-direction
and leads to the fact that λ depends on ncl and f2, which are not basis independent quantities.
As a consequence, the form of Eq. (23) seems to single out a basis. However, this dependence
is only an artifact of the representation as we will see below. We seek a more ’covariant’
representation of λ that is clearly invariant under rotation of the Bloch sphere. It turns out
that λ is a function of the basis independent spin squeezing parameter ξ2S defined below.
One of the first references to establish the connection between entanglement and spin
squeezing is the seminal paper of Kitagawa and Ueda [45], also see [46–48]. We review the
qualitative argument of Ref. [45] why spin squeezing leads to entanglement. A spin N/2
coherent spin state can be viewed a direct product of N identical spin 1/2 states. Coherent
spin states may be considered to be ’most classical states’ in the following sense. First,
by construction, the individual 1/2 spins of a coherent spin state are non-entangled among
each other. And second, the variance of the magnetization is equally distributed among
all directions perpendicular to the mean magnetization, such that the uncertainty (i.e. the
product of the variance along any two orthogonal directions perpendicular to the mean) is
minimal. The variance perpendicular to the mean magnetization in a coherent state is referred
to as the standard quantum limit (SQL) [88]. Now, a spin state is said to be squeezed if there
exists a direction normal to the mean magnetization along which the variance is below the
standard quantum limit. In order to lower the variance below the standard quantum limit,
correlations among the individual spins need to build up and the individual spins become
entangled.
There is a multitude of spin squeezing measures [49]. Among them is what we refer to as




measured along directions perpendicular to the spin expectation value. More specifically, let
Ω̂ = (cosφ sin θ, sinφ sin θ, cos θ) be the direction of the average spin on the Bloch sphere,
i.e. 〈S〉 = Ω̂/2 +O(1/N). We define two directions
Ω̂⊥1 = (− sinφ, cosφ, 0), and
Ω̂⊥2 = (− cosφ cos θ,− sinφ cos θ, sin θ)
perpendicular to Ω̂. The covariance matrix of the spin in the subspace spanned by Ω̂⊥1 and
Ω̂⊥2 is given by
C⊥ij := 〈S⊥i S⊥j 〉 − 〈S⊥i 〉〈S⊥j 〉, (25)





where the minimum is taken over all unit directions Ω̂⊥ in the plane perpendicular to Ω̂.
It turns out (details are given in Appendix H) that λ is a function of ξS alone, namely
λ =
√
1 + αβ (ξS + 1/ξS − 2)/2, such that the entanglement entropy SA in Eq. (23) is a
function of ξS alone.
5.4 Dynamics of entanglement
Let us discuss the time dependence of SA after a quantum quench Γi → Γf . How does the
entanglement entropy scale in time after a quantum quench in the four different regimes of
the dynamical phase diagram in Fig. 1?
We present two related views on the dynamics of entanglement. First, we discuss the
intimate connection between the entanglement entropy and the variance of the collective spin
state on the Bloch sphere. This point of view establishes the paradigm of spin squeezing.
Second, we elaborate on the insight that the entanglement Hamiltonian is a harmonic oscil-
lator whose angular frequency determines the entanglement spectrum and hence all Rényi
entanglement measures.
The entanglement dynamics is tightly connected to the dynamics of the variance. We find
that limN→∞ detNC⊥ = 1/42 (see Appendix H), i.e. there are two directions, call them Ω̂1




2 plane such that the uncertainty between S·Ω̂1 and S·Ω̂2 is minimized
to leading order in N . Note that the eigenvalues of C⊥ are var(S · Ω̂1) and var(S · Ω̂2). If both
eigenvalues are exactly equal to the SQL, the variance is equally distributed in the Ω̂⊥1 Ω̂
⊥
2
plane and the state is a non-entangled coherent spin state. However, if the variance of the
magnetization along, say, Ω̂1 is larger than the SQL, then the variance in the direction of Ω̂2
must be below the SQL and the state is squeezed. The variance var(n+) of the magnetization
in z-direction is a lower bound for the maximal eigenvalue of C⊥. Hence, if var(n+) increases
in time, the minimal eigenvalue of C⊥ must decrease so that the state becomes squeezed and
the individual spins become entangled. This is a qualitative reasoning why the von Neumann
entanglement entropy increases as var(n+) increases.
The quantitative relation between the variance var(n+) and the entanglement entropy SA
follows from Eq. (24). As the variance increases, ξ in Eq. (23) approaches one from below
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ED (N = 103)
Figure 7: Dynamics of the von Neumann entanglement entropy SA for a symmetric bipartition
(top), and spin expectation value 〈n+〉 (bottom) after a sudden quantum quench from Γi = 0.4
to Γf = 0.8 (a), Γf = 0.45 (b), and Γf = 0.3 (c) (cf. Fig. 1). The results are obtained by
exact diagonalization with N = 103 (dotted blue line) and by a leading order semiclassical
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ED (N = 103)
Figure 8: Dynamics of the von Neumann entanglement entropy SA for a symmetric bipartition
(top), and spin expectation value 〈n+〉 (bottom) after a sudden quantum quench from Γi = 0.6
to Γf = 0.8 (A), Γf = 0.5 (B), and Γf = 0.3 (C) (cf. Fig. 1). The results are obtained by
exact diagonalization with N = 103 (dotted blue line) and by a leading order semiclassical
expansion limN→∞〈n+〉 and limN→∞ SA (solid red line) according to Eqs. (4) and (23).
regime (I), the entanglement entropy increases linearly, cf. Fig. 7 (b) and Fig. 8 (C). In regime
(II) where the variance oscillates and remains bounded over time, the entanglement entropy
shows bounded oscillations, cf. Fig. 8 (A). Logarithmic entanglement growth can be observed
in regimes (III), cf. Fig. 8 (B), and (IV), cf. Fig. 7 (a) and Fig. 7 (c), and is a consequence
of the quadratic increase of the variance. Similar results for the von Neumann entropy and
a similar semiclassical interpretation were obtained in [33] by the different, though related,
approach of the two-boson method.
Another point of view is fascilitated by the fact that the entanglement Hamiltonian (19)
is a harmonic oscillator with angular frequency ω. How does ω(t) change as a function of
time after the quench? Figures 9 and 10 display the time dependence of ω(t) for the quenches
of Fig. 1. By inspection of (23) one infers that ω decreases as the von Neumann entropy
SA = H2(e
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ED (N = 103)
Figure 9: Dynamics of the angular frequency ω of the entanglement oscillator (19) for a sym-
metric bipartition (top), and spin expectation value 〈n+〉 (bottom) after a sudden quantum
quench from Γi = 0.4 to Γf = 0.8 (a), Γf = 0.45 (b), and Γf = 0.3 (c) (cf. Fig. 1). The results
are obtained by exact diagonalization with N = 103 (dotted blue line) and by a leading order
semiclassical expansion N →∞ according to Eq. (4), and Eqs. (21) and (24). Note that ω is
plotted with double logarithmic scaling in (a) and (c), while the plot of ω in (b) is a semi-log
plot. The black dashed line ∝ 1/t in (a) and (c) is a guide to the eye.
has a natural interpretation in the language of thermodynamics. Instead of thinking of the
angular frequency as a time dependent quantity, one can equivalently keep it at a fixed value,
say ω0 = ω(0), and put the time dependence into a scaling factor β(t), that is ω(t) = ω0 β(t).
We refer to the scaling factor as the inverse entanglement temperature to emphasize the
thermodynamic analogy. Small ω(t) corresponds to large entanglement temperature, so that
many entanglement Hamiltonian eigenstates are similarly occupied, and the entanglement
entropy of the reduced density is large. On the contrary, large ω(t) corresponds to small
temperature implying that the occupation of high entanglement Hamiltonian eigenstates is
suppressed, leading to small entanglement. In the limit ω(t)→∞ the entanglement temper-
ature is zero, such that only the ground state is occupied and the reduced density matrix is
pure. More quantitatively, the late time asymptotics of SA(t)→∞ and ω(t)→ 0 are related
by SA = − log(ω) + 1 +O(ω2), cf. Eq. (23). Hence, linear growth SA ∝ t of the entanglement
entropy translates to exponential decrease ω ∝ e−ct of the angular frequency, equivalently, to
exponential increase of the entanglement temperature, cf. Fig. 9 (b) and Fig. 10 (C). Loga-
rithmic growth SA ∝ log(t) implies reciprocal decay ω ∝ 1/t, equivalently, linear growth of
the entanglement temperature, cf. Fig. 9 (a), (c) and Fig. 10 (B).
We close the discussion of the entanglement dynamics by noting a curious implication for
local operations and classical communication (LOCC) protocols. A well known theorem in
quantum information theory, see e.g. chapter 12 in [89], states that a pure state ψAB1 on a
bipartite Hilbert space HA⊗HB can be transformed into another pure state ψAB2 by means of
a LOCC protocol if, and only if, the sequence of eigenvalues of TrB |ψAB1 〉〈ψAB1 | is majorized by
the sequence of eigenvalues of TrB |ψAB2 〉〈ψAB2 |. Valid operations of LOCC protocols include
measurements and manipulations of the quantum state by operators that act non-trivially
only on one of the two factors HA and HB at a time, and classical processing of the measured
information.
We apply this theorem to the collective spin states ψAB(t1) and ψAB(t2) at two different
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ED (N = 103)
Figure 10: Similar to Fig. 9, showing the dynamics after a quantum quench from Γi = 0.6 to
Γf = 0.8 (A), Γf = 0.5 (B), and Γf = 0.3 (C) (cf. Fig. 1). Note, the ω plot in (B) uses double
logarithmic scaling, while the plot of ω in (C) is a semi-log plot. The black dashed line ∝ 1/t
in (B) is a guide to the eye.
t1, t2 when the semiclassical analysis is valid, the non-increasing sequence of eigenvalues of
the reduced states ρA(t1) and ρA(t1) is given by
P1 = (1− ξ1, ξ1(1− ξ1), ξ21(1− ξ1), · · · ), and
P2 = (1− ξ2, ξ2(1− ξ2), ξ22(1− ξ2), · · · ),
respectively, where ξi = e
−ω(ti), according to Eqs. (20) and (52). P1 is majorized by P2,








2 for all integers k ∈ N0, if, and only if, ξ1 ≥ ξ2,
equivalently λ1 ≥ λ2, where λi = (1 + ξi)/(1 − ξi)/2 is the symplectic eigenvalue of the
covariance of ρA(ti). We conclude that the unitary time evolution between two instants of
time after the quantum quench can be realized by a LOCC protocol, if, and only if the
symplectic eigenvalue λ of the covariance of ρA is non-increasing. On the contrary, when
λ increases between two instants of time, the time evolution cannot be realized by LOCC
operations.
6 Conclusion
Interesting quantum many body systems, for which relevant quantities can be computed
exactly or even approximately, are rare. In this paper, we have examined the fully connected
transverse field Ising model as a simple, yet non-trivial, mean field model, which is amenable
to a systematic mathematical expansion in inverse system size. This model is not only relevant
experimentally, but can also be thought of as a prime model to benchmark the validity of mean
field approximations out of equilibrium. Compared to equilibrium, it is less well understood
when, i.e. up to which time scales, and how accurate mean field approximations are in non
equilibrium situations. In the fully connected Ising model, a typical example of a mean field
system, the approximation breaks down at surprisingly early times, scaling with the square
root of the system size. This early breakdown happens away from unstable critical points
and is explained on the basis of a dephasing effect leading to a linear in time spreading of the
wave packet.




variance we have discussed the dynamical phase diagram Fig. 1 for global quenches in the
transverse magnetic field. We have seen how the behavior of the variance allows to discriminate
different regions in the dynamical phase diagram, which cannot be distinguished by the order
parameter alone.
We confirmed the quantitative connection between the variance, i.e. spin squeezing, and
various entanglement measures. Remarkably, the entanglement Hamiltonian can be stated
explicitly in the large system limit. The entanglement Hamiltonian is a time dependent
harmonic oscillator, whose spectrum is known exactly and determines all Rényi entanglement
entropies. The spectrum depends on the harmonic oscillator through the angular frequency,
which in turn can be related to the determinant of the (co)variance of the Wigner transform of
the wave function. Consequently, in the mean field transverse field Ising model, spin squeezing
entails the full entanglement spectrum.
The key ingredient for a coherent picture of the mean field dynamics, as summarized by the
dynamical phase diagram, is the interplay between the the expectation value and the variance
of the order parameter. On the one hand, the variance neatly explains both, first, the (early)
breakdown of the mean field approximation, as well as, second, the qualitative behavior of the
entanglement entropy dynamics. On the other hand, the dynamics of the variance depends
on the behavior of (the mean field limit of) the expectation value. This is demonstrated by
the hierarchical structure of the ordinary differential equations governing the dynamics of the
expectation value and its variance. Two situations, in which the influence of the expectation
value on the variance becomes particularly clear, is, first, when the expectation value is close
to a (stable or unstable) fixed point, and, second, when the expectation value follows a closed
periodic orbit. The latter case leads to the subtle phenomenon of ’periodically enhanced
squeezing and spreading’ of the time evolving wave packet.
The energy landscape in an effective semiclassical phase space determines the center and
variance of the time evolved wave packet and thereby the expectation value and variance of
permutation invariant observables, such as the mean magnetization. When the wave packet
is at an unstable fixed point, as for quenches from the paramagnetic (PM) phase to the
ferromagnetic (FM) phase, or close to a homoclinic orbit connecting to the unstable fixed
point, as for quenches on the critical line of the dynamical phase transition, the variance
increases exponentially in time. For quenches from the PM phase to the FM phase the wave
packet is centered at a stable fixed point, resulting in bounded oscillations of the variance,
akin to the dynamics of a centered Gaussian wave function in an harmonic oscillator. This
fixed point becomes degenerate for quenches from the PM phase to the quantum critical point
separating the PM and FM phase. As a consequence of this degeneracy, the variance increases
quadratically. The three distinct situations, (a) stable non-degenerate fixed point, (b) stable
degenerate fixed point, and (c) unstable fixed point, have the exact same order parameter
evolution, but can easily be distinguished by the variance.
For quenches starting in the FM phase away from the critical line of the dynamical phase
transition, the behavior of the variance is not dominated by the fixed point structure of the
energy landscape. Instead, we have elaborated how periodic orbits and deviations from it
lead to squeezing of the wave packet in the presence of anharmonic terms in the Hamiltonian.
This subtle dephasing mechanism leads to oscillations of the variance within an envelope of
quadratically increasing and inversely quadratic decreasing bounds. We have referred to this
observation as ’periodically enhanced squeezing and spreading’.
By comparing to exact diagonalization, we find perfect agreement for early times. How-




field approximation as time proceeds. The breakdown of mean field occurs at the Ehrenfest
time, when the spread of the wave function, as measured by its variance, becomes comparable
to the length scale on which anharmonic terms of the Hamiltonian cannot be neglected. As
a consequence, qualitatively different dynamical behavior of the variance leads to different
scaling of the timescale of validity with system size N . In particular, close to unstable fixed
points, characterized by exponential increase of the variance, mean field results are only valid
up to times scaling logarithmically in system size. For quenches in the regime of periodically
enhanced squeezing and spreading, mean field breaks down on timescales of square root or-
der in system size. Hence, also away from unstable critical points, mean field ceases to be
valid after comparatively short times, even in large systems. The other extreme is a sta-
ble non-degenerate fixed points, at which the harmonic approximation of the Hamiltonian is
particularly good, such that mean field remains valid up to times scaling linearly in system
size.
Subsequently, we have shown that the entanglement Hamiltonian w.r.t. a bipartition of
the spins into two disjoint sets is a harmonic oscillator. In analogy to thermodynamics, the
angular frequency of this oscillator can be interpreted as the inverse entanglement temper-
ature, which determines the entanglement spectrum, and thereby all Rényi entanglement
entropies. Equivalently, the entanglement entropies have also been expressed as functions
of a spin squeezing parameter, namely the fraction between the maximal and minimal spin
variance in directions perpendicular to the mean magnetization. We thereby confirmed the
quantitative relation between spin squeezing and the entanglement spectrum.
The observations about the dynamics of the variance, as contemplated in Fig. 1, trans-
late to qualitative different behavior of the entanglement entropy as a function of time after
the quench. More precisely, polynomial and exponential increases of the variance leads to
logarithmic and linear growth of the entanglement entropy, respectively, while bounded os-
cillations imply bounded entanglement. In particular, the asymptotic growth of the entropy
is logarithmic for quenches starting in the FM phase, i.e. in the regime of ’periodically en-
hanced squeezing and spreading’. For quenches from the PM phase to the FM phase, and
from the PM phase to the PM phase the entropy shows linear growth and bounded oscil-
lations, respectively, while the entropy grows logarithmically for quenches to the quantum
critical point separating the FM and PM phase. Finally, quenches on the critical line of the
dynamical phase transition are characterized by linear growth of entanglement entropy. To
summarize, the different regimes of variance growth in the dynamical phase diagram translate
to qualitatively different regimes of entanglement growth.
We expect that many of the above results hold more generally for quantum models in the
semiclassical limit.
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A Derivation of the effective Hamiltonian
We want to solve the Schrödinger equation
i∂t|ψ〉 = (−NJS2z/2−NΓSx)|ψ〉
in the permutation invariant Dicke subspace. To this end, we expand the wave function in the
Dicke states as |ψ〉 = ∑N+ ψ(N+)|N+〉 and deduce the differential equation for the coefficients















































n+(1− n+ + 1/N)ψ(N+ − 1)
]
.
The expression becomes more symmetric when expressed in terms of the magnetization per
site s = (N+/N − 1/2). Note that the magnetization per site can take (N + 1) possible
equidistantly distributed values in the interval between −1/2 and +1/2. Hence, by a slight























Introducing the shift operators 1 4± by (4±ψ)(s) = ψ(s ± 1/N) (with the understanding























4 − s2 are of order 1/N . No approximation has been
made so far and the last expression describes the exact propagation in the Dicke subspace
DN .
We may now approximate Eq. (28) in the limit of large N . The approximation is twofold.
First, we assume that the (N + 1) dimensional vector ψ(s) can be approximated by a smooth
function of s. That is, we assume there is a smooth function φ defined on the continuous
interval [−1/2, 1/2] such that ψ(s) = φ(s) +O(1/N) for all s ∈ {−1/2,−1/2 + 1/N, . . . , 1/2}.
Under this assumption we may replace the shift operators4± by the formal expression e±∂s/N .
1 Let the shift operators 4± on CN+1 be defined by 4+ψ = (ψ1, . . . , ψN , 0) and 4−ψ = (0, ψ0, . . . , ψN−1).
It is easy to see that 4+ and 4− are adjoints of each other. More generally, the adjoint of diag(g)4± is
diag(4∓ḡ)4∓, where g is the kernel of the diagonal operator diag(g). Hence, the operator (g14+ + g24−) is




− s2 + 1/2∓s
N
one has g1(s) = ḡ2(s + 1/N), which confirms




Second, we only consider the leading terms on the right hand side of Eq. (28), i.e. we drop














where p = −i∂s/N .
Equation (29) may be interpreted as an effective one dimensional Schrödinger equation for
a single fictitious particle governed by the Hamiltonian H(s, p) = −J2 s2 − Γ
√
1
4 − s2 cos(p).
Note that the second term in the Hamiltonian is not Hermitian. This is an artifact of the
approximation, in particular of the fact that we have neglect terms of order 1/N . The total
magnetization per site plays the role of the particle’s position and the inverse system size,
1/N , plays the role of an effective Planck constant. In the limit of large N , when the effective
Planck constant is small, we will therefore apply semiclassical techniques to understand the
dynamics imposed by Eq. (29).
B Rate function expansion
In this appendix we discuss the dynamics of the rate function in the neighborhood of its
minimum and derive Eq. (7). More generally, we derive the differential equations for the
Taylor coefficients of the rate function expansion around its minimum. The behavior of the
Taylor coefficients determine the leading contribution of the order parameter and its variance,
see Eqs. (4) and (5). The main result of this appendix is Eq. (7), which is a simple ordinary
differential equation for the curvature of the rate function at the minimum. Remarkably,
the curvature does not couple to higher derivatives of the rate function. We derive the more
general result that the dynamics of nth derivative depends only on derivatives of smaller order
than n.
The equations of motion for the complex rate function f(x, t) is a nonlinear partial differ-
ential equation (PDE)
∂tf(x, t) = iH(x, i∂xf(x, t)), (30)
compare Eq. (6). Let us assume that <f(., t) has a unique global minimum xcl(t) at all times t.
Instead of solving the full PDE (30), we content ourselves with asking a more humble question:
What constraints does the PDE (30) impose on the dynamics of f in the neighborhood of xcl?
To answer this question, we expand f(x, t) =
∑
n=0 fn(t) [x − xcl(t)]n/n! in a Taylor series






are time dependent due to two reasons. First, because f(x, t) is explicitly time dependent,






















+ fn+1 ẋcl. (31)
Note that, after evaluating the first term at x = xcl(t), the right hand side is a function of
xcl(t) and {fn}n. Therefore, Eq. (31) is a system of coupled first order ordinary differential
equations for {fn}. Remarkably, as we shall prove below, the right hand side of Eq. (31) only
seemingly depends on fn+1. Hence, the coupling among the fn obeys a hierarchical structure
in the sense that the equation of motion for fn only depend on coefficients fm of lower order
m < n. As a consequence, the differential equations for the first, say, n coefficients f1, . . . fn
close and can be solved exactly.
We now prove the fact that the right hand side of (31) does not depend on fm with m > n
inductively. Starting with n = 1, Eq. (31) reads ḟ1 = iH
(1,0)(xcl, if1) − H(0,1)(xcl, if1)f2 +
f2ẋcl(t). Here H
(n,m) denotes the nth and mth derivative of H w.r.t. its first and second
argument, respectively. By the definition of xcl(t) being the minimum of <f(., t), the real
part of f1 vanishes identically for all times. Writing f1(t) = −ipcl(t) for the imaginary part,
gives −iṗcl = iH(1,0)(xcl, pcl)−H(0,1)(xcl, pcl)f2 +f2ẋcl(t). The real and imaginary part of the
last equation are Hamilton’s equations of motion
ẋcl = H
(0,1)(xcl, pcl),
ṗcl = −H(1,0)(xcl, pcl),
as was already noted in Ref. [39]. Thus, the minimum of the rate function follows the classical
trajectory and the rate function expansion is an expansion around the classical limit. Notice
that the dependence on f2 is canceled.
Proceeding inductively, it remains to show that the term fn+1 ẋcl on the right hand side
of (31) is canceled for n > 2. In fact, the only term in the expression i∂nxH(x, i∂xf)
∣∣
xcl(t)
containing fn+1 is −H(0,1)(zcl, pcl)fn+1. This term cancels the term fn+1 ẋcl(t) due to the
equations of motion, which concludes the claim.
In particular, using n = 2 in Eq. (31), gives the dynamics of f2 in terms of the quadratic
form
∂tf2 = −i(−i, f2)H ′′(−i, f2),
H ′′ being the Hessian matrix of the Hamiltonian evaluated at the classical trajectory (xcl, pcl).
This result is used to investigate the dynamics of the variance according to Eq. (5). It is also
the starting point to prove the equivalence to the classical nearby orbit approximation, see
Appendix C.
We close this appendix by stating the next to leading order extension of Eqs. (4a) and
(5a),




















C Nearby orbit vs. large deviation
The purpose of this appendix is to show that the variance as computed within nearby orbit
approximation, cf. Eq. (8), is identical to the result obtained by leading order rate function
expansion, cf. Eq. (5). In the sequel, we write H ′′ = H ′′(zr(t)) for the Hessian matrix of the
classical Hamiltonian H : R2n → R evaluated at the reference orbit. The reference orbit is the
solution of the equations of motion żr = JH
′(zr) with initial condition zr(0) = z0. For the
sake of simplicity, we restrict to the case n = 1. All arguments apply for n > 1 as well, but
the calculation becomes more lengthy.
More precisely, let CNO(t) = S(t)CNO(0)S(t)
T be the nearby orbit covariance matrix,









be the covariance matrix as obtained within the large deviation formalism (see Appendix B),
where ∂tf2 = −i(−i, f2)H ′′(−i, f2), see Eq. (7). We prove the following claim: If the two
covariance matrices initially coincide, that is CNO(0) = CLD(0), then they agree for all later
times as well, i.e. CNO(t) = CLD(t) for all t.
We look at the difference D(t) = CLD(t)−CNO(t) between the covariance matrix in large
deviation and nearby orbit approximation. By assumption, one has D(0) = 0. It remains to




′′CNO(t)− CNO(t)H ′′J. (33)






















and similarly, one obtains
d
dt









































Subtracting Eqs. (33) and (34), we see that the difference D(t) = CLD(t)−CNO(t) fulfills the
first order differential equation
d
dt
D(t) = JH ′′D(t)−D(t)H ′′J,
with initial condition D(0) = 0, which is uniquely solved by D(t) = S(t)D(0)S(t)T = 0.
D Nearby orbit approximation for periodic orbits
We have investigated the dynamics of the order parameter and its variance in mean field
models after a quantum quench in Sec. 4. In regime (IV), cf. Fig. 1, when the order pa-
rameter oscillates periodically, the short time dynamics of the variance shows quasi-periodic
breathing. The envelope of these quasi-periodic oscillations shows two distinct features. First,
the local maxima of the variance increase quadratically with time. Second, the local minima
of the variance decrease inversely quadratic with time. We refer to the latter property as
periodically enhanced squeezing. In this appendix we explain that the two features are the
consequence of a common cause. In particular, we demonstrate how the observations follow
from shearing effects of the quasi-probability distribution as a consequence of non-quadratic
interaction terms in the Hamiltonian. As we will see, the non-quadratic terms are a sine qua
non ingredient and the precise form of these terms is not important. This not only illustrates
the crucial role of the non-quadratic terms, but also indicates the universality of our results
independent of the details of the Hamiltonian. The periodicity of the order parameter is
crucial for our argument as it enables the application of Floquet’s theorem, which plays a key
role.
The periodic squeezing is already captured by the leading order of a rate function ex-
pansion. As shown in Appendix C the dynamics of the variance to leading order is identical
to the Gaussian covariance as obtained in nearby orbit approximation. We may thus use
the phase space picture facilitated by the nearby orbit approximation to gain an intuitive
understanding.
We consider the time-independent Hamiltonian H(z) and its associated Hamiltonian flow
Tt(z) on the 2n dimensional phase space, whose coordinates are denoted by z = (x, p). More
specifically, Tt(z0) is the solution of Hamilton’s equations of motion, ż = JH
′(z), that passes
through z0 at time t = 0. In the sequel, the prime denotes differentiation w.r.t. phase space
coordinates z and J is the standard symplectic form. Let zr(t) = Tt(z0) be a T -periodic
reference orbit. When approximated to first order around zr, Hamilton’s equations impose
the differential equation




on the deviation δz = (z − zr) from the reference orbit. Equation (35) is a first order non-
autonomous differential equation with T -periodic coefficients. Consequently, the Floquet the-
orem [90] can be applied. It states that any fundamental matrix S(t) of Eq. (35) decomposes
into the product S(t) = P (t)etB. Here, P (t) is a T -periodic complex non-singular 2n square
matrix and B is a constant complex 2n square matrix. We refer to eTB as the monodromy
matrix and call its eigenvalues the Floquet multipliers. The Floquet multipliers are unique.









dt′), where T denotes time order-
ing. Note that S(t) is symplectic because it is the linear approximation to the Hamiltonian
flow, S(t) = T ′t(z)
∣∣
z=z0
. Consequently, also the monodromy matrix is symplectic.
Importantly, because Eq. (35) is obtained by linearizing the equations of motion around
zr(t), the time derivative żr(t) is a solution of (35). Since zr is T -periodic, so is żr. Therefore,
at least one of the Floquet multipliers is equal to unity. The corresponding eigenspace is
spanned by żr(0) and is tangent to the energy hypersurface at z0 in the direction of the
reference orbit. This follows readily. As żr solves (35), it can be written as żr(t) = S(t)żr(0) =
P (t)etB żr(0). The periodicity, żr(t + T ) = żr(t), then yields e
TB żr(0) = żr(0). Moreover, as
eTB is symplectic, the roots of its characteristic polynomial come in inverse pairs. Hence, the
characteristic polynomial has at least one second root equals unity (we cannot conclude that
there is a second Floquet multiplier equals unity because eTB might not be diagonalizable,
see below).
From now on, let us consider the case n = 1, when the monodromy matrix is two by two
and its characteristic polynomial has a two-fold degenerate root equals one. In an appropriate







with shear factor α. The fundamental matrix is only periodic for α = 0. This case is for
example realized by harmonic Hamiltonians (see below). In general, one has to allow for
α 6= 0, since the monodromy matrix might not be diagonalizable. An orthonormal basis in
which the monodromy matrix takes the form (36) is given by the unit vector tangent to the
energy hypersurface at z0 and the unit vector in the direction of H
′(z0). We conclude,








We illustrate the consequences of this finding for localized phase space probability dis-
tributions. Consider a Gaussian probability distribution µ0(z) initially localized at z0 with
covariance C(0). The time evolved distribution at a later time t is given by µt(z) = µ0(T−tz).
For early times and narrow initial covariance, the nearby orbit approximation predicts that µt
is close to a Gaussian distribution centered at Tt(z0) with covariance C(t) = S(t)C(0)S(t)
T
[53,54]. It follows from Eq. (37) that the time evolved covariance is obtained by consecutively
shearing and periodically modulating the initial covariance. The shear factor αt/T is propor-
tional to time. The variance in the direction of the unit vector v is then determined by the
quadratic form Cv(t) = 〈v|C(t)|v〉. Cv(t) oscillates within the range set by the eigenvalues
of C(t). Using the form of S(t) as contemplated in Eq. (37), one reads off that the oscilla-
tory behavior of Cv(t) comes from the periodic modulation by P (t). The envelope of these
oscillations is determined by the shear matrix M(t). For the sake of simplicity, let us assume
C(0) = diag(λ1, λ2) is diagonal in the basis in which Eq. (37b) holds. Then the eigenvalues



















where tr = λ1 + λ2 and det = λ1λ2. For late times, t  T , λ1(t) = (αt/T )2λ1 + tr +O(t−2)
increases quadratically with time whereas λ2(t) = det/
[
(αt/T )2λ1 + tr
]
+ O(t−6) decreases
inversely quadratic with time. This explains the quadratic increase and the periodically
enhances squeezing of the variance.
D.1 Interpretation of α
In the following we derive an explicit expression for the shearing factor α given in Eqs. (38)
and (39) below. We will show that a necessary and sufficient condition to observe shearing is
that the period of the reference orbit differs from the period of nearby orbits.
The T -periodic reference orbit zr(t) = Tt(z0) traverses a level set of the Hamiltonian
at energy E0 = H(z0). Now, consider an initial deviation from the reference orbit in the
direction perpendicular to the energy hypersurface, that is δ(0) = εH ′(z0)/‖H ′(z0)‖2 for
some infinitesimal ε. The normalization is chosen such that the energy of this nearby orbit
differs from E0 by ε, H(z0 + δ(0)) = E0 + ε+O(ε2). For small enough ε the orbit starting at
z0 + δ(0) is also closed, but in general the period is different from the period of the reference
orbit. To leading order in ε the period is given by T (E0) + εT
′(E0), where T (E) denotes
the period of an orbit at energy E close to the reference orbit. An explicit expression of
T ′(E0) is given below in Eq. (39). After time T the initial position z0 + δ(0) has evolved
to TT (z0 + δ(0)) = z0 + S(T )δ(0) + O(ε2) under the Hamiltonian flow. By the definition
of δ(0) and Eq. (37) one has S(T )δ(0) = εαżr(0)/‖H ′(z0)‖2 + δ(0). As the difference dz =
TT (z0 + δ(0))− (z0 + δ(0)) = εαżr(0)/‖H ′(z0)‖2 +O(ε2) is infinitesimal but does not vanish
unless α = 0, the period of the nearby orbit must be different from T if α 6= 0. More precisely,
comparing to Hamilton’s equations, dz = dtJH ′, one sees that the period of the nearby orbit
differs by dt = εα/‖H ′(z0)‖2 + O(ε2) from the period of the reference orbit. Together with
dt = εT ′(E0) +O(ε2) one obtains
α = ‖H ′(z0)‖2T ′(E0). (38)
The shearing factor is proportional to the change of the period of nearby orbits at different
energies. The derivative is explicitly given by the integral
T ′(E0) = −
∫ T
0
H ′(JH ′′J +H ′′)H ′
‖H ′‖4 dt, (39)
where H ′ and H ′′ are evaluated at zr(t) and the integration is over the full period of the







dz, where the integral is over the surface Σ(E0) enclosed by the
periodic orbit zr(t).




2z. This follows from the equations of motion and d2z = dE dσE(z)/‖H ′(z)‖, where















(assuming, for the sake of simplicity, that the level set {z : H(z) = E0} consists of a single
connected component given by the reference orbit). Straightforward computation then yields





























where zr,ε(t) = zr(t) + εH
′(zr(t))/‖H ′(zr(t))‖2 is a parametrization of the hypersurface {z :
H(z) = E0 + ε}. Using the equations of motion żr = JH ′, in particular, ‖żr‖ = ‖H ′‖ and
żr ·H ′ = 0, eventually gives Eq. (39).
D.2 Example
In the remainder of this appendix we discuss a family of planar Hamiltonians that are
amenable to explicit calculations. The example illustrates that non-harmonic terms in the
Hamiltonian are necessary in order to have α 6= 0. We investigate the class of classical Hamil-
tonians that depend on the phase space coordinates z = (x, p) ∈ R2 only through its Euclidean
distance ‖z‖ =
√
x2 + p2. In other words,
H(z) = h(‖z‖2/2)
for some function h : R → R. The distance ‖z‖2 is an integral of motion of Hamilton’s
equations ż = JH ′(z) = h′(‖z‖2/2)Jz. The solution that passes through z0 at t = 0 is thus
Tt(z0) = P (t, z0)z0, (40)
where P (t, z0) = e
tω(z0)J and ω(z0) := h
′(‖z0‖2/2). Note that {P (t, z0)}t is a T = 2π/ω(z0)-
periodic one-parameter family in the group of orthogonal matrices. The integral curves are
thus circles in phase space, which are traversed at a constant angular velocity ω(z0). Generi-
cally, ω depends on the initial position. The angular velocity is only independent of the initial
condition if h′ is constant, i.e. when the Hamiltonian is quadratic. A non-constant angular
velocity leads to shearing effects of probability distributions and shall be explained in the
following.
Taking the derivative of Eq. (40) w.r.t. z0 yields
S(t) = P (t, z0) ·
[
1 + tΩ(z0)Jz0 ⊗ z0
]
, (41)
(a ⊗ b)ij = aibj being the dyadic product and Ω(z0) = h′′(‖z0‖2/2). In the harmonic case,
when h′′ = 0, the last term vanishes and S(t) = P (t, z0) is periodic in time. Moreover,
for Ω = 0, S(t) is an orthogonal matrix and C(t) = S(t)C(0)S(t)T is 2π/ω-periodic. As a
consequence, the variance along any fixed direction (in particular, along the x and p direction)
shows periodic breathing.
We will now focus on the less trivial non-harmonic situation and assume Ω(z0) 6= 0.
Without loss of generality and for the sake of clarity, we set z0 = (x0, 0) to obtain









This is of the same general form as predicted by Floquet’s theorem in Eq. (37). One can read
off the shearing factor α = −x20TΩ, which agrees with Eqs. (38) and (39). The time evolved
covariance C(t) = S(t)C(0)S(t)T is hence obtained by consecutively shearing and rotating
the initial covariance. Whereas the rotation P (t, z0) is periodic in time, the shearing factor
−x20Ωt is proportional to time. Interestingly, the shearing factor depends only through the
curvature Ω on the Hamiltonian but is independent of other details.
E Nearby orbit approximation at fixed points
In the previous appendix D we have discussed the dynamics of the covariance matrix within
nearby orbit approximation in the case when the reference orbit is periodic. A limiting case
occurs when the period of the reference orbit vanishes, i.e. when the reference orbit is a single
critical point z0 of the Hamiltonian, that is H
′(z0) = 0. Then, z0 is a fixed point of the
Hamiltonian flow and the solution of
Ṡ = JKS
is S(t) = exp(JKt), where K = H ′′(z0). Note that S obeys an autonomous differential
equation and no time ordering is needed for the exponential. Let us restrict to n = 1 when
K is a symmetric two by two matrix. The real eigenvalues λ1 and λ2 of K determine the
eigenvalues of JK and therefore the dynamics of S(t). This is only true for n = 1 and is a
manifestation of the fact that every two by two orthogonal matrix is also symplectic. To see
this, let O be the orthogonal matrix that diagonalizes K, i.e. OKOT = diag(λ1, λ2). Then
OJKOT = Jdiag(λ1, λ2), where we have used that O is also symplectic, i.e. OJO
T = J (this
is no longer true in general for n > 1). This shows that the eigenvalues of OJKOT and
thus the eigenvalues of JK only depend on the eigenvalues of K. Note that for n > 1 the
eigenvalues of JK do not solely depend on the eigenvalues of K but also on the direction of
the corresponding eigenvectors. For instance, let n = 2 and assume K has two positive and
two negative eigenvalues. If the two negative eigendirections lie in the (x1, p1) plane, then the
classical trajectories close to the fixed point are related to ellipses and all eigenvalues of JK
are purely imaginary. However, if the two eigendirections of the negative eigenvalues lie in
the (x1, x2) plane, then the classical orbits close to the fixed point resemble hyperbolas and
all eigenvalues of JK are real. An orthogonal transformation rotating K of the latter case
into K of the former case cannot be symplectic.
From now on, we assume n = 1 and discuss the following cases: (i) λ1 and λ2 have the
same sign, (ii) λ1 and λ2 have different signs, (iii) exactly one of λ1 and λ2 vanishes.
In the first case, z0 is a maximum (negative eigenvalues) or a minimum (positive eigenval-
ues) of H and the fixed point is elliptic, that is the eigenvalues of JK, being ±i
√
|λ1λ2| = ±iω,











As a consequence, the covariance matrix C(t) = S(t)C(0)S(t)T oscillates periodically in time.
In the second case, z0 is a saddle point of H and the fixed point is hyperbolic, that is
the eigenvalues of JK, being ±
√













The stable and unstable manifold of the hyperbolic fixed point are Hamiltonian level sets and
cross at the fixed point. Let |v−〉 and |v+〉 be the unstable and stable manifold, respectively,
then
S(t) = e−ωt|v−〉〈w−|+ eωt|v+〉〈w+|,
where 〈wi|vj〉 = δi,j , and |v±〉 and 〈w±| are right and left eigenvectors of S(t), respectively.
In general, we have to distinguish right and left eigenvectors, because S(t) is not symmetric
(unless |λ1| = |λ2|). For late times, the covariance matrix C(t) = S(t)C(0)S(t)T may be
approximated by C(t) = Cw+e
2ωt|v+〉〈v+|+O(eωt), assuming that Cw+ = 〈w+|C(0)|w+〉 does
not vanish. In other words, for late times one eigendirection of C(t) approaches the direction
of the unstable manifold and the corresponding eigenvalue increases exponentially in time.
As the phase space volume is preserved under the Hamiltonian flow (detS = 1), there is
also a direction in which the covariance decreases exponentially for large times. Due to the
symmetry of C(t), this direction is orthogonal to the direction of exponential spreading and
becomes orthogonal to |v+〉, i.e. parallel to |w−〉, for late times. Note that in general, unless
|λ1| = |λ2|, |w−〉 is not the direction of the stable manifold.






(w.l.o.g. we assume λ1 = 0 and λ2 6= 0). In other words, in the basis in which K is diagonal,
S(t) has Jordan normal form and is a shear matrix, compare Eq. (37b). Denoting the eigen-
vectors of K by |λ1〉 and |λ2〉, we write S(t) = λ2t|λ1〉〈λ2|+ |λ1〉〈λ1|+ |λ2〉〈λ2|, such that for
late times C(t) = (λ2t)
2Cλ2 |λ1〉〈λ1| +O(t), where Cλ2 = 〈λ2|C(0)|λ2〉. By the same reason-
ing as above, we conclude that C(t) has a quadratically increasing and inversely quadratic
decreasing eigenvalue whose eigenvectors approach |λ1〉 and |λ2〉 for late times, respectively.
F Wigner function of Gaussian density
In this Appendix we compute the Wigner function Wρ of a Gaussian density matrix ρ on
 L2(Rn). This is a generalization of Proposition 242 in [86]. The final result is Eq. (45).












where the 2n by 2n, symmetric, inverse covariance matrix Γ = X + iY has positive definite
real part <Γ = X > 0, and
X11 = X22 symmetric, Y11 = −Y22 symmetric, (44a)




(Xij denoting n by n blocks of the two by two block matrix X, and similarly for Y ). Eq. (44)
is a consequence of Hermiticity of ρ, i.e. ρ(x, x′) = ρ(x′, x)∗, and symmetry of Γ. The factor
[det(X11 + X12)/π
n]1/2 normalizes the trace Tr ρ =
∫
ρ(x, x)dnx to unity (positivity of X
guarantees positivity of the radicand).
A lengthy, but straightforward calculation of Wρ(x, p) =
∫


































−Y+X−1+ X− + Y+X−1+ Y−
)
, (45c)
introducing the short hand notation X± = (X11 ± X12), and Y± = (Y11 ± Y12), such that
XT± = X±, and Y
T




In other words, Wρ is (proportional to) a Gaussian with covariance matrix Σ = G
−1/2.
In the special case when Γ12 = 0, the kernel ρ(x, x
′) factorizes and is the a rank one projec-
tion (pure state) onto the L2-normalized Gaussian function ψ(x) = (π)−n/4(detX11)1/4 exp(−12x(X11+
iY11)x). Then, (45) agrees with Proposition 242 in [86]. Moreover, if Γ12 = 0, G is positive













is symplectic. That is, the symplectic spectrum of G is unity.
G Replica trick
The von Neumann entanglement entropy of Gaussian states was computed by means of the
replica trick in [91, 92]. For the sake of completeness, the computation is reviewed in our
notation. The final result is given in Eqs. (50) and (51).









+ 1) log Tr(ρnA), (47)
has the advantage that ρA in Eq. (47) does not need to be normalized. The idea is to find an
easy explicit symbolic expression of Tr ρnA in n and then differentiate this expression w.r.t. n.







Let ψ be a Gaussian wave function on the bipartite Hilbert space L2(R) ⊗ L2(R) (the
derivation can be generalized to L2(Rd)⊗ L2(Rd)),













with complex valued, symmetric, two by two inverse covariance ΓAB. The reduced density
matrix






















ΓAB12 (<ΓAB22 )−1ΓAB12 , (48b)








1,1. The trace of ρ
n
A is then
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This matrix is not symmetric, but as it is contracted with a symmetric tensor in the expression




















. . . <ΓA12
<ΓA12 0 · · · 0 <ΓA12 2<ΓA11








1,1). The integral in (49) is thus proportional to

















We only need to compute det(M̃) modulo factors of n-th power. This is because ρA in
Eq. (47) does not need to be normalized and rescaling of ρA leads to factors of n-th power
in Tr(ρnA) and hence in det(M̃). Thus, we may drop all global factors of n-th power in
det M̃ , which we indicate by writing ∼ instead of the equality sign. Now, we define ξ by




1 + ξ2 − 2ξ cos(2πj/n)
]
= (1− ξn)2 to
obtain
det(M̃) ∼ (1− ξn)2.
The von Neumann entropy follows from Eq. (47)
SvN = − log(1− ξ)−
ξ
1− ξ log(ξ). (50)
It is not obvious, but 0 < ξ < 1 (to be more precise, only ξ− of the two solutions ξ± =
−<ΓA11/<ΓA12 ±
√
(<ΓA11/<ΓA12)2 − 1 obeys this constraint), so that the above expression is





1− ξn . (51)
Eqs. (50) and (51) are equivalent to Eqs. (23) and (22), respectively, upon the identification
ξ = exp(−ω) = (2λ− 1)/(2λ+ 1).
As a corollary of the result (51), we obtain the spectrum
Spec(ρA) = {(1− ξ)ξj : j ∈ N0} (52)













for all positive integers n, are solved by λj = (1− ξ)ξj . Eq. (52) is consistent with (20).
H Spin squeezing and entanglement
In this appendix we compute λ (cf. Eq. (24)) as a function ξS . In the sequel, we write g2 and
−θ2 for the real and imaginary part of f2 = g2− iθ2. The covariance matrix C⊥ (cf. Eq. (25))














The leading order of the determinant of C⊥ is (4N)−2 (independent of g2 and θ2). This means
that the uncertainty between the magnetization in the two directions of the eigenvectors of
C⊥ is minimized to leading order,
detC⊥ ≥ 1
4N2






In the special case, when the eigenvalues of C⊥ are identical, the uncertainty between the
magnetization in any two directions in the Ω̂⊥1 Ω̂
⊥
2 plane is minimized. This is the situation of
coherent states which are non-entangled (see below).
The determinant and the trace of C⊥ are invariant under rotations of the Bloch sphere,
i.e. changes of the quantization axis. Determinant and trace are the only two independent
basis independent properties of a two by two matrix. As the leading order of the determinant












Since detC⊥ = (4N)−2, the trace of C⊥ is bounded from below by (2N)−1. More precisely,
TrC⊥ = (2N)−1 if and only if both eigenvalues of C⊥ are identical to (4N)−1 (coherent states).
The Isotropic variance of (4N)−1 at minimal uncertainty is called the standard quantum limit
(SQL) [45,49]. In this case λ = 1/2 and all Rényi entropies vanish (cf. Eq. (22)). This is also
consistent with the observation that the symplectic spectrum of the covariance of a Gaussian
pure state is one half, see the discussion around Eq. (46).
Let λ1 and λ2 be the eigenvalues of C
⊥ with λ1 ≤ λ2 and λ1λ2 = (4N)−2, then (cf. Eq. (26))
ξ2S =
√
λ1/λ2 = 4Nλ1 = 2N TrC
⊥ −
√
(2N TrC⊥)2 − 1,
which, together with Eq. (54), gives λ as a function of ξ2S . The von Neumann entangle-
ment entropy (and any other Rényi entanglement entropy) is thus an explicit function of the
squeezing parameter ξ2S .
Details on the computation of C⊥: Equation (53) follows from the lengthy calculation
of
〈Sx, Sx〉c = + (cosφ cot θ)2
1
2g2N








)2 θ22 + g22
2g2N
+O(1/N2), (55)
〈Sy, Sy〉c = + (sinφ cot θ)2
1
2g2N







)2 θ22 + g22
2g2N
+O(1/N2), (56)

















































The results (55) to (60) can be obtained by carefully approximating the expectation values
in the state ψ  e−Nf(s) to next to leading order in a saddle point approximation.
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4 Dynamical Phase Transitions
The publication [2] investigates the connection between two types of DPTs in the FC-TFIM. To
distinguish both types, we follow the same nomenclature as in [2] and refer to them as dynamical
phase transition of type one (DPT-I) and dynamical phase transition of type two (DPT-II). On
the one hand, DPT-I are defined as non-analytic behavior of infinite time averages of observables
(typically these observables are viewed as order parameters) [60, 81] as a function of the quench
parameters (typically viewed as control parameters). As such, DPT-I can be depicted as special
points in a dynamical phase diagram whose axes labels are the pre- and post-quench parame-
ters. In [81] DPT-I were studied in the FC-TFIM, showing that the transverse fields at which a
dynamical transition occurs does not coincide with the underlying equilibrium phase transition.
Its consequences for the order parameter variance and the entanglement dynamics is discussed in
chapter 3 of this thesis. On the other hand, DPT-II are defined as non-analytic behavior of the
fidelity rate function as a function of time [59].
In [147] Oppenheimer describes analogy as an important tool of scientific reasoning. By analogy
he means the structural similarity of concepts and ideas of different fields of study, and also within
the same field of study. An exemplification of this definition is the analogy between equilibrium
phase transition and DPT. The structural similarity of both these concepts is the sudden change













Ref. [2] is joint work of the author of this thesis together with Nils Abeling, Valentin Zauner-
Stauber, and Jad Halimeh. Jad Halimeh and Valentin Zauner-Stauber initiated the project building
on their numerical observations of the fidelity dynamics in a long range model in Ref. [148]. In
this publication they conjecture a connection between DPT-I and DPT-II. The connection was
then corroborated for the FC-TFIM by discussing the exact diagonalization (ED) data by all four
authors of [2]. Together with Nils Abeling, the author of this thesis produced the ED results and
the semiclassical interpretation.
The following sections leading to Sec. 4.5 discuss the DPT-II in more depth than the publication
[2], and contain independent results found by the author of this thesis. In particular, a heuristic
semiclassical phase space interpretation of DPT-II in FC-TFIM is given in Sec. 4.2. Thereafter,
in Sec. 4.3, DPT-II is discussed on the basis of a semiclassical expansion of the density of states.
This work was also presented at the DPG Frühjahrstagung in 2015 by the author of this treatise,
but never published in a journal. Later, similar results were published in [149,150].
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Figure 4.1: Schematic quench of a double quench. At initial time the state |ψ0〉 is prepared in
the ground state of the pre-quench Hamiltonian H. The state evolves under the post-
quench Hamiltonian H ′ for time t. In general, the final state |ψt〉 is not an eigenstate
of H and has excess energy in the bulk of the pre-quench spectrum.
4.1 Introduction
The notion of DPT-II was established in the seminal paper [59] by Heyl, Polkovnikov, and Kehrein.
In this reference, the rate function f(t) of the Loschmidt return amplitude
〈ψ(0)|ψ(t)〉  exp [−Nf(t)] (4.1)
(N being the system size) of a time evolved many particle quantum state in the one-dimensional
transverse field Ising model (1D-TFIM) after a quantum-quench was investigated. In analogy to
equilibrium phase transitions, the rate function is referred to as the dynamical free energy density,
and non-analytic behavior in f(t) as a function of time were coined1 DPT-II. The analogy to
equilibrium physics becomes more precise by Wick rotating it 7→ β and analytic continuation, such
that 〈ψ0|ψt〉 7→ 〈ψ0|e−βH |ψ0〉 = Z(β) takes the form of a boundary partition function. The authors
of [59] found that DPT-II occur only when the quench is across the critical line of the equilibrium
phase transition separating the paramagnetic from the ferromagnetic phase. Furthermore, the
critical times t∗, at which f(t) is non-analytic, were identified as Fisher zeros, Z(it∗) = 0, of the
partition function. This is in close analogy to temperature-driven phase transitions [151].
One connection of DPT-II to a physical measurable quantity is given by the work distribution
function in a double quench [152],
P (W, t) =
∑
n
δ(En − E0 −W )
∣∣ 〈En|ψ(t)〉
∣∣2  exp [−Nr(w, t)] , (4.2)
where the summation index labels the pre-quench eigenstates |En〉, and the time evolution of |ψ(t)〉
is w.r.t. the post-quench Hamiltonian starting in the pre-quench ground state |ψ0〉 = |E0〉, cf. 4.1.
P (W, t)dW is the probability that the difference of a measurement of H in |ψ(t)〉 and in |ψ(0)〉
lies in [W,W + dW ]. For W = 0, P (W = 0, t) = | 〈ψ(t)|ψ(0)〉 |2 is the Loschmidt return probability
(Loschmidt echo), whose rate function r(w = 0, t) = 2<f(t) inherits the non-analytic behavior
from f(t). Similar to their equilibrium counterpart, DPT-II can only occur in the thermodynamic
limit, because all terms in the expansion 〈ψ(0)|ψ(t)〉 = ∑n e−iEnt| 〈En|ψ(0)〉 |2 are analytic, such
that non-analytic behavior can only occur if the summation is infinite, i.e. an infinite Hilbert space
dimension is necessary for DPT-II.
Besides the 1D-TFIM, a plethora of other models, such as the one-dimensional [?, 153,154] and
infinite-range [149] XY model, the antiferromagnetic XXZ chain [155], integrable quantum field
theories [156], and topological systems [157,158] were shown to exhibit DPT-II. Moreover, results
about DPT-II were extended in multiple ways. First, DPT-II were found in non-integrable one-
1In Ref. [59] they were simply called dynamical phase transition (DPT). But, as mentioned above, we want to
avoid confusion with a different kind of dynamical phase transition, and hence use the acronym DPT-II instead.
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dimensional systems [159,160], and long-range systems [148,161]. Second, models in higher spatial
dimensions, such as the two-dimensional Kitaev model [162], the two-dimensional transverse field
Ising model [163], three-dimensional O(N) model [164], and infinite-dimensional models [2, 149,
150, 165] were shown to exhibit DPT-II. Third, DPT-II were shown to occur in mixed states, in
particular, thermal density matrices at non-zero temperature [150, 165–167]. The presence and
absence of non-analyticities in the rate function of positive work probability has been studied
[166]. Fourth, the independence of DPT-II of equilibrium quantum phase transitions was observed
in [153,168].
As mentioned above, DPT-II can only be proven rigorously in the thermodynamic limit. In fact,
the Reference [59] uses the exact spectrum of the 1D-TFIM in the thermodynamic limit. Exact
solutions of non-trivial models are rare and usually restricted to one-dimensional (Bethe) integrable
systems [154], and non-generic low dimensional systems, specifically designed to be solvable, such
as the two dimensional Kitaev model [162]. The existence of DPT-II in non-integrable models is
argued on the basis of perturbation techniques [160]. From this perspective, it is natural to ask,
whether DPT-II can be investigated in (asymptotically) infinite dimensional systems, where many
calculations become amenable to analytic considerations in an 1/N expansion. Mean field models,
such as the FC-TFIM










are typical candidates for these infinite dimensional systems. They are complementary to both,
low-dimensional systems, as well as perturbative treatment of non-integrable systems. Besides the
1/N expansion no additional expansion in coupling constants is necessary.
In the following section a heuristic semiclassical argument in favor for the existence of DPT-II in
the FC-TFIM is given. This argument also indicates to expect non-analytic behavior in r(w, t) for
non-zero work density w > 0, and the existence of DPT-II for quenches within the same equilibrium
phase. This is in contrast to the one-dimensional counterpart where DPT-II only occur for quenches
across the underlying equilibrium phase transition. Thereafter, in Sec. 4.3, we give a more rigorous
discussion based on a semiclassical expansion of the density of states and the overlap between the
pre-quench ground state with post-quench energy eigenstates. These results confirm the heuristic
expectation of Sec. 4.2.
Though, the approaches of sections 4.2 and 4.3 seem equivalent in the sense that both rely on
semiclassical techniques, their flavor is different. The former has a phase space flavor, while the
latter has a spectral density flavor. Each provides a different perspective and complements the
other.
4.2 Phase space heuristics
We want to mimic the work probability distribution (4.2) after a double quench by semiclassical




(n+ − 1/2)2 − Γ
√
n+ − n2+ cos(p), (4.4)
where p is the conjugate momentum to the fraction of up spins 0 < n+ = N+/N < 1. To this
end, we suggest the semiclassical analog Peff in Eq. (4.5) below. We do not derive a rigorous
correspondence between the work distribution function (4.2) of the full quantum model and (4.5).
2The correspondence between (4.3) and (4.4) was elaborated in chapter 2. Recall that eigenvalues of Heff are
interpreted as energy densities due to the intensive nature of Heff. Lower case letters refer to intensive quantities,
such as the fraction of up spins n+ = N+/N and the work density w = W/N .
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But, we argue that it is plausible to expect P (W, t) → Peff(W/N, t) in the thermodynamic limit
N → ∞. This is the reason why we only claim to give an heuristic approach to DPT-II in this
section.
The double quench setup consists of preparing the system at time t = 0 in the ground state
|ψ0〉 of the pre-quench Hamiltonian H for some initial transverse field Γ = Γi. After driving
the system with the post-quench Hamiltonian H ′ with Γ = Γf for time t, the Hamiltonian is
quenched back to H. The work probability distribution after the second quench is P (W, t) =∑
n δ(W − (En − E0))|〈En|ψ0(t)〉|2, cf. Eq. (4.2).
In the semiclassical limit ~eff = 1/N → 0 the ground state
∑
N+
ψ0(n+) |N+〉 ∈ DN of H is
of large deviation form ψ0(n+)  exp[−Nf(n+)]. Let ψt(n+)  exp[−Nf(n+, t)] be the time
evolution of ψ0(n+) with respect to the effective post-quench Hamiltonian. Since both, ψ0(n+)
and ψt(n+) are of large deviation form, also the work distribution P (W, t)  exp[−Nr(W, t)] has
large deviation form with rate function r(W, t). We want to establish a relation between the
two rate functions f(n+, t) and r(W, t) in a Gaussian approximation. To do this, we employ the
truncated Wigner approximation and the nearby orbit approximation in the classical phase space
of the effective model.
Now we give a semiclassical definition of Peff. Let z0 be a point in phase space with energy
Heff(z0) according to the pre-quench Hamiltonian Heff. After evolving z0 according to Hamilton’s
equations ż(t) = J∇H ′eff(z) w.r.t. the post-quench Hamiltonian for time t, the particle is at T ′t(z0).




This is the classical work performed by the double quench at the system.
Now, let z0 be a random point in phase space, distributed according to the density µ0. The







1A µ0(z)dz. One finds the work probability
density
Peff(w, t) dW = P(W ∈ [w,w + dW ]) = µ0
(
















This is the classical analog of (4.2).
We give a non-rigorous argument indicating how P converges to Peff in the semiclassical limit.
Eq. (4.2) is written as P (W, t) = Tr[δ(Ĥ − E0 − W ) |ψ(t)〉 〈ψ(t)|]. From now on, we assume
that the pre-quench eigenstates En are non-degenerate, such that P (W, t) = Tr[|En〉 〈En|ψt〉 〈ψt|],
where W = (En−E0), and |ψt〉 is the time evolved initial state |ψ0〉 = |E0〉 w.r.t. the post quench
















4.2 Phase space heuristics
This is exact. Now, we employ three approximations to obtain


















tz)−Heff(z)−W/N ]µ0(z) = Peff(W/N, t).
The approximations in the above order consist of, first, replacing the spectral Wigner function
W|En〉〈En| by a uniformly distributed probability density on the invariant torus associated to the
energy En/N [94,96]. Second, the time evolved Wigner function W|ψ(t)〉〈ψ(t)| =: µt is approximated
by the initial Wigner function µ0 evaluated at the characteristics of the classical Hamiltonian
flow T ′t , i.e. µt(z) ≈ µ0(T ′−tz). This approximation amounts to replacing Moyal’s Eq. for the
Wigner function by the classical Liouville’s Eq. and goes under the name of the truncated Wigner
approximation (TWA) [88]. It is known [88] that the TWA gives the leading term of the full
quantum dynamics in a semiclassical limit and the leading order correction to it is suppressed as
1/N2. The change of variables z 7→ T ′−t(z) in the line below has unit Jacobi determinant, because
it is symplectic. Third, as the integration is against the spectral Wigner function µ0 of the pre-
quench ground state, most points are sampled form the energy shell where Heff(z) ≈ E0. This
justifies the last approximation.
Remark. The fact that the nth spectral Wigner function Wn(z) ∝ δ(Heff(z) − En) is uniformly
distributed on the associated3 energy shell in the classical limit follows from the WKB ansatz




′)dx′ is Maupertuis’s action, and H(pn(x), x) = En,
cf. Sec. 2.3. Approximating the exponent in Wn(z) =
∫
dηψn(x− η/2)ψn(x+ η/2)eipη/~eff to first
order in η, yields Wn ∝ δ(Heff − En). In a more careful semiclassical limit [96, 127] the exponent
is expanded to second order in η and the integration is solved by the (uniform generalization [125]
of the) saddle-point approximation. As a consequence, the delta function is softened and Wn has
also support outside and inside the torus (Ref. [96] calls it a fringed torus). This more careful
approximation resolves more structure of the wave function, such as oscillations on a scale of ~2/3eff ,
but is not strictly necessary for the investigation of DPT-II. The reason is that non-analytic
behavior can only occur in the limit N → ∞, and hence the leading order approximation in
~eff = 1/N suffices to establish the existence and non-existence of DPT.
Non analyticities from the effective phase space point of view. Based on (4.5) we investigate
the behavior of the work probability rate function reff of Peff(w, t)  exp[−Nreff(w, t)] as a function
of time at zero work density w = 0, i.e. we are interested in the limit











We further assume, that the density µ0(z) = N exp[−Nr(z)] is of large deviation form (not neces-
sarily Gaussian) with rate function r(z) (we denote this rate function by the same letter as the rate




p(x) · dx = (n+ 1/2)~eff,
where the integration is over the En energy shell and n ∈ N0.
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|W ′tr′′−1W ′t |
[1 +O(1/N)] ,
where the summation is over all arg min z∗ of r(z) subject to the constraint Wt(z) = 0, r′′−1
denotes the inverse Hessian of r(z) at z = z∗, and W ′t is the gradient of Wt at z = z
∗. We
have used the expansion Wt(z) ≈Wt(z∗) +W ′t(z∗)(z − z∗) + 12(z − z∗)W ′′t (z∗)(z − z∗) and r(z) ≈
r(z∗) + r′(z∗)(z − z∗) + 12(z − z∗)r′′(z∗)(z − z∗) around z = z∗. We can now compute reff in the









The time dependence is implicitly induced by the time dependence of the constraint set {z :
Wt(z) = 0}. The fact that the min-function is non-differentiable where two of its arguments
are identical is the reason why reff(0) can have non-differentiable points (e.g. kinks) in time, see
Fig. 4.2. We stress that this argument only yields candidates for critical times t∗, at which DPT-II
can occur. The argument is not sufficient. That is, even though the arg min of |r(z)| may change
discontinuously at t = t∗, the rate function reff(t) can still be analytic. In fact, we illustrate this
explicitly in an harmonic oscillator model below.
Remark (on the nested structure of the constraint set Wt(z) = 0). As time proceeds the constraint
set {z : Wt(z) = 0} develops ever more complicated and detailed structures. This seems to be the
rule, rather than an exception and also happens for simple integrable flows. At t = 0 all points z
in phase space obey Wt(z) = Heff(T
′
tz)−Heff(z) = 0. Fixed points of the post-quench Hamiltonian
flow T ′t obey Wt(z) = 0 for all times. At those points different branches of the constraint set start
off and extend to complex structures in phase space. The constraint set at a later time t2 is not
simply the time evolved constraint set of a former time t1 by the difference ∆ = (t1 − t2). This is
because T ′∆δ[Heff(T
′
t1z)−Heff(z)] = δ[Heff(T ′t2z)−Heff(T ′−∆z)] 6= δ[Heff(T ′t2z)−Heff(z)]. In [127,169]
the time evolution of one-dimensional submanifolds in phase space under Hamilton’s equations of
motion is investigated in the context of semiclassical analysis of quantum maps. In spite of the
fact that this mechanism is different to the evolution of the constraint set, the emerging structures
show similarities, and the fixed points of the flow play a similarly important role.
Remark (on non-zero work). The argument leading to (4.6) also applies to the situation of non-
vanishing work density w 6= 0. In this case the rate function reff(w, t) = minz∗ |r(z∗)| is the
minimum over the minima z∗ of {z : Wt(z) − w = 0}. In view of this semiclassical picture, one
expects non-analytic behavior also for reff(w, t) and w 6= 0. Indeed, numerical results based on
ED indicate non-analytic behavior also for non-vanishing work density. This is in contrast to the
1D-TFIM, where the non-zero work probability rate function is analytic for all times [59].
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Phase space picture







Figure 4.2: DPT-II in a semiclassical phase space picture for the quench Γ1 7→ Γ2. Non-analytic
behavior of reff(t), cf. (4.6), occurs at critical times (top). At a critical time the phase
space coordinates of the global minimum of {|r(z)| : Wt(z) = 0} changes. This is
illustrated in the bottom row by showing the position of the global minimum (black
dot) in phase space just before (left) and after (right) a critical time. The minimization
is over the constraint set {z : Wt(z) = 0} (blue line). The heatmap indicates the level
sets of the Wigner function µ0(z)  exp[−Nr(z)], equivalently the level sets of its rate
function r(z).
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4.3 Semiclassical overlaps
The preceding section explained how one can understand the origin of the non-analyticities of
the work distribution rate function in a semiclassical picture. The key observation is that the
non-analytic behavior originates from maximizing the Wigner function on the constraint set {z :
Wt(z) = 0}. For late times the constraint set develops a complicated ’nested’ structure, see
Fig. 4.2. This makes the prediction of the non-analyticities difficult. In this section we go back
to the full quantum mechanical spin picture to complement the understanding of the origin of the
non-analyticities. Thereby, we employ semiclassical results about the spectral density of states and
the ground state. The following analysis is only applied to the Loschmidt echo, i.e. zero performed
work.
The starting point is the expansion of the Loschmidt echo







in the post-quench eigenstates |En〉 of (4.3) on the (N + 1) dimensional Dicke space DN . After
appropriate scaling, the energy levels En and the overlaps | 〈En|ψ0〉 |2 as a function of n collapse
on a curve in the semiclassical limit N →∞. We denote these functions by
En/N → ε(n/N), (4.7a)
| 〈En|ψ0〉 |2 → χ(n/N)  e−Nf(n/N), (4.7b)
and refer to them as energy density ε and overlaps χ as a function of the index function x = n/N ,
respectively. Since the indices n take values in ZN+1 = {0, 1, · · ·N}, the index function x samples
the unit interval equidistantly with spacing 1/N . In the large N limit it is fair to approximate x
as a continuous variable on the unit interval, and view ε : [0, 1] → R and f : [0, 1] → R in (4.7) as
N -independent functions on the unit interval. We remark that the following discussion applies not
only to the FC-TFIM (4.3), but to any system on a (N + 1) dimensional Hilbert space with the
large N property (4.7).
In this notation the large N limit of P (W = 0, t) reads















We want to evaluate this summation to first order in the exponent, in order to get the rate function
of P (W = 0, t) as a function of t. The fact that χ is of large deviation form implies that only a few
terms in the sum give significant contributions, namely only those terms for which x is close to the
arg min x∗ of f(x). However, since we are interested in the full rate function of P (W = 0, t), which
depends on the tail of unlikely events in χ, a careful treatment of the summation is necessary. In
particular, as shown below, it is not sufficient to sum the most significant
√
N terms in a saddle
point fashion directly. A more careful summation technique is provided by Poisson’s summation
formula4. We proceed in two steps towards increasing generality. First, we assume that the
energy densities ε(ZN+1/N) are equidistantly spaced. The main result in this situation is given
by Eq. (4.13). Second, we allow for non-vanishing curvature ε′′ 6= 0. The latter is a generalization
4The Poisson summation formula has a longstanding tradition. It has e.g. been used in the computation of the
Gauss sum [85], and is the basis of the fundamental transformation of the Jacobi theta function. In fact, the
summation (4.8) is closely related to the Jacobi theta function θ3 if f is a quadratic function and ε is linear.
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of the former and culminates in Eq. (4.22). The former result is obtained from the latter in the
special case of vanishing curvature. We hope that this redundancy in the presentation yields more
clarity.
4.3.1 Equidistant spectrum
We assume that the post-quench spectrum is equidistant, equivalently, that the energy density
ε(x) = e0 + ωx in (4.7a) is linear as a function of the index. The proportionality factor ω = 1/ρ is
the inverse density of states. Equation (4.8) then becomes








where the summation is extended to the doubly infinite sum over Z/N in view of the exponential
decay of χ  e−Nf(x). This is valid as long as the roots of f(x) are not at the boundary x = 0 and
x = 1. By Poisson’s summation formula5 we may rewrite the discrete Fourier series (4.9) as the
summation








over the Fourier transform χ̂(p) =
∫
R dxχ(x)e
−ipx. Due to the uncertainty principle, the function
χ and its Fourier transform χ̂ cannot simultaneously have a large deviation form. However, by
appropriate rescaling of the argument of χ̂, it follows from Laplace’s principle that χ̂(Np) is of
large deviation as a function of p. More precisely, the rate function g of χ̂(Np)  e−Ng(p) is related
to the rate function f of χ(x)  e−Nf(x) by
g(p) = −f∗(ip), (4.11)
where f∗(k) = supx(kx − f(k)) denotes the Legendre-Fenchel transformation of f . This is due
to Laplace’s principle, and can also be viewed as a consequence of the Wick-rotated Gärtner-Ellis
theorem [172,173]. Using this result in (4.10) gives








And thus the rate function r(t) = − limN→∞ 1N logP (W = 0, t) is
r(t) = 2 min
ξ∈2πZ
<g(ωt+ ξ) = 2 min
n∈Z
<g(ω(t+ nT )), (4.13)
5Let the Fourier transform of f ∈ L1(Rd) be f̂(p) =
∫
ddxf(x)e−ix·p, and Γ = M(Zd) be a subgroup of Rd (M









where the dual lattice Γ∗ = {p ∈ Rd : eip·x = 1, ∀x ∈ Γ} is the orthogonal complement of Γ in the Pontryagin
dual. In words, restricting f(x) to the subgroup x ∈ Γ (left hand side) translates under Fourier transform to
averaging f̂(p) over Γ∗ (right hand side) [171]. In particular, for d = 1, Γ = Z one has Γ∗ = 2πZ and the classical
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where T = 2π/ω.
Equation (4.13) is the final result of this section. It is the rate function of P (W = 0, t) for
a system obeying (4.7), and with constant post-quench spectral density ρ = 1/ω, i.e. linear ε.
Moreover, it is assumed that the initial state has significant contributions in the bulk of the post-
quench spectrum, i.e. that the minima of the rate function f(x) are not at the boundary x ∈ {0, 1}.
Prior to discussing specific examples for f , we infer some generic properties.
• Without loss of generality6 <g(p) has a global minimum and root at p = 0, and <g is convex
around p = 0 (as a consequence of f∗ being convex).




−iEnt |En〉 must be periodic with period T = 2π/ω. Consequently,
as <g(ωt) vanishes at t = 0 (see footnote 6), it vanishes at all integer multiples of T = 2π/ω.
This observation is confirmed by (4.13). At t = nT for some integer n, the minimum in (4.13)
is obtained for ξ = −2πn. Between two consecutive roots of r(t), say between t1 = nT and
t2 = (n + 1)T the arg min changes from ξ1 = −2πn to ξ2 = −2π(n + 1) at the point where
the two functions 2<g(ωt + ξ1) and 2<g(ωt + ξ2) intersect. Let us refer to this intersection
as t∗n, cf. Fig. 4.3.
• If <g is analytic, t = t∗n are the only instants of time at which r(t) may potentially be
non-analytic. Hence {t∗n : n ∈ Z} are candidates for DPT-II. To sufficiently conclude the
existence of a DPT-II at t = t∗m, one must investigate the analytic properties of the piecewise
defined function {
2<g(ωt− 2πn), t ≤ t∗n
2<g(ωt− 2π(n+ 1)), t ≥ t∗n
at t = t∗n, cf. Fig. 4.3. Below we are stating two explicit examples that demonstrate the
existence (when χ is Gaussian) and absence (for quench in harmonic oscillator) of DPT-II at
t∗n, respectively.
• Mathematically, the minimization over the N -independent translations of <g in (4.13) is a
consequence of the Poisson summation formula and the large deviation nature of the sum-
mands. The physical reason, why the Poisson summation formula is applicable is the fact
that the energy levels En are discrete and the gap between consecutive levels (in the bulk)
scales independently of system size, i.e. (En+1−En) = O(N0). The latter property is rather
unusual and has to do with the highly symmetric situation of the fully connected lattice in
the low dimensional Dicke space. As the energy range is extensive, i.e. linear in N , and the
Dicke space dimension is (N + 1), the average gap between consecutive energies is indepen-
dent of N . In contrast, a more common situation is that of an extensive spectral range, and
a Hilbert space dimension that scales exponential with the system size. In such systems the
typical gap between consecutive energies is exponentially small in system size.
Example (Symmetric <g). A wide class of examples is the situation when <g is symmetric around
p = 0, and convex. Then, the unique intersection between two consecutive branches <g(ωt+ 2πn)
and <g(ωt+ 2π(n+ 1)) occurs at t∗n = (n+ 1/2)T and the minimization in (4.13) yields
r(t) = 2<g([ωt][−π,π]), (4.14)
where [.][a,b] : R → [a, b] denotes the projection onto the interval [a, b]. More explicitly, [t][−a,a] =
t− 2ab t2a + 12c, where bxc denotes the largest integer below x.
6 This follows from the invariance of (4.9) under translation of the summation index. Physically, it is the trivial
observation that the probability to find the system in the initial state |ψ0〉 at time t = 0 is unity.
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Figure 4.3: Schematic sketch of branch crossings leading to DPT-II for constant post-quench
spectral density (left), and for non-constant spectral density (right). The rate function
r(t) (solid red line) of the work probability distribution P (W = 0, t) = | 〈ψ0|ψt〉 |2,
i.e. the Loschmidt echo, is the point-wise minimum over a family of rate functions
(dashed blue line) according to Eqs. (4.13) (left) and (4.22) (right). The members of
the family are obtained by translating <g, cf. (4.11), by integer multiples of T = 2π/ω
as a consequence of Poisson’s summation formula. Vertical black dotted lines indicate a
crossing between two members of the family at t = t∗n. These are candidates for DPT-II
at which r(t) can be non-analytic as a function of time. For non-constant density of
states (right) a dephasing effect leads to a inversely quadratic decay of the envelope of
r(t) with time. Roots of r(t) occur at integer multiples of T when (i) the wave function
has a perfect recurrence (in the case when the post-quench spectrum is equidistant,
left), and (ii) the wave function has most overlap with the pre-quench ground state
(when the post-quench spectrum is non-equidistant, right).
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Example (Gaussian overlaps and Jacobi’s theta function, cf. Fig. 4.4). If the overlap function
χ is Gaussian distributed with variance C, i.e. for f(x) = 12x
2/C, the Legendre transform is
f∗(k) = 12Ck
2, such that g(p) = 12Cp
2 and (4.14) entails
r(t) = Cω2[t]2[−T/2,T/2], (4.15)
where T = 2π/ω. The discontinuity of the projection at the boundary points (Z + 1/2)T entails
kinks of r(t) at t∗n = (n+ 1/2)T , cf. Fig. 4.4.
If f is quadratic the series in Eq. (4.10) is Jacobi’s theta function by θ3. In this case the Poisson
transformation between (4.10) and (4.11) is known as the fundamental transformation of θ3 [174].
The following example shows that the changing of a branch in the minimization of (4.13) is not
sufficient for the existence of a DPT-II.
Example (Quench in harmonic oscillator, cf. Fig. 4.4). We discuss the existence of DPT-II for
a double quench in a purely harmonic one-dimensional effective Hamiltonian (as in (4.4) we have
~eff = 1/N). More precisely, let the pre-quench Hamiltonian be H∆ = [(q −∆)2 + p2]/2 and the
post-quench Hamiltonian be H = (q2 + p2)/2, i.e. the Hamiltonians differ by a relative shift ∆ in




with corresponding energy density
en = (n+ 1/2)/N, (4.16)
where Hn denotes the nth Hermite polynomials. We use a lower case ’e’ in (4.16) to emphasize
that the harmonic oscillator Hamiltonian measures energy density. The initial state ψ0(q) =
〈q −∆|e0〉 = (N/π)1/4e−N(q−∆)2/2 is the ground state of the pre-quench Hamiltonian. Using the


























Hence, the probabilities |〈ψ0|en〉|2 = e−λλn/n! ≡ Pλ(n) are Poisson distributed with expectation
value λ = N∆2/2 and variance λ. Therefore, P (w = 0, t) = |∑n Pλ(n)e−itn|2 = e−2λ| exp(λe−it)|2 =
e−2λ+2λ cos t, which yields the rate function
r(w = 0, t) = ∆2(1− cos t). (4.18)
This is an exact result, and shows that the rate function of P (W = 0, t) is analytic for all times t.
We want to rederive (4.18) from the point of view facilitated by (4.13). As a function of x = n/N











, x > 0, (4.19)
(this follows from using Stirling’s approximation in the Poisson distribution Pλ(n)), and the energy
density ε(x) = x+1/(2N) is linear with ω = ε′ = 1, cf. (4.16). In other words, the exact Eqs. (4.16)
and (4.17) are of the form required by (4.7). Evaluating the Legendre-Fenchel transformation
7Interestingly, the quadratic term t2 in the exponent cancels after completing the square in the integration variable.
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f∗(k) = (ek − 1)∆2/2 of (4.19) at k = iωt gives g(ωt) = (1 − eiωt)∆2/2 according to (4.11). As
<g is analytic and 2π-periodic, the minimization in (4.13) is over a single function, and hence,
r(t) = ∆2(1− cos t) in agreement with (4.18).
This example demonstrates that the existence of DPT-II depends on the details in the expo-
nential tails of the overlap function χ  e−Nf . If one expands the rate function f to second
order around its minimum at x = ∆2/2, cf. (4.19) (this amounts to approximating the Poisson
distribution Pλ for large λ by a Gaussian with variance C = λ), and thereby change the tails of
χ, then (4.14) erroneously predicts non-analytic behavior of r(t) at odd integer multiples of T ,
cf. Eq. (4.15) and Fig. 4.4.
There is another way to obtain the result (4.18) by working directly in phase space. The
Wigner function of the nth eigenfunction |en〉 of the harmonic oscillator is given by Wn(q, p) =
(−1)nNπ Ln(4Nu)e−2Nu, where Ln denotes the Laguerre Polynomials and u = (q2 + p2)/2 [175].
In particular, the Wigner function of the pre-quench ground state is µ0(q, p) = W0(q − ∆, p) =
N
π e
−N((q−∆)2+p2). Due to the Ehrenfest theorem the quantum mechanical time evolution of an ini-
tial Wigner function in a harmonic potential agrees with the classical Liouville dynamics. There-
fore, µt(z) = µ0(T−tz) where Tt(z) = Stz =
(
cos t sin t
− sin t cos t
)
z is the linear symplectic flow
induced by the post-quench Hamiltonian, and the computation of P (w = 0, t) reduces to a Gaus-
sian integration













Now, we discuss the situation when the post quench spectrum is not equidistant, equivalently,
when the density of states ρ(e) = ε′(x)|x=ε−1(e) is not constant.
We assume that the rate function f(x) in (4.7b) has unimodal real part <f and attains a unique
minimum at x = x∗. As in the previous Sec. we assume that the energy density e = ε(x∗) at
this index is in the bulk of the post-quench Hamiltonian, i.e. 0 < x∗ < 1. Using the expansion
ε(x) = e+ ω(x− x∗) + Ω(x− x∗)2/2 +O(x− x∗)3 of the energy density in (4.7a) yields







, where α(x) = e−iNΩtx
2/2 (4.20)
(after shifting the summation index x 7→ x+x∗, and denoting the translated overlaps by the same
symbol χ). The parameters ω = 1/ρ(e) and Ω = −ρ′(e)/ρ(e)3 can be related to the density of
states ρ and its derivative ρ′ at energy density e = ε(x∗). This follows from ρ(e) = ddeε
−1(e) (ε−1
denotes the inverse function of ε) and differentiating the identity ε ◦ ε−1(e) = e once and twice
w.r.t. e. Applying Poisson’s summation to the series in (4.20) leads to
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Figure 4.4: Zero work probability rate function r(t) (blue and red lines) in a double quench setup
when the post-quench Hamiltonian has constant density of states ρ = 1/ω (left), and
density of states with constant slope Ω = −ρ′/ρ3 6= 0 (right). Pre-quench ground state
has Gaussian (variance C) distributed overlaps with the post-quench energy eigenstates
(solid blue line). Non-analytic behavior of r(t) occurs at odd-integer multiples t∗n of T =
2π/ω (dotted black line) according to Eqs. (4.15) (left), and (4.23) (right), respectively.
Non-vanishing Ω yields quadratic decay (right) of the rate function envelope caused by
the dephasing among the post-quench energy modes. (The numerical value of ΩCT is
1/2 in the right plot.) In comparison, the zero work probability rate function after a
sudden shift of the center of an harmonic oscillator by ∆ (solid red line) is analytic for
all times, cf. (4.18). For this quench the overlaps are Poisson distributed with variance
∆2/2 = C. The difference between red and blue come from details in the tails of the
overlap function. Hence, mean and variance of the overlap distribution is not sufficient




where the hat denotes Fourier transformation α̂(p) =
∫
R dxα(x)e
−ipx ∝ exp[ ip22NΩt ], and the star
denotes convolution. Equations (4.20) and (4.21) are the analogs of Eqs. (4.9) and (4.10), re-
spectively, and the latter are obtained from the former by setting Ω = 0. The crucial difference
between (4.10) and (4.21) comes from the time dependence of χ̂ ∗ α̂. Denoting the time-dependent
rate function of (χ̂ ∗ α̂)(Np)  e−Ngt(p) by gt(p), one infers the rate function
r(t) = 2 min
ξ∈2πZ
<gt(ωt+ ξ) = 2 min
n∈Z
<gt(ω(t+ nT )) (4.22)
of P (W = 0, t).
As in Eq. (4.13), the switching of the branch in (4.22) where the minimum is attained, occurs
at the intersection of two terms of the form <gt(ωt+ ξ) with consecutive values of ξ ∈ 2πZ. These
critical times are candidates for DPT-II.
The fact that the post-quench spectrum is no longer equidistant for Ω 6= 0 entails that r(t) is no
longer exactly periodic. Roughly speaking, the convolution of χ̂ with α̂ can be viewed as blurring
the distribution χ̂ with ‘Gaussian noise’ (ignoring the imaginary unit in the exponent of α̂). As
the variance of this noise increases linear in time, the rate function <gt of the blurred distribution
|χ̂ ∗ α̂| decays inversely quadratic for late times. Physically, this decay can be viewed as the result
of a dephasing effect between the post-quench eigenmodes. The following concrete examples serve
as an illustration.
Example (Gaussian overlaps, revisited, cf. Fig. 4.4). As in the above example, we consider
Gaussian overlaps χ with rate function f(x) = 12x
2/C such that χ̂(Np) = exp(−Ng(p)) with
g(p) = 12Cp
2. This time we allow for non-zero Ω and α̂(Np)  exp(−N 12iΩtp2). The convolution






According to (4.22) r(t) = minξ∈2πZ<(Ct)(ωt + ξ)2. Two consecutive branches, associated to
ξn = 2πn and ξn+1 = 2π(n+ 1), say, intersect uniquely at t
∗
n = (n+ 1/2)T , and the minimization





where T = 2π/ω (recall, [t][−a,a] = t− 2ab t2a + 12c denotes the projection onto the interval [−a, a],
cf. Eq. (4.14)). This shows explicitly how non-zero Ω entails quadratic decay of the late time
envelope of r(t), cf. Fig. 4.4. In the limiting case Ω = 0, Eq. (4.15) is recovered.
Example (FC-TFIM, cf. Fig. 4.5). Now, we return to the FC-TFIM with Hamiltonian (4.3) in
the large N limit. Essentially, we argue that the Loschmidt rate function after a quench in the
external field Γi 7→ Γf has the form of Eq. (4.23) of the previous example. To this end, we show
that the two assumptions (4.7a) and (4.7b) are fulfilled. We use the semiclassical techniques in the
effective description in terms of Heff, cf. Eq. (4.4), to give explicit expressions for (i) the variance
C of the post-quench spectral overlaps with the pre-quench ground state (cf. Eq. (4.27)), and (ii)
the parameters ω = 1/ρ and Ω − ρ′/ρ3 (cf. Eq. (4.28)). Phase space coordinates z = (n+, p) take
values in [0, 1]× [−π, π].
First, in the large N = ~−1eff limit the Wigner function WGS of the pre-quench ground state is
localized at
z0 = (n





1− 4Γ2i , Γi < 1/2
0, Γi > 1/2,
(4.24a)
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1− 4Γ2i /Γ2i , Γi < 1/2√
4− 2/Γi, Γi > 1/2,
(4.24b)
cf. Eq. (11) of [1], and Eq. (3.42). The overlap of the pre-quench ground state |ψGS〉 with the
post-quench eigenstate |E〉 is









where W|E〉〈E| is the Wigner function of the eigenstate of the post quench Hamiltonian Heff|Γ=Γf .
The first equality is an exact identity. The second approximate equality is the semiclassical result
(2.8) in the limit N → ∞. In view of (4.24), WGS is approximated by the Gaussian function
NCGS/Nz0 (z) ∝ exp
[
−N(z − z0)C−1GS(z − z0)/2
]












Heff(z0) +∇Heff(z0) · (z − z0)− E
]
= N∇Heff(z0)CGS∇Heff(z0)/NHeff(z0) (E).
It follows that the overlap is approximately Gaussian with covariance of order 1/N . Note that
the overlap is maximal at the post-quench energy E∗ := Heff(z0)|Γ=Γf . We identify the index of
the eigenenergy E∗ with x∗ =
∫ E∗
−∞ ρ(E) dE, where ρ is the density of states of the post-quench






d2z δ [Heff(z)− E] , (4.26)
cf. Eq. (2.4a) and Fig. 4.5. Finally, we change the energy variable E to the index variable x = n/N
via E(x) = E∗ + ε′(x∗)(x− x∗). Recall, that ε′(x∗) = 1/ρ(E∗), and denote ρ∗ = ρ(E∗), then
|χ(x)|2 = NC/Nx∗ (x), where C = (ρ∗)2 [∇Heff(z0)] · CGS · [∇Heff(z0)] , (4.27)
in accordance to Eq. (4.7b), cf. Fig. 4.5.
Second,
ω = 1/ρ(E∗) and Ω = −ρ′(E∗)/ρ(E∗)3 (4.28)
follow directly from (4.26) and E∗ = Heff(z0)|Γ=Γf . The discussion of Eq. (2.5) shows that T =
2π/ω = 2πρ∗ is indeed the period of the classical trajectory of the post-quench Hamiltonian
Heff starting in z0. Hence, the time between two consecutive dynamical phase transitions at
t∗n = (n+ 1/2)T agrees with the period of the order parameter oscillation after the quench, cf. [2].
The semiclassical analytic prediction Eqs. (4.23), (4.27) and (4.28) agrees well with ED numerical
data for N = 103. Two different quenches, one within the ferromagnetic phase, and one from the
8An equivalent expression,






[E −Heff(n, 0)][Heff(n, π)− E]
−1
for E ∈ [minnHeff(n, 0),maxnHeff(n, π)], has been derived with a Moyal-star approach in [176].
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ferromagnetic phase to the paramagnetic phase, are shown in Fig. 4.5. Irrespective of whether
the quench crosses the equilibrium critical point, DPT-II occur in agreement with the analytic
prediction.












































































Figure 4.5: Quench Γi = 0.25 7→ Γf = 0.45 (top), and Γi = 0.25 7→ Γf = 0.75 (bottom),
cf. Fig. 4.2. Rate function − 1N logχ(x) of the overlap χ(n/N) = | 〈ψ0|En〉 |2 between
the pre-quench ground state |ψ0〉 and the post-quench eigenfunctions |En〉 as a function
of the normalized index x = n/N (left). Exact diagonalization results (blue line) are
obtained for N = 103 spins, cf. (4.3); analytic prediction (orange dashed line) according
to (4.27). Normalized density of states of the post-quench Hamiltonian for Γf = 0.75
(middle) obtained by ED (blue line), and according to Eq. (4.26) (orange line). The
vertical line marks the position of E∗ = Heff(z0). The size of the shaded area is x∗,
the index where χ(x) attains its maximum. Loschmidt rate function − 1N log | 〈ψ0|ψt〉 |2
(right) obtained with ED (solid blue line), and according to the analytic prediction
Eqs. (4.23), (4.27) and (4.28) (dashed orange line).
4.4 Discussion
DPT-II, i.e. the occurrence of non-analytic behavior in the Loschmidt return rate function, can
strictly speaking only occur in infinite systems. Because for finite system sizes the expansion of
the Loschmidt echo in the energy eigenbasis yields a finite, and thus, analytic sum. Numerical
data for large systems can indicate the occurrence of non-analytic cusps in the Loschmidt return
rate function. But numerics alone cannot prove non-analyticities. In this chapter, we have studied
the fully connected transverse field Ising model (FC-TFIM) of N spins to address the question
of DPT-II by analytic means in the thermodynamic limit N → ∞. Analytic considerations are
facilitated by the effective semiclassical description of the spin model.
We have presented two different approaches to approximate the Loschmidt rate function in terms
of semiclassical quantities in the large N limit. First, in terms of the Wigner quasi-probability
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distribution of the pre-quench ground state. And second, in terms of the overlap probability of
the ground state with the post-quench eigenstates. Both arguments show that the precise form
of the Loschmidt rate function, and hence, the existence of DPT-II, depends on the details of the
exponentially suppressed tails of the respective semiclassical distribution. Furthermore, in both
arguments the mathematical mechanism leading to non-analyticities is the non-analytic nature of
a minimization problem.
Expanding the overlap rate function to second order around its minimum amounts to approxi-
mating the tail of the overlap probability by a Gaussian function. This approximation is insignif-
icant for, e.g., expectation values of typical observables, which are insensitive to exponentially
suppressed large deviations from the mean. However, the presence and absence of non-analytic
behavior in the Loschmidt return function is sensitive to those large deviations. We stress once
more that the existence of DPT-II depends on the full overlap rate function, and not just on the
local properties of the rate function around its minimum. In particular, approximating the overlap
tail by a Gaussian function can erroneously predict a DPT-II, while the correct Loschmidt rate
function is perfectly analytic. A quench in the exactly solvable harmonic oscillator is an explicit
exemplification of this fact. Hence, the Gaussian approximation can only yield candidates for
critical times of DPT-II.
In the FC-TFIM, the Gaussian approximation of the overlap probability and the semiclassical
approximation of the density of states predicts candidates of DPT-II at equally spaced times with
the period of the order parameter oscillation. Good agreement of the analytic result with ED data,
cf. Fig. 4.5, justifies the semiclassical approximations. Notwithstanding, the derivation has to be
considered cautiously, due to the aforementioned approximation of the exponential tails.
Publication [2] is a numerical study of DPT in the FC-TFIM. Even though the permutation
invariance of the FC-TFIM allows to study the system numerically by ED for a considerably
large number of spins (up to N = 1200 in Ref. [2]), the evidence of a DPT-II is mathematically
non-rigorous. Based on the numerical observations in Ref. [2] two types of DPT-II scenarios
are discriminated, and are coined regular and anomalous DPT-II, respectively. First, for large
quenches, cusps in the Loschmidt rate function r(t) are regularly space at critical times, and the
first cusp occurs before the first minimum of r(t). Schematically, this is the situation of Fig. 4.3,
and constitutes the phase of regular cusps. Second, for small quenches the Loschmidt rate function
still shows non-analytic cusps, but the first cusp occurs after the first minimum of r(t). The first
cusp is preceded by at least one analytic maximum, cf. Figs. 3 to 5 in [2]. The smaller the quench
is, the more analytic maxima precede the first non-analytic cusp. After the first cusp further cusps
occur regularly spaced similar to the regular case. This constitutes the phase of anomalous cusps.
Ref. [2] observes that quenches with regular and anomalous cusps are separated by the critical
line of a DPT-I in the dynamical phase diagram. More precisely, the infinite time average of the
order parameter is positive for quenches that show anomalous cusps, while it vanishes for quenches
that yield regular cusps.
The behavior of the anomalous cusps being preceded by analytic maxima, goes beyond the
analytic prediction discussed in this chapter. In particular, such a behavior is not explained by
(4.22). Similar to the example of the harmonic oscillator, this is another instance of the fact that
the analysis presented in this chapter can only yield candidates for critical times at which DPT-II
can occur. A more careful analysis of the exponential tails in the overlap function and the density
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The existence or absence of nonanalytic cusps in the Loschmidt-echo return rate is traditionally employed to
distinguish between a regular dynamical phase (regular cusps) and a trivial phase (no cusps) in quantum spin
chains after a global quench. However, numerical evidence in a recent study (J. C. Halimeh and V. Zauner-Stauber,
arXiv:1610.02019) suggests that instead of the trivial phase, a distinct anomalous dynamical phase characterized
by a novel type of nonanalytic cusps occurs in the one-dimensional transverse-field Ising model when interactions
are sufficiently long range. Using an analytic semiclassical approach and exact diagonalization, we show that this
anomalous phase also arises in the fully connected case of infinite-range interactions, and we discuss its defining
signature. Our results show that the transition from the regular to the anomalous dynamical phase coincides with
Z2-symmetry breaking in the infinite-time limit, thereby showing a connection between two different concepts of
dynamical criticality. Our work further expands the dynamical phase diagram of long-range interacting quantum
spin chains, and can be tested experimentally in ion-trap setups and ultracold atoms in optical cavities, where
interactions are inherently long range.
DOI: 10.1103/PhysRevB.96.104436
I. INTRODUCTION
Dynamical phase transitions have recently been the subject
of intense theoretical and experimental investigation. Most
commonly, they fall into two main types, both of which involve
a quench where a control parameter in the system Hamiltonian
is abruptly switched from some initial value to a final one,
subsequently throwing the system out of equilibrium. The
first kind of dynamical phase transition (DPT-I) [1–5] is of
the Landau type: one waits for the system to relax into a
(quasi)steady state and extracts a suitable order parameter,
usually that associated with spontaneous symmetry breaking in
the system at equilibrium. This is done as a function of the final
value of the quench-control parameter, and if a nonanalyticity
arises in this function, then a DPT-I has occurred in the system.
A second type of dynamical phase transition is the DPT-II
[6,7] in which nonanalyticities in time, or lack thereof, in the
Loschmidt-echo return rate




ln | 〈ψ0|e−iĤt |ψ0〉 |2 (1)
characterize different phases, with prequench ground state
|ψ0〉, system size N , and post-quench Hamiltonian Ĥ. In the
context of the DPT-II, an analogy [6] is made between the ther-
mal partition function and the Loschmidt echo 〈ψ0|e−iĤt |ψ0〉
or, equivalently, between the thermal free energy and the
Loschmidt-echo return rate r(t), where evolution time is now
interpreted as a complex inverse temperature. Consequently,
if the Loschmidt-echo return rate exhibits nonanalyticities in
evolution time after a quench, this is analogous to nonanalyt-
icities in the free energy of a system in equilibrium, which
is the hallmark of an equilibrium phase transition [8]. This
DPT-II, first classified in the seminal work of Ref. [6] for
the one-dimensional nearest-neighbor transverse-field Ising
model (NN-TFIM), has been studied both analytically [3,7,9–
17] and numerically [4,18–28] in various models, and has
also been experimentally observed [29–31]. Even though for
certain quenches [6] the critical final value of the quenching
parameter that separates the phase with cusps from that with
no cusps coincides with the equilibrium critical point of the
model, this is not always the case [12,23], and in general the
dynamical critical point separating such dynamical phases is
different from its equilibrium counterpart.
In Fig. 1 we show, in the context of the DPT-II for quenches
from zero field strength, the dynamical phase diagram of the
one-dimensional long-range transverse-field Ising model (LR-
TFIM) given by the Hamiltonian













where Ŝai , a = x,y,z, are the spin- 12 operators on site i,
J > 0 is the spin-spin coupling constant,  is the strength
of the transverse magnetic field, α  0, and N is the Kac














which guarantees energy-density intensivity for α  1. The
part of this diagram at α = 0 is the main result of this work. The
part of this phase diagram for α > 1 has been constructed using
matrix product state (MPS) techniques for infinite systems,
a method known as iMPS [18,33–37]. In the limit α → ∞,
the nearest-neighbor result [6] is obtained. As can be seen
in Fig. 1, quenching from zero field strength to above a
certain dynamical critical value sets the system in a regular
dynamical phase characterized by the appearance of an infinite
2469-9950/2017/96(10)/104436(7) 104436-1 ©2017 American Physical Society
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FIG. 1. The dynamical phase diagram of the one-dimensional
LR-TFIM (2) after a global quench with initial field strength i = 0,
showing three distinct dynamical phases: regular, anomalous, and
trivial (see main text). The dynamical critical line is marked in solid
black. The results for the nonintegrable model are obtained using
iMPS [18], while the dynamical critical point for the NN-TFIM (α →
∞) is known analytically [6]. The phase diagram for the FC-TFIM
(α = 0) is the main result of this work.
sequence of cusps with the first cusp appearing before the
first minimum in the Loschmidt-echo return rate. These cusps
become sharper and temporally less separated with increasing
quench strength [6,18]. However, for sufficiently long-range
interactions (α  2.3), a new anomalous dynamical phase [18]
appears whose defining signature is that cusps appear only
after the first minimum in the return rate. In contrast to their
regular counterparts, the anomalous cusps separate less in time
from each other with decreasing quench strength, with more
smooth maxima emerging in the return rate before their onset.
In fact, numerical results [18] suggest that these cusps arise
for arbitrarily small quenches, even though in the framework
of iMPS and time-dependent density matrix renormalization
group [38–45] (t-DMRG) techniques entanglement buildup
prevents access to long-enough evolution times that would
be necessary to see the onset of these anomalous cusps for
extremely weak quenches.
In this paper, we turn our attention to the analytically
tractable fully connected transverse-field Ising model (FC-
TFIM), and investigate the nature of the anomalous phase in a
semiclassical approach [1]. The advantage of this is twofold: (i)
In iMPS, it is intrinsically difficult to include the Kac normal-
ization to ensure intensivity of the energy density for α  1,
whereas the FC-TFIM allows for investigating the anomalous
phase with exact diagonalization (ED) and semiclassical
techniques. ED is a technique which is fundamentally different
from iMPS methods, therefore, it additionally provides an
alternate venue to study the anomalous phase. (ii) Moreover,
from an intuitive point of view, it is logical to consider
the limit of infinite-range interactions since it appears that
the anomalous phase occurs only for interactions that are
sufficiently long range.
The remainder of the paper is organized as follows: In
Sec. II we review the FC-TFIM and use a semiclassical
treatment to derive the infinite-time average of the Z2 order
parameter and its oscillation period. In Sec. III we present
and discuss our results obtained from ED, characterize the
anomalous phase, and discuss the connection between the
cusps in the return rate and the Z2 order parameter. We
conclude in Sec. IV.
II. FULLY CONNECTED TRANSVERSE-FIELD
ISING MODEL
A. Model and quench
The one-dimensional FC-TFIM is described by taking the
α = 0 limit of (2),













where we have additionally introduced a Z2-symmetry-
breaking term with ε a small positive longitudinal field of
O(1/N ) because we treat finite-size systems only and sponta-
neous symmetry breaking is a feature of the thermodynamic
limit. The FC-TFIM has an equilibrium quantum critical point
[46] at ec = J/2. Hence, in the ground state of (4) the
longitudinal magnetization is positive for  < ec and vanishes
for  > ec .
We are interested in the DPT-II and its corresponding
dynamical phases in the FC-TFIM while using  as the
quench-control parameter. In the following, we shall prepare
our system in the ground state |ψ0〉 of Ĥ(i), and then at
time t = 0, the field strength is suddenly switched from i to
f = i, leading to time evolving the system under Ĥ(f) and
subsequently discerning from the return rate what dynamical
phase our system is in from the perspective of the DPT-II. The
DPT-I in this model was first studied in Ref. [1]. Moreover,
it was argued that there is an equivalence [4,18] between the
DPT-I and DPT-II in the LR-TFIM, and also in the FC-TFIM
[4]. Nevertheless, to the best of our knowledge, the anomalous
phase has not been previously investigated outside of Ref. [18],
which does so numerically in the context of the LR-TFIM for
α > 1.
B. Semiclassical equations of motion




can be computed in an effective semiclassical picture [1]. To
leading order in the mean-field limit N → ∞, the post-quench
magnetization expectation value 〈ŝz〉 = s(t) + O(1/N )
evolves according to Hamilton’s equations of motion ṡ(t) =










0, if i > ec√
1




0, if i = 0
−π/2, if i = 0. (7)
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FIG. 2. The periodicity of the order parameter (dotted black line)
in the FC-TFIM for a quench from i = 0 to f, derived in a
semiclassical approach. This periodicity is also that of the nonanalytic
cusps arising in the Loschmidt-echo return rate (1). The period
diverges at the dynamical critical point dc = 0.25, i.e., at the point
where the infinite-time average of the longitudinal magnetization
(solid blue line) is nonanalytic as a function of f. The critical point
dc also separates the anomalous and regular phases.
Henceforth, we choose units of time in which J = 1. The
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E + 12 s2
) , (9)
where the integration bounds s− < s+ are the turning points
of the trajectory s(t), and the energy
E = Heff(s(0),p(0)) (10)
is conserved. For  < ec , the Hamiltonian (5) has a
hyperbolic fixed point at (s,p) = (0,0), whose stable
directions are connected to the unstable directions by two
homoclinic orbits. The homoclinic orbits separate closed
Z2-invariant orbits (i.e., orbits that are invariant under
s → −s) from closed orbits that are not Z2 invariant. As






For quenches to f = dc the initial condition (6) lies on a
homoclinic orbit and s(t) approaches s = 0 exponentially in
time, i.e., the period (8) of s(t) diverges at dc as shown in
Fig. 2. For quenches to f > dc , the orbit is Z2 symmetric and















vanishes. Note that the limit N → ∞ has to be taken before
the limit t → ∞ in order to obtain the semiclassical result (9).
In contrast, for f < dc , the orbit is not Z2 symmetric and the
infinite-time average takes a nonzero value (cf. Fig. 2).
III. RESULTS AND DISCUSSION
We shall now present our results on the two distinct phases
(regular and anomalous) of the DPT-II in the FC-TFIM, and
argue that they are intimately related to the phases of the
DPT-I in this model through sharing the same critical point
dc . Traditionally, the DPT-II is known to give rise to two
phases: one with (regular) cusps for quenches across the DPT-
II critical point, and a second with no cusps in the return rate
for quenches not crossing it. In Ref. [6], this was demonstrated
in the case of the NN-TFIM, where it can be analytically shown
that the DPT-II critical point is ec . Much like the case of the
NN-TFIM, the return rate in the FC-TFIM also shows regular
cusps for quenches across dc , as shown in Fig. 3 for i = 0.
In agreement with previous results [4,6,18], these cusps occur
before the first minimum of the return rate and beyond. Also,
the period of these cusps matches that of the order parameter
at longer times and decreases with quench strength while the
cusps themselves get sharper.
In the case of the NN-TFIM, cusps in the return rate are
absent [6] for quenches below ec , and the return rate is fully
analytic. This has also been observed in Ref. [18] to be the case
for the LR-TFIM with sufficiently short-range interactions α 
2.3. However, for longer-range interactions, the return rate
does exhibit new kinds of cusps that are qualitatively different
in their behavior from their regular counterparts. These cusps
characterize the anomalous dynamical phase, defined by a
Loschmidt-echo return rate that displays nonanalyticities only
after its first minimum. In fact, it can be shown in iMPS that
these anomalous cusps are caused by level crossings within
the set of dominant eigenvalues of the MPS transfer matrix,
which is qualitatively different from the set responsible for the
manifestation of the regular cusps and which is dominant for
quenches above the DPT-II critical point. In good agreement
with iMPS data for the LR-TFIM, our ED results in Fig. 4 for
the FC-TFIM show such anomalous cusps in the return rate for
quenches below dc , which, unlike the case of the NN-TFIM,
is not equal to ec for the FC-TFIM. At longer times, they
also possess the same period as the order parameter and, in
contrast to the regular cusps, their period increases with quench
strength. Moreover, they separate less in time and are preceded
by more smooth maxima in the return rate with decreasing
quench strength.
However, it is to be emphasized that the distinctive signature
of the anomalous phase is that its cusps are delayed in the sense
that they always occur after the first minimum of the return
rate. This leads to smooth peaks preceding them, with more
such analytic peaks the smaller the quench is. This can be seen
in Fig. 4, and agrees with what is observed in iMPS for the
104436-3
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FIG. 3. Loschmidt-echo rate function and expectation value of the magnetization after a quench from i = 0 to f = 0.30 (left), f = 0.40
(middle), and f = 0.50 (right). All quenches are in the regular phase (f > dc = 0.25) (compare Fig. 4 for quenches in the anomalous phase).
Each plot shows four different system sizes, N = 200,400,600,800, from light to dark red, with the latter achieving convergence for the results
shown here. The dotted grid indicates the turning points of 〈sz〉 in the thermodynamic limit according to (8).
nonintegrable model [18] for α  2.3. Additionally, we find
that the anomalous cusps occur for arbitrarily small quenches
in the FC-TFIM.
The transition from the regular phase to the anomalous
phase can be understood by observing the regular cusp before
the first minimum of the return rate in each panel of Fig. 3. This
cusp moves away from the first maximum and closer to the first
minimum as f is decreased towards dc . Once f  dc , this
cusp crosses the first minimum of the return rate as we enter
the anomalous phase (cf. Fig. 4). More details are provided in
Appendix A.
It is evident in Figs. 3 and 4 that in the regular phase Z2
symmetry is preserved, whereas in the anomalous phase it is
broken with a nonvanishing average of the order parameter, in
agreement with the infinite-time limit of Fig. 2. This indicates
that the DPT-I and DPT-II are intimately related by sharing
a common critical point dc . Also, Figs. 3 and 4 indicate that
the period of the cusps in either dynamical phase and that of
the oscillations of the order parameter are the same at long
times. In fact, our simulations show that the period of the
cusps also grows indefinitely as f ≈ dc , in accordance with
the diverging period of the order parameter shown in Fig. 2.
As exemplified in Appendix B, all findings also hold for other
initial conditions i = 0.
Furthermore, we comment that unlike in the LR-TFIM for
α  2.3 in Ref. [18], the Loschmidt-echo return rate in the
case of the FC-TFIM does not exhibit double-cusp structures.
We speculate that these double cusps may be related to the
nonintegrability of the LR-TFIM, and would thus be missing
in the case of the FC-TFIM. We leave this question open for
future investigation.
Finally, we remark that our ED results were extensively
tested for convergence on various environments and using
different independent implementations. In cases where the
Loschmidt echo is very small, i.e., for large system sizes and at
times when the Loschmidt return rate is large, we observed that
double-precision (≈16 significant digits) ED is not sufficient to
numerically resolve the Loschmidt return rate. In order to get
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Γi = 0.00,Γf = 0.20
FIG. 4. Loschmidt-echo rate function and expectation value of the magnetization after a quench from i = 0 to f = 0.10 (left), f = 0.15
(middle), and f = 0.20 (right). All quenches are in the anomalous phase (f < dc = 0.25) (compare Fig. 3 for quenches in the regular phase).
Each plot shows four different system sizes, N = 200,400,600,800, from light to dark red, with the latter achieving convergence for the results
shown here. The dotted grid indicates the turning points of 〈sz〉 in the thermodynamic limit according to (8).
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rid of the numerical noise, we performed the numerical compu-
tations with enhanced precision of up to 256 significant digits.
IV. CONCLUSION
Using semiclassical equations of motion and exact
diagonalization, we have shown that the fully connected
transverse-field Ising model exhibits two distinct dynamical
phases, one of which seems to occur as a direct result
of the long-range interactions in this model. Starting in
a Z2-symmetry-broken ground state, quenches below the
dynamical critical point give rise to the anomalous phase,
whose defining signature is the occurrence of cusps only after
the first minimum of the Loschmidt-echo return rate. On the
other hand, quenches above the dynamical critical point lead
to the regular phase, which shows cusps also before the first
minimum of the return rate. The periods of the cusps in both
phases display an intimate connection to the period of the
Z2 order parameter oscillations. In fact, our ED simulations
indicate that the anomalous phase coincides with the DPT-I
phase of broken Z2 symmetry, while the regular phase with
the DPT-I disordered phase. Our results agree with numerical
results on the nonintegrable transverse-field Ising model with
long-range interactions, obtained using an infinite matrix
product state technique. Additionally, they provide support
for the notion that long-range interactions bring about a new
anomalous dynamical phase not found in short-range quantum
spin chains. Our findings further extend the dynamical phase
diagram of quantum spin chains with Z2 symmetry, and
are suitable for investigation in ion-trap and optical cavity
atom-photon experiments where interactions are long range.
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APPENDIX A: TRANSITION FROM ANOMALOUS
TO REGULAR PHASE
As mentioned in the main text, the transition from the
anomalous to the regular phase manifests in the presence of
a cusp immediately preceding the first minimum of the return
rate in time at f  dc . This cusp then moves away from the
first minimum to smaller times towards the first maximum of
the return rate as one quenches deeper into the regular phase.
Figure 5 shows this behavior in the vicinity of dc . For quenches
very close to, yet below dc (top panels of Fig. 5), the first cusp
always appears after the first minimum of the return rate, which
is the defining signature of the anomalous phase. However, for
quenches right above dc (bottom panels of Fig. 5), we see that
the first cusp is no longer preceded by a minimum in the return






































































Γi = 0.00,Γf = 0.27
FIG. 5. Loschmidt-echo rate function and expectation value of
the magnetization after a quench from i = 0 to f = 0.23 (top left),
f = 0.24 (top right), f = 0.26 (bottom left), and f = 0.27 (bottom
right). Quenches in the top (bottom) panels are in the anomalous
(regular) phase f < dc = 0.25 (f > dc = 0.25). Each plot shows
four different system sizes, N = 600,800,1000,1200, from light to
dark red. The dotted grid indicates the turning points of 〈sz〉 in the
thermodynamic limit according to (8).
in agreement with the main results of Figs. 3 and 4, Fig. 5
shows that the anomalous phase is linked to a finite nonzero
average of the Z2 order parameter, while in the regular phase
this order parameter vanishes.
Ideally, one would want to scan even closer to dc , but this
requires impracticable computational resources. The reason is
that close to dc , finite-size effects are particularly pronounced
and one has to use large N in order to see converged
results. This can be understood from the semiclassical picture
discussed in Sec. II B. For quenches close to dc , the initial
wave packet is localized near the homoclinic orbit of (5) (recall
that for the quench to f = dc the wave packet is exactly
centered on the homoclinic orbit). As time evolves, the wave
packet remains localized and follows the homoclinic orbit until
it reaches the neighborhood of the unstable hyperbolic fixed
point at (s,p) = (0,0). Even though the wave packet is not cen-
tered exactly at the hyperbolic point, the wave packet’s finite
width of O(1/
√
N ) makes it “feel” the unstable directions. As a
consequence, the wave packet gets deformed and spreads in the
unstable directions. This leads to a deviation from the N → ∞
result where the width of the wave packet remains localized
also close to the hyperbolic point. The closer one quenches to
dc , i.e., the closer the wave packet comes to the hyperbolic
fixed point, the larger N has to be to avoid these finite-size
effects. Thus, even though for the main results of the paper N =
800 leads to convergence, for the quenches in this appendix
we have to go to larger N to suppress most finite-size effects.
APPENDIX B: QUENCHES FROM i = 0.20
We now look at the effect of changing the initial condition of
our quench. Whereas the main part of the paper treats the case
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FIG. 6. Loschmidt-echo rate function and expectation value of
the magnetization after a quench from i = 0.20 to f = 0.25 (top
left), f = 0.30 (top right), f = 0.45 (bottom left), and f = 0.50
(bottom right). Quenches in the top (bottom) panels are in the
anomalous (regular) phase f < dc = 0.35 (f > dc = 0.35). Each
plot shows four different system sizes, N = 600,800,1000,1200,
from light to dark red, with the latter achieving convergence for
the results shown here. The dotted grid indicates the turning points
of 〈sz〉 in the thermodynamic limit according to (8).
i = 0, quenches with different initial values of the transverse-
field strength lead to the same phase diagram with the only
difference being quantitative because dc is a function of i
as expressed in (11). Nevertheless, the anomalous (regular)
phase still manifests for quenches below (above) dc . As an
example, Fig. 6 shows four quenches from initial field strength
i = 0.20. For this initial value of the transverse field, the
dynamical critical point according to (11) is dc = 0.35 rather
than 0.25 when i = 0 (see main results). In Fig. 6 we go
from the anomalous phase (top panels) to the regular phase
(bottom panels), where we see that in the anomalous phase the
first cusp always occurs after the first minimum of the return
rate, which is the defining feature of this phase. Note that the
weaker the quench is in this phase, the more smooth maxima
(and therefore the more smooth minima) precede the first cusp
in time. However, after the transition to the regular phase, we
see that the first cusp occurs before the first minimum of the
return rate, which is the defining feature of this phase. This is
qualitatively the same behavior as in the case of i = 0 in the
main part of the paper.
Additionally, Fig. 6 shows that the anomalous (regular)
phase coincides with the Z2-symmetry-broken (unbroken)
phase of the DPT-I for the case of i = 0.20. This is also
in agreement with our results in Figs. 3, 4, and 5 for quenches
from i = 0.
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5 History state entanglement
“These two ways of thinking, the way of time and history and the way of eternity
and of timelessness, are both part of man’s effort to comprehend the world in which
he lives. Neither is comprehended in the other nor reducible to it. They are, as we
have learned to say in physics, complementary views, each supplementing the other,
neither telling the whole story.”
J. Robert Oppenheimer, Science And The Common Understanding
“The physical universe was a language with a perfectly ambiguous grammar. Every
physical event was an utterance that could be parsed in two entirely different ways,
one causal and the other teleological, both valid, neither one disqualifiable no matter
how much context was available.”
Ted Chiang, Stories of Your Life and Others
In this chapter we use the Page-Wootters construction [177] of time independent history states,
and ideas of quantum information theory to classify the unitary Scrödinger dynamics in closed
quantum systems. A history state is element in an extended Hilbert space, the tensor product
of the system Hilbert space and a time-like Hilbert space. Projections of the history state onto
definite time states yield the system state at the respective instant of time. As such, the history
state is used to encode the evolution of the system within a given time window of observation.
We investigate entanglement in the history state w.r.t. a bipartition into system and time. More
precisely, we study how bipartite entanglement entropies grow as a function of observation time.
This constitutes a global, operator-independent characterization of the system dynamics encoded
in the history state. An artistic illustration1 is given in Figs. 5.1 and 5.2.
The von Neumann entropy, and the second Rényi (collision) entropy, are of particular inter-
est. First, the von Neumann entropy has an instructive interpretation facilitated by Holevo’s
bound [181] as the precision of an internal quantum clock. Fundamental quantum speed lim-
its [182, 183] bound the precision of this clock. Second, the second Rényi entropy is a function
of two point correlations in the local density of states. Consequently, for large observation times,
the collision entropy can be used to detect level repulsion, a key quantity to discriminate between
integrable and non-integrable systems.
After introducing the formalism in more details in Secs. 5.1 and 5.2, we elaborate on the in-
formation theoretic interpretation in Sec. 5.3. Thereafter, two concrete examples are discussed.
First, a random matrix ensemble of Hermitian Wigner matrices in Sec. 5.4. And, second, a real
1A picture is worth a thousand words. The mental image of Schrödinger’s cat [178] as an illustration of superposition
of quantum states and entanglement has gained popularity beyond the sciences to the general public. Arnold’s
cat map [179] is a famous chaotic discrete dynamical system with positive Kolmogorov entropy. In [180] Jaynes
uses a cat to make a point about the anthropomorphic nature of (thermodynamic) entropy. Therefore, the author
feels encouraged to borrow the cat as a pictorial illustration of the results in the context of both entanglement,
non-integrability, as well as entropy.
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symmetric hardcore boson lattice model2 with GOE level statistics in the non-integrable regime,
cf. Sec. 5.5.
5.1 Extended Hilbert space and history states
Page-Wootters formalism. The idea to extend the system Hilbert spaceHS , in which the physical
state
|ψt〉 = e−iHt |ψ0〉 (5.1)
evolves according to the Hamiltonian H, to a larger Hilbert space He = HS ⊗ HT , in which the
family of time evolved states is a single time-independent state, goes back to Page and Wootters
[177], and was further developed in [184]. Page and Wootters pursued a single quantum mechanical
description of observer and system, in which the time dependence of observed quantities is a
consequence of an internal quantum mechanical clock without external time parameter.
In a more recent formulation [184] of the Page Wootters mechanism, the time-like Hilbert space
HT = L2(R) is equipped with a time operator T and its conjugate Ω such that [T,Ω] = i. For
any |Ψ〉 ∈ He the physical state at time t is then obtained by projecting onto a (generalized) time
operator eigenstate |t〉 with eigenvalue t, i.e. |ψ(t)〉 = 〈t|Ψ〉. The family of states |ψ(t)〉 obtained
in this way, comes from the dynamics of the Schrödinger Eq. (5.1) if, and only if, |Ψ〉 obeys the
Wheeler-DeWitt type equation (1S ⊗ Ω + HS ⊗ 1T )|Ψ〉 = 0 [184]. The last Eq. can therefore be
written more explicitly as
|Ψ〉 =
∫
dt e−iHt|ψ0〉|t〉T . (5.2)
Note that the norm of |Ψ〉 is fixed by the requirement that 〈t|Ψ〉 = |ψ(t)〉 is normalized. In
particular, |Ψ〉 is not normalized in HS ⊗HT , but its ‘marginals’ 〈t|Ψ〉 are normalized in HS for
all t.
In addition, extended Hilbert spaces with a finite dimensional time Hilbert spaceHT = span{|t〉 :
t ∈ T }, for some finite set T = {t1, · · · , t|T |} ⊂ R of times have been considered [185]. By definition,
the states |t〉 are orthonormal, i.e. 〈t′|t〉 = δt′,t, and serve as ancillary time labels. In contrast to
the infinite dimensional case of HT = L2(R) above, it is not possible to define operators T and Ω
that fulfill the canonical commutation relations on any finite dimensional Hilbert space. As we are







We do not impose a Wheeler-DeWitt type equation for this state. Still, projections 〈t|Ψ〉 =
|ψt〉 /
√
|T | of this state onto definite time states are proportional to the time-evolved system state
|ψt〉. One cannot expect that the projections are equal to the state |ψt〉, due to the different
normalization compared to (5.2). Equation (5.3) is the finite time sample analog of (5.2). The







in which the times t ∈ T are sampled from a probability distribution pt.
We generalize the state (5.4) to the situation of the infinite dimensional time-like Hilbert space
2The spectrum of this model has been computed and kindly provided by Nils Abeling.
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Φ(t)e−itH |ψ0〉|t〉T , (5.5)
where
√
Φ: R→ C is a normalized3 L2 function, i.e.
∫
|Φ| = 1, and |t〉 is a (generalized) orthonormal
basis of HT , i.e. 〈t′|t〉 = δ(t − t′). The function Φ(t) is the continuous analog of the discrete
probability masses pt. This state does not obey the Wheeler-DeWitt equation, either, and 〈t|Ψ〉
is equal to
√
Φ(t)e−itH |ψ0〉. The normalization of (5.5) forces us to sacrifice the simple relation
〈t|Ψ〉 = |ψ(t)〉. Moreover, we do not require the existence of a time operator T on HT , whose
generalized eigenstates are |t〉. Instead, it suffices to view |t〉 as ancillary states, which serve as a
bookkeeping device and label different states |ψ(t)〉 in |Ψ〉.
The non-normalizable state (5.2) is obtained for the non-normalizable uniform function Φ(t) =












pt′δ(t − t′) in (5.5), respectively. We refer to the states
(5.3), (5.4) and (5.5) as (Feynman-Kitaev) history states [184,186]. The function Φ can be viewed
as a time window, which specifies the effective time of observation. In particular, when Φ has
compact support, the history of the state is only taken into account for times in the support of Φ.
Intuitively, for non-compact support, one can identify the effective time of observation with those
times for which Φ is non-negligible.
In the sequel we mainly consider the uniform function
Φbox(t) = 1[−1/2,1/2](t). (5.6a)
Another useful choice is
ΦGauss(t) = (2π)
−1/2 exp(−t2/2). (5.6b)
Remark (time dilation). For any normalized
√
Φ ∈ L2(R), and c > 0, its (normalized) dilation
is defined as Φc(t) = Φ(t/c)/c. One may think of Φ as a function on scale t ∼ O(1) and Φc as
a function on scale t ∼ O(c). Hence, c is a scaling parameter of dimension time. This scaling












(note that c〈ct|ct′〉 = 〈t|t′〉). Hence, the rescaling of time t 7→ ct is equivalent to a rescaling
E 7→ E/c of energies. This shows the conjugate relation between time and energy on which the
interpretation of the subsequent results is based.
Remark (time translation). For a translated window of observation Φ(t) 7→ Φ(t− t0) the history






Remark (time modulation). Modulations of the time window function Φ(t) 7→ Φ(t)e−2itE for










3In contrast to [184], normalization in the extended Hilbert space is important, as we are going to compute entan-
glement properties of |Ψ〉 by means of entanglement entropies.
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5.2 History state entanglement entropy
5.2.1 Reduced history matrix
To compute the (Rényi) entanglement entropy of the state (5.5) w.r.t. the bipartition HS ⊗ HT
into system and time, we need the reduced density matrix
ρc = TrT |Ψc〉〈Ψc| =
∫
dt|Φ(t)| |ψct〉 〈ψct| =
∫
dt|Φc(t)| |ψt〉 〈ψt| .
This is an incoherent superposition of time evolved states, and we refer to ρc as the reduced history
matrix or simply history matrix. The matrix ρc is normalized, TrS ρc =
∫
dt|Φ(t)|2 = 1, because




Remark (time translation). Under a translation of time t 7→ t + t0, cf. Eq. (5.8), the reduced
density matrix changes according to
(ρc)ij 7→ (ρc)ije−ict0(Ei−Ej). (5.10)
Time translation leads to a phase modulation as a function of energy in the history matrix. This
is an instance of the fact that translation translates to phase modulation under Fourier transform.
Essentially, the quantum mechanical time evolution of a state is a Fourier transform in the energy
eigenbasis, and the eigenenergies are the Fourier frequencies.
Remark (time modulation invariance). As the reduced history matrix depends on the spectrum
only through energy differences, it is invariant under time modulation (5.9). Equivalently, ρc
depends on the time window function only through its modulus |Φ|. Hence, regarding quantities
that depend only on the reduced state ρc, one may, without loss of generality, assume that Φ
is real-valued. Nevertheless, a modulation of the history state can be useful when subsequent
approximations of the reduced density matrix break the modulation invariance. More specifically,
when the initial state |ψ0〉 has a spectral density concentrated around the expected energy E0,
modulation by eiE0t, equivalently, shifting the spectrum by E0, and an expansion in powers of H
results in an expansion of (decaying) centered moments.
5.2.2 Rényi Entropies
We refer to the kth Rényi entropy Sk(c) =
1
1−k log TrS ρ
k
c of the history matrix ρc as the history
state entanglement entropy. To compute the trace of the kth power of ρc, we assume a finite
dimensional Hilbert space HS , and expand the initial state in the orthonormal energy eigenbasis
|Ei〉 (possible energy degeneracies are accounted for by allowing Ei = Ej for i 6= j) with Ei ∈ σ(H).
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|〈ψ0|Ej〉|2Φ̃(cEj−1 − cEj), (5.11)
where Φ̃(E) =
∫
|Φ|e−itEdt is the Fourier transform of |Φ|. For the examples of (5.6), one has
Φ̃box(E) = sinc (E/2) (5.12a)
Φ̃Gauss(E) = exp(−E2/2) (5.12b)
In particular, for symmetric Φ̃, the second Rényi (collision) entropy reads




| 〈ψ0|E1〉 |2| 〈ψ0|E2〉 |2Φ̃(cE1 − cE2)2

 . (5.13)
Remark (time translation invariance). The transformation (ρ)ij 7→ (ρ)ije−i(Ei−Ej)t0 of the re-
duced history matrix under time translation, cf. Eq. (5.10), results into time translation invari-
ance of the entanglement entropy. This can be seen as follows. The trace of any monomial,
Tr ρn = ρi1i2ρi2i3 · · · ρini1 , of ρ is apparently invariant under this transformation. Using this fact
in the expansion of any function f(ρ), in particular, for f(x) = −x log x, and the linearity of the
trace, yields the invariance of Tr f(ρ).
Remark (phase invariance). All Rényi entropies depend only on the initial system state |ψ0〉
through the modulus |〈ψ0|E〉| of the overlaps with the energy eigenstates.
5.2.3 Summary
An extended Hilbert space is defined by tensoring a time-like Hilbert space to the system Hilbert
space, on which the time evolution due to Schrödinger’s equation is defined. The idea goes back
to Page and Wootters [177]. The time-like Hilbert space can be finite and infinite dimensional
for discrete and continuous time sampling. Expanding times in the unit interval in binary repre-
sentation up to accuracy 2−T naturally yields a 2T dimensional time-like Hilbert space for which
time instants may be interpreted as configurations of time spin. We have reviewed the notion of
history states, a class of states in the extended Hilbert space, which are derived from the unitary
Schrödinger evolution. Our notion differs from the history states considered in [184] in respect of
the normalization. To compute meaningful entanglement entropies, our history states need to be
normalized, which prevents a Wheeler-DeWitt interpretation. For infinite dimensional time-like
Hilbert space HT = L2(R), the history states are normalized by introducing the L2(R) normalized
function Φ. The (effective) support of Φ can be interpreted as the (effective) observation time.
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Phase modulations of Φ can be absorbed by shifting the spectrum. Dilations of Φ, i.e. rescal-
ing of the observation time, is equivalent to rescaling of the spectrum. Translation of Φ leads to
phase modulations of the reduced density matrix in the energy eigenbasis. These relations are
summarized in Table 5.1.
The entanglement entropy of a history state w.r.t. a bipartition into time-like Hilbert space
and system Hilbert space is invariant under modulation and translation of Φ, but not invariant
under time dilation, cf. table 5.1. In other words, the entanglement entropy of a history state
is independent of when the observation begins, but it depends on the duration of observation.
Even though modulation, translation and dilation do not commute, the invariance of two of those
guarantees that one only needs to consider dilations. We denote the dilation parameter by c,
and, henceforth, consider the entanglement entropy as a function of c. We consider time window
functions with (effective) support of size O(1), such that the dilated time window has (effective)
support on O(c) and c is the effective time of observation.
translation, modulation, dilation,
time window Φ(t) 7→ Φ(t− t0) Φ(t) 7→ Φ(t)eitE Φ(t) 7→ Φ(t/c)/
√
c
history state Eq. (5.8) Eq. (5.9) Eq. (5.7)
history matrix Eq. (5.10) invariant not invariant
entanglement
entropy
invariant invariant not invariant
Table 5.1: The effect of translation, modulation, and dilation of the time window function Φ on
the history state, the history matrix, and the entropy of the history matrix.
The entanglement entropy depends on the initial state ψ0 only through the modulus of the
overlaps with the energy eigenstates. More specifically, the entanglement entropy is a function of
the local partition function
∑
i |〈ψ0|Ei〉|2δ(E − Ei). As a function of c, the entanglement entropy
constitutes a global, operator-independent characterization of the closed quantum dynamics un-
derlying the history state. Before we give two examples of this in Secs. 5.4 and 5.5, we elaborate
more on the (information theoretic) significance of the history entanglement entropy.
5.3 Interpretation of the history entanglement
In the first contact science fiction novel “Story of your life” by Ted Chiang, scientists try to decode
the language of some extraterrestrial life form. The life form is called heptapods, because they
have seven limbs. As it turns out, the language and the way of thinking of the heptapods is quite
different from humans. In contrast to humans, heptapods do not perceive time sequentially, and
hence do not have a clear distinction between past, present, and future. This is reflected in their
spoken language and their two-dimensional diagrammatic written language. As a consequence, for
the heptapods Maupertuis’s variational principal is more elementary than for humans, and their
technology has developed differently (on a superior level compared to human technology). One
may imagine that the concept of extended Hilbert spaces and history states of the form (5.5) are
natural from a heptapod’s perspective. Coming back to the sequential interpretation of time, the
question is ‘what can one learn from the history states from a anthropological perspective?’. We
give two answers to this question. First, we elaborate on the implications for measurements of
operators on the system Hilbert space in the following Sec. 5.3.1. Second, thereafter, in Sec. 5.3.2,
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an information theoretic interpretation of von Neumann entanglement entropy based on Holevo’s
bound is given.
5.3.1 Operators and measurement on He
Eventually, one is interested in expectation values 〈OS(t)〉, and correlations 〈O(1)S (t1)O
(2)
S (t2)〉,
etc., of operators OS and O
(1,2)
S on HS in the physical state |ψ(t)〉. The history state |Ψ〉 and
operators on He have no a priori physical interpretation but should rather be thought of as a
formal ancillary construction. The usefulness of |Ψ〉 comes from the observation that the physical
expectation values can be written as ‘ancillary expectation values’ of operators on the extended
Hilbert space in this state, e.g. 〈OS(t)〉 = 〈Ψ|Oe|Ψ〉, with Oe = |t〉OS〈t|.
Entanglement of measurement in general bipartite systems. We look at expectation values
〈Ψ|O|Ψ〉 (5.14)
of an observable O on a generic bipartite Hilbert space H = HA⊗HB more closely. Assuming the
operator O = OA ⊗ 1B acts as the identity on one factor of H, say HB, then (5.14) simplifies to
〈Ψ|O|Ψ〉 = TrA(ρAOA), (5.15)
where ρA = TrB |Ψ〉〈Ψ|. The fact that ρA may not be of rank one (i.e. when |Ψ〉 is entangled),
comes from quantum correlations between HA and HB in |Ψ〉. More precisely, |Ψ〉 is entangled
(w.r.t. the splitting HA⊗HB) if, and only if, there are operators O1 = OA⊗1B and O2 = 1A⊗OB,
such that 〈O1O2〉 − 〈O1〉〈O2〉 6= 0. Knowing only ρA, but not |Ψ〉, means one cannot recover
non-vanishing correlations of the form 〈O1O2〉c. This information is stored non-locally between
subsystems A and B in the form of entanglement.
A quantitative formulation is provided by the von Neumann entanglement entropy of measure-
ment, SvN(ρA).
Given an observable OA =
∑
i λi |λi〉 〈λi| on HA with non-degenerate eigenvalues λi
and the associated probabilities pi = 〈λi|ρA|λi〉 to measure λi in the mixed state ρA,
then SvN(ρA) ≤ H(pi), with equality if OA and ρA commute.
On the one hand, the expectation value of many repeated measurements of OA is given by (5.15).
On the other hand, the Shannon entropy of the distribution of individual measurement outcomes
is bounded from below by SvN(ρA). In other words, the average information gain (surprise) of a
non-trivial observable cannot be reduced indefinitely if the state is entangled.
Consider two cases. First, assume that |Ψ〉 is not entangled, and ρA is pure. Then, there
exists a non-trivial observable with non-degenerate eigenvalues that yields a definite measurement
outcome. Any observable with an eigenspace spanned by the one-dimensional support of ρA will
do. Second, when |Ψ〉 is entangled, such that ρA has rank larger than one, any observable with
non-degenerate eigenspaces must yield positive (Shannon) information H of at least S(ρA) per
measurement on average. The fluctuations of individual measurement outcomes cannot be reduced
indefinitely as a consequence of entanglement. The fluctuations of the measurement outcomes is
minimal for observables that are diagonal in the basis that diagonalizes ρA. But no non-trivial local
observable on HA with definitive measurement outcome exists if |Ψ〉 is entangled. The remaining
surprise comes from non-locally stored information between subsystems A and B in the form of
entanglement.
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Measurements on HS. Now, we consider the bipartition of the extended Hilbert space He into
HA = HS and HB = HT . For the sake of concreteness, we consider the history state (5.4) with





and the reduced density matrix ρ =
∑
t pt|ψ(t)〉〈ψ(t)| is an incoherent superposition of the evolved
state at times in T . Expectation values of operators OS ⊗ 1T in |Ψ〉 cannot resolve the time
dynamics of |ψ(t)〉, and only yield weighted time averages of the form (5.16). One cannot obtain
the expectation value 〈ψ(t)|OS |ψ(t)〉 at a specific time t by measuring the state ρ. Metaphorically
speaking, the measuring device draws a time-evolved state at a random instant of time (from the
ensemble given by ρ), measures the observable OS in that state and returns the result. From an
practical point of view, one may picture measurements in the reduced state ρ as a mean to model
unavoidable variations of the measurement instant in repeated experiments.
No information at which time t the system is in the state |ψ(t)〉 is contained in ρ. In the limiting
case, when |ψ(t)〉 is constant in time, the reduced density matrix ρ has rank one (no information
is lost), and one can recover everything about the states |ψ(t)〉 by measuring observables of the
type OS ⊗ 1T . In particular, observables OS with an eigenspace spanned by |ψ(0)〉 yield definite
measurement outcomes with zero Shannon information. Those observables determine |ψ(t)〉 with
perfect fidelity. In contrast, when |ψ(t)〉 is non-constant in time, the measurement of any non-trivial
observable of the form OS⊗1T in |Ψ〉 must yield positive (Shannon) information. The distribution
of individual measurement outcomes in the time average (5.16) has a minimal Shannon entropy of
SvN(ρ), which cannot be reduced. It is a consequence of the fact that the information at which
time t the system is in its state |ψ(t)〉 is not contained in ρ.
The von Neumann entropy of ρ is a measure of how well |ψ(t)〉 explores the Hilbert space HS .
The following section also alludes to this interpretation. More precisely, by Holevo’s theorem, the
von Neumann entropy S(ρ) is an upper bound on the amount of accessible information about the
instant of time t ∈ T obtainable through measurements on the mixed state ρ.
5.3.2 Holevo’s bound and quantum clocks
One main difference between classical and quantum information theory comes from the fact that
different classical states are distinguishable, while different (pure) quantum states can only be
distinguished with certainty if they are orthogonal. This underlies both, the non-cloning theorem
and Holevo’s bound, see chapter 12.1 in [25]. Holevo’s theorem [181] sets an upper bound on the
accessible information I(A : B) transmitted from A to B via a quantum mixed state ρ. More
precisely, let ρ =
∑
t∈T ptρt be a convex combination of mixed states ρt with positive weights
0 ≤ pt ≤ 1 and
∑
t pt = 1. One can think of ρ as the quantum encoding of a random letter
drawn from an alphabet T according to the probabilities pt. Let A denote the associated random
variable taking values t in T distributed w.r.t. pt. The task is to recover the letter by an optimal
POVM measurement performed on ρ. Let the (random) measurement outcome be denoted by the
(classical) random variable B, then Holevo’s bound states
I(A : B) ≤ S(ρ)−
∑
t
ptS(ρt) =: χ. (5.17)
The left hand side denotes the classical mutual information I(A : B) = H(A) +H(B)−H(A,B)
between the random variables A and B in terms of the Shannon entropy H. The Holevo quantity
χ is positive due to the concavity of the von Neumann entropy S. If I(A : B) is equal to the
Shannon entropy H(A) of the random letter, then the measurement B reveals all information
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about the random letter. In general, however, S(ρ) −∑t ptS(ρt) ≤ H(pt), and equality holds if,
and only if, the supports of the ρt’s are mutually orthogonal, cf. Theorem 11.10 in [25]. If the
supports are not mutually orthogonal, then Holevo’s bound implies that I(A : B) is strictly less
then H(A), meaning that the message cannot be recovered with arbitrary fidelity. This can be
traced back to the fact that different ρt’s are not perfectly distinguishable by POVMs whenever
their supports are not mutually orthogonal. In the extreme case, when ρt are equal for all t ∈ T ,
then χ = 0, such that even the optimal POVMs measurement protocol on ρ cannot reveal anything
about A.
Quantum clocks. We apply Holevo’s bound to interpret the Shannon entropy S(ρ) of the history
matrix ρ =
∑
t pt |ψt〉 〈ψt|, cf. Figs. 5.1 and 5.2. Imagine Alice draws a random time t from
the alphabet T with probability pt. This random time is represented by the mixed state ρA =∑
t pt |t〉 〈t|, as a convex combination of mutually orthogonal, i.e. perfectly distinguishable, pure
states |t〉 〈t| in HT . Alice encodes the random time as ρB =
∑
t pt |ψt〉 〈ψt| in terms of evolving pure
states |ψt〉 〈ψt| of a quantum system on HS , and sends it to Bob. Contrary to ρA, where |t〉 〈t| have
mutually orthogonal support, |ψt〉 are not mutually orthogonal. In other words, one may view |t〉 〈t|
as a perfect external clock, while the system states |ψt〉 〈ψt| function as an internal (imperfect)
system clock4. In view of (5.17) with ρt = |ψt〉 〈ψt| pure, hence, S(ρt) = 0, one concludes that
χ = S(ρ) is the upper bound that a measurement of ρ can reveal about the randomly sampled
time t. In this sense, S(ρ) is a measure for the precision of the internal quantum clock being send
to Bob.
Quantum speed limits. Intuitively, the internal clock works best, if the system state |ψt〉 tra-
verses as many as possible (almost) mutually orthogonal states as a function of the external time
parameter t. However, the unitary Schrödinger time evolution sets a fundamental quantum speed
limit on the dynamics. The minimal time τ necessary for an initial state |ψ0〉 to develop into
an orthogonal state |ψτ 〉 = e−iτH |ψ0〉 under unitary evolution, is limited by the energy variance
varE = 〈(H − 〈H〉)2〉, and the mean excess energy 〈E〉 = 〈H − E0〉 above the ground state E0.
The two bounds τ ≥ π~2 varE [187], and τ ≥ π~2〈E〉 [183] are referred to as the Mandelstam-Tamm,
and the Margolus-Levitin bound, respectively. These are fundamental quantum mechanical limits,
similar to Heisenberg’s fundamental uncertainty relation between complementary observables.
These quantum speed limits also have practical implications on the speed of a quantum computer.
Because every quantum algorithm that solves a non-trivial problem, involves a state that traverses
a minimal number of (almost) mutually orthogonal states in the course of information processing.
Remark about local vs. non-local measurements. Note that the POVM measurement used in
Holevo’s bound is not constrained to be local or to have a simple physical meaning. Non-local
measurements, which may not correspond to any physically meaningful quantity, are explicitly
allowed. Furthermore, Holevo’s bound does not specify what the optimal POVM measurement is,
nor whether Holevo’s quantity χ can be achieved by a measurement [188]. In other words, the
entropy S(c) = χ of the reduced history matrix constitutes a global criterion on the nature of
the quantum dynamics. As such S(c) depends only on the Hamiltonian’s spectrum, and not, e.g.,
on the spatial morphology of its eigenstates. More refined quantities that classify the quantum
dynamics based on, e.g., local properties cannot depend solely on the spectrum.
Notwithstanding, for physically motivated Hamiltonians, the properties of the spectral density
are not independent of the energy eigenfunctions. One exemplification of this fact is the statisti-
cal distribution of gaps between consecutive energy eigenstates, which is not independent of the
4This reminds of Page’s and Wootter’s original motivation to study the emergence of time-dependent states in
enlarged Hilbert spaces.
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structure of the corresponding eigenfunctions. More precisely, if the gap distribution shows a level
repulsion phenomenon, the associated eigenfunctions are typically extended in real space, such
that their support in real space overlap significant. Metaphorically speaking, repulsion between
energies requires ‘communication’ of their respective eigenfunctions, as is provided by the overlap
of their support. On the contrary, in the absence of level repulsion, the associated eigenfunctions
are localized and their real space supports are (nearly) disjoint.
In the following sections we will make explicit use of the level gap statistics, and see how it
impacts the dynamics of S(c) when c becomes comparable to the Heisenberg time.
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Figure 5.1: Pictorial visualization of the history matrix, and the information theoretic interpre-
tation of its entropy. The unitary quantum evolution |ψt〉 = |catt〉 is depicted by
snapshots of the state at equidistantly sampled times (upper row). This family of
states can be represented by a single time independent Feynman Kitaev history state
|Ψ〉 ∼∑t |ψt〉 |t〉 in the extended Hilbert space, where the t summation runs over a time
window of effective size c, and the mutually orthonormal time states |t〉 serve as a book-
keeping device to discriminate states at different instants. When tracing out the time
labels in the pure state |Ψ〉 〈Ψ|, one obtains the history matrix ρ ∼∑t |ψt〉 〈ψt| (second
row), in which the states |ψt〉 〈ψt| at different times are incoherently superposed and
all information about the temporal order is lost. Different boxes within a row depict
history matrices associated to translated time windows, and, hence, due to transla-
tion invariance, cf. table 5.1, have identical entropies. According to Holevo’s bound,
cf. Eq. (5.17) and the subsequent discussion, the entropy χ of ρ bounds the accessible
information on the instants of time that can be obtained by a POVM measurement on
ρ. As the effective size c of the time window is enlarged (third and fourth row), the
entropy of ρ increases. Depending on the dynamics of the underlying quantum evolu-
tion, χ behaves differently as a function of c. The active and unpredictable nature of
the cat is a metaphor for a quantum state with (i) high excess energy above the ground
state, and (ii) overlaps in the bulk spectrum of a non-integrable quantum Hamiltonian
obeying level repulsion. For large values of c comparable to the Heisenberg time, χ ap-
proaches its maximal value as a power law. In systems with level repulsion the power
law is inversely quadratic in c, cf. Figs. 5.6 and 5.9. This is in contrast to systems with
Poisson distributed gaps, where the power law is inversely linear, cf. Fig. 5.2.
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Figure 5.2: Similar schematic sketch as Fig. 5.1. In contrast to Fig. 5.1 the cat is less active, and
symbolizes states with (i) small excess energy above the ground state, and (ii) in the
(integrable) region of the Hamiltonian’s spectrum with Poisson distributed level gap
statistics. In systems with Poisson distributed gaps the entropy of the time reduced
history state approaches its maximum inversely proportional as a function of the time
window size c.
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5.4 Wigner random matrix
In this section we investigate the history entanglement of an initial state |ψ0〉 with uniform energy
distribution in the bulk spectrum of a random Wigner matrix. We are not interested in the Wigner
matrix as a specific realized physical Hamiltonian. The idea is rather to use the Wigner matrix as a
model for universal local spectral properties observed in numerous generic non-integrable quantum
systems [100, 101, 103, 189, 190]. In the same way Wigner did not study random matrices as a
realistic Hamiltonian of a heavy nucleus [45], but rather as a mathematically amenable model to
compute its universal spectral properties that are independent of microscopic details and on only
depend on the symmetry.
Universal spectral properties of Wigner matrices. We consider the spectrum of the N by N
Hermitian, random Wigner matrix H, i.e. the matrix elements Hij are independent (modulo the
constraint Hij = Hji) and identically distributed with




The scaling of the variance guarantees that the typical eigenvalues are of order one as N →∞. In







(4− E2)+, which has compact support, see Fig. 5.3. This result is universal in the
sense that it is independent of the precise distribution of Hij .
Two famous results about the local statistics of the eigenvalues of Wigner matrices concern the
gap statistics (Wigner surmise) [123]





and the (label independent) correlations [191]














→ det(sinc[π(xi − xj)]i,j∈1,2), (5.20)
where d(E) = E
∑
i δ(E − Ei)/N . Note, that the energies in (5.19) and (5.20) are rescaled by
the local mean distance [Nd(E)]−1 between consecutive energies close to E. With this rescaling
the result becomes universal5 in the sense that the right hand side of (5.20) does not depend
on energy E, but only on the difference (x1 − x2). Also, since 1 − sinc[π(x1 − x2)]2 does not
factorize, eigenvalues are locally correlated. More precisely, eigenvalues repel at small distances as
a consequence of the quadratic scaling ∝ (x1 − x2)2.
Eq. (5.19) should be compared with the gap distribution
P[Nd(Ej) · (Ej − Ej+1)→ ∆ + d∆]→ e−∆d∆, (5.21)
of the Poisson point process on an interval ∆E with flat density of states d(e) = 1/|∆E|. The















5The local spectral property (5.20) also holds for other Hermitian matrix ensembles such as generalized Wigner
matrices and (non Gaussian) invariant ensembles [192,193].
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Remark on label dependence and independence. Note that the gap statistics is a label depen-
dent correlation of energy levels, while the correlation function (5.20) and more generally (5.29)
are label independent. The gap distribution function can be expressed in terms of the k-point
correlators of all orders [122,123].
Remark on GOE statistics. For real symmetric Wigner matrices the global eigenvalue density
still converges to the semicircle law, while the local statistics follows a slightly different law. In
particular, the Wigner surmise is Pβ=1(∆) ≈ π∆/2e−π∆
2/4 in the real symmetric case [123, 192].
The correlations (5.20) still take the form of a determinant, but the sinc kernel is replaced by a
more complicated function [191,193]. As the subsequent reasoning does not depend on the precise
form of the kernel, we focus on the simpler complex case.
The local eigenvalue statistics influences the entropy Sk(c) as c becomes comparable to the
inverse mean distance between eigenvalues, i.e. for c & Nd, cf. (5.11). In particular, for c → ∞,
the entanglement entropy saturates to its maximum limc→∞ Sk(c), faster in the presence of level
repulsion than in the absence of level repulsion. Indeed, we now show that the saturation follows
a power law with different exponents for the Wigner and Poisson case.


















sinc[(Ei − Ej)c/2]2. (5.23)
It is plausible that the sum 1N(N−1)
∑
i 6=j sinc[(Ei − Ej)c/2]2 is self-averaging in the sense that it












































after a change of variables (x1, x2) = (E,E+x/(Nd(E))) 7→ (E, x). The last integral can be solved
in the limit c,N →∞ with the help of Eqs. (5.20) and (5.22) while keeping c/N of order one.
Wigner. Using (5.20) in (5.24), yields













6The energies Ei are independent on a large scale of separation, they are only dependent on a local scale as
stated above. Moreover, the Lipschitz norm of f(x) =
∑
i6=j sinc((xi − xj)c/2)2/N/(N − 1) is bounded by
||f ||Lip < const/N . Hence, e.g. by Talagrand’s concentration inequality, f(E1, · · ·EN ) obeys a large deviation
principle.
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1− α/3, 0 ≤ α < 1
1/α− 1/(3α2), 1 ≤ α.
The distinction between the two cases c/N < 2πd and c/N > 2πd occurs naturally and is consistent
with conjugate relation between time and energy. We divide the support of d into the set D =
{E : c/N > 2πd(E)} of all energies for which the local density is small compared to c/N , and its
disjoint complement Dc = (supp d)\D. Then,
S2(c) = logN − log
[























The limiting cases c/N > 2πmax d and c/N < 2πmin d are
























respectively. In particular, (5.26a) yields the power law logN − S(c) ∝ (c/N)−2 for large c, and
(5.26b) entails logarithmic growth S2(c) ≈ log(c)− logA−1 for small c.
Poisson. Using (5.22) in (5.24), yields









In particular, logN − S2(c) ∝ (c/N)−1 for large c is a different power law than in the case of the
Wigner matrix, see Fig. 5.6.
Figs. 5.5 and 5.6 shows numerical data and confirms the validity of Eqs. (5.25) and (5.27).
Remark (about large c). The numerical results in Figs. 5.5 and 5.6 are obtained for finite N .
When c is too large, finite size effects become visible and the numerical data starts to deviate from
the analytical predictions, see Fig. 5.7. The finite size effects depend on the individual samples of
the Wigner matrix H and the self-averaging breaks down. Essentially, the finite size effect is due to
the fact that the statistics of energies is insufficient on a too small scale. In particular, for finite N
there exists a minimal distance ∆Emin (its exact value depends on the realization of randomness)
between consecutive eigenvalues. Hence, the correlations p
(2)
N (E + x1/Nd,E + x2/Nd)/d
2
vanish
exactly for (x1−x2)/Nd < ∆Emin, while the asymptotic limit predicts (1− sinc[π(x1−x2)]2) 6= 0.
This discrepancy between the numerical and the analytical value is the main contribution to the
integral in (5.24) for c & 2π/∆Emin. Thus, for fixed N and a fixed realization of a N by N Wigner
matrix H with minimal distance ∆Emin between two consecutive eigenvalues, the result (5.25) can
only agree with the numerical data for c . 2π/∆Emin. Analogously, c . 2π/∆Emin is necessary
for the validity of (5.27).
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Remark (about small c). To arrive at the results (5.25) and (5.27), we have used the information
about correlations between energies on a local energy scale ∼ (Nd)−1. This information is only
accessible when c is of the order of the typical inverse level spacing, i.e. for c/N & d. For small c
the results (5.25) and (5.27) fail to approximate S2(c). In order to get the behavior of S2(c) for
c/N . d, one does not need to know the correlations p(2)N on a local scale, instead the density of
states d(E) on a global scale suffices. More specifically,
e−S2(1,c) =
∫





Thus, for small c/N  d the entropy S2(c) depends on the energies only through the variance and
is independent of the details of d(E).










, · · · , E + xk
Nd(E)
)
→ det(sinc[π(xi − xj)]i,j=1,···k) (5.29)
of k-point correlations in the Wigner case and the k-point independence in the Poisson case,
respectively.
Gap statistics. The different scaling of S2(c) with c/N in Eqs. (5.25) and (5.27) can also be
obtained from the gap distributions (5.19) and (5.21), respectively. To get the correct amplitudes
and the crossover from (5.26a) to (5.26b), it is necessary to know the precise correlations and not
just the gap distribution.
We elaborate more on the fact that the power law is a consequence of the gap statistics. In the

























The unfolded energy gaps ∆i = (Ei+1 − Ei)Nd(Ei) are distributed according to P (∆)d∆. For
the sake of the argument, we assume that the spectral density d(E) = | supp d|−1 is constant







where tH = 2π/ 〈∆E〉 is the Heisenberg time, inversely proportional to the mean energy spac-




, where c2 is a positive constant and c1 is fixed by normalization. Different values of
(β, γ) = (1, 2), (2, 2), and (0, 1) correspond to GOE, GUE, and Poisson gap statistics, respectively.
We find the leading scaling
∫
sinc (∆πc/tH)
2 ∆β exp(−c2∆γ)d∆ ∝
{
c−2, 1 ≤ β,
c−β−1, 0 < β ≤ 1
(5.30)
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as c/tH → ∞, i.e. when c is large in units of the Heisenberg time tH . In particular, this confirms
the results (5.26a) and (5.27) obtained for the GUE and Poisson statistics. It also extends the
result for the GUE ensemble to the real symmetric GOE ensemble.
The intuition behind (5.30) is instructive. We argue that the scaling for β < 1 is caused by the
small gap statistics, while the scaling for 1 < β is a consequence of the statistics of large gaps. The
GOE (β = 1) statistics demarcates the two scenarios.
On the one hand, for 0 < β < 1 the integral
∫
R+ x
β sinc(x)2 converges to a finite value, say Cβ.
Hence, the second half of (5.30) is obtained by a change of integration ∆ 7→ x = ∆πc/tH and
expanding the exponential exp[−c2xγ/(πc/tγH/c̃)γ ] for large c/tH . This shows, in particular, that
the scaling behavior ∝ Cβc−1−β is caused by the statistics of short gaps.
On the other hand, for 1 < β the integral
∫
R+ x
β sinc(x)2 does not converge due to the slow
inversely proportional decay of the sinc function’s envelope. This divergence is regularized by the
additional exponential factor in the integrand of (5.30), and the dominant contribution to the
integral must come from the tail of the integrand in the large c/tH limit. Therefore, the scaling of
the first half of (5.30) follows from
∫
(xπc/tH)
−2xβ exp(−c2xγ)dx ∝ c−2. In other words, the large
gap statistics determines the scaling of (5.30) for β > 1.
Eq. (5.30) has also been confirmed numerically.






































Figure 5.3: Normalized density of states d(E) of a 103 by 103 Wigner matrix, cf. Eq. (5.18) (left),
obeying the semicircle law (solid blue line). Density of states of the bulk spectrum
containing N = 608 eigenvalues between −1 and 1 (middle). Density of states of a
spectrum coming from a Poisson point process with N = 608 on the interval [−1, 1]
(right). The mean density of the bulk Wigner spectrum and the Poisson spectrum are
similar, but differ in terms of their local statistics, cf. Fig. 5.4.
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Figure 5.4: Histogram of gaps between consecutive levels the bulk spectrum (N = 608) of a Wigner
matrix (left) and an uncorrelated Poisson spectrum (right) with similar average density
as shown in Fig. 5.3. Wigner surmise, cf. Eq. (5.19) (solid blue line, left), and Poisson
distribution, cf. Eq. (5.21) (solid blue line, right) are guides to the eye.








































Figure 5.5: Second Rényi entropy S2(c) for bulk of Wigner spectrum obtained numerically for
N = 608 (blue dots). Regime of small c (left) with analytical predictions Eq. (5.28)
(solid orange line), and Eq. (5.26b) (solid blue line). Regime of intermediate c (middle)
shows the crossover from Eq. (5.26b) (solid blue line) to Eq. (5.26a) (solid orange line).
The vertical dotted line is at c = 2π/ 〈∆E〉 = 2πNd (Heisenberg time). Regime of
large c, i.e. c/N > 2πmax d, (right) shows power law behavior according to Eq. (5.26a).
Vertical dotted line is at 2π/min(∆E), inversely proportional to the minimal gap.
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Figure 5.6: Different power law saturation of the Rényi entropy for the Wigner (blue) and Poisson
(orange) case for large c/N . Numerical results for N = 608 (dots) agree with the
analytical prediction (5.26a) (solid blue line) and (5.27) (solid orange line). Vertical
dotted line at c = 2π/min(∆E) indicates when finite size effects become important
for the Wigner case. Finite size effects lead to the discrepancy between the numerical
data and the analytic prediction. Due to the lack of level repulsion, the minimal gap
min(∆E) is much smaller for the Poisson case (2π/min(∆E) is outside the range of
















Figure 5.7: Numerical Rényi entropy for the bulk spectrum of Wigner matrix for N ≈ 608 (dots),
and analytical prediction (5.26a) (solid blue line). Different colored dots correspond
to different realizations of randomness. Finite size effects become more pronounced
for large c/N . Finite size effects depend on the particular realization of randomness,
leading to a break down of self-averaging.
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5.5 Hardcore boson lattice model
In the previous section we have seen how the presence and absence of spectral level repulsion implies
different power law behavior of the history entanglement S as a function of the time window size,
cf. Fig. 5.6. This has been demonstrated explicitly for the spectrum of a Hermitian random Wigner
matrix. Random matrices are useful to describe universal local spectral properties of physical
systems, such as heavy nuclei [45, 121], chaotic billiards [100, 101], and non-integrable quantum
many body Hamiltonians [190]. However, random matrices cannot capture non-universal properties
of physical systems. In fact, physical Hamiltonians differ from random matrix Hamiltonians in some
respects. For example, in contrast to local quantum many body Hamiltonians, which are sparse
matrices in position basis, random Wigner matrices are dense. In this section we complement
the previous discussion by investigating the local quantum many body Hamiltonian of a hardcore
boson lattice model. Thereby, we corroborate the intuition that the results of the previous section
depend solely on the universal local aspects of the spectrum.
We consider hardcore bosons (i.e. at most one boson is allowed on each site) on a one-dimensional
chain of L sites with periodic boundary conditions (i.e. all lattice indices are understood modulo














i+2ci+2 − 12), (5.31)
where ci, c
†
i are bosonic annihilation and creation operators obeying canonical commutation rela-
tions and the hardcore constraint c†2i = 0, t is the hopping parameter, and V1 and V2 are nearest
neighbor and next nearest neighbor interaction strengths, respectively. The Hamiltonian is in-
tegrable for V2 = 0, and non-integrable for V2 6= 0 [190]. In either case, the symmetries of the




ici (global U(1) symme-
try), (crystal) momentumk̂ (translation symmetry), and parityP̂ (reflection symmetry), cf. [194].
In addition, at half-filling, i.e. in the subspace spanned by L/2 eigenstates of N̂ , one has particle




j + cj) with eigenvalues {−1,+1}.
We confine ourselves to the situation of half-filling, and consider the common7 eigenbasis of H,
P̂ , k̂, and Ẑ, in which the Hamiltonian is block-diagonal. The eigenspace associated to each
block is referred to as (symmetry) sector, and different sectors are referenced by the corresponding
eigenvalues of (k̂, P̂ , Ẑ).
Remark (extensive vs. intensive scaling). Two prominent choices of scaling the Hamiltonian as
a function of system size N are extensive and intensive. Eq. (5.31) is an example for an extensive
Hamiltonian, while (5.18) is intensive. In an extensive system, the Hamiltonian, and hence its
spectrum, scales linearly with the system size.
In random matrix theory, one key quantity of interest is the asymptotic empirical spectral density
(ESD) in the largeN limit. A well defined (weak) limit of the asymptotic ESD on anN -independent
scale requires intensive scaling. This results in an average spacing of O(N−1) between consecutive
eigenvalues. Hence, the limit of the asymptotic ESD can only be in a weak sense, i.e. the ESD is
tested against smooth functions on scale O(N0), where individual eigenvalues cannot be resolved.
For example, the Wigner semicircle law has compact support on [−2, 2] in the large N limit.
7To be more precise, parity and momentum do not commute. Instead of the momentum eigenstates one can consider
semi-momentum eigenstates (a superposition of±pmomentum eigenstates). The semi-momentum commutes with
the Parity operator. The zero momentum subspace is identical to the zero semi-momentum subspace. As we
are mainly interested in the k̂ = 0 subspace, the distinction of momentum and semi-momentum is of minor
significance for the discussion. More details can be found in [195].
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To achieve this, the typical size of random Wigner matrix elements are of order 1/
√
N , i.e. the
variance of matrix entries is of order 1/N , such that its eigenvalues are of order one8, cf. Eq. (5.18).
This 1/N scaling of the variance is also known as mean field scaling.
We have identified qualitatively different regimes of Sk(c) depending on how c compares to the
maximal, average, and minimal distance between consecutive eigenenergies. As a consequence,
these qualitatively different regimes scale with N for intensive systems and are independent of N
for extensive systems. Since we do not pursue a detailed analysis of different system sizes, this
difference between intensive and extensive systems plays no crucial role.
We want to connect to the discussion of the Wigner matrices of the previous section. It is
conjectured, and confirmed by many examples [100,101,103,189,190], that the (bulk) energy level
statistics of a typical non-integrable quantum system follows the law of a random matrix ensemble
of the same symmetry as the system under consideration. In particular, since the Hamiltonian
(5.31) is real (time reversible) and symmetric, one expects GOE (β = 1) level statistics. To see a
clear GOE statistics, one must investigate the correlations of the (bulk) spectrum within a single,
fixed symmetry sector. The reason why one has to confine to a single sector is that due to the
block structure of the Hamiltonian, eigenvalues of different symmetry sectors do not ‘interact’, in
contrast to the eigenvalues of a dense Wigner matrix. As a consequence, eigenvalues of different
symmetry sectors are not correlated. In particular, they do not repel. Confining to symmetry
sectors is also referred to as considering desymmetrized Hamiltonians [92]. The effect on the gap
statistics of combining different sectors has been investigated in [102], but we avoid this additional
difficulty by restricting to a single sector.
In the following we consider the sector of zero momentum k̂ = 0, even parity P̂ = 1, and even
particle hole symmetry Ẑ = 1. Among all sectors, this is the sector of the largest dimension
(e.g. for L = 22 the dimension is N ′ = 8359) [195]. We denote the energy eigenvalues of this sector
in non-decreasing order by E′0 ≤ E′1 ≤ · · · ≤ E′N ′−1. The set of N = bpN ′c, 0 < p < 1, of these
eigenvalues obtained by discarding the first and last b(1−p)N ′/2c energies is called the bulk of the
spectrum and the energies in the bulk are denoted by E0 ≤ E1 ≤ · · · ≤ EN−1 in non-decreasing
order. Without loss of generality, we assume E0 = 0, which can always be achieved by adding an
appropriate, but otherwise irrelevant, constant to H. Figure 5.8 confirms that the gap distribu-
tion of the bulk spectrum is well described by an exponential distribution, and the β = 1 Wigner
surmise in the integrable, and non-integrable case, respectively.
Initial states in the bulk of the symmetry sector are expanded as |ψ0〉 =
∑N−1
n=0 cn|En〉. In the
following, we study two particular initial states. First, uniform states for which cn = 1/
√
N . And





for 0 ≤ n ≤ N − 2, and cN−1 = 0. (5.32)
Note that the state is indeed normalized, i.e.
∑N−1
n=0 |cn|2 = 1, because E0 = 0. The naming of the
latter state is motivated by Ref. [183], in which Margolus and Levitin investigate quantum speed
limits. They show that the time τ required for an evolving quantum state to pass through N dif-
ferent mutually orthogonal states, is bounded by τ ≥ π~/E, where E is the mean energy E = 〈H〉
of the Hamiltonian with zero ground state energy, E0 = 0. This limit is saturated for the harmonic
8A simple heuristic argument goes as follows. For a Hermitian random Wigner matrix H, the trace of HH† is
written in two different equivalent ways. First, as TrHH† =
∑






j . Taking the expectation of both expressions shows that
∑
ij varHij must be of order
O(N) in order for Ej to scale as O(N0). Hence, varHij = O(N−1).
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Figure 5.8: Density of states (upper row) for the (k̂, P̂ , Ẑ) = (0, 1, 1) symmetry sector of the
hardcore boson model (5.31) on L = 22 sites for t = 1, V1 = 1, V2 = 0 (integrable,
left), and V2 = 1 (non-integrable, right) with 8359 energy levels. The spectrum is
obtained with exact diagonalization by Nils Abeling. Density of states of 2510 bulk
energy levels (a p = 30% fraction of all levels in the sector) is approximately constant
for the integrable (middle row, left), and non-integrable case (middle row, right). Gap
statistics of the bulk levels (lower row) follows Poisson statistics (blue line) in the
integrable case (lower left), and Pβ=1 GOE statistics (blue line) in the non-integrable
case (lower right). For comparison, the GUE statistics Pβ=2 (orange line) is shown
(lower right).
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oscillator with equidistant eigenenergies and an initial state occupying N consecutive eigenstates
uniformly. Note that the coefficients (5.32) are uniform if the spectrum is equidistant. For general
quantum systems, without equidistant spectrum, Ref. [183] shows that the Margolus-Levitin state
approximately saturate the quantum speed limit bound. Intuitively, the choice of (5.32) tends to
make the local density of states ρ(E) =
∑




′)dE′ ≈ ∆const is approximately constant as a function of E on scales ∆
larger than the mean energy spacing. At energies, for which the local spectral density of states is
low, i.e. when the energy gaps are large, the weights |cn|2 are proportionally larger to compensate
for this. Also note, if some energies are n-fold degenerate, i.e. Ei+1 = · · · = Ei+n, the Margolus-
Levitin state will only occupy a one-dimensional ray in the n-dimensional eigenspace. Which ray
becomes occupied is not fixed by the definition, but is irrelevant for the entropy measures studied
below.
We discuss the bipartite entanglement of the history state |Ψ〉 = 1√
c
∫ c
0 |ψt〉 |t〉 dt as measured
by the entropy of the reduced density matrix TrT |Ψ〉 〈Ψ|. The main results are summarized in
Figs. 5.9 and 5.10.
On the one hand, according to the discussion leading to Eq. (5.30), the spectral gap statistics
determines the behavior of the second Rényi entropy S2(c) for c ≥ tH . Figure 5.9 confirms the
large c scaling of S2(c) as predicted by the power law (5.30) for the integrable and non-integrable
case. Moreover, also the von Neumann entropy (being bounded from below by the second Rényi
entropy) obeys the same power law behavior for large c. On the other hand, for small c the
integrable and non-integrable situations cannot be distinguished by the behavior of the entropies
SvN(c) and S2(c).
Intuitively, on time intervals of size ∆t = c the quantum dynamics of |ψt〉 is only sensitive to
spectral details on the scale of 1/∆t. This is a manifestation of the uncertainty principle between
a quantity and its Fourier dual [171], also see Sec. 2.3. Hence, for small time window sizes c the
entropy S(c) depends on the spectral density on a coarse scale ∼ 1/c, at which the integrable and
non-integrable spectra are indistinguishable, cf. Fig. 5.8. As the quantum evolution unfolds with
increasing c, more details of the spectral density can be resolved. At the Thouless time scale corre-
lations between eigenvalues start to have an impact on the entropy. Finally, when c is comparable
to the Heisenberg time tH , the gaps between consecutive eigenvalues are resolved, which yields the
power law behavior that discriminates between integrable and non-integrable systems.
We comment on the implications of the power law
SvN(c) ≈ SvN(∞)−Ac−γ for c & tH (5.33)
on the quantum clock interpretation, cf. Sec. 5.3.2. As the time window size is doubled, c 7→ 2c,
Holevo’s quantity increases by ∆χ = SvN(2c)−SvN(c) = Ac−γ(1− 2−γ). There are two competing
effects. On the one hand, the growth of χ entails an increase in the accessible information about
the time instant within the observation time of 2c. On the other hand, as the observation window
is doubled, an additional bit is required to maintain the accuracy on the time estimate. The
additional bit is used to distinguish the two halves of the doubled time window, and the remaining
bits are used to specify the time within each half. Hence, the increase of ∆χ has to be compared
to log 2. If ∆χ/ log 2 < 1, the accessible information provided by the quantum clock is insufficient
to sustain the accuracy of the time estimate as c increases beyond tH .
We compute ∆χ/ log 2 with (5.33) at the Heisenberg time c = tH = 2π/ 〈∆E〉 when (5.33) starts
to approximate SvN(c). The numerical values are ∆χ/ log 2 ≈ 0.36 and ∆χ/ log 2 ≈ 0.27 for the
integrable an non-integrable case of Fig. 5.8, respectively. Hence, the accuracy of the quantum
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clock ceases to persist in the regime when c is comparable to the Heisenberg time, irrespective of
integrability and non-integrability.
In contrast, for small values of c when SvN(c) grows logarithmically one has SvN(2c) ∼ SvN(c) +
log 2, cf. Fig. 5.9 (top row), and Eq. (5.28). Consequently, ∆χ/ log 2 ∼ 1, and the precision of the
quantum clock remains constant. Again, this result holds for both, integrable and non-integrable
systems. The regime of logarithmic growth is valid for larger c in the non-integrable situation than
in the integrable case, cf. Fig. 5.9.
Finally, in Fig. 5.10 we compare the entropy for initial states with uniform energy distribution
to Margolus-Levitin initial states (5.32).
In the integrable situation the power law saturation is inversely proportional for uniform initial
states and inversely quadratic for Margolus-Levitin initial states. Also, the regime of logarithmic
growth for small c is enlarged for Margolus-Levitin states compared to uniform states. Hence,
the integrable situation with Margolus-Levitin initial states becomes similar to the non-integrable
situation with uniform initial states. This is plausible, because the occupation of energy levels with
small gaps is suppressed in the Margolus-Levitin state, which leads to a local density of states that
resembles level repulsion. It also conforms to the intuition that Margolus-Levitin states yield fast
quantum dynamics.
The situation is different in the non-integrable situation, where the difference between uniform
initial states and Margolus-Levitin initial states is marginal.
Remark. We have discussed the history entanglement entropy in the hardcore boson model in
the integrable and fully chaotic situation. An obvious question for further investigations is how
the crossover between these cases occurs, i.e. how the entanglement behaves for small integrability
breaking. In view of Eq. (5.30) one may expect a power law saturation in the large c limit with a
fractional exponent.
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Figure 5.9: Integrable vs. non-integrable dynamics. Logarithmic growth (top) and power law satu-
ration (bottom) of the von Neumann (left) and second Rényi (collision) entropy (right)
of the history matrix as a function of the time window size c in the hardcore boson
model (5.31). The integrable (blue), and non-integrable (orange) situation of Fig. 5.8
are compared. In both cases (integrable and non-integrable) the initial state uniformly
occupies the p = 30% bulk of the (k̂, P̂ , Ẑ) = (0, 1, 1) symmetry sector. For small
c below 2π/max ∆E (vertical blue and orange line for integrable and non-integrable
case, respectively) the entropies grow logarithmically (top), cf. (5.28). As c becomes
comparable to the mean energy spacing, i.e. the Heisenberg time 2π/ 〈∆E〉 (vertical
black line, identical for integrable and non-integrable case), the entropy approaches
limc→∞ S(c) inversely linear (blue), and inversely quadratic (orange) in the integrable
and non-integrable case, respectively (bottom). The dashed lines, log c (dashed black),
∝ c−1 (dashed blue), and ∝ c−2 (dashed orange) are guides to the eye.
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Figure 5.10: Uniform vs. Margolus-Levitin initial state. Logarithmic growth (top) and power law
saturation (bottom) of the history matrix’s von Neumann entropy in the integrable
(left) and non-integrable situation (right) of Fig. 5.8. Initial states with uniform
overlaps (blue) and Margolus-Levitin overlaps, cf. (5.32), (orange) in the p = 30%
bulk are compared. Vertical lines indicate the time scales 2π/max ∆E (blue) and
tH = 2π/ 〈∆E〉 (black) proportional to the inverse max energy gap and the inverse
mean energy gap (Heisenberg time). Dashed lines indicate logarithmic growth log c
(dashed black), and power laws ∝ c−1 (dashed blue), ∝ c−2 (dashed orange), to
guide the eye. While the uniform initial state and the Margolus-Levitin initial state
yield similar entropy behavior in the non-integrable case (right), the integrable case is
sensitive to uniform vs. Margolus-Levitin initial state (left). In particular, the regime
of logarithmic growth holds for larger c (top left), and the saturation changes to the
inversely quadratic power law (bottom right) compared to the uniform initial state.
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6 Conclusion and outlook
Quantum many body physics out of equilibrium has lead to a plethora of novel non-thermal states
of matter. The advancements of experimental techniques allows to realize and control many of them
in the lab. On the one hand, the interplay of quantum entanglement and quantum complementarity
promises the technological revolution of quantum computation. On the other hand, the interplay
between entanglement and the exponential scaling of the Hilbert space dimension with system size
makes the theoretical and numerical treatment notoriously difficult. Relevant models, in which
interesting question can be addressed analytically are rare.
In this treatise we have used the transverse field Ising model of N fully connected spins as a
simple, yet non-trivial, model to investigate non-equilibrium dynamics analytically. Exploiting the
high symmetry of permutation invariance among the spins allows to study the mean field limit
by semiclassical techniques. Based on a rate function expansion, we have obtained corrections to
the mean field limit that are non-perturbative in the coupling and thus provide a complementary
approach to commonly used perturbative analysis of low-dimensional models. More precisely, a
systematic 1/N expansion of the expected magnetization, its variance, and higher cumulants after
a quantum quench was derived. Remarkably, the dynamics is governed by a simple hierarchical
system of ordinary differential equations in which the evolution of the cumulants depends on lower
order cumulants, but not on higher order cumulants. In other words, the equations of motion of
the first cumulants close, and there is no need to truncate the system.
The formalism has been applied to (i) classify different phases in the dynamical phase diagram,
(ii) benchmark the validity of mean field in non-equilibrium situations, (iii) understand the growth
of entanglement in different dynamical phases, and (iv) investigate the Loschmidt fidelity measure
as a function of time.
To (i): Four qualitatively different dynamical phases are discriminated by the behavior of the
magnetization variance. The most subtle of them is characterized by periodically enhanced spread-
ing and squeezing. We have identified and explained a dephasing mechanism among nearby effective
orbits as the driving forces behind this phase. The reasoning is independent of the fixed point struc-
ture, and only relies on the ubiquitous non-harmonic nature of the effective energy landscape. In
this sense, the periodically enhanced squeezing regime is universal and expected to be found in
other models, that have a semiclassical effective description.
To (ii): Even away from the unstable fixed point and the homoclinic orbit of the pitchfork
bifurcation, the dephasing mechanism among nearby orbits constraints the time scale up to which
mean field can be expected to be valid. More precisely, dephasing leads to a breakdown of mean
field at relatively early times that scale with the square root of the system size.
To (iii): The entanglement Hamiltonian in the large N limit was found to be a harmonic oscil-
lator. A quantitative relation between entanglement and spin squeezing, and explicit expressions
for the Rényi entanglement entropies were derived. The regime of periodically enhanced spin
squeezing entails slow logarithmic growth of the entanglement entropy. The knowledge of the full
entanglement spectrum goes beyond the mere knowledge of the entanglement entropy. Based on
the entanglement spectrum and a theorem of quantum information theory, we have seen that the
time evolution between two instants of time can be emulated by a protocol of local operations and
classical communication (LOCC), if, and only if, the entanglement entropy is non-increasing in the
course of time.
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To (iv): Two different arguments in favor of the existence of non-analytic points in the Loschmidt
return rate as a function of time, i.e., dynamical phase transitions (DPTs), in the fully connected
transverse field Ising model are given. One is based on the Liouville dynamics in the effective phase
space picture. The other is based on the spectral properties of the post-quench Hamiltonian and
the distribution of the excess energy after the quench. Both approaches are not mathematically
rigorous. Yet, the second approach is expected to give exact results. It shows that DPT depend
on the subtle details in the exponentially suppressed tails of the excess energy distribution. The
quadratic decay of the Loschmidt rate function envelop is identified as a consequence of the slope
of the post quench density of states.
Outlook. We close the conclusion with a brief outlook on further possible investigations. Natu-
rally, this discussion is less concrete, and to some extent speculative.
We have seen that the dictionary between the quantum spin model and the effective semiclassical
description translates results from classical physics (such as the symplectic squeezing) to genuine
quantum concepts (such as entanglement). In the fully connected transverse field Ising model,
which is the main matter of interest in this thesis, a site permutation invariant basis of the Dicke
subspace is completely parametrized by a single good quantum number, namely the number of
up spins, or, equivalently, the mean magnetization. This leads to a one-dimensional effective
semiclassical description.
However, as alluded to in Secs. 3.4 and 3.7, the formalism is not limited to semiclassical dynamics
in two phase space dimensions. Indeed, we have suggested to use inhomogeneous spin states in
the FC-TFIM to obtain semiclassical effective models in 2k dimensional phase space, where k is
controlled by the inhomogeneity of the spin state.
It would be interesting to work out the consequences of the rich phenomena of classical mechanics
beyond one dimensions, and see what they imply for the quantum spin model. In particular,
the generalization of the dephasing mechanism of nearby periodic orbits to higher phase space
dimensions is expected to lead to new dynamical phases. This is because the monodromy matrix
becomes higher dimensional, allowing for more classes of Jordan normal forms, cf. chapter 6 of [196].
Depending on whether the effective semiclassical description has a classically integrable or fully
chaotic limit, periodic orbits are either embedded in a (k−1) dimensional family of periodic orbits,
or occur isolated. This distinction has influence on the monodromy matrix.
Finally, multipartite entanglement measures are used as information-theoretic, operator-independent
quantities to classify unitary quantum dynamics. The quadripartite entanglement measure, known
as tripartite information I3, that quantifies how fast local information gets delocalized in the
course of the evolution. However, even for simple Fermion systems, I3 is notoriously difficult to
compute [197]. The large N limit of the FC-TFIM provides a candidate to obtain analytical re-
sults for I3 by the semiclassical techniques used in this thesis [197]. In this respect, the higher
dimensional analogs may prove to be particularly interesting, as they allow for classically chaotic
limits in contrast to the trivially integrable situation.
148
A Star logarithm of Gaussian Wigner functions
This appendix derives Eqs. (3.21) and (3.30) of chapter 3. The main result are stated in Eqs. (A.4)
and (A.5), from which (A.6) follows as a Corollary. This result is also used in Eq. (3.21) to states
the entanglement Hamiltonian of Gaussian pure states.
We consider a 2n dimensional phase space with coordinates z = (x, p) ∈ R2n and 2n by 2n
standard symplectic form J = ((0, 1), (−1, 0)). For a generic Wigner function WA associated to a
self adjoint operator Â, the star-logarithm log∗ and the star-exponential exp∗ are defined through
the their operator analogs via the following commuting diagram.








In other words, just as for the regular exponential and logarithm, the log∗ is the inverse of exp∗.
More explicitly, (exp∗W )(z) =
∑∞
k=0W
∗k(z)/k!, where W ∗k denotes the Moyal star-product of
k factors of W . In the special case when Â = −12 ẑV ẑ is quadratic in the canonical coordinates
ẑ = (x̂, p̂) with positive quadratic form V , the star-exponential exp∗(WA) is a Gaussian function
and can be worked out explicitly. The calculation involves two steps.
First, if the function W (z) =
∑n






factorizes, akin to the regular exponential function1. In general, however, exp∗(f+g) 6= exp∗(f) exp∗(g).






j ) reduces to
















where C−1 = ∏j cosh
λj
2 .
Second, we apply Williamson’s theorem to generalize (A.2) to the situation of a general quadratic
form Â = −12 ẑV ẑ. That is, let S ∈ Sp(n) the symplectic matrix, that transforms V into the normal
form
STV S = diag(Λ,Λ), where Λ = diag(λ1, · · ·λn), (A.3)











A Star logarithm of Gaussian Wigner functions
and λ1, · · ·λn are the symplectic eigenvalues of V . Consider the following commuting diagram,
Â = −12 ẑV ẑ ŜÂŜ† exp ŜÂŜ† Ŝ† exp(ŜÂŜ†)Ŝ = eÂ

















Here, Ŝ is a2 unitary metaplectic operator associated to S. Interestingly, the 2n by 2n covariance
matrix Σ can be stated explicitly as a function of V and J as






(|JV | being the modulus of the matrix defined via the spectral theorem). Moreover, C−1 =∏
j coshλj/2 is a function of the symplectic spectrum λj of V , and may be written as
C−1 =
√
det cos JV2 , (A.5)
as a consequence of the fact that the eigenvalues of JV are ±iλj , and the symmetry of cosh.




detV /2)V is proportional to









Σ−1 as a function of Σ, cf. (3.20). In general, for n > 1,
however, Σ−1 is not proportional to V , and it is not obvious how to solve (A.4) explicitly for V .










where Σ−1 is given by (A.4), and C is given by (A.5). Thus, cf. (A.1),
log∗ exp(−12zΣ−1z) = −12zV z − log C. (A.6b)
Equations (A.6) are equivalent to (3.30) and the main result of this appendix.




2λj tanh (λj/2) z
′2
j
where z = Sz′, cf. (A.2). The right hand side can be written as z′g(D)z′, where D = STV S is given
by (A.3), and g(λ) = 2|λ| tanhλ/2. Unfortunately, g(STV S) 6= ST g(V )S, because ST 6= S−1 in
general. However, we may introduce the function f(x) = 2|x| tanx/2, such that3 g(D) = −Jf(JD).
Now, since S and ST is symplectic, it follows that STJ = JS−1 and JST = S−1J . We can use
2The metaplectic operator Ŝ corresponding to S ∈ Sp(n) is only determined up to a sign. This sign ambiguity does
not play a role, though, because the number of Ŝ appearing is even.
3This trick woks for any antisymmetric function g(λ) to which one may associate the antisymmetric function
f(x) = ig(−ix) by a ’Wick rotation’ of the argument λ 7→ −ix. Equivalently, g(λ) = −if(iλ), which is the scalar
analog of g(D) = −Jf(JD), and J is the matrix analog of the imaginary unit in the sense that J2n+1 = (−1)nJ
and J2n = (−1)n1. This can also be viewed as the manifestation of the fact that the symplectic eigenvalues of
V are ±i times the eigenvalues of JV . The reason for the absolute value in the definition of g, is to make g
antisymmetric.
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these two identities to trade ST for S−1 in order to apply the functional calculus,
g(D) = −Jf(JD) = −Jf(JSTV S) = −Jf(S−1JV S)
= −JS−1f(JV )S = −STJf(JV )S.
Hence,
zΣ−1z = −zTJf(JV )z,
implying the desired result (A.4).
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w.r.t. the bipartition DN = DA ⊗ DB of N spins into two disjoint subsets A and B of the spins.
The main result of this appendix is Eq. (B.1).
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of this Dicke state can be calculated to leading order in N by approximating the eigenvalues Λ(N+A )















where α = A/N and β = B/N are the relative subsystem sizes. Interestingly, apart from an
additive term, this result is independent of q. As q → 1 (von Neumann entropy) the first term
becomes 1/2. Note that the above result is only valid for n+, (1− n+) > O(1/N).














A||n+) + αD(n+B||n+), where





+ = N+/N such that n+ = αn+A + βn
+
B, and D(n1||n2)
is the relative entropy of two Bernoulli random variables with success probability n1 and n2,


















The integral is computed with the saddle point approximation. The unique dominating saddle
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point is at n+A = n
+
B = n







+ is given by
α
β (n
+(1−n+))−1 (this is αβ times the Fisher information of a Bernoulli random variable with success






















C Dynamics of nearby orbit variance in higher
dimensions
This appendix derives Eq. (C.2), the generalization of (3.13a) for higher dimensional phase spaces.
The result is used in (3.46) of Sec. 3.7.
The main difficulty in generalizing the result (3.13) to higher dimensions, is solved by an efficient
notation. The Hamiltonian Heff : R2k → R is a real-valued function on 2k-dimensional phase space,
and the rate function f : Rk → C is a complex-valued function on the k-dimensional configuration
space (to ease the notation, we drop eff off the Hamiltonian and write H for Heff). We write indices
related to positions as superscripts, such as in xj , and indices related to momenta as subscripts,
such as in pj . Derivatives of a quantity Q w.r.t. x
m and pl are denoted by preceding the index
m and l with a colon, e.g. ∂xm∂xn∂plQ = Q
,l
,mn. Note that derivatives w.r.t. positions appear
as subscripts, while derivatives w.r.t. momenta as superscripts. This indicates that derivatives
transform differently, and keeps the indices in the equations of motion
ẋj = H ,j(x,p), and ṗj = −H,j(x,p) (C.1)
balanced.
Analogously to (3.5), the rate function is expanded around the non-degenerate minimum of <f







where f(j) = ∇jxf(x)
∣∣
xcl
is a symmetric tensor with j lower indices, and f(j)(x− xcl)j denotes the
contraction of f(j) with j factors of the rank one tensor (x− xcl). Analogously to (3.12) one has
ḟ(j) = i∇jxH[x, i∇xf(x)]
∣∣
xcl
+ f(j+1) · ẋcl,
where the dot in the last term denotes the contraction between the symmetric rank j + 1 tensor










(summation over repeated indices is implicit, the convention on the placement of indices guarantees
that repeated indices automatically appear once as a superscript and once as a subscript), where
H is evaluated at (xcl, if(1)) and f is evaluated at x = xcl. Considering real and imaginary part of
this equation separately, using that <f(2) is non-degenerate, and identifying if(1) = pcl ∈ R, yields
















which is independent of f(3), since the last two terms cancel by (C.1). The last equation is equivalent
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to
Ẋmn = −H ,j,mXjn −H ,j,nXjm +H ,jl (XjmYln + YjmXln) and (C.2a)
Ẏmn = H,mn −H ,j,mYjn −H ,j,nYjm −H ,jl (XjmXln − YjmYln) (C.2b)
upon writing the rank two tensor f(2) = X+ iY as a k by k matrix with real part X and imaginary
part Y .
Similar to Eq. (C.2), one can obtain the flow of the higher order expansion coefficients f(j) for
j > 2. These coefficients can then be used to compute higher order moments (and cumulants)
beyond the variance, cf. Sec. 3.2.
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