An important question in neuroscience is to reveal the relationship between individual performance and brain activity. This could be achieved by applying model regression techniques, in which functional connectivity derived from resting-state functional magnetic resonance imaging (fMRI), is used as a predictor. However, due to the large number of parameters, prediction becomes problematic and regression models cannot be found using the traditional least squares method. We study the ability of fMRI data to predict longterm-memory scores in mild cognitive impairment subjects, using partial least squares regression, which is an adapted method for high-dimensional regression problems. We also study the influence of the sample size on the performance, the stability and the reproducibility of the prediction.
INTRODUCTION
Functional connectivity (FC) measures the interaction between spontaneous fluctuations of brain activity at different spatial locations. Conventionally, FC is estimated between each pair of brain regions of interest (ROIs) using the Pearson correlation between the corresponding functional magnetic resonance imaging (fMRI) time courses. However, other measures that better reflect spontaneous co-activationdeactivation of ROIs, namely accordance and discordance, were introduced in [1] . Aiming to highlight the relationship between brain activity and individual memory performance, regression models are fitted to study the importance of connections on individual scores. However, in typical brain connectivity studies, the number of ROIs is O(10 2 ) nodes, resulting in O(10 3 − 10 4 ) connections, which is much larger than the number of observations (subjects). It is then necessary to consider regression methods that overcome this limitation. In this paper, using cross validated partial least This work was supported in part by the Swiss National Science Foundation (grant number PP00P2-146318), and in part by the Center for Biomedical Imaging (CIBM) of the Geneva-Lausanne Universities and the EPFL, as well as the Leenaards and Louis-Jeantet foundations.
squares regression (PLSR), we study the ability of predicting individual long-term-memory (LTM) scores from resting state fMRI data of subjects with mild cognitive impairment (MCI), expressed in brain connectivity measured by either Pearson correlation, accordance or discordance measures. This is much more challenging than a binary classification task. We also study the influence of the sample size on the stability of the learned models, which is of high importance to guarantee a certain level of multi site reproducibility and also in meta-analysis studies.
METHODS

Description of the data
This study involves 57 subjects (mean age 74.5 ± 6.15, 34 males and 23 females) diagnosed with MCI. For each subject, we have resting-state fMRI data (TR=2300 ms) [2] as well as CERAD 10-word List Delayed Recall Test (Consortium to Establish a Registry for Alzheimer's Disease; [3] ) scores. The memory test consists in recalling ten words. The score is the number of recalled words and hence, it ranges in {0, . . . , 10}.
FC estimation
Anti-correlation in brain activity could be a key information to assess brain disfunction and disorder. However, this information is hidden by positive correlations since the Pearson correlation is an averaging operator. Meskaldji et al. [1] proposed to separate anti-correlation from positive correlation and introduced two new FC measures, namely; accordance and discordance. After soft thresholding the normalized fMRI signal to keep only significant activations and deactivations of the brain ROIs, accordance and discordance measure the proportion of time points in which two time courses have the same sign or opposite sign, respectively. More specifically, fixe a positive and a negative threshold u and l, respectively. Let 
where * designate the inner product operator. Then, the accordance and the discordance values between two ROIs i and j, with corresponding time courses x i and x j , are given by
In this study, the ROIs are defined according to the AAL atlas of 88 ROIs. Hence, for each FC measure (Pearson, accordance and discordance) and for each subject, we end up with 1 2 88 × 87 = 3828 connectivity values.
Regression for high dimension problems
We assume the following model for our data
where X is an n × p matrix that contain the p = 3828 connectivity values for the n = 57 subjects, and Y is an n × 1 response vector representing the 57 individual LTM scores. The least squares minimizes the quadratic loss
and its solution for the model is given bŷ
This solution demands the computation of the inverse of the (X T X) −1 matrix. This is possible only in full rank regression problems, that is, when the number of samples n is larger than the number of parameters p. In modern applications, p is often large with p n as in our case, making the prediction and feature selection more difficult.
Prediction
Partial least squares regression (PLSR) is one of the multivariate high-dimensional regression methods that has been widely used in various application fields such as social sciences, bioinformatics and neuroscience [4, 5, 6] . Instead of projecting the response vector into the space spanned by the co-variables, PLSR projects both the response and the covariables into a new space formed by latent variables by decomposing both X and Y into orthogonal scores and loadings. The general formulation is given by
where T and U are scores, while P and Q are the loading matrices for X and Y, respectively. E X and E Y are independent errors. The scores and the loadings are chosen to explain the maximum variance between X and Y. PLSR tries to find the directions in X that better explain the maximum variance in Y. There are many algorithms to solve the PLSR problem. In our application, we used the "PLS" [7] R-package (http://cran.r-project.org).
It is important to quantify the ability of a model to predict response values for samples that have not been included in the training data. This technique is called cross validation (CV), in which a subset of individuals is excluded (testing data), a regression model is built on the basis of the remaining data (training data), then a response value is predicted using testing data. In our study, we used leave one out (LOO), in which the testing data consists of one observation in each iteration.
The quality of the model is quantified by the distance between real and predicted response values. In this paper, we quantify this distance by the correlation between predicted and measured LTM scores.
Feature selection
In typical high dimension applications, most of the elements of β are 0. Hence, it is worthwhile to measure importance of the regressors in the model, and to identify a small subset of predictive features. This could have different purposes namely, model interpretation and guiding future data collection and extraction. Model selection then solves
where the number of nonzero features, K, is the desired sparsity. For example, the least absolute shrinkage and selection operator (LASSO) [8] imposes an l 1 regularization on the regression coefficients. However, the number of regressors could not exceed the sample size under LASSO regularization. For this reason, [9] introduced the elastic net in which an l 2 constraint (Ridge) is added to the Lasso regularization. However, it adds more complexity in tuning the sparsity parameters. The PLSR benefits also from dimensionality reduction by using only few loading components. The optimal number of components is based on a cross-validated root mean squared error of prediction (RMSEP) [7] . In addition, to assess the importance of the variables in the regression model, we use the JackKnife bootstrap estimator implemented in the PLS Rpackage [7] , which ends up with a significance p-value for each variable in the model, that is, each connection. Feature selection is done by thresholding those p-values (Fig. 1 ).
Sample size influence
In order to study the influence of the sample size on the performance and the stability of the prediction, we randomly selected a sub-sample of size n < 57 (20, 30, 40 and 50) and we applied the prediction process described in Fig. 1 . We repeated this operation 1000 times and we estimated some prediction performance summary statistics, namely, mean, median and standard deviation.
RESULTS AND DISCUSSION
The main objective of this work was to study the ability of predicting individual scores from fMRI data. With respect to this first question, it was found that both FC measures, that is, Pearson correlation, accordance and discordance, contain a considerable amount of information which could be related to individual memory performance. The prediction performance in the case of the whole sample is 0.555, 0.567 and 0.645 for Pearson correlation, accordance and discordance, respectively. Interestingly, the discordance is the FC measure that contains the most relevant information. This result might be explained by the fact that intuitively, brain regions and in particular, those implicated with memory tasks are working in a cooperative way, but some other regions are working in a competitive way. There are, however, other possible explanations. These findings suggest that anti-correlation between fMRI time courses should be considered carefully in brain FC studies. After thresholding the p-values corresponding to the connections at 0.005, we obtain a certain number of connections that implicates default mode network regions (DMN) regions, such as superior frontal and temporal lobes as well as hippocampus (Fig. 2) , which supports previous findings on relationship between LTM scores and DMN brain regions [10, 11] . The results obtained in this work raise intriguing questions regarding the nature and the extent of information contained in the discordance measure. The present study was also designed to determine the effect of the sample size on two important factors; prediction and feature selection. The most obvious finding to emerge from the analysis is that removing subjects could have a dramatic influence on the learned predictive models. For all FC measures, the mean (Tab. 1) and the median (Fig. 3) of the performance increases with the sample size. However, this performance has larger variance for smaller sample size and can reach very high and very small values as well. This shows that the sample size is an important factor to produce prediction models that have certain stability features, which is extremely important for reproducibility and meta-analysis studies. But surprisingly, discordance model was also found to be the most stable compared to the other measures. The optimal number of components chosen by the RMSEP is also fluctuating more with small samples. The median number of components increases, however, with the sample size and seems to converge to the optimal number of components for the whole sample which is 6, 5 and 6 for Pearson correlation, accordance and discordance, respectively. The fact that the number of components needed for the prediction increases with the sample size reflects the heterogeneity of the sample and indicates that it is important to chose a sample that reflects the same heterogeneity of the population being studied.
CONCLUSION
The major finding of this paper is the ability of fMRI data to predict individual scores under LOO-CV, which is promising and encouraging for further investigations on the relationship that exists between brain behavior and function using FC. We hope that this work will serve as a basis for future brain predictive studies. We showed also that the new measures of FC, in particular, the discordance, contains key information concerning brain function. In addition, our study confirms the role of DMN regions in individual memory performance. We also studied the influence of the sample size on the performance of PLSR to predict individual scores from fMRI data under LOO-CV framework. We showed the importance of having a reasonable training sample size, to learn a good and robust prediction model. This guarantees more stability and lead to better reproducibility of the results, which is very important for meta-analysis studies. Finally, PLSR is a good solution for high-dimensional regression methods. However, how to assess the importance of variables in the model is still an open question in machine learning and signal processing fields.
