Selecting input data or design points for statistical models has been of great interest in sequential design and active learning. In this paper, we present a new strategy of selecting the design points for a regression model when the underlying regression function is discontinuous. Two main motivating examples are (1) compressed material imaging with the purpose of accelerating the imaging speed and (2) design for regression analysis over a phase diagram in chemistry. In both examples, the underlying regression functions have discontinuities, so many of the existing design optimization approaches cannot be applied for the two examples because they mostly assume a continuous regression function. There are some studies for estimating a discontinuous regression function from its noisy observations, but all noisy observations are typically provided in advance in these studies. In this paper, we develop a design strategy of selecting the design points for regression analysis with discontinuities. We first review the existing approaches relevant to design optimization and active learning for regression analysis and discuss their limitations in handling a discontinuous regression function. We then present our novel design strategy for a regression analysis with discontinuities: some statistical properties with a fixed design will be presented first, and then these properties will be used to propose a new criterion of selecting the design points for the regression analysis. Sequential design of experiments with the new criterion will be presented with numerical examples.
Introduction
Regression analysis is a powerful statistical tool for estimating a regression function that relates exploratory variables to a response variable. In a typical regression analysis, the underlying regression function is assumed to be a continuous function, and many parametric and nonparametric regression approaches have been developed with that assumption (Fan & Gijbels 1996 , Wahba 1990 . However, for a discontinuous regression function, the estimates by those conventional approaches are statistically inconsistent at the points where discontinuities occur (Qiu 2007) . Jump regression analysis provides a powerful tool for estimating a discontinuous regression function from its noisy observations measured at a set of design points (Qiu 2005) . It has been a popular tool in applications for image analysis and change point detection.
Like in other conventional regression analysis, the design points in a jump regression analysis are assumed to be given in advance. When the design points can be selected during a data collection process, optimizing the selection is referred to as optimal design (Chernoff 1972) , active learning (Cohn et al. 1996) , or adaptive sensing (Arias-Castro et al. 2013 , Malloy & Nowak 2014 . This paper aims to address the problem of selecting the design points for a jump regression model.
There are two motivating applications of the current research. One is to optimize scanning-based material imaging instruments, such as the scanning transmission electron microscope (STEM) and the scanning probe microscope. These instruments scan sample materials sequentially, generating pairs of two-dimensional measurement locations and the corresponding imaging intensities. A full scan gives a two dimensional image of material samples in a microscope. As illustrated in Figure 1 -(a), a typical microscope image contains intensity jumps between background materials and materials of interest. So, the intensity profile of the image can be regarded as a 2D jump regression surface. The measurement time increases proportionally to the number of measurements taken in a scan. Therefore, a partial scan with a reduced number of measurements is often sought for accelerating the measurement speed (Stevens et al. 2015) , and optimizing the measurement locations for the reduced measurements is highly desirable to mitigate the information loss due to measurement reduction. In this example, selecting the measurement locations can be Motivated by the two examples described above, we propose a novel sequential design strategy for a jump regression model. The remainder of this paper is organized as follows.
In Section 2, we review the existing research in active learning and sequential design and discuss the novelty of our proposed work. Section 3 describes an approach of jump regression analysis for estimating a discontinuous regression function and discusses its statistical properties in cases with a fixed design. This approach is then used in developing a novel sequential adaptive design strategy for regression analysis with discontinuities. Section 4 presents numerical studies with two simulation cases and eleven material images, regarding the numerical performance of the proposed approach in comparison with three benchmark methods. Finally, Section 6 concludes the article with some summary statements.
Related Work
The design optimization problem has been studied in experimental design and active learning. Some existing approaches are briefly reviewed in this section.
In experimental design, the relationship between experimental factors and an experimental outcome is often described by a parametric regression model. Optimal experimental design exploits such relationship for selecting a design of experiments that would result in a better parameter estimation (Sacks et al. 1989) . Most literature focuses on batch or openloop designs that choose the design of all experiments concurrently, so the experimental designs are not affected by experimental outcomes. Sequential experimental design allows experiments to be conducted sequentially, exploiting past experimental outcomes to guide the design of future experiments. In many existing approaches, the sequential design was considered as a problem of augmenting an initial fixed design by a sequentially chosen set of design points. For a given parametric model, the data from the initial design points are used to estimate the model parameters, the next batch of design points are selected so as to optimize a design criterion, and the design criterion is typically chosen to be the same as those used in the open-loop design strategies, including the D-optimality and I-optimality. Chaudhuri & Mykland (1993) The sequential design for nonparametric regression models has been less developed. Zhao & Yao (2012) discussed the sequential design problem in the context of kernel regression, based on the mean integrated square error criterion. Bull et al. (2013) studied a similar problem in cases with a univariate nonparametric regression model that is esti-mated by the wavelet decomposition approach. Gaussian process regression models and the related design problems have been studied for spatial data analysis, but that remains in finding an optimal open-loop design using the maximum entropy criterion (Zhu & Stein 2006 , Zimmerman 2006 .
In active learning, selecting the design points was studied for a broader set of nonparametric regression models, such as the Gaussian process regression models (Krause et al. 2008 , Singh et al. 2009 , Hoang et al. 2014 ) and the kernel-based regression models (Paisley et al. 2010) . These existing approaches have been developed mainly for regression modeling with a continuous regression function. An exception is the active learning strategy for the tree-structure regression models (Malloy & Nowak 2014 , Goetz et al. 2018 , where active learning strategies for a piecewise constant regression function were studied with decision trees. Bull et al. (2013) also discussed an active learning strategy for spatially inhomogeneous regression functions including piecewise constant functions and functions with sharp bumps, but it was limited to regression with a single exploratory variable. This paper aims to study the design selection problem for a broader class of regression functions, including piecewise continuous functions with p exploratory variables.
Method
Let X denote a closed subset of R p that represents a design space in a regression modeling problem. We consider a general jump regression model that is aimed to estimate a nonparametric regression function m : X → R from its noisy observations that follow the model
where {Y i ; i = 1, . . . , n} are noisy observations of the response variable Y at the design points {x i ∈ X ; i = 1, . . . , n}, and { i ; i = 1, . . . , n} are random errors with mean zero and variance σ 2 . The underlying regression function m is continuous except on some jump location curves, which are described by
where g(x) is a continuous function in X , A b is a simply connected subset of X , and τ b ∈ R represents an intensity jump in A b . From the above expression, it is assumed that m(x) is piecewise continuous, and its intensities have jumps at the jump location curves
. . , B} which are the boundaries of the B regions {A b }. Estimation of m(x) has been studied using two different approaches. The first approach estimates the jump location curves first and then estimate m(x) using the observations whose design points and the given point x are located on the same side of the jump location curves (Qiu & Yandell 1997) . The second approach estimates m(x) based on one-sided kernel smoothing without explicit estimation of the jump location curves (Qiu 2009 ). However, optimizing the selection of the design points for a jump regression has not been studied in these papers.
The current paper aims to develop a design selection strategy for a jump regression analysis.
To describe this design selection strategy, we first discuss how we estimate m(x) in a fixed design case, and then move on to the selection of design in a sequential design setup.
Regression function estimation in a fixed design case
Given observations Y 1 , . . . , Y n at the design points {x 1 , . . . , x n }, we discuss estimation of m(x) using the one-sided local linear kernel smoothing approach (Qiu 2009 ). We extend the approach with two modifications for our research problem. First, it is assumed that the design points are sparsely located in X , and their locations are non-uniformly distributed over X as a result of optimizing the choice of design points in sequential design cases and other reasons. To accommodate such non-uniformly distributed design points, we use spatially varying kernel bandwidth, instead of a constant bandwidth used in Qiu (2009) .
Second, we extend the method from bivariate cases (i.e., x has a dimension of 2) to cases with two or more dimensions.
For a given design point x ∈ X , consider its following neighborhood with the bandwidth parameter h:
where d(·, ·) is the Euclidean distance, and we seek a local estimate of m(x) in the neighborhood. In cases when the design points are uniformly distributed in X , a global bandwidth parameter is typically used as a function of the sample size n. In this paper, we allow the design points {x 1 , . . . , x n } to be sampled from a non-uniform density f (x), due to the design selection procedure that will be discussed in the next section. To be more adaptive to the non-uniform density, we adopt spatially varying bandwidth parameters. Let h n (x) denote the location-dependent bandwidth parameter, which is set to be the Euclidean distance from x to its kth nearest neighbor (k-NN) in {x 1 , . . . , x n }. Then, the corresponding neighborhood of x is defined to be N n (x) := {x ∈ X : d(x , x) ≤ h n (x)}. Based on the existing literature on the k-NN density estimation (Wasserman 2006) , the k-NN bandwidth selection is equivalent to selecting the bandwidth parameter to be inversely proportional to the density of the design points, i.e.,
Following Qiu (2009), the conventional local linear kernel estimate of m(x) in the local neighborhood N n (x), denoted asm (0) (x), is considered, which is the solution to α of the following optimization problem:
where K(·) is an isotropic kernel function with support {x ∈ X : x T x ≤ 1}. The following theorem gives the asymptotic bias and variance of the estimate:
Theorem 1. Assume that g(x) ∈ C 2 (X ) has a bounded second-order derivative, the kernel K is a Lipschitz-1 continuous and isotropic density function, h n (x) follows (2), the jump location curves are sparsely located so that the neighborhood N n (x) intersects with at most one jump location curve in {∂A b }. Then, we have
and
where κ 1 is a constant depending on the kernel function,
, and Q (2) is the part of the kernel support that corresponds to A b ∩ N n (x) with A b being the element of {A b } that is closest to x in terms of the Hausdorff distance.
The proof of the theorem is provided in Section 3.3. From (4) and (5), the variance of the estimate is asymptotically a constant, and the bias would significantly increase as x approaches to the jump location curve ∂A b because Q (2) would become larger in such cases.
To mitigate the bias, N n (x) can be modified so that its intersection with A b is minimized.
Similar to the approach in jump regression (Qiu 2009 ), we split N n (x) into two parts:
n (x) and N
n (x), by the plane passing through x and is perpendicular toβ (0) which is the solution to β in (3). According to Corollary 1 in Qiu (2009),β (0) is approximately perpendicular to the direction of ∂A b if x is close to ∂A b . Therefore, the split basically separates the neighborhood into two halves such that one half contains mostly observations in X \A b and the other half contains mostly observations in A b .
In each one-sided neighborhood N (l) n (x), for l = 1, 2, we take a one-sided local linear kernel estimate of m, denoted asm (l) (x), to be the solution of α to the following optimization problem,
The final estimate is chosen to be one ofm (1) (x) andm (2) (x), and the choice depends on the weighted residual mean square errors, defined as
.
When err (1) (x) < err (2) (x),m (1) (x) is chosen and otherwisem (2) (x) is chosen.
Theorem 2. Under the same conditions stated in Theorem 1, we have
where Q (2l) is the part of the kernel support that corresponds to
The proof of Theorem 2 is similar to that of Theorem 1.
Proposed Method for Sequential Design Selection
In this section, we describe our proposed method for a sequential selection of the design points. We use a two-stage selection scheme to explain our proposed idea, and a multiple stage selection is just a repetition of the two-stage selection. To begin with, assume that the first simple random sample of n design points is obtained from a density f 1 , and the second simple random sample of n design points is obtained from a density f 2|1 . If f was a 'desirable' joint density of the two samples, then the sampling density for the second sample should be a conditional density of the second sample conditioned on the first sample, i.e.,
Intuitively, f should be chosen to minimize the integrated square loss,
Note that the square loss E[m(x) −m(x)] 2 can be decomposed into the bias and the variance ofm(x). Based on Theorem 2, the variance of the jump regression estimate defined in Section 3.1 is approximately a constant, and the bias reduces when the design density f (x) increases. The rate of the reduction is faster when x is nearby a jump location curve ∂A b than in cases when x is far away from any jump location curves. Therefore, to lower the bias and equivalently lower the mean square error, we hope that collectively the 2n design points have a high density near the jump location curves. Certainly we do not know where the jump location curves are located in practice. But, they can be roughly located using the first n design points by calculating the jump detection statistic,
It is easy to show that the statistic increases as x approaches one of the jump location curves {∂A b }. Based on that, we propose a desirable joint density f to be
where C > 0 is a normalization constant. Because X is bounded and the estimatesm (l) are bounded, C is well defined. From (9), the sampling density for the second sample should be
where the approximation comes from the standard kernel density estimation of f 1 (x), and h is a non-spatial adaptive kernel bandwidth parameter that depends on the sample size n. Sampling from the complex density (11) can be performed by the Metropolis-Hasting Algorithm. For computational feasibility, we propose to limit the sampling locations as follows: first construct a Delaunay triangulation of the design points sampled previously, and the centroids of the resulting triangles are only possible sampling locations. For each of the possible sampling locations, we can compute f 2|1 (x) up to a normalizing constant.
The computed values are normalized so that the summation of all the computed values is equal to one. The normalized values will serve as the probability mass function (pmf) defined on a finite number of the possible sampling locations, and then n i.i.d. samples will be taken from that pmf as the second-stage design points.
The above two stage selection scheme can be easily extended to a multi-stage selection scheme, where the desirable joint density function f (x) is updated after each stage with the new data and the updated estimatesm (l) . The sampling density f 2|1 (x) for the next stage can be updated accordingly. Based on the asymptotic analysis in Qiu (2004) , after more stages are implemented in the above sequential design, the sampling density f 2|1 (x) could more accurately figure out high density areas that are close to the true jump location curves.
Technical details
Proof of Theorem 1. The local linear kernel estimatem (l) (x) can be expressed aŝ
for a conditional second order kernel ω. We use the theorem (Ruppert & Wand 1994, Theorem 2.1) to get the variance of the estimate to be
where R(K) = K 2 (u)du. Since we choose the spatial varying bandwidth h n (x) ∝ n −1/p f (x) −1/p , the variance is asymptotically a constant since
where κ 1 is a fixed constant. The expectation of the estimate is
To further analyze the term, let
The expectation can be split accordingly as follows:
In both of (13) and (14), the first term is the same as the bias of the estimate in cases when there is no jump around x, and the second term is the contribution of the nearby jump to the bias. Using the result for the local linear kernel estimation (Ruppert & Wand 1994) , the first term is
where µ 2 (K) = uu T K(u)du is a kernel-dependent constant. Since g is smooth with a bounded second derivative,
The second term in both (13) and (14) is asymptotically to be
where Q (2) is the part of the support of K that corresponds to Q
n , and we are using Mack & Rosenblatt (1979, Theorem 2.1) in the second line. Based on the results of (15) and (16), the bias can be described as
(17)
Simulation Study
For the initial validation of the proposed method, we performed a simulation study with two simulated images shown in Figure 2 . The first and second images consist of 201 × 201 and 347 × 392 pixels, respectively. For both images, the image intensity ranges in [0, 1], and a random noise from N (0, σ 2 ) is added to the image intensity at each pixel, where σ ranges in [0, 1] to simulate different signal-to-noise ratio (SNR) scenarios. The noisy images are sub-sampled using our sequential sampling method described in Section 3.2 and three other benchmark methods. The first benchmark is an uniform sampling, and the second approach is sampling from a density proportional to the weighted residual mean square (WRMS) error of the conventional local linear kernel smoother,
, whereα andβ are the optimal solutions of problem (3). The last benchmark is sampling from a density proportional to the WRMS error of the jump regression model (Qiu 2004) ,
Each sampling method selects ten percents of the total image pixels, and the selection is performed sequentially over six stages. The image intensities sampled from an noisy test image were used as data to achieve the jump regression estimate of the test image, following the procedure in Section 3.1. The estimated image was compared to the corresponding true and non-noisy test image (serving as the ground truth) at unsampled locations to evaluate the mean square errors to the ground truth. We used two mean square error (MSE) metrics, MSE near jump location curves and MSE in the continuity regions, defined to be
wherem(x) is the jump regression estimate, JB(h) is the set of the image pixel locations whose distance from the closest jump location curve is less than or equal to h, and JB(h) c is the complement of JB(h); h is fixed to be 6, which is about twice of the average distance between two neighboring pixels.
Figures 3 and 4 shows SNR versus the averages of the two MSE metrics over 25 replicated simulation runs. The MSEs over the continuity regions are not really dependent on the choice of the sampling method, or the difference among different methods is as little as random variation σ. However, the MSEs near jump locations differ significantly among different sampling methods. The obvious best performer is our proposed sampling method based on the jump detection statistics. This confirms our discussion in the method section that the strategy of placing more design points around jump locations is effective in reducing the overall jump regression error.
For a more detailed analysis of the numerical performance, we designed a simple experiment to see how the three sampling densities of WRMS-C, WRMS-J and the proposed sampling density f 2|1 are related to the jump regression error. As showen in Figure 5 -(a),
we use a simple binary image as a test image with its intensity changing between 0 (black) • Jump Regression Error is highly concentrated on a narrow region around the jump location curve (the boundary between the black and white regions) for a low σ 2 value.
The degree of concentration decreases as σ 2 increases, creating a wide and long tail distribution. Image.
• WRMS-J is almost uniformly distributed for all noise cases. This makes the sampling closer to a random sampling for all noise cases. This explains why WRMS-J does not work very well even for mild noise cases.
• WRMS-C is alway much more widely distributed than Jump Regression Error. It becomes closer a uniform distribution as σ 2 increases above 0.2 (or SNR is over 1.4 decibel). Essentially, WRMS-C is almost uniformly distributed. This makes the sampling close to a random sampling. This explains why WRMS-C does not work very well even for high noise cases.
• Our proposed sampling density f 2|1 is distributed similarly to the distribution of Jump Regression Error. This is a numerical reflection of Theorem 2.
Real Data Study
This section presents a numerical study using eleven microscope images shown in Figure 8 .
These microscope images are characterized by the noise level, the ratio of the foreground boundary pixel number to the total image pixel number (FR), and the ratio of the foreground boundary pixel number to the foreground pixel number (BFR). The product of FR and BFR quantifies the ratio of the jump location curve pixel number relative to the total pixel number. The eleven images have 587 × 484, 587 × 465, 611 × 474, 592 × 592, 472 × 459, 1006 × 1006, 793 × 916, 579 × 579, 505 × 500, 501 × 498, and 502 × 496 pixels, respectively. Like in the simulation study, each of the eleven test images was sub-sampled by the proposed sampling strategy and the three benchmark methods. The sample size is equivalent to ten percents of the total image pixel number, and the sample was taken sequentially over six stages. For each of the test images, the sub-sampled image pixels were used as data to get the jump regression estimate of the original test image, and the estimate was compared to the original image at unsampled pixel locations to give J-MSE and C-MSE. • For all test images, the Root C-MSE values for different sampling strategies are very where σ is the noise standard deviation when the image intensity is normalized so that its maximum is 1, f is the ratio of the foreground boundary pixel number to the total image pixel number, and s is the ratio of the foreground boundary pixel number to the foreground pixel number.
comparable and are very close to the noise level. This is consistent with what we found in the simulation study.
• MG1 through MG4 (Low Noise and High Ratio of Jump Location Boundary Pixels):
Sampling from WRMS-C and the proposed sampling strategy are significantly better than the other sampling methods. This is also consistent with the findings from the simulated studies.
• MG5 through MG7 (Medium Noise): The proposed sampling approach is better than all the other methods with significant performance gaps, while sampling from WRMS-C is not much better than Random Sampling.
• MG8 (High Noise and Many Tiny Foregrounds): Sampling from WRMS-C and the proposed sampling strategy are significantly better than sampling from WRMS-J and Random Sampling.
• MG9 through MG11 (Very High Noise): All sampling methods perform similarly.
The proposed sampling strategy is based on the jump detection statistic, which is almost uniform when the noise level is comparable to the jump size τ b , so the strategy becomes closer to the uniform sampling strategy.
Conclusion
We proposed a novel sampling approach (cf., (11)) for sequential selection of design points in jump regression analysis. The proposed method originated from our asymptotic error analysis of the jump regression estimate based on the one-sided local linear kernel smoothing, which showed that placing more design points around the jump location curves would
give a faster decay of the integrated mean square regression error. Therefore, the proposed sampling function has a large density around the jump location curves. The proposed sampling strategy was applied to the compressive imaging problem in which sub-sampled images are used for reconstructing full images. We used two simulated images and eleven real images of different characteristics to evaluate the numerical performance of the proposed sampling strategy, which shows that the proposed method works reasonably well in all cases considered. These numerical results are consistent with our asymptotic analysis.
