Abstract. We calculate the homology of the free loop space of (n − 1)-connected closed manifolds of dimension at most 3n − 2 (n ≥ 2), with the Chas-Sullivan loop product and loop bracket. Over a field of characteristic zero, we obtain an expression for the BV-operator. We also give explicit formulas for the Betti numbers, showing they grow exponentially. Our main tool is the connection between formality, coformality and Koszul algebras that was elucidated by the first author [Ber14a] .
Introduction
In [CS99] , Chas and Sullivan defined a loop product and a loop bracket on the homology of the free loop space LM of an orientable d-manifold M and showed that these operations make the shifted homology H * +d (LM ) into a Gerstenhaber algebra. Moreover, this structure extends to a BV-algebra structure, where the BVoperator is induced by the S 1 -action. A number of calculations have been made for specific classes of manifolds (see e.g. [CJY04, Men09, Tam06, Vai07, Hep10, CLB11] ). In this paper we consider manifolds that are highly connected relative to their dimension. Unless otherwise specified we take homology and cohomology with coefficients in a field k of arbitrary characteristic. Perhaps more interesting than the result itself are the techniques we are using. Our approach is algebraic and we use that H * +d (LM ) may be calculated in terms of Hochschild cohomology (see Remark 1.4 below for a discussion about this). We also make heavy use of Koszul algebras and the fact that highly connected manifolds are both formal and coformal (see §2.3 for the definitions of these notions). Koszul algebras were first introduced by Priddy [Pri70] as a tool for studying the cohomology of the Steenrod algebra. In this paper, we take advantage of the connection between formality, coformality and Koszul algebras that was elucidated in [Ber14a] to produce small chain algebra models for Hochschild cochains. Recall that the transgression is the additive relation τ : H * (X) ⇀ H * −1 (ΩX) induced by the differential d p : E p p,0 → E p 0,p−1 in the Serre spectral sequence of the path-loop fibration (see e.g. [ML95] ). Theorem 1.2. Let k be a field and let X be a simply connected space of finite ktype. If X is both formal and coformal over k, then the transgression admits a lift to a twisting morphism τ : H * (X) → H * −1 (ΩX) such that the twisted convolution algebra Hom τ (H * (X), H * (ΩX))
is dga quasi-isomorphic to the Hochschild cochains of C * (ΩX).
See Definitions 2.2 and 3.1 for the definitions of twisting morphisms and the twisted convolution algebra. Being simultaneously formal and coformal is a rather restrictive condition on a space, but there are many interesting examples appearing 'in nature' apart from highly connected manifolds, see [Ber14a] . In fact, when the results of this paper were announced by the first author at the conference 'Loop spaces in Geometry and Topology' in Nantes on September 4th 2014, we learned that Kallel and Salvatore [KS] are using similar techniques to calculate the free loop space homology of (ordered) configuration spaces of points in R n . In a forthcoming paper [BB] , we consider free loop space homology of certain moment-angle manifolds.
One of the main motivations for studying the homology of free loop spaces comes from the connection to closed geodesics (see e.g. [FOT08, GH09] ). The following result is a consequence of our explicit calculations, and verifies a conjecture of Gromov (see [FOT08, Conjecture 5 .3]) for the class of highly connected manifolds considered here. Theorem 1.3. Let k be a field and let M be an (n − 1)-connected closed manifold of dimension at most 3n − 2 (n ≥ 2) with dim H * (M ; k) > 4. For a generic metric on M , the number of geometrically distinct closed geodesics of length ≤ T grows exponentially in T .
Free loop space homology of simply connected closed 4-manifolds has been studied in [BB13] , but the methods used there do not extend to higher dimensions. Theorem 1.3 generalizes [BB13, Theorem C(1)]. Free loop space homology of (n − 1)-connected 2n-dimensional manifolds has been studied in [BS12] using different methods, but the calculations there are not complete.
Remark 1.4. Our claims in Theorem 1.1 rely on certain identifications of H * +d (LM ) with Hochschild cohomology. We should spell out exactly what we are using. It is well-known that H * +d (LM ) is isomorphic to the Hochschild cohomology of the singular cochain algebra C * (M ), at least as a graded algebra [CJ02] . For simply connected M and with coefficients in a field of arbitrary characteristic, Félix-Menichi-Thomas [FMT05] have shown that there is an isomorphism of Gerstenhaber algebras between HH * (C * (M ), C * (M )) and HH * (C * (ΩM ), C * (ΩM )). In effect, it is this Gerstenhaber algebra we compute. According to the PhD thesis [Mal10] , there is an isomorphism of Gerstenhaber algebras H * +d (LM ) ∼ = HH * (C * (ΩM ), C * (ΩM )), without any restriction on the coefficients. In characteristic zero, Félix-Thomas [FT08] , building on [Tra08] , extend the Gerstenhaber algebra structure on the Hochschild cohomology HH * (C * (M ), C * (M )) to a BV-algebra structure, and construct an isomorphism of BV-algebras HH * (C * (M ), C * (M )) ∼ = H * +d (LM ). It is this BV-operator we compute. In view of Menichi's calculation of H * +2 (S 2 ; F 2 ) [Men09] , one should be careful about the BV-operator in positive characteristics.
Conventions. Unless otherwise specified, we work over a field k of arbitrary characteristic. A chain complex is a Z-graded k-vector space A = {A n } n∈Z with a differential d A : A n → A n−1 of degree −1. We use the convention A n = A −n and think of cochain complexes as negative chain complexes. If V is a graded vector space and k is an integer, then we let s k V denote the graded vector space with (s k V ) i = V i−k . All unadorned tensor products are over k, i.e., ⊗ = ⊗ k . As usual, the tensor product of two chain complexes A and B is defined by 
By a dga we mean a differential graded augmented associative algebra. We usually denote the structure maps of a dga A by µ A : A ⊗ A → A (multiplication), η A : k → A (unit) and ǫ A : A → k (augmentation). Similarly, by a dgc we mean a differential graded coassociative coaugmented coalgebra. We will mostly be concerned with dgas that are nonnegatively graded and connected in the sense that H 0 (A) ∼ = k, or negatively graded and simply connected in the sense that H 0 (A) ∼ = k and H 1 (A) = 0. Similarly, we will mostly work with dgcs C that are non-negatively graded and simply connected, in the sense that H 0 (C) ∼ = k and H 1 (C) = 0.
Formality, coformality and Koszul algebras
In this section we will review the notions of formality, coformality and Koszul algebras and the "2-out-of-3" property for these notions [Ber14a] , along the way introducing notation and definitions that we will need in later sections.
2.1. Twisting morphisms. We begin by reviewing some facts about twisting morphisms (or twisting cochains). Standard references are [HMS74] , [LV12] or [Nei10] .
Definition 2.1. Let C be a dgc with comultiplication ∆ C : C → C ⊗ C and let A be a dga with multiplication µ A : A ⊗ A → A. The convolution algebra is the chain complex Hom(C, A) together with the convolution product (or cup product ),
The unit is the map η A • ǫ C and the augmentation Hom(C, A) → k is adjoint to the map η C • ǫ A .
Definition 2.2. An element τ in Hom(C, A) of degree −1 is called a twisting morphism if it satisfies the Maurer-Cartan equation
and if it is zero when composed with the (co)unit or (co)augmentation maps.
The set of twisting morphisms Tw(C, A) is the value at (C, A) of a bifunctor, contravariant in C and covariant in A. Both functors Tw(−, A) and Tw(C, −) are representable; there are universal twisting morphisms π : BA → A and ρ : C → ΩC that give rise to natural bijections
The representing objects BA and ΩC are the classical bar and cobar constructions.
Definition 2.3. Given a twisting morphism τ , the twisted tensor product C ⊗ τ A is the tensor product of graded vector spaces with the differential d :
where d C⊗A is the usual differential on the tensor product of chain complexes and
Theorem 2.4. The following are equivalent for a twisting morphism τ : C → A.
(1) The twisted tensor product C ⊗ τ A is contracible.
(2) The dga morphism φ τ : ΩC → A is a quasi-isomorphism.
(3) The dgc morphism ψ τ : C → BA is a quasi-isomorphism. Definition 2.6. A quadratic algebra is a graded algebra A that admits a presentation A ∼ = T V /(R), where V is a graded vector space of finite type and (R) is the two-sided ideal in the tensor algebra T V generated by a subspace R ⊆ V ⊗2 . Since the relations are homogeneous, we may equip A with an extra grading induced by the tensor length in V . This extra grading is inherited by the cohomology Ext *
. By definition, a Koszul algebra is a quadratic algebra A such that Ext
There is a similar definition of Koszul coalgebras, see [LV12] .
There is a variety of techniques for checking whether an algebra is Koszul without having to know Ext * A (k, k) beforehand, e.g., the PBW-criterion [Pri70, §5] . The principal feature of Koszul algebras is that one can read off a presentation for the cohomology algebra Ext * A (k, k) by simple linear algebra. Definition 2.7. Two quadratic algebras A = T V /(R) and B = T W/(S) are said to be Koszul dual if there is a non-degenerate pairing of degree +1,
such that the subspaces S ⊆ W ⊗2 and R ⊆ V ⊗2 are orthogonal complements of one another under the induced pairing (of degree 2)
Every quadratic algebra A admits a unique up to isomorphism Koszul dual, denoted
Remark 2.9. Given a quadratic algebra A, we let A ¡ denote the linear dual coalgebra of A ! . There is a twisting morphism κ : A ¡ → A, defined as the composite
where W * ∼ = V is the degree −1 isomorphism induced by the non-degenerate pairing. It is a basic fact that a quadratic algebra A is a Koszul algebra, in the sense of Definition 2.6, if and only if the associated twisting morphism κ : A ¡ → A is a Koszul twisting morphism in the sense of Definition 2.5. (As far as we understand, this is the reason for the name 'Koszul twisting morphism').
Priddy's definition of a Koszul algebra may seem somewhat unsatisfactory, because it is not a priori clear whether the Koszul property depends on the choice of presentation for the algebra. The next theorem gives an intrinsic characterization of the Koszul property expressed without reference to any choice of presentation. Recall that a dga (dgc) is called formal if it is quasi-isomorphic to its own homology, viewed as a dga (dgc) with trivial differential.
Theorem 2.10 (Berglund [Ber14a] ). Consider a dgc C and a dga A and suppose that τ : C → A is a Koszul twisting morphism. The following are equivalent:
(1) Both A and C are formal.
(2) The dga A is formal and H * (A) is a Koszul algebra.
(3) The dgc C is formal and H * (C) is a Koszul coalgebra. When the conditions hold, H * (C) is isomorphic to the Koszul dual coalgebra of H * (A).
Remark 2.11. The paper [Ber14a] is written with the assumption that the field k has characteristic zero, but this restriction is unnecessary if one works with algebras over non-symmetric operads, such as associative algebras.
Remark 2.12. Suppose that A is a dga with trivial differential. When applied to the universal twisting morphism π : BA → A, Theorem 2.10 says that A is a Koszul algebra if and only if the bar construction BA is a formal dgc. This gives an intrinsic characterization of the Koszul property that is not expressed in terms of any presentation of A. (Note however that Priddy's notion of an inhomogeneous Koszul algebra is not an intrinsic property of the algebra; it is a property of the chosen presentation.) 2.3. Formality and coformality for topological spaces. In this section, we will apply the algebraic results of the previous section to the dgc C * (X) and the dga C * (ΩX) associated to a based topological space X. Here C * (−) stands for normalized singular chains with coefficients in k and ΩX is the based loop space.
Definition 2.13. Let k be a field and let X be a based topological space.
(1) We say that X is formal over k if the dgc C * (X) is formal.
(2) We say that X is coformal over k if the dga C * (ΩX) is formal.
Recall that we have the homology suspension,
which may be defined as the homomorphism H * −1 (ΩX) ∼ = H * (ΣΩX) → H * (X) induced by the canonical map ΣΩX → X. It is well-known that σ * vanishes on elements that are decomposable with respect to the Pontryagin product and that every class in the image of σ * is primitive (see [Whi78, Chapter VIII] ). Therefore, σ * induces a well-defined pairing (of degree +1) on indecomposables,
which we will refer to as the homology suspension pairing.
Theorem 2.14. Let k be a field and let X be a simply connected space of finite k-type. Consider the following statements:
(1) The space X is both formal and coformal over k.
(2) The space X is formal over k and H * (X) is a Koszul algebra.
(3) The space X is coformal over k and H * (ΩX) is a Koszul algebra.
(4) The homology suspension pairing is non-degenerate, both algebras H * (X) and H * (ΩX) are Koszul algebras and they are Koszul dual via the homology suspension pairing;
The first three statements are equivalent and imply the fourth.
Proof. We may pass to a 1-reduced simplicial set model K for X. For such K, Szczarba [Szc61] has constructed an explicit Koszul twisting morphism C * (K) → C * (GK). Here, GK denotes the Kan loop group of K, which is a simplicial group model for the based loop space ΩX. The result then follows by applying Theorem 2.10. The statement about the homology suspension follows from the fact that it may be realized as the map induced in homology by the projection from the cobar construction ΩC * (K) to s −1 C * (K).
Remark 2.15. It is conceivable that the fourth condition in Theorem 2.14 implies the other three. We have not been able to find a counterexample.
Being simultaneously formal and coformal is a rather restrictive constraint, but there are several interesting examples of spaces that fulfill it, see [Ber14a] . We will see in Section 4.1 below that highly connected manifolds are formal and coformal over any field. 
where |a| = |b| = 2 and |u| = |v| = |t| = 3. Formality is obstructed by the nonzero Massey operations x = a, b, b and y = a, a, b , but the rational cohomology algebra is Koszul, because it admits the quadratic presentation
and it is easy to see that 1, a, b, x, y, ax is a PBW-basis. On the other hand, M is coformal, because the minimal model has purely quadratic differential. In fact, the minimal model is isomorphic to the Chevalley-Eilenberg cochain algebra of the graded Lie algebra
, where |α| = |β| = 1, so it follows that the homology of the based loop space is the cubic algebra
Thus, M is an example of a coformal but non-formal manifold that has Koszul cohomology, but non-Koszul loop space homology.
Example 2.18. Complex projective space CP n is formal over Q, e.g., because it is a Kähler manifold. The cohomology algebra
is not quadratic, and hence not Koszul, if n ≥ 2. This implies that CP n is not coformal. However, the homology of the based loop space is a free graded commutative algebra,
which is Koszul. Thus, CP n (n ≥ 2) is an example of a formal but non-coformal manifold, with Koszul loop space homology but non-Koszul cohomology.
Hochschild cohomology
In this section we explain how to construct a small dga model for the Hochschild cochains of the chain algebra C * (ΩX) when X is a formal and coformal space, by exploiting the connection to Koszul algebras discussed in the previous section. Small cochain complexes for computing the Hochschild cohomology of a Koszul algebra, such as the one described in Theorem 3.3 below, are presumably wellknown. What is new here is the application to formal and coformal spaces and the interpretation of the twisting morphism as a lift of the transgression. We also discuss how to calculate the Gerstenhaber algebra structure and, when X is a Poincaré duality space, the BV-algebra structure.
Definition 3.1. Let τ : C → A be a twisting morphism. We define the twisted convolution algebra to be the dga
, where, as usual,
The Maurer-Cartan equation for τ ensures that ∂ τ squares to zero, and it is easy to verify that ∂ τ is a derivation with respect to the convolution product.
Observation 3.2. For every dga A, the twisted convolution algebra associated to the universal twisting morphism π : BA → A is isomorphic, as a dga, to the standard Hochschild cochain complex C * (A, A) computing HH * (A, A), with the cup product;
Theorem 3.3. Let A be a Koszul algebra with Koszul twisting morphism κ :
of dgas. In particular, there is an isomorphism of graded algebras
Proof. Write f = ψ κ . Since A is Koszul, there is a contraction
where f is a dgc morphism. Applying the functor Hom(−, A), we obtain a contraction
where f * is a dga morphism. Consider now the perturbation t = [π, −] of the chain complex Hom(BA, A), ∂ , where π is the universal twisting morphism. Applying the basic perturbation lemma with t as initiator, we obtain a new contraction
see Theorem 6.4. To see that the sum n≥0 (h * t) n converges, we use the fact that the algebra A carries a weight-grading. The chain complex Hom(BA, A) inherits a filtration from this grading, and it is easy to see that t increases the filtration degree while h * preserves it. It follows that n≥0 (h * t) n converges point-wise. Since f * is a dga morphism, the formulas for f ′ and t ′ simplify. Indeed, f ′ is given explicitly by
* is an algebra morphism and f * h * = 0 since it is a contraction. Thus f ′ = f * and in particular it is also an algebra morphism. Next,
The higher terms all vanish in the same way as above, so we may identify Hom(A ¡ , A), t ′ with Hom κ (A ¡ , A). Thus, we see that
Theorem 3.4. Let k be a field and let X be a simply connected space of finite k-type. If X is formal and coformal over k, then the transgression lifts to a Koszul twisting morphism τ : H * (X) → H * (ΩX) such that the twisted convolution algebra Hom τ (H * (X), H * (ΩX)) is dga quasi-isomorphic to the Hochschild cochain complex of C * (ΩX).
Proof. Since X is coformal, the Hochschild cochain algebra of C * (ΩX) is quasiisomorphic to that of H * (ΩX), and then the claim follows from Theorem 2.14 and Theorem 3.3. Concerning the statement about the transgression: Under the stated hypotheses, H * (X) is a Koszul coalgebra and H * (ΩX) is its Koszul dual algebra. In particular, there are decompositions
compatible with the coalgebra and algebra structures. We may identify the primitives P H * (X) with H * ,1 (X) and the indecomposables QH * (ΩX) with H * ,1 (ΩX). The homology suspension induces an isomorphism σ : QH * (ΩX) ∼ = P H * (X). The inverse is given by the transgression τ : P H * (X) → QH * (ΩX) (under the stated hypotheses the transgression is actually a well-defined homomorphism with domain P H * (X) and codomain QH * (ΩX)). We may extend τ to a map H * (X) → H * (ΩX) simply by letting it be zero on H * ,k (X) for k = 1.
Remark 3.5. If X is formal and coformal and of finite type over k, then we may choose a basis x 1 , . . . , x r for the indecomposables of H * (X), and a basis u 1 , . . . , u r for the indecomposables of H * (ΩX), such that the homology suspension of u i is dual to x i . If, in addition, the cohomology H * (X) is finite dimensional, then there is an isomorphism of dgas
where the underlying algebra of the dga on the right hand side is simply the tensor product of the algebras H * (X) and H * (ΩX), and the differential [κ, −] is given by taking the commutator with the element
3.1. The Gerstenhaber algebra structure. Gerstenhaber [Ger63] observed that the Hochschild cohomology HH * (A, A) of an associative algebra A carries a Lie bracket of degree 1 that interacts well with the cup product. The structure is now called a Gerstenhaber algebra. Definition 3.6. A Gerstenhaber algebra is a graded commutative algebra together with skew-symmetric binary bracket [, ] raising degree by 1, satisfying the Jacobi identity and being a derivation of the product in both variables.
We will now show how to calculate the Gerstenhaber bracket on Hochschild cohomology in terms of certain dg Lie algebras of derivations. This is not a new idea, it is essentially dual to [Sta93] , but we have not found precisely the statements we need in the literature.
Definition 3.7. Let f : A → A ′ be a morphism of dgas. The chain complex of f -derivations Der f (A, A ′ ) is defined to be the subcomplex of Hom(A, A ′ ) whose elements are the maps θ : A → A ′ that satisfy
where µ A : A⊗A → A and µ A ′ : A ′ ⊗A ′ → A ′ are the multiplication maps. If f is the identity map on A, then we write Der A for Der f (A, A). The graded commutator
makes Der A into a dg Lie algebra.
Similarly, if g : C → C ′ is a dgc morphism, then the chain complex of g-coderivations Coder g (C, C ′ ) is defined to be the subcomplex of Hom(C, C ′ ) whose elements are the maps θ : C → C ′ that satisfy
If g is the identity map on C, then we write Coder C for Coder g (C, C). As before, the graded commutator makes Coder C into a dg Lie algebra.
where ad a ′ is the f -derivation of degree |a ′ | given by
For a ∈ A, let ω a : C → A denote the map of degree |a| given by ω a (λ) = λa for λ ∈ k and ω a (x) = 0 for x ∈ C.
Lemma 3.8. Let τ : C → A be a twisting morphism and let ψ τ : ΩC → A be the unique dga morphism such that ψ τ • ρ = τ , where ρ : C → ΩC denotes the universal twisting morphism. The map
is an isomorphism of chain complexes.
Proof. The underlying algebra of ΩC is the tensor algebra on s −1 C, so it is clear that the map is a bijection. We leave the straightforward verification that ρ * commutes with the differentials to the reader.
Proposition 3.9. Let A be a Koszul algebra and let κ : A ¡ → A be the associated Koszul twisting morphism. The isomorphism
induced by the quasi-isomorphism of chain complexes
, is an isomorphism of graded Lie algebras.
Proof. Stasheff [Sta93] observed that there is an isomorphism of chain complexes
such that the Lie bracket on CoderBA corresponds to the Gerstenhaber bracket in cohomology. By Theorem 3.3, and its dual version, there are surjective quasiisomorphims of chain complexes
We need to show that the two Lie brackets on the cohomology of Hom
induced from the Lie brackets on CoderBA and DerΩ(A ¡ ), respectively, coincide. To see that this is the case, form the pullback
Here L is the dg Lie algebra whose elements are pairs (θ, η), where θ ∈ DerΩA ¡ and 3.2. The Batalin-Vilkovisky algebra structure. When A is a Frobenius (Poincaré duality) algebra, then the Gerstenhaber algebra structure on Hochschild cohomology HH * (A, A) can be enhanced to a BV-algebra structure.
Definition 3.10. A Batalin-Vilkovisky algebra (BV-algebra) is a Gerstenhaber algebra together with a square-zero unary operator ∆ of degree +1 such that
In [Tra08] , a Batalin-Vilkovisky structure is put on the Hochschild cohomology of an algebra equipped with a non-degenerate bilinear form. The result is proved in greater generality, but we state a simpler version to avoid more definitions.
Theorem 3.11 (See [Tra08] ). Let k be a field of characteristic 0 and let A be a finite dimensional, graded, unital associative algebra equipped with a graded symmetric invariant non-degenerate bilinear form A⊗ A → k. Then there is a Batalin-Vilkovisky structure defined as follows. Suppose f ∈ Hom π (BA, A) with support on the weight n part. Then ∆f is the unique function with support on the weight n − 1 part such that ∆f (a 1 , . . . , a n−1 ), a n = n i=1 ±f (a i , . . . , a n , a 1 , . . . , a i−1 ), 1 , where ± is a Koszul sign coming from permutation of the elements, remembering that they have been suspended, explicitly given as (−1) to the power
Highly connected manifolds
In this section we will apply the results of the previous sections to highly connected manifolds.
4.1. Formality and coformality of highly connected manifolds. It is well known that every (n − 1)-connected space X of dimension at most 3n − 2 is formal over Q (see e.g. [FOT08, Proposition 2.99]). Neisendorfer and Miller [NM78] observed that a closed manifold with the same connectivity and dimension constraints is also coformal over Q, provided the cohomology has rank > 3. In this section we generalize these result to fields of arbitrary characteristic, using Koszul algebras and Theorem 2.10.
Theorem 4.1. Let k be a PID and n ≥ 2. If X is an (n − 1)-connected space such that H i (X; k) = 0 for all i > 3n − 2 and H i (X; k) is a free k-module for all i, then X is formal over k.
Proof. Since both C * (X; k) and H * (X; k) are degreewise free as k-modules, and k is a PID, it follows that the chain complex C * (X; k) is split. Hence, the cochain complex C * (X; k) is split as well. In other words, it is possible to find a contraction
where dh + hd = 1 − gf , f g = 1, and f h = 0, hh = 0, hg = 0. We may apply the homotopy transfer theorem to obtain an A ∞ -structure {m i } i≥2 on H * (X; k), such that m 2 is the standard cup product in cohomology, and (H * (X; k), {m i }) is A ∞ -equivalent to C * (X; k). By studying the explicit formulas for the transferred structure (see Section 7), we see that m i (. . . , 1, . . . ) = 0 for all i ≥ 3, because each term in the formula will contain f h, hh or hg, which is zero. Next, let i ≥ 3 and suppose that x 1 , . . . , x i ∈ H * (X; k) are non-zero classes of positive degree. Since we assume that X is (n − 1)-connected, we must have |x j | ≥ n for all j. Hence,
But we are assuming that H ≥3n−1 (X; k) = 0, so m i (x 1 , . . . , x i ) is necessarily zero.
Theorem 4.2. Let k be a field and let n ≥ 2. Suppose that M is an (n − 1)-connected closed manifold of dimension d ≤ 3n − 2. Then the cohomology algebra H * (M ; k) is a Koszul algebra if and only if dim k H * (M ; k) = 3.
This algebra is not Koszul because it does not admit any quadratic presentation.
Next, let r ≥ 2. Suppose that we can find a non-zero class x ∈ H k (M ; k), for some k < d, such that x 2 = 0. Then by Poincaré duality, we can find a class
g. [Hat02, Corollary 3.39]). Setting x r−1 = x ′ and x r = x, we can complete to a basis for H * (M ; k) of the form 1, x 1 , . . . , x r−1 , x r , x r x r−1 . If we declare x r x r−1 to be the only admissible monomial, then the displayed basis is a PBW-basis in the sense of Priddy [Pri70, §5] . This implies that H * (M ; k) is Koszul. Let us point out that unless x 2 r = 0, the above is not a PBW-basis. So we would like to find a non-zero cohomology class x ∈ H k (M ; k), for some k < d, such that x 2 = 0. Unless d = 2k, it is automatic that x 2 = 0 because of the connectivity and dimension constraints. So we are done unless d is even, say d = 2k, and the only non-zero cohomology is in degrees 0, k, 2k. If k is odd and k is not of characteristic 2, then x 2 = 0 is automatic because of the graded commutativity of the cup product. Otherwise, the cup product defines a symmetric bilinear form on H k (M ; k), and we can find an orthogonal basis e 1 , . . . , e r , such that e i e j = δ ij y, where y is some chosen generator for H d (M ; k) (see e.g. [MH73] ). Finding x = λ 1 e 1 + · · · + λ r e r = 0 such that x 2 = 0 is then equivalent to finding a non-trivial solution to the equation 
is Koszul, and hence that H * (M ; k) is Koszul as well.
Remark 4.3. The equation λ 2 1 + λ 2 2 = 0 has no non-trivial solutions over F 3 , so the above argument will fail to produce a PBW-basis for the algebra F 3 [x, y]/(x 2 − y 2 , xy). In fact, it is possible to show that this algebra does not admit any PBWbasis at all. But it is Koszul.
Remark 4.4. To see that the hypothesis on the dimension of H * (M ; k) is necessary we can look at the 1-connected 4-manifold CP 2 . This space is formal, but its cohomology algebra does not admit any quadratic presentation, so it cannot be Koszul.
Corollary 4.5. Let k be a field and let n ≥ 2. Suppose that M is an (n − 1)-connected closed manifold of dimension at most 3n − 2 such that dim k H * (M ; k) = 3. Then M is both formal and coformal. If we choose a basis x 1 , . . . , x r for the indecomposables of H * (M ; k) and let c ij represent the intersection form in this basis, i.e., x i x j , [M ] = c ij , then the loop space homology algebra of M admits the presentation
where the homology suspension of u i is dual to x i . In particular, |u i | = |x i | − 1.
Proof. By Theorem 4.1, the manifold M is formal over k. By Theorem 4.2, the cohomology ring H * (M ; k) is a Koszul algebra. It follows from Theorem 2.14 that M is coformal, and that H * (ΩM ; k) may be calculated as the Koszul dual of H * (M ; k). The cohomology H * (M ; k) admits a quadratic presentation of the form
where R is spanned by all graded commutators x i x j − (−1) |xi||xj| x j x i and all elements of the form c ij x k x ℓ −c kℓ x i x j . We know that the homology suspension is nondegenerate; choose a basis u 1 , . . . , u r for the indecomposables W = QH * (ΩX; k) dual to x 1 , . . . , x r under the homology suspension pairing. Since H * (M ; k) ∼ = T V /(R) and we know that
One checks that the element
is orthogonal to R, so it must generate R ⊥ .
4.2. Homology of the free loop space. In this section, we will use Theorem 3.4 and the results of the previous section to calculate the free loop space homology of highly connected manifolds.
Before we can state the result, we need to recall some facts about graded derivations. For a graded algebra U , we let Der U denote the graded vector space of derivations of U . Its elements of degree k are the linear maps θ : for θ ∈ Der U and ξ ∈ U , shows that the subspace ad U ⊆ Der U spanned by all inner derivations is a Lie ideal. The quotient Der U/ ad U is the graded Lie algebra of outer derivations on U .
Theorem 4.6. Let k be a field and let n ≥ 2. Let M be an (n − 1)-connected closed manifold of dimension d ≤ 3n − 2, such that dim k H * (M ) > 4, and let U = H * (ΩM ). There is an isomorphism of Gerstenhaber algebras
The unit element of the left summand k acts as a unit for the multiplication. Given two outer derivations θ and η, the product of their images in s −1 Der U/ ad U is given by
where the sign in the above sum is given by
The product of s −d u with anything except multiples of the unit element is zero. The Gerstenhaber bracket is given by
Proof. By Corollary 4.5 and Theorem 3.4 (see also Remark 3.5), the Hochschild cochain complex of C * (ΩM ) is quasi-isomorphic, as a dga, to
where x 1 , . . . , x r is a basis for the indecomposables of H * (M ; k) and u 1 , . . . , u r is the dual basis for the indecomposables of H * (ΩM ). Write A = H * (M ) and U = H * (ΩM ). We may decompose A as
where A(0) ∼ = k is spanned by the unit element, A(1) is spanned by x 1 , . . . , x r and A(2) = H d (M ) is one-dimensional. The differential [κ, −] then acts as follows
By inspection, the above chain complex is isomorphic to
Clearly, the kernel of ∂ 1 is the center, Z(U ), of U . If dim k H * (M ) > 4, then the center is trivial; Z(U ) = k, by [Bøg84] .
Since the matrix (c ij ) is invertible, the image of ∂ 0 is spanned by all commutators in U of the form [u i , ξ]. By using the relation
and the fact that u 1 , . . . , u r generate U as an algebra, one sees that the image of ∂ 0 is in fact equal to the subspace [U, U ] spanned by all commutators in U .
The middle homology may be identified with the space of outer derivations on U . Indeed, by evaluating derivations θ : U → U on the algebra generators, we get a map
A calculation shows that
so that the image of ev is really in ker ∂ 0 .
Under the identification ker ∂ 0 ∼ = Der U , the image of ∂ 1 may be identified with the subspace ad U ⊆ Der U consisting of inner derivations, i.e., derivations of the form
The algebra structure is induced from the tensor product of the algebras A⊗U , and it is straightforward to derive the description of the product stated in the theorem. The proof that the description of the Gerstenhaber bracket is correct is a little more subtle and will be given in the next section.
4.3. The Gerstenhaber bracket. We use the fact that the Gerstenhaber bracket in Hochschild cohomology may be computed via the Lie bracket of derivations in DerΩC (Proposition 3.9). Here C = H * (M ; k) is the homology coalgebra. Denote the cobar construction by U = ΩC. It admits the following explicit description:
Let f : U → U denote the quasi-isomorphism that sends α i to u i and γ to zero.
The chain complex DerU is spanned by three types of elements:
where ξ ∈ U. The differential D is described by the following:
We know that the homology of Der f (U, U ) ∼ = s A⊗U, [κ, −] may be represented by two types of classes: outer derivations, represented by elements of the form
such that (4) holds, and elements of U/[U, U ], represented by
To calculate their Lie brackets, we need to find cycle representatives in DerU, compute their Lie bracket in DerU and then apply f * .
For the second type of elements, we may take any pre-image ζ ∈ k α 1 , . . . , α r of ζ; the derivation
is then a cycle that maps to ζ ∂ ∂γ under f * . Finding cycle pre-images of the first type of elements is a little trickier. We use the following lemma.
Lemma 4.7. Consider the surjective quasi-isomorphism
For every positive degree cycle θ ∈ Der f (U, U ) of the form
it is possible to choose a cycle pre-image in DerU of the form
where ξ i ∈ k α 1 , . . . , α r are pre-images of ξ i and η belongs to [U, U].
Proof. That θ is a cycle means that the equality (4)
is a cycle in [U, U], and it belongs to the kernel of f because of the equality (4). Since f : U → U is a quasi-isomorphism, it follows that there must be an element η ∈ U of γ-degree 1 such that δ(η) = ζ. In fact, we may choose η ∈ [U, U], because the homology of the chain complex U/[U, U] in γ-degree 1 is spanned by the class of γ. In view of the formula (1) for the differential in DerU, it follows that
is a cycle in DerU. Moreover, it maps to θ under f * because f (ξ i ) = ξ i and f (η) = 0.
Finally, we can calculate; if we take two elements of the first form θ and θ ′ and choose cycle pre-images θ and θ ′ as in Lemma 4.7, a calculation shows that f * [θ, θ ′ ] equals the class of the commutator [θ, θ ′ ] in Der U .
If we take the bracket of the two cycle representatives
then we obtain the expression
The second term corresponds to the action of θ ∈ Der U/ ad U on ζ ∈ U/[U, U ].
The first term vanishes in U/[U, U ], because η ∈ [U, U] (this is why we needed to pay extra attention to η in Lemma 4.7).
4.4. The BV-operator. We continue to determine the BV-operator, at least when k has characteristic zero. To state the result, we need to introduce some more notation. The small complex computing H * +d (LM ; k) can be further decomposed as follows:
We will denote the homology group corresponding to A(i) ⊗ U (r) by H i,r . We will also use the notation from Theorem 3.4 instead of talking about derivations in order to make the calculations more transparent. Given an element x i ⊗ y ∈ A(1) ⊗ U we can view it as the derivation s
The goal of this section is to prove the following theorem.
Theorem 4.8. Let k be a field of characteristic zero and let M be an (n − 1)-connected manifold of at most dimension 3n − 2.
(1) There is a map ∆ : H 2,r → H 1,r−1 defined by sending an element
where ± is given by the Koszul sign rule.
(2) By setting ∆ = 0 on all other basis elements this gives us the BatalinVilkovisky structure.
(3) When r ≥ 3, ∆ gives us an isomorphism
Proof. This is proved later in the section. To avoid too painful obfuscated Koszul sign computations we will do the proof for (n − 1)-connected 2n-manifolds where
Items (1) and (2) are Lemma 4.16 and item (3) is Proposition 4.24.
In arbitrary characteristic there is also an isomorphism H 2,r ∼ = H 1,r−1 when r ≥ 3. We will begin this section by proving this. Our main tool are Hilbert series so we need some results about these.
Definition 4.9. Suppose A is a quadratic algebra, then there is a weight grading on A corresponding to the number of generators in an element. Denote the weight n part by A (n) . Define the Hilbert series of A by
Define the Hilbert series f C (t) of a quadratic coalgebra in the same way.
Proposition 4.10. Suppose we have a Koszul morphism κ : C → A between a graded coalgebra and a graded algebra (in particular, C and A have zero differential). Then the equation
holds.
Proof. By assumption the complex C ⊗ κ A is contractible. It splits in subcomplexes according to weight grading. The Euler characteristic of the weight n part is calculated by
This sum is zero unless the weight is 0, where the sum is 1. Putting this together yields the result.
If we dualize the coalgebra we obtain the following result.
Proposition 4.11. For a Hilbert series f A (t) associated to a Koszul algebra and a Hilbert series f A ¡ (t) associated to its Koszul dual algebra we have the relation
Now we can start applying this to our situation.
Lemma 4.12. The Hilbert series of the algebra A is 1 + nt + t 2 and the series of U is 1 1−nt+t 2 . Ler R be the module of relations in U. The series of the module R is t 2 1 − (2nt − (n 2 + 1)t 2 + nt 3 ) .
Proof. The Hilbert series of A is directly from the definition. The series of U then follows from Lemma 4.11 since A and U are Koszul dual to each other. The Hilbert series of the tensor algebra is 1 1−nt . Now since R(r) = T (r)/U (r) the Hilbert series for R is 1 1 − nt
Lemma 4.13. Let V = A(1). Consider the vector spaces V ⊗ U (r + 1) and U (r + 2) with r ≥ 0. We have the relation dim(V ⊗ U (r + 1)) − dim(U (r + 2)) = dim(U (r)).
Proof. The weight graded vector space U has Hilbert series u(t) := 1 1−nt+t 2 and V ⊗ U has ntu(t) = nt 1−nt+t 2 . To calculate the difference of dimensions we calculate the difference of Hilbert series.
This shows that the difference of dimensions of V ⊗ U (r + 1) and U (r + 2) are given by the dimension of U (r) since that is the part of weight 2 less.
Lemma 4.14. Suppose r ≥ 3 and n ≥ 3. There is an isomorphism
Proof. We will prove this by counting dimensions. By elementary linear algebra we have that the dimension of the kernel minus the dimension of the cokernel of the map
)). By Lemma 4.13 this difference is equal to the dimension of U (r). The left map of the complex
is injective unless r = 0 by [Bøg84] . This means that the dimension of the image is dim(U (r)) which shows that H 1,r+1 ∼ = H 2,r+2 . The second formula is proved in the same way with the difference we use that the map is zero in the case r = 0. The other formulas follow easily from the fact that the corresponding differentials are zero. Now we are going to restrict to characteristic zero and provide a description of these homology groups and isomorphisms using the BV-operator. Note that the expression defining ∆ makes even when we are not over a field of characteristic zero. One can ask if this gives the right BV-structure in the case of arbitrary characteristic as well.
Lemma 4.15. The operator ∆ satisfies the equation
Lemma 4.16. The operator ∆ is the BV-operator.
Proof. In characteristic zero there is a BV-operator on Hochschild cohomology is defined by the equation < ∆f (a 1 , . . . , a n−1 ), a r >=< r k=1 (−1) (r−1)(n−1)k f (a i , . . . , a r , a 1 , . . . , a i−1 ), 1 >, by Theorem 3.11 [Tra08] . By [FT08] this coincides with the Chas-Sullivan BValgebra structure on H * (LX). Using that the non-degenerate product is given by the multiplication and that we can pick any cycle representative this equation turns into
which is satisfied by Lemma 4.15.
Next we would like to prove that ∆ is an isomorphism in certain degrees; the strategy is to first observe that ∆ is similar to first go from cyclic coinvariants to cyclic invariants by averaging and then apply an automorphism depending on the intersection form. By using the snake lemma we will compare the effect of doing this before and after quotioning T (V ) with the relations in U.
Lemma 4.17. There is a vector space automorphism C of A(1) ⊗ U (r + 1) given by C(
Proof. C is an automorphism since c ji are the elements of an invertible matrix (it is invertible since it is the intersection form of an orientable manifold).
Proof. We have
Lemma 4.19. Let V := k{x 1 , . . . , x m } and W := k{w 1 , . . . , w m }. There is a map
This map induces maps to give a commutative diagram with exact rows as follows.
Ad' Ad D
We have denoted the rightmost map by D since it coincides with the map D of Lemma 4.18 up to the isomorphism A(2) ⊗ U (r) ∼ = U (r).
Here we are after computing the kernel and cokernel of D, to do this we will first analyze the kernel and cokernel of Ad.
Lemma 4.20. The cyclic group of r elements with generator σ acts on V ⊗ W ⊗r−1 by σ(v i ⊗ w j1 . . . w jr−1 ) = (−1) (n−1)(r−1) v j1 ⊗ w j2 . . . w jr−1 w i . Similarly it acts on W ⊗r by σ(w j1 w j2 . . . w jr ) = (−1) (n−1)(r−1) w j2 . . . w jr w j1 . Then ker(Ad) are the invariants of the first action and coker(Ad) are the coinvariants of the second action. We also have ker(Ad) ∼ = coker(Ad).
Proof. By inspection of the defining formulas of Ad we see that ker(Ad) = ker(1−σ) and coker(Ad) = coker(1 − σ). To see the isomorphism we first note that there is an isomorphism between ker(Ad) and the invariants of the second action by taking v i → w i . Then there is an isomorphism between invariants and coinvariants of the second action since they are the kernel and cokernel of the map 1 − σ, respectively, and kernel and cokernels of endomorphisms are isomorphic as vector spaces.
Lemma 4.21. There is a map P : ker(Ad) → coker(Ad) by first mapping V to W given by x i → w i and then considering the equivalence class. Over a field of characteristic zero there is an explicit inverse Q/r where
Proof. If one implicitly uses the isomorphism V ∼ = W then this is just the usual statement that one can go from coinvariants to invariants by averaging over the group.
The following combinatorial description will also be useful when we count the dimension of the homology groups.
Lemma 4.22. Suppose that n or r is odd. Then ker(Ad) has a basis with one basis element for each necklace (= word up to cyclic permutation) of length r with letters in the set 1, . . . , m. If instead n and r are even there is a basis with one basis element for each necklace with even period length.
Proof. Suppose that n or r is odd. We would like to find the invariants of the action σ(v i ⊗ w j1 . . . w jr−1 ) = v j1 ⊗ w j2 . . . w jr−1 w i . Suppose v i ⊗ w j1 . . . w jr−1 is a term of an element that is invariant. That element also have to contain the term v j1 ⊗ w j2 . . . w jr−1 w i . But then it also have to contain the term v j2 ⊗ w j3 . . . w j1 .
Continuing like this we have to include all cyclic permutations until we come back to the term we started with. This shows the first part. To prove the case when n and r are even we look at the action σ(v i ⊗ w j1 . . . w jr−1 ) = −v j1 ⊗ w j2 . . . w jr−1 w i . Suppose v i ⊗ w j1 . . . w jr−1 is a term of an element that is invariant. Then that element has to include the term −v j1 ⊗ w j2 . . . w jr−1 w i . as well. In the same way it has to include v j2 ⊗ w j3 . . . w j1 . Continuing like this we obtain an element in the kernel that is non-zero if the period length is even. If the period length is odd we see that we are forced to add terms such that we obtain a zero vector.
Lemma 4.23. We have the following diagram given by the snake lemma.
When r ≥ 3, ∂ = 0, i injective and p surjective. If r = 2, we have i = 0.
Proof. When r = 2, one sees that Y ∼ = coker D, showing that i = 0 by exactness. Now suppose r ≥ 3. We first want to prove that i is injective. Note that Y is the cyclic coinvariants of Lemma 4.20. The map
(n−1)(r−1) w j1 . . . w jr−1 w i . The image gives us exactly the relations that enable us to permute cyclically (recall the sign in the definition of cyclic action) in the submodule R(r) ⊂ W ⊗r . From this description it is clear that two distinct elements in X cannot be identified in Y since there are no more relations than cyclic permutations. This shows that i is injective and that ∂ = 0 and p surjective follows from exactness.
Proposition 4.24.
(1) The map ∆: H 2,r → H 1,r−1 is well-defined.
(2) When r ≥ 3, this map is an isomorphism and when r = 2 it is injective.
Proof. That ∆ is well-defined is proved in [Tra08] but we prefer to reprove it in this special case since the computation helps us prove that it is an isomorphism in certain degrees. The map ∆ can be described as follows. Pick a representative of an element in H 2,r . Consider it as an element in coker(D) in the diagram of Lemma 4.23. Pick an element in Y mapping to it. Apply Q to get an element in B.
Map it to ker(D) with p. Take the quotient with the image of C • d r−2 and finally apply C −1 . We will first treat the case r ≥ 3. To see that the map described is well defined we need to show that it is independent of the representative chosen in Y. Equivalently we need to prove that any element i(x) ∈ Y with x ∈ X is mapped to 0. There is a basis of X given by elements of the type x = ω ⊗ w j1 . . . w jr−2 where ω ∈ W ⊗2 is the relation of U. By abuse of notation we will write ω for the corresponding element in V ⊗ W as well and also use Sweedler type notation ω = ω (1) ⊗ ω (2) . Then Qi(x) = ω ⊗u j1 . . . u jr−2 +(−1) (n−1)(r−1) ω (2) ⊗u j1 . . . u jr−2 ⊗ω (1) + ± . . . v r−2 ⊗ω ⊗v 1 . . .
All terms except the first two vanish when we apply p to land in ker(D). We want to see that these two terms vanish when we take the quotient with C • d r−2 . Thus we look at the image of u j1 . . . u jr−2 ∈ U (r − 2) in ker(D). We see that
Since we assumed that the characteristic was zero, pQi(x) lies in the image and thus the map ∆ is well defined. To see that the map is an isomorphism for r ≥ 3, it is enough to prove that it is injective since by Lemma 4.14 we know that the homology groups have the same dimension. Going backwards in the previous computation we see that the terms from B that are mapped to zero in H 1,r−1 are exactly those containing ω in some way. These are precisely the ones mapping to X ⊂ Y under Q −1 . Thus none of the non-trivial elements coming from coker(D) maps to zero. This shows that the map is injective and therefore an isomorphism. To prove that ∆ well-defined and injective when r = 2 we observe that in this case i = 0, A = 0 and C • d 0 = 0. − −− → A(2) ⊗ U (2) we have to work a bit more. First note that by Lemma 4.13 we know that it has to have dimension one more than H 2,2 . By Lemma 4.24 we know that im(∆) sits in the kernel. We see that we only need one more generator to generate the whole kernel. Now we see that [κ, κ] = 2ω = 0, and note that κ is not contained in im(∆).
We would now like to describe the product structure in more detail using the description of H 2,r as U (r)/[U (r), U (r)] and the isomorphism of Proposition 4.24.
Lemma 4.26. Suppose we have elements a and b. Their product is zero unless both of them come from groups H 1, * or at least one of them come from H 0,0 .
Proof. The multiplication respects the bidegree. This yields the result together with the observation that H 0, * is one-dimensional, spanned by the identity element.
First we will start by looking at the multiplication of two classes in im(∆). This is the generic case, we only have to compute a couple of extra special cases to determine the whole product.
Theorem 4.27. Suppose we have elements in H 1,r1 and H 1,r2 given by ∆(M ∨ ⊗ u i1 . . . u ir 1 +1 ) and ∆(M ∨ ⊗ u j1 . . . u jr 2 +1 ) Then their product is given by
is a coefficient of the inverse matrix of C.
Proof. We compute by using the formula for ∆.
where
Example 4.28. Suppose the intersection form C is given by the identity matrix (and n is even). Then we have ∆(
Remark 4.29. The conceptual way of understanding the formula is as follows (ignoring signs for a moment). Given two cyclic words (describing elements of H 1,r1 ) and H 1,r2 ), their product is a sum of cyclic words (as elements of H 2,r1+r2 ) given as a sum over all ways of choosing one letter from each word, deleting the letters and gluing the words together at the incisions with a weight depending on the deleted letters. This gives a combinatorial description of the product if we describe both invariants and coinvariants as cyclic words.
To finish off the description of the multiplication we need to consider multiplication with the element κ since it is not in the image of ∆.
Lemma 4.30. We have the following formulas for the multiplication.
Proof. The first formula follows since the square of an odd element is always zero by graded commutativity. The second follows by the following calculation.
Using this description of the product we can describe the Gerstenhaber bracket easily.
Proposition 4.31. Let a ∈ H 1,r1 and b ∈ H 1,r2 . Then
Let c ∈ H 2,r3 and d ∈ H 1,r4 . Then
Let e ∈ H i,r and f ∈ H 0,0 . Then [e, f ] = 0.
Proof. All these identities follows easily by applying the identity
and noticing that most terms vanish because of degree reasons.
Dimension Counting
From the Hilbert series of Lemma 4.12 and 4.13 we can calculate the dimensions of the parts U (r) and R(q). These give us Lemma 4.14, which tells us that some groups have the same dimensions. However, to analyze what these dimensions are we have to do some combinatorics, which we are going to do in this section. Since these calculations will rely on Lemma 4.23 the whole section assumes characteristic zero.
Lemma 5.1. The dimension of U (r) is a,b≥0 a+2b=r a + b a n a (−1)
where we are using multinomial coefficients.
Proof. Expand the Hilbert series to get the coefficients.
The first part following lemma is quite standard, but we provide a proof since we are going to prove a variant later. We follow the approach of [Reu93] , but without using generating functions. Proof. This follows from Lemma 4.21 and Lemma 4.22. The alternate formulas hold by observing that we still sum over the same terms, just in another order.
Lemma 5.4. Let ω ∈ V ⊗2 be the relation in U. We have ω ⊗ V ∩ V ⊗ ω = 0.
Proof. The Hilbert series of R is
as well, so the only possibility is that dim(ω ⊗ V ∩ V ⊗ ω) = 0.
Lemma 5.5. Let W 12 (d) be the number of words of length d containing at least one "1" directly in front of a "2" and let W ¬12 (d) be the number of words of length d containing no "1" directly on front of a "2". Let R c (d) be the number of words containing "12" or beginning in "2" and ending in "1". Then
The number of necklaces of length r ≥ 3 in an alphabet {1, 2, . . . , m} containing at least one "1" directly in front of one 2 is
The number of such necklaces that have even period length are
Proof. First we want to establish that
The number of words that begin in "2" and end in "1" but does not contain "12"
counts the number of words containing 12 "cyclically". To establish the formulas we can now follow the proof of Lemma 5.2 mutatis mutandis.
Corollary 5.6. Let the notation be as in Lemma 4.23 and 5.5 and let d ≥ 3. Then
if n or r is odd. If n and r are even, the dimension is
Proof. We can pick a basis of V ⊗d where some of the basis elements are of the type
Biject these to the set of words of length d such that these basis elements go to words with 12 in the corresponding place. This is possible since by Lemma 5.4 we know that ω ⊗ V ∩ V ⊗ ω = 0. By counting these special basis elements of their complement we establish that W 12 (d) = dim(R(d)) and
. Similarly (by also making sure treating words starting in "2" and ending in "1" specially), we establish that R c (d) is the dimension of a vector space R(d) + (ω (2) V d−2 ω (1) ) ⊂ V ⊗d . The choice of basis and bijection can be done so that it is equivariant with respect to the cyclic group. This gives us a bijection of a basis and necklaces with restrictions. Remark 5.9. The exponential growth can be proven in the setting of (n − 1)-connected closed manifolds of dimension at most (3n − 2) as well. Since we did not derive an explicit formula for the dimension when the generators have mixed degrees, we will have to use a different argument to find enough words. First note that the we always have the vector space U/[U, U ] contained in the homology. Pick one variable and consider only words not containing that variable. This gives a subspace isomorphic to T /[T, T ] where T is the tensor algebra on the m − 1 remaining variables. Since we have assumed that m ≥ 3, there are at least two variables left, which gives us three cases. If we have two even or two odd variables we are back in the case of Lemma 5.2 and one can do the same calculation as in the end of Corollary 5.8. If we only have one even and one odd variable we can look at tensor words with odd total degree. This gives a subsequence that has exponential growth. Taking the quotient with the cyclic action corresponds to dividing by r (taking into account that we don't get any sign troubles because we are in a situation with an odd number of odd variables) and thus it will still have exponential growth.
The rate of growth of the Betti numbers of the free loop space LM is interesting because of the connection to the number of closed geodesics on M , as explained in e.g. [FOT08, Chapter 5]. As a consequence of our calculation, we get an affirmative answer to Gromov's conjecture (see [FOT08, Conjecture 5 .3]) for the highly connected manifolds considered here. This generalizes [BB13, Theorem C(1)] for 4-manifolds.
Corollary 5.10. Let k be a field and let M be an (n − 1)-connected closed manifold of dimension at most 3n − 2 (n ≥ 2) with dim H * (M ; k) > 4. For a generic metric on M , the number of geometrically distinct closed geodesics of length ≤ T grows exponentially in T . Suppose moreover that f and g are chain maps and that Suppose we have data satisfying all the above identities except these. In [LS87] it is noted that we can always redefine h such that these are satisfied.
Definition 6.3. Given a complex with differential d, we say that a perturbation of d is a map t of degree −1 on the same complex such that (d + t) 2 = 0.
Theorem 6.4. Suppose given a contraction as in Definition 6.1 and a perturbation t of d C . If 1 − ht is invertible, then, setting Σ = t(1 − ht) −1 , there is a new contraction with data (C,
Proof. See [Bro65] , [Gug72] and [BL91] .
7. Appendix: A ∞ -structures and formality Definition 7.1. An A ∞ -structure on a homologically graded dg vector space (V, d V ) consists of a collection of maps {a n } n≥2 of degree n − 2 such that the following identities are satisfied, n=i+j+k k≥1,i,j≥0
where we denote d V = a 1 .
Remark 7.2. Note that if a n = 0 dor all n ≥ 3 this is equivalent to the data of a usual dg algebra.
Proposition 7.3. Given a contraction
where (A, d A ) is a dg algebra, there is an A ∞ -structure {a n } n≥2 on the homology H * (A), where a n is given by an alternating sum over all rooted trees with n leaves as described in [KS01] (or in [Ber14b] for a proof using homological perturbation theory). If this A ∞ -structure is such that a n = 0 for n ≥ 3, then (A, d A ) is a formal dg-algebra.
Proof. The A ∞ -structure is proven in [KS01] (or in [Ber14b] for a proof using homological perturbation theory). That it is formal if the higher products vanish follows from [Kad82] .
Example 7.4. The map a 3 is described by the following expression. The higher arity case is similar but with more internal edges decorated with h. For our application we will not need to worry about signs, since we are interested in the case when they vanish.
