We prove existence and uniqueness of bounded solutions of u"+f(t, u) = 0, u(0) = x on [0, oo) under quasimonotonicity and one-sided Lipschitz conditions on /.
Introduction
Starting with a result of Kneser [17] , there is a long tradition on investigations of bounded solutions of second order equations u" + f(t, u, u') = 0 on infinite intervals. Existence, uniqueness and stability of bounded solutions this problem have been studied under various conditions on / and (consequently) by various methods, see for example [2] , [3] , [4] , [5] , [11] , [12] and the references given therein.
In this paper we will use results on boundary value problems in ordered vector spaces to prove an existence and uniqueness theorem for bounded solutions of u" + f(t,u) -0, u(0) = x under quasimonotonicity and onesided Lipschitz conditions on /.
Quasimonotone increasing functions
We consider a finite dimensional real vector space E ordered by a solid cone K C E. The dual cone K* is given by A function / : E -> E is quasimonotone increasing (in the sense of Volkmann [18] 
According to [10] , Corollary 2, we have the following criterion for onesided Lipschitz continuity of quasimonotone increasing functions:
Then f is one-sided Lipschitz continuous with Lipschitz function ¡i.

Main result
For / : [0,oo) x E -> E consider the boundary value problem
In case that (1) has a unique solution we denote it by u(-,x). Let us say that /x : [0, oo) -> M has property (P) if it is continuous and if the differential inequality 
It can be seen from the proof that the function 1t-> \\u(t, y) -u(t, x)|| is monotone decreasing on [0,oo) provided fi(t) <0 (t > 0).
3. An example for a positive /x with property (P) is fi(t) = 1 /{t + l) 4 . Here we can choose
which is a fundamental system for + £(t)/(t + l) 4 = 0. On the other hand the scalar boundary value problem (E = R)
. This example shows that the existence of an unbounded positive solution of (2) is not sufficient for the existence of solutions of problem (1).
Dirichlet boundary value problems
To prepare the proof of Theorem 2 we collect some results concerning differential inequalities for second order equations and Dirichlet boundary value problems. [9] , Theorem 3).
([0,T],E) satisfy w"(t) + f(t,w(t)) < v"(t) + f(t,v(t)) (t e [0,T]), w(0) < w(0), v{T) < w(T), then v{t) < w(t) (t G [0,T]) (see
The boundary value problem u"(t) + f(t,u(t))
is uniquely solvable for each choice of x,y G E. Moreover, the solution is monotone increasing in x and y, (see [7] , Theorem 1.)
Proof of Theorem 2
We first show that (1) has at most one solution and this is true without the assumption that (1) has a bounded solution b and that (2) has a bounded positive solution a: 
(t, x) = f(t, x + u 2 (t)) -f(t, u 2 (t)).
Obviously, g is continuous and quasimonotone increasing, g(t, 0) = 0 (t > 0), and
and set v(t) = -e@(t)p, w(t) = e0(t)p (t > 0).
Since d is bounded and f3 unbounded then there exists T e > To such that
Note that (3) implies the following estimate
By (2) we have w"(t) + g(t, w(t)) < e((3"(t) + »(t)(3(t))p <0 = d"(t) + g(t,d(t)) < -e(j3"(t)p + KtMt))P < v"(t) + g(t, v(t)) (t g [0, re]).
Application of Theorem 3.1 (to the function g and with T = T e ) proves that
Letting e -> 0+ the latter leads to d(t) = 0 (t G [0,T0]). Since T0 was arbitrary then we have u\ -To prove the existence of a solution of problem (1) let us fix x G E, choose 7 > 0 such that 6(0) -7p<x < 6(0) + 7p and set
v(t) = b(t) -7a(t)p, w(t) = b(t) + 7a(t)p (t > 0).
Let n G N. According to Theorem 3.2 the boundary value problem
has a unique solution u n : [0, n] E. By our settings we have i/(0) < nn(0) < w(0), v(n) < u n (n) < w(n).
Moreover w"(t) + f{t, w(t)) < b"(t) + f(t, 6(t)) + 7(«"(*)P + f*(t)<*(t))p <0 = uZ(t) + f(t,u n (t)) < b"(t) + f(t, 6(t)) -l(a"(t)p + n(t)a(t))p < v"(t) + f(t, v(t)) for t <E [0,n]. Hence Theorem 3.1 yields v(t) < un(t) < w(t) (t e [0,n]).
Since v and w are bounded and / is continuous, then there exist a constant Co > 0 and a continuous function C2 : [0, oo) -> [0, oo) such that K(t)|| < Co, ||<(i)|| < c2(t) (n e N, t E [0, n]).
According to Landau's inequality [15] , p.381, there is a continuous function
Now, by Ascoli-Arzelà's Theorem, there exists a subsequence (unk ) of (un) which is uniformly convergent on each compact subset of [0, oo) to a solution u : [0,oo) E of (1). The solution of (1) will now be denoted by u(-,x) and we prove that the solutions depends increasingly on x: Fix x < y and let vn : [0, n] -> E denote the solution of
v^(t) + f(t,vn(t)) = 0, un(0) = y, vn(n) = b(n).
By Theorem 3.1 (or 3.2) we can find un(t) < vn{t) (t G [0,n]) and there is a subsequence (rtj) of (n) such that unj -• u(-, x) and vnj u(-, y) as j oo uniformly on each compact subset of [0, oo). Hence u(t,x) < u(t,y) (t > 0).
Next, we prove that x n'(0, x) is quasimonotone increasing: Let x < y,
<p € K*, <p(x) = (p(y). We have u(t,x) < u(t,y) (t > 0). Hence
Since we now know that x i -> u'(0, x) is quasimonotone increasing we can apply Theorem 1: Fix e > 0, To > 0, and consider
w(t) = (Aa(t) + e0(t))p (t > 0).
Observe that d(0) < u>(0), and since ¡3 is unbounded, then there exists T£ > T0 such that d(Te) < w(Te).
Next, w"(t) + g(t, w(t)) < (A(a"(t) + /i(t)a(t)) + e((3"(t) +
and, once more, application of Theorem 3.1 proves that
Letting e -» 0+ we get d(t) < Aa(t)p (t G [0,To]). Hence D'(0) < Aa'(0)p and therefore
Thus, by Theorem 1,
Fix t0 > 0. All what we have proved above obviously also holds for the boundary value problem
In particular, (5) is uniquely solvable. Thus, the solution of (5) 
solves 5"{t) + n(t)6(t) < 0 (t > t0), and <5(i0) = 1. Therefore
\\u(t,y) -u(i,x)||'+ = m+[u{t,y) -u(t,x),u'(t,y) -u'(t,x)]
(t> 0), a{t) and integration of this differential inequality leads to ||u(t, y) -u{t, x) || < exp (log(a(i)) -log(a(0))) ||y -x|| = a(t)\\y -x\\ for t G [0, oo). •
Remark on quasimonotone roots
Let A : E -> E be a linear mapping such that x H-> Ax is quasimonotone increasing and Ap < 0 for some p G Int K. So Theorem 2 can be applied to f(t,x) = Ax. In particular, Bx :-u'(0, x) is a quasimonotone increasing operator and Bp < 0 (compare (4) 
