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Abstract
Catopsys est un système de projection immersive grand-public destiné à des application de réalité mixte. Il est
composé d’un vidéo-projecteur, d’un miroir convexe et d’une caméra, et peut être utilisé dans des salles qui n’ont
pas été conçues spécifiquement pour la projection. Le système permet d’afficher un environnement immersif en
projetant une image dans toute la salle. Cependant, l’environnement ainsi affiché est pertubé par la réponse du
projecteur, les matériaux composant la salle et les réflexions multiples inhérentes à toute pièce partiellement close.
La compensation radiométrique de la projection a pour but de réduire l’influence de ces perturbations.
Dans ce papier, nous présentons notre système de projection et en proposons un modèle radiométrique prenant en
compte la réponse du projecteur, les matériaux de la salle et les réflexions multiples. Nous proposons également
une méthode de compensation basée sur ce modèle. Au sein d’une application de réalité virtuelle ou mixte, cette
méthode peut être utilisée comme un post-traitement corrigeant les perturbations radiométriques de la projection.
Keywords: Informatique Graphique, visualisation, réalité
virtuelle, réalité mixte, compensation radiométrique
1. Introduction
1.1. Motivation
Dans le cadre de la réalité virtuelle, un environnement im-
mersif est un environnement partiellement ou totalement ar-
tificiel, créé autour de l’utilisateur. Les environnements im-
mersifs ont de nombreuses applications : simulateurs (de
vol, de conduite. . .), prototypage, bureaux virtuels, environ-
nements d’ambiance, jeux vidéo. . .Deux types de systèmes
peuvent produire de tels environnements : les systèmes por-
tables comme les casques de réalité virtuelle [Sut98] ; les
systèmes grand écran comme les CAVEs [CNSD93].
La technologie actuelle permet d’envisager des systèmes
de réalité mixte grand-public. Catopsys (CATadiOptric Pro-
jection SYStem) est un projet de recherche dont le but est
de rendre la réalité mixte accessible au grand public grâce à
un système de projection immersive grand-public autocali-
brant. Ce système est composé d’un projecteur, d’un miroir
convexe et d’une caméra en rotation (voir Figure 1). Une
fois posé dans une salle, ce système détermine automati-
quement la géométrie de ses divers éléments ainsi que de
la salle [ASLZ08]. La projection immersive peut alors être
réalisée, pour des applications de réalité virtuelle mais égale-
ment de réalité mixte. [YT08] présente un système utilisant
Figure 1: Principe du système de projection Catopsys. Le
projecteur (P) pointe vers le miroir (M). Ainsi, un rayon de
lumière (B), émis par P, est réfléchi par M puis propagé dans
la salle (R). La caméra (C) est en rotation autour de l’axe
optique de P, ce qui permet de visualiser la salle pour cali-
brer le système.
les mêmes appareils. Cependant, celui-ci nécessite un écran
de projection spécifique, ce qui le destine à des applications
différentes.
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Les images projetées par notre système sont radiométri-
quement perturbées au cours de la projection. Tout d’abord,
la réponse du projecteur n’est pas neutre. De même, les ma-
tériaux de la salle ont peu de chance d’être adaptés à la
projection (i.e. blanc lambertien). Enfin, les réflexions mul-
tiples entre les différentes surfaces qui composent la salle
sont particulièrement importantes à l’intérieur d’un espace
clos. Il est donc nécessaire de prendre en compte ces phé-
nomènes au niveau de l’image projetée afin que l’environne-
ment visible après projection soit proche de l’environnement
souhaité. Pour réaliser cette compensation radiométrique, le
système dispose d’un point de vue panoramique (la caméra
en rotation) et d’une source de lumière omnidirectionnelle
contrôlable (l’association projecteur-miroir).
1.2. Contribution
Nous présentons ici un modèle radiométrique de notre
système projecteur-caméra à partir duquel nous proposons
une méthode de compensation autonome et automatisée,
utilisable comme post-traitement d’applications de réalité
mixte. Cette méthode prend en compte tous les aspects de
notre système de projection : la réponse radiométrique de la
caméra, le mapping géométrique entre la caméra et le projec-
teur et les perturbations radiométriques causées par la pro-
jection.
1.3. Travaux précédents
La restitution fidèle d’images projetées sur des surfaces
non adaptées à la projection a fait l’objet de nombreux tra-
vaux récents [BIWG07]. Nous n’évoquons ici que quelques
méthodes de compensation en deux passes utilisant un sys-
tème projecteur-caméra. Ces méthodes consistent à évaluer,
hors-ligne, la réponse radiométrique du système puis à in-
verser cette réponse pour calculer, en-ligne, les images de
compensation.
[NPGB03] propose un modèle de projection sur des sur-
faces non adaptées. Les auteurs donnent également une mé-
thode de calibrage et de compensation basée sur ce modèle.
Leur méthode modélise la projection par une réponse non
linéaire de chaque canal de couleur suivi d’un mélange li-
néaire de ces canaux. Cependant, elle suppose que l’écran
de projection est plat et donc qu’il n’y a pas de réflexion
multiple (ce qui n’est pas le cas de notre application).
[BGZ∗06] propose une méthode de compensation pre-
nant en compte les réflexions multiples grâce au concept de
radiosité inverse (reverse radiosity). Cependant, les auteurs
n’expliquent pas comment obtenir la géométrie et les réflec-
tivités de la salle nécessaires à leur méthode. De plus, ils
supposent linéaire la réponse du projecteur.
Enfin, une méthode de compensation par calibrage ex-
haustif est proposé dans [WB07]. Cette méthode consiste à
mesurer la matrice du transport de la lumière, c’est à dire
l’influence de chaque pixel projecteur sur chaque pixel ca-
méra. Les images de compensation peuvent être calculées
grâce à la matrice inverse. Cependant, cette méthode ne
prend pas en compte la non-linéarité de la réponse du pro-
jecteur. De plus, l’obtention de la matrice demande un très
grand nombre d’acquisitions caméra.
1.4. Sommaire
La section 2 présente le système de projection Catopsys.
La section 3 propose un modéle radiométrique de ce sys-
tème. Une méthode complète de calibrage et de compensa-
tion est proposée section 4. La section 5 présente quelques
résultats et la section 6 conclut.
2. Système de projection
Le système de projection Catopsys vise à rendre la réa-
lité mixte abordable. Pour cela, il doit être immersif, auto-
calibrant et grand-public. La solution retenue est un système
projecteur-caméra catadioptrique (voir Figure 1). Un miroir
convexe (M) est fixé au plafond. Un vidéo-projecteur (P) est
placé sous le miroir et pointe vers lui. Ainsi, un rayon de lu-
mière (B) émis par P est réfléchi par M dans la salle. Enfin,
une caméra grand-angle (C) est placée au-dessus du projec-
teur, en direction des murs de la salle. La caméra peut tourner
autour de l’axe optique du projecteur grâce à un moteur pas-
à-pas. Le projecteur, la caméra et le moteur sont contrôlés
par un ordinateur.
Ce système répond aux trois critères désirés. Tout
d’abord, la projection immersive est obtenue grâce à l’as-
sociation du projecteur et du miroir convexe. Selon la confi-
guration de ces éléments et de la salle, la projection peut être
réalisée sur pratiquement toute la pièce (4pi sr).
Ensuite, le système est capable de s’autocalibrer grâce au
système projecteur-caméra qui permet de projeter une image
et de capturer le résultat dans la pièce. Plus précisement,
le système doit être calibré géométriquement (positions et
orientations relatives des appareils, géométrie de la salle),
optiquement (distortions des optiques) et radiométriquement
(propagation de la lumière, réponse des appareils).
Enfin, le système est composé uniquement d’appareils re-
lativement peu coûteux. En effet, depuis quelques années, les
vidéo-projecteurs sont de moins en moins chers et peuvent
désormais être envisagés pour des applications grand-public.
De même, il existe des modèles de caméra contrôlée par or-
dinateur abordables. Enfin, les autres composants de notre
système ont un coût négligeable (notre implémentation uti-
lise un miroir de surveillance et un moteur pas-à-pas contrôlé
via une carte IEEE 1284). A terme, un système produit in-
dustriellement serait encore moins coûteux.
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Figure 2: Processus radiométrique du système projecteur-caméra.
Figure 3: Modèle radiométrique du système projecteur-caméra.
3. Modéle radiométrique
La figure 2 illustre le processus de projection de notre
système. Au niveau de l’ordinateur, l’image à projeter est
codée dans une certaine base colorimétrique. Les couleurs
sont ensuite converties par le projecteur, selon son système
de couleur interne. Puis le projecteur émet la lumière corres-
pondante. Cette lumière atteint les différentes surfaces de la
salle et est réfléchie de nombreuse fois de surface en surface
(réflexions multiples). Enfin, la lumière est en partie captu-
rée par la caméra puis transmise à l’ordinateur sous la forme
d’une nouvelle image.
Notre modèle radiométrique de ce processus de projec-
tion (voir Figure 3) est dérivé du modèle proposé dans
[NPGB03]. Lors de la projection, chaque canal de chaque
pixel de l’image subi une transformation non-linéaire. Puis
les canaux de chaque pixel font l’objet d’une combinaison
linéaire. Enfin, les réflexions multiples se traduisent par une
combinaison linéaire des pixels. De même, l’acquisition par
la caméra se traduit par une transformation non-linéaire (sa
réponse). L’image capturée est alors codée selon le système
colorimétrique utilisé par la caméra.
Considérons un pixel. Soit x sa couleur dans la base (li-
néarisée) du projecteur et soit y sa couleur dans la base (li-
néarisée) de la caméra. Soit t la matrice de passage de la base
du projecteur à la base de la caméra. Alors y = tx. Soient u
et v tels que
ui j =
{
ti j −1 si i = j
0 sinon ,vi j =
{
1 si i = j
ti j sinon
Donc t = u+v : u traduit les transformations linéaires intra-
canales de la base du projecteur à celle de la caméra et v les
transformations inter-canales.
Notons xλ la valeur du canal λ de la couleur x. Soit a la
couleur du pixel dans l’image à projeter. La fonction non-
linéaire wλ modélise, au niveau d’un canal d’un pixel, la
non-linéarité de la réponse du projecteur, la réponse linéaire
du matériau de la première surface atteinte et uii (où i est
l’indice correspondant au canal λ dans u). Soit b la lumière
émise par le projecteur et réfléchie par la première surface
atteinte dans la salle. b est donné, dans la base linéarisée du
projecteur, par
bλ = wλ (aλ ) (1)
Soit c la lumière obtenue après la première réflexion, dans la
base linéarisée de la caméra,
c = vb (2)
Les réflexions multiples sont ensuite modélisées, dans la
base de la caméra, par l’équation suivante.
Dλ = Cλ +HλCλ (3)
Cλ est le vecteur contenant les valeurs cλ des pixels (ou en-
sembles de pixels) vus par la caméra. Il représente la lumière
émise initialement par les surfaces de la salle, plus exacte-
ment la lumière émise par le projecteur et réfléchie une pre-
mière fois. Hλ est la matrice des échanges de lumière entre
les surfaces, tenant compte à la fois de leur géométrie et de
leur radiométrie : Hλ i j est la proportion de lumière émise par
la surface i, propagée dans la salle par réflexions multiples
puis réfléchie par la surface j dans la direction de la caméra.
Donc, Cλ est la lumière allant directement vers la caméra
et HλCλ la lumière allant vers la caméra après réflexions
multiples. Finalement, Dλ traduit toute la lumière vue par
la caméra (lumière directe et lumière indirecte). Par consé-
quent, si les surfaces sont diffuses, la lumière est réfléchie de
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la même façon dans toutes les directions et l’équation 3 est
vérifiée pour n’importe quel point de vue. En revanche, si la
salle contient des matériaux spéculaires, cette équation n’est
valable que pour le point de vue de la caméra.
Pour terminer, la réponse de la caméra est modélisée par
une fonction non-linéaire g. Ainsi, pour un pixel projecteur
donné, soient d la lumière provenant de la salle après pro-
jection et réflexions dans la direction de la caméra et e la
couleur correspondante capturée par la caméra. Alors,
eλ = gλ (dλ ) (4)
4. Méthode de calibrage et de compensation
radiométrique
Dans cette section, nous présentons une méthode de cali-
brage et de compensation radiométrique automatisée et au-
tonome. L’unique pré-requis est une fonction projetant une
image donnée et retournant l’image capturée par la caméra
selon un temps d’exposition donné. Notre méthode se dé-
compose en trois étapes. La première étape consiste à ca-
librer la caméra afin de déterminer ce qui est réellement
perçu par l’observateur. La deuxième étape consiste à éva-
luer le modèle radiométrique de la projection, c’est à dire
à trouver v, wλ et Hλ qui caractérise le système utilisé.
La dernière étape consiste à inverser le modèle évalué pré-
cédemment pour calculer les images de compensation. En
d’autres termes, on dispose d’une image telle qu’on veut la
voir dans la salle et on calcule l’image qui, une fois projetée
et donc modifiée par les perturbations radiométriques, fera
apparaître l’image voulue dans la salle.
4.1. Calibrage de la caméra
4.1.1. Mapping géométrique
Calibrer et compenser la projection nécessitent de pou-
voir connaître, pour chaque pixel projecteur, la couleur vue
par la caméra. Pour cela, on réalise un mapping géométrique
entre la caméra et le projecteur. Pour obtenir ce mapping,
on projette un point (un pixel blanc sur fond noir) que l’on
déplace de façon régulière sur l’image projecteur. A chaque
pas, on réalise une acquisition caméra que l’on seuille : les
pixels caméra au dessus du seuil correspondent au pixel pro-
jecteur. Les pixels non mesurés, entre deux pas, sont esti-
més par interpolation bilinéaire : un pixel projecteur non
mesuré est situé entre quatre pixels projecteur mesurés, ce
qui donne les deux paramètres de l’interpolation à réaliser
entre les groupes de pixels caméra correspondants. En uti-
lisant cette méthode, on peut calculer deux cartes caméra
donnant, pour chaque pixel caméra, le pixel projecteur cor-
respondant et le nombre de pixels caméra correspondant à
ce pixel projecteur. Ainsi, à partir d’une acquisition caméra,
on peut rapidement affecter aux pixels projecteur la couleur
caméra moyenne correspondante (voir Figure 4).
(a) (b)
Figure 4: Image caméra (a) et image projecteur correspon-
dante (b).
Figure 5: Image acquise avec différents temps d’exposition.
Figure 6: Réponse de la caméra. Notre caméra utilise un
capteur CCD quasi-linéaire, ce qui n’est pas le cas de toutes
les caméras.
Figure 7: Image HDR avec correction de la réponse de la
caméra.
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4.1.2. Réponse radiométrique
Pour caractériser la réponse radiométrique de la caméra,
on utilise la méthode de Robertson [RBS99]. Cette méthode
permet, d’après une série d’acquisitions caméra de la même
scène mais de temps d’exposition différents (voir Figure 5),
de retrouver la réponse radiométrique de la caméra (voir Fi-
gure 6). Pour cela, le problème est résolu par une méthode
d’optimisation itérative. Chaque canal de couleur est ainsi
calibré indépendamment. On ajuste les canaux entre eux par
une fonction affine déterminée d’après un blanc de réfé-
rence. Une fois la réponse calculée, la méthode de Robertson
permet, en faisant varier le temps d’exposition de la caméra,
de calculer des images HDR (à grande dynamique) (voir Fi-
gure 7).
4.2. Calibrage de la projection
Notre méthode de calibrage de la projection consiste à
décorréler les réflexions multiples des autres perturbations
radiométriques. Ainsi, on peut calibrer les mélanges de cou-
leurs et les non-linéarités sans l’influence des réflexions mul-
tiples qui sont calibrées ensuite. Pour réaliser cette décorré-
lation, il suffit de capturer uniquement la lumière directe,
c’est à dire la lumière émise par le projecteur et réfléchie par
la première surface atteinte vers la caméra.
4.2.1. Lumière directe
L’acquisition de la lumière directe est réalisée selon la mé-
thode décrite dans [NKGR06]. Cette méthode utilise un sys-
tème projecteur-caméra pour séparer la lumière vue par la
caméra en une composante directe et une composante indi-
recte d’une scène éclairée uniformément par le projecteur.
Elle consiste à projecter un damier (où les carreaux alternent
entre la couleur d’éclairage et le noir) : un point de la salle
correspondant à un pixel d’un carreau noir n’est pas éclairé
directement par le projecteur. Donc, la lumière correspon-
dante, capturée par la caméra est exclusivement de la lumière
indirecte. En déplaçant le damier, on obtient la lumière indi-
recte au niveau de chaque pixel. Finalement, on obtient la
lumière directe d’après les carreaux colorés : ici, la lumière
est la somme de la composante directe et de la composante
indirecte. Comme la composante indirecte est connue, on re-
trouve la composante directe (voir Figure 8).
4.2.2. Mélange entre canaux
Au niveau d’un pixel, le passage de la base de couleurs
du projecteur à celle de la caméra est modélisé par la ma-
trice v. Pour la déterminer, nous utilisons la méthode décrite
dans [NPGB03], appliquée sur des captures de lumière di-
recte. Supposons que les appareils utilisent trois canaux de
couleurs (r, g et b) et considérons un pixel. Avec les nota-
tions de la section 3,
a =

 arag
ab

 ,b =

 brbg
bb

=

 wr(ar)wg(ag)
wb(ab)

 (5)
(a) (b)
Figure 8: Acquisition de la lumière directe. Projection de
damiers (a). Lumière directe (b).
Figure 9: Mesure des réflexions multiples. On éclaire un
groupe de points et on mesure l’éclairement des autres
groupes dû aux réflexions multiples.
v =

 1 vrg vrbvgr 1 vgb
vbr vbg 1

 ,c =

 crcg
cb

= vb (6)
Pour trouver les coefficients de v, par exemple vgr et vbr,
on projette deux images en faisant varier un seul canal. Par
exemple, en faisant varier le canal rouge du pixel projecteur,
on obtient
a(1) =


a
(1)
r
a
(1)
g
a
(1)
b

 ,a(2) =


a
(2)
r
a
(1)
g
a
(1)
b

 (7)
Le pixel caméra correspondant c vérifie

c
(1)
r
c
(1)
g
c
(1)
b

= v


b(1)r
b(1)g
b(1)b

 ,


c
(2)
r
c
(2)
g
c
(2)
b

= v


b(2)r
b(1)g
b(1)b

 (8)
Ainsi,
∆cr = ∆br
∆cg = vgr ∆br
∆cb = vbr ∆br
,vgr =
∆cg
∆cr
,vbr =
∆cb
∆cr
(9)
Les autres coefficients de v sont calculés de façon similaire,
en faisant varier le canal vert puis le canal bleu. Comme tous
les pixels peuvent être traités en parallèle, toutes les matrices
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v peuvent être calculées en projetant quatre images de cou-
leurs unies.
4.2.3. Non-linéarité
Pour déterminer w, nous utilisons, là aussi, la méthode dé-
crite dans [NPGB03], appliquée sur des captures de lumière
directe. La fonction wλ peut être estimée en projetant toutes
les valeurs de aλ . En effet, si on projette aλ , on peut captu-
rer cλ et calculer b = v−1c. Comme bλ = wλ (aλ ), on a bien
caractérisé wλ pour aλ . En projetant des images grises, on
peut obtenir wr, wg et wb d’après les mêmes images. Pour
réduire le nombre de projection-acquisitions, on mesure wλ
pour quelques valeurs uniquement et on interpole pour les
valeurs manquantes.
4.2.4. Réflexions multiples
La dernière étape de calibrage consiste à déterminer Hλ
où Hλ i j est la proportion de lumière (du canal λ ) qui part
de i, est propagée dans la salle puis réfléchie par j vers la
caméra. On obtient ainsi une matrice donnant l’influence de
chaque pixel projecteur sur chaque pixel caméra. [SCG∗05]
propose une méthode hiérarchique pour déterminer de telles
matrices. Dans notre implémentation, nous nous conten-
tons de diviser l’image en petits groupes de pixels. Ainsi,
pour mesurer Hλ i j , on projette une image dont les pixels du
groupe i sont blancs (et les autres pixels noirs). Avec la ca-
méra, on capture ensuite la lumière complète (et non plus
la lumière directe) et on retrouve Hλ i j d’après les pixels du
groupe j. On peut bien sûr obtenir Hλ i j pour tous les j sur
cette même image (voir Figure 9).
4.3. Compensation radiométrique
4.3.1. Tone mapping inverse
Une fois calibrée (en fonction du système et de la salle),
la projection peut être compensée. Cependant le modèle ra-
diométrique est une transformation du domaine de défini-
tion [0,255]3 dans le domaine de valeurs Dr ×Dg × Db
où les Di sont à valeurs réelles (images HDR). Avant de
compenser une image il faut donc la convertir dans ce do-
maine de valeurs. Il s’agit du problème classique de tone
mapping inverse, i.e. convertir une image LDR en image
HDR. Si diverses solutions à ce problème ont été proposées
[BLD∗07, RTS∗07], un simple redimensionnement linéaire
de la dynamique semble donner de bons résultats [AFR∗07].
Cependant, avec notre modèle radiométrique chaque canal
de chaque pixel possède son propre domaine de valeurs.
Pour résoudre ce problème, on détermine un domaine com-
mun en moyennant les bornes des domaines de chaque pixel.
Ce compromis permet de limiter la saturation sans perdre
trop de dynamique.
4.3.2. Compensation
L’image désirée étant désormais dans le domaine de va-
leurs du modèle radiométrique, l’étape de compensation
peut être réalisée. Celle-ci consiste simplement à calculer
l’image de compensation correspondante, c’est à dire la ré-
ciproque selon le modèle radiométrique.
Premièrement, il s’agit de compenser les réflexions mul-
tiples. L’équation 3 équivaut à
Cλ = Fλ Dλ (10)
où
Fλ = (I +Hλ )−1 = I−Hλ +H2λ − . . . (11)
car, de par la conservation de l’énergie, ‖Hλ ‖∞ < 1.
L’équation 10 donne la lumière que chaque groupe de
pixels doit émettre pour compenser les réflexions multiples.
Comme cette équation considère des groupes de pixels, il
faut définir une relation entre un groupe et les pixels cor-
respondants. On définit la valeur d’un groupe de Dλ par la
somme des pixels correspondants. Ceci permet de calculer
l’équation 10. On peut alors compenser les réflexions mul-
tiples en pondérant chaque pixel de l’image désirée par la va-
leur du groupe correspondant de Cλ moyennée par le nombre
de pixels du groupe. Cependant, des discontinuités seront
visibles aux frontières des groupes. Pour limiter ce phéno-
mène, on utilise un classique lissage de Gouraud [Gou98].
Il ne reste alors qu’à inverser l’équations 2 puis l’équation
1 avec
b = v−1c, aλ = w−1λ (b) (12)
Projeter les couleurs a doit faire apparaitre, dans la salle,
les couleurs d désirées compensant ainsi les perturbations
radiométriques de la projection.
Contrairement à l’étape de calibrage, la compensation est
réalisée, en-ligne, pour chaque image à projeter. Elle doit
donc être effectuée le plus rapidement possible. Pour cela,
on peut pré-calculer v−1 et F pendant le calibrage. Si on uti-
lise l’espace de couleurs RGB et qu’on appelle T (resp. N)
le nombre de groupes (resp. de pixels), alors le calcul de F
demande trois produits d’une matrice de taille T ×T par un
vecteur de taille T ainsi qu’un lissage de Gouraud. La com-
pensation de v nécessite un produit d’une matrice de taille
3×3 par un vecteur de taille 3, pour chaque pixel (soit N pro-
duits). Enfin, compenser wλ (pour chaque canal de chaque
pixel) revient à inverser une fonction discrétisée c’est à dire
à chercher un encadrement et à interpoler les valeurs réci-
proques.
5. Résultats
Nous avons testé notre méthode sur notre implémentation
du système de projection composée d’un projecteur DLP
SXGA et d’une caméra XGA 3-CCD. Avec notre instala-
tion, un pixel projecteur couvre environ 1 cm2 de mur. Notre
salle de test présente des murs de peinture blanche fortement
spéculaire. Nous y avons placé quelques morceaux de tissu
colorés. L’étape de calibrage nécessite environ 6 heures. Le
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Figure 10: Résultats de la compensation radiométrique de la projection. Simulation de l’environnement souhaité (a), photo de
l’environnement vu par l’utilisateur sans compensation (b) (erreur = 0.023), avec compensation des premières réflexions (c)
(erreur = 0.019) et avec compensation complète (d) (erreur = 0.015).
temps est principalement consacré aux acquisitions caméra.
En comparaison, le temps de calculs est négligeable. La
compensation d’une image est rapide, environ 5 images par
seconde.
Soit 1N ∑p ‖cp− cˆp‖22 l’erreur d’une image capturée, où N
est le nombre de pixels et cp (resp. cˆp) la couleur, dans l’es-
pace métrique L*u*v*, du pixel p de l’image désirée (resp.
de l’image capturée).
La figure 10 illustre le résultat de la compensation sur une
scène de réalité virtuelle. L’image à projeter (a) est une vue
panoramique d’un paysage de montagne. Nous avons fixé
des pièces de tissus rose, jaune et blanche en un coin de la
salle de test. Sans compensation radiométrique, la projection
est très perturbée et l’image vue par l’utilisateur (b) est très
différente de l’image souhaitée. Avec compensation des mé-
langes de couleurs et des non-linéarités (c), la projection est
plus fidèle mais l’influence des réflexions multiples reste vi-
sible dans les coins de la salle. La compensation complète
(d) atténue ce phénomène et donne un résultat relativement
satisfaisant. On remarque sur cette dernière image, une lé-
gère perte de détails due au calibrage assez grossier des ré-
flexions multiples. Utiliser des groupes de pixels plus res-
treints, lors de ce calibrage, devrait réduire le problème.
La figure 11 montre l’évolution de l’erreur, sur une ligne
de l’image, sans compensation, avec compensation des pre-
mières réflexions et avec compensation complète. Vers le
pixel 110, la ligne passe d’un morceau de tissu coloré à un
autre, moins bien compensé. On constaste que si l’influence
des matériaux n’est pas totalement compensée, l’erreur est
globalement plus faible avec la compensation complète, no-
tamment dans les zones fortement perturbées.
6. Conclusion
Le système de projection Catopsys combine un vidéo-
projecteur, un miroir et une caméra en rotation dans une salle
non adaptée à la projection. Ce système est auto-calibrant,
grand-public et permet de réaliser de la projection immer-
sive. Dans ce papier, nous proposons un modèle radiomé-
trique du processus de projection-acquisition. Ce modèle
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Figure 11: Erreur de la projection sans compensation
(rouge), avec compensation des premières réflexions (vert) et
avec compensation complète (bleu) sur une ligne de l’image.
tient compte des réflexions multiples (niveau image), des
mélanges de couleurs (niveau pixel) et des non-linéarités (ni-
veau canal) de la projection ainsi que de la réponse de la ca-
méra. A partir de ce modèle, nous proposons une méthode
complète de calibrage et de compensation. Cette méthode
consiste tout d’abord à calibrer la caméra géométriquement
par un mapping entre la caméra et le projecteur, et radiomé-
triquement par acquisition d’images HDR. L’étape suivante
consiste à calibrer radiométriquement la projection. Une mé-
thode d’acquisition de la lumière directe permet de calibrer
les mélanges de couleurs et les non-linéarités en s’abstrayant
des réflexions multiples, qui sont calibrées ensuite. Enfin,
la projection ainsi calibrée peut alors être compensée. Pour
cela, les images à projeter sont transformées en images HDR
puis modifiées en inversant le modèle donné par le calibrage.
Une fois projetée dans la salle, l’image de compensation
donne un résultat proche de celui désiré. Cette méthode peut
être utilisée comme post-traitement d’applications de réalité
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mixte pour corriger automatiquement les perturbations de la
projection.
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