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KREIN’S TRACE FORMULA FOR UNITARY OPERATORS AND
OPERATOR LIPSCHITZ FUNCTIONS
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. The main result of this paper is a description of the space of functions
on the unit circle, for which Krein’s trace formula holds for arbitrary pairs of unitary
operators with trace class difference. This space coincides with the space of operator
Lipschitz functions on the unit circle.
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1. Introduction
The spectral shift function for pairs of selfadjoint operators was introduced in the paper
by I.M. Lifshits [17]. In the same paper a trace formula for the difference of functions of
the perturbed operator and the unperturbed operator was established. Ideas by Lifshits
were developed in the paper by M.G. Krein [14], in which the spectral shift function ξ
in L1(R) was defined for arbitrary pairs of self-adjoint operators A and B with A − B
in trace class, and the Lifshits trace formula
trace
(
f(A)− f(B)
)
=
∫
R
f ′(t)ξ(t) dt, (1.1)
was proved in the considerably more general situation when the derivative of f is the
Fourier transform of a complex Borel measure on R.
Later in [21] and [22] trace formula (1.1) was extended to arbitrary functions f in the
Besov class B1∞,1(R) (see [19] for definitions of the Besov classes).
On the other hand, it is obvious that the right-hand side of (1.1) is well defined for
an arbitrary Lipschitz function f . M.G. Krein posed in [14] the question of whether it is
The first author is partially supported by the RFBR grant 14-01-00198; the second author is partially
supported by the NSF grant DMS 1300924.
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possible to generalize formula (1.1) to the case of arbitrary Lipschitz functions. It turned
out that the answer to this question is negative: Yu.B. Farforovskaya in [9] constructed
an example of a Lipschiz function f and self-adjoint operators A and B such that A−B
belongs to trace class S1 but f(A)− f(B) /∈ S1.
Thus, the question of applicability of trace formula (1.1) actually splits in two separate
questions:
(a) For what functions f on R does the implication
A−B ∈ S1 =⇒ f(A)− f(B) ∈ S1
hold for not necessarily bounded self-adjoint operators A and B?
(b) If f satisfies condition (a), is it true that the left-hand side and the right-hand side
of equality (1.1) coincide?
It is well known (see, for example, recent survey [2], Th. 3.6.5) that a function f on
R satisfies (a) if and only if it is operator Lipschitz, i.e., the inequality
‖f(A)− f(B)‖ ≤ const ‖A−B‖
holds for arbitrary (bounded or unbounded) self-adjoint operators A and B.
The fact that a Lipschitz function does not have to be operator Lipschitz was es-
tablished in the paper by Yu.L. Farforovskaya [8]. Then it was proved in [10] that an
operator Lipschitz function is differentiable everywhere. This readily implies the earlier
results of papers [18] and [11]: the function x 7→ |x| is not operator Lipschitz. Note also
that an operator Lipschitz function is not necessarily continuously differentiable which
was proved in [13]. Necessary conditions for operator Lipschitzness were obtained in
[21] and [22]. These necessary conditions are based on the description [20] of trace class
Hankel operators (see also [23]).
We refer the reader to the survey article [2], which provides a detailed analysis of
sufficient conditions and necessary conditions for operator Lipschitzness.
A positive answer to question (b) was obtained in a recent paper [25]: formula (1.1) is
true for arbitrary operator Lipschitz fubction f . Thus, the class of functions, for which
trace formula (1.1) holds for all self-adjoint operators A and B with trace class difference
coincides with the class of operator Lipschitz functions.
In this paper we propose a solution to a similar problem for functions of unitary
operators.
Spectral shift function for pairs of unitary operators with trace class difference was
introduced in M.G. Krein’s paper [15] (see also [16], in which a detailed presentation of
the results is given). Let U and V be unitary operators with U − V in trace class. Then
there exists an integrable function ξ on the unit circle T (called a spectral shift function
for the pair (U, V ) ) such that the trace formula
trace
(
f(U)− f(V )
)
=
∫
T
f ′(ζ)ξ(ζ) dζ (1.2)
holds for sufficiently nice functions f . In contrast with the case of self-adjoint operators,
the function ξ is not determined uniquely by the pair (U, V ); it is determined uniquely
up to a constant additive. Thus, it is reasonable to require that the mean value of ξ over
T to be 0.
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In [15] M.G. Krein showed that trace formula (1.2) holds if the derivative f ′ has
absolutely convergent Fourier series. In [21] the trace formula was extended to the
functions f in the Besov space B1∞,1(T).
Note that as in the case of self-adjoint operators, a function f on the unit circle T
takes trace class perturbations to trace class increments, i.e.,
U − V ∈ S1 =⇒ f(U)− f(V ) ∈ S1
if and only if f is an operator Lipschitz function, i.e.,
‖f(U)− f(V )‖ ≤ const ‖U − V ‖
for all unitary operators U and V . In the space OL(T) of operator Lipschitz functions
we introduce the natural seminorm
‖f‖OL
def
= sup
‖f(U)− f(V )‖
‖U − V ‖
,
where the supremum is taken over all unitary operators U and V such that U 6= V .
The principal result of this paper is obtained in § 4; it says that trace formula (1.2)
holds for an arbitrary operator Lipschitz function f . Clearly, this is the maximal class
of functions with this property. This result will imply the following amusing fact: the
function
ζ 7→ trace
(
f(ζU)− f(ζV )
)
is continuous on T for an arbitrary operator Lipschitz function f and an arbitrary pair
(U, V ) of unitary operators with trace class difference.
Note that the proof obtained in [25] for functions of self-adjoint operators does not
extend to the case of unitary operators because it is based on a result of the paper [12] on
the differentiability of operator functions in the Hilbert–Schmidt norm. We do not know
whether an analogue of their result holds in the case of functions of unitary operators.
Instead, we use in this paper the differentiability of the corresponding operator func-
tions in the strong operator topology which will be established in § 3.
In § 2 we give a brief introduction in double operator integrals. Moreover, we obtain
a general trace formula, which we are going to apply in § 4 for the proof of the main
result.
Finally, in § 5 we consider briefly an alternative approach in the case of self-adjoint
operators, which in contrast with the proof obtained in [25] uses the differentiability of
operator functions in the strong operator topology rather than in the Hilbrt–Schmidt
norm.
2. Double operator integrals and Schur multipliers
Double operator integrals appeared in the paper by Yu.L. Daletskii and S.G. Krein
[7]. Then Birman and Solomyak in [3], [4] and [6] developed a beautiful theory of double
operator integrals.
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Let (X , E1) and (Y , E2) be spaces with spectral measures E1 and E2 on a Hilbert
space H , and let Φ be a bounded measurable function on X × Y . Double operator
integrals are expressions of the form∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y). (2.1)
A starting point in the papers by Birman and Solomyak was the case when T is
a Hilbert–Schmidt operator; in this case double operator integrals can be defined for
arbitrary bounded measurable functions Φ.
We are not going to consider here the case of Hilbert–Schmidt operators and refer the
reader to the survey article [2], Chapter II, where double operator integrals are studied
in details.
To define double operator integrals of the form (2.1) for arbitrary bounded operators
T , we have to impose restrictions on the function Φ. In fact, double operator infegrals
can be defined for all bounded operators T under the assumption that Φ belongs to the
class of Schur multipliers M(E1, E2) with respect to the spectral measures E1 and E2.
The space M(E1, E2) admits different descriptions, see [21], [26] and [2].
We give here one of the descriptions: Φ ∈ M(E1, E2) if and only if Φ belongs to the
Haagerup tensor product L∞(E1)⊗h L
∞(E2), i.e., Φ admits a representation
Φ(x, y) =
∑
n
ϕn(x)ψn(y), (2.2)
where ϕn and ψn are measurable functions satisfying the condition∥∥∥∑
n
|ϕn|
2
∥∥∥
L∞(E1)
≤ const ‖Φ‖M(E1,E2) and
∥∥∥∑
n
|ψn|
2
∥∥∥
L∞(E2)
≤ const ‖Φ‖M(E1,E2),
where ‖Φ‖M(E1,E2) is the norm of the transformer
T 7→
∫∫
Φ dE1T dE2
on the space of operators on Hilbert space. Then the following equality holds∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y) =
∑
n
(∫
ϕn dE1
)
T
(∫
ψn dE2
)
, (2.3)
where the series on the right-hand side of the equality converges in the weak operator
topology, and its sum does not depend on a representation of the form (2.2).
If Φ ∈ M(E1, E2) and T is a trace class operator, then the double operator integral
(2.1) also belongs to trace class and the inequality∥∥∥∥∥∥
∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y)
∥∥∥∥∥∥
S1
≤ ‖Φ‖M(E1,E2)‖T‖S1 (2.4)
holds.
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Suppose that f is an operator Lipschitz function on the unit circle T. Consider its
divided difference on T× T:
(Df)(ζ, τ)
def
=
{
f(ζ)−f(τ)
ζ−τ , ζ 6= τ,
f ′(ζ), ζ = τ
(by virtue of results of [10], an operator Lipschitz function on the circle is differentiable
at each point). It is well known that in this case the divided difference Df is a Schur
multiplier for every Borel spectral measures E1 and E2. In fact, the converse is also
true: if a function f on T is differentiable everywhere and Df is a Schur multiplier for
all Borel spectral measures, then f is operator Lipschitz (see, for example, survey [2],
Th. 3.3.6). Moreover, the following equality holds:
‖f‖OL = sup ‖Df‖M(E1,E2),
where the supremum is taken over all Borel spectral measures E1 and E2 on T.
It is also well known (see [6] and survey [2]) that under these assumptions, the following
formula holds:
f(U)− f(V ) =
∫∫
T×T
(Df)(ζ, τ) dEU (ζ)(U − V ) dEV (T), (2.5)
where EU and EV are the spectral measures of U and V .
Suppose that E1 and E2 are Borel spectral measures on locally compact topological
spaces X and Y , at least one of which is separable and suppose that suppE1 = X and
suppE2 = Y . Then taking into account Theorem 2.1 of [1], we obtain from Theorem
2.2.4 of [2] the following fact:
Let Φ be a function on X × Y that is continuous in each variable. Then
Φ ∈M(E1, E2) if and only if it belongs to the Haagerup tensor product Cb(X )⊗hCb(Y )
of the spaces Cb(X ) and Cb(Y ) of bounded continuous functions on X and Y , i.e.,
Φ admits a representation of the form (2.2), where ϕn ∈ Cb(X ), ψn ∈ Cb(Y ) and the
following inequalities hold:∑
n
|ϕn|
2 ≤ ‖Φ‖M(E1,E2) and
∑
n
|ψn|
2 ≤ ‖Φ‖M(E1,E2).
We proceed now to a general trace formula for double operator integrals.
Let T be a trace class operator on Hilbert space, let E be a spectral measure on a
σ-algebra of subsets of X and Φ ∈ M(E,E). Let us compute the trace of the double
operator integral ∫∫
Φ(x, y) dE(x)T dE(y).
In [6] the following formula was given:
trace
(∫∫
Φ(x, y) dE(x)T dE(y)
)
=
∫
Φ(x, x) dµ(x), (2.6)
where µ is the complex measure on the same σ-algebra that is defined by the equality
µ(∆) = trace
(
TE(∆)
)
.
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To justify the right-hand side of (2.6) we should understand how we can interpret
the values of the function Φ on the diagonal {(x, x) : x ∈ X }. In [24] the following
interpretation of (2.6) was given. We can define the trace T Φ of a function Φ ofM(E,E)
on the diagonal by the equality
(T Φ)(x)
def
=
∑
n
ϕn(x)ψn(x),
where ϕn and ψn are functions in the representation (2.2) of Φ in in terms of a Haagerup
tensor expansion. Then the trace T Φ of a function Φ of class M(E,E) on the diagonal
belongs to L∞(E) and does not depend on a representation (2.2). By Φ(x, x) in (2.6)
we mean (T Φ)(x), see [25], § 1.1.
Finally, suppose that E is a Borel spectral measure on a locally compact topological
space X and Φ is a function on X ×X continuous in each variable. Then the following
assertion holds (see [25]):
Theorem 2.1. Let E be a Borel spectral measure on a locally compact space X and
let Φ be a function in M(E,E). If Φ is continuous in each variable, then (2.6) holds for
every operator T in the trace class.
In fact, it suffices to consider the case when suppE = X and to consider a represen-
tation (2.2) of Φ as an element of the Haagerup tensor product Cb(X )⊗hCb(X ). It is
easy to see that in this case (T Φ)(x) = Φ(x, x), x ∈ X .
3. Operator differentiability in the strong operator topology
In this section for an operator Lipschitz function f on T, we consider a problem of
differentiability of the operator function
t 7→ f
(
eitAU
)
in the strong operator topology, where U is a unitary operator and A is a bounded
self-adjoint operator. Note that an analogue of the following theorem for functions of
self-adjoint operators was obtained in [2], Th. 3.5.5; see also § 5 of the present paper.
Theorem 3.1. Let f be an operator Lipschitz function on T, let U be a unitary
operator and let A be a bounded self-adjoint operator. Then
lim
t→0
1
t
(
f
(
eitAU
)
− f(U)
)
= i
∫
T
∫
T
τ(Df)(ζ, τ) dEU (ζ)AdEU (τ), (3.1)
where the limit is taken in the strong operator topology.
Note that in [21] formula (3.1) was obtained for functions f in the Besov class B1∞,1(T),
in which case the limit on the left-hand side of (3.1) exists in the operator norm.
We need the following auxiliary statement.
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Lemma 3.2. Let {Xn}n≥0 be a sequence in the space B(H ) of bounded linear oper-
ators on a Hilbert space H and let {un}n≥0 be a sequence in H . Assume that∑
n≥0
XnX
∗
n ≤ a
2I and
∑
n≥0
‖un‖
2 ≤ b2
for nonnegative numbers a and b. Then the series
∑
n≥0Xnun converges weakly and∥∥∥∑
n≥0
Xnun
∥∥∥ ≤ ab.
Proof. Let v ∈ H and ‖v‖ = 1. Then∑
n≥0
|(Xnun, v)| =
∑
n≥0
|(un,X
∗
nv)| ≤
(∑
n≥0
‖un‖
2
)1/2(∑
n≥0
‖X∗nv‖
2
)1/2
≤ ab,
whence the desired result follows. 
Proof of Theorem 3.1. As we have mentioned in § 2, f is differentiable on T,
the divided difference Df is a Schur multiplier with respect to arbitrary Borel spectral
measures E1 and E2, and
‖Df‖M(E1,E2) ≤ ‖f‖OL.
We have also observed in § 2 that there are sequences {ϕn}n≥0 and {ψn}n≥0 of con-
tinuous functions on T such that
a)
∑
n≥0
|ϕn|
2 ≤ ‖f‖OL(T) everywhere on T,
b)
∑
n≥0
|ψn|
2 ≤ ‖f‖OL(T) everywhere on T,
c) (Df)(ζ, τ) =
∑
n≥0
ϕn(ζ)ψn(τ) for all ζ and τ from T.
In view of identities (2.3) and (2.5), we have to show that
lim
t→0
1
t
∑
n≥0
ϕn(e
itAU)(eitA − I)Uψn(U) = i
∑
n≥0
ϕn(U)AUψn(U).
Here summation is considered in the weak topology while the limit is taken in the norm.
Note that lim
t→0
t−1(eitA − I) = iA in the operator norm. Thus, it suffices to prove that
lim
t→0
∑
n≥0
ϕn(e
itAU)AUψn(U) =
∑
n≥0
ϕn(U)AUψn(U)
in the strong operator topology. In other words, we have to show that for every u ∈ H ,
lim
t→0
∑
n≥0
(ϕn(e
itAU)− ϕn(U))AUψn(U)u = 0,
where summation is considered in the weak topology on H , and the limit is taken in
the norm of H . We assume that ‖u‖ = 1 and ‖f‖OL(T) = 1. Then
∑
n≥0 |ϕn|
2 ≤ 1 and∑
n≥0 |ψn|
2 ≤ 1 everywhere on T.
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Put un
def
= AUψn(U)u. We have∑
n≥0
‖un‖
2 ≤ ‖A‖2
∑
n≥0
‖ψn(U)u‖
2 = ‖A‖2
∑
n≥0
(|ψn|
2(U)u, u) ≤ ‖A‖2 < +∞.
Let ε > 0. We can choose a positive integer N such that
∑
n>N ‖un‖
2 < ε2. Then it
follows from Lemma 3.2 that∥∥∥ ∑
n>N
(ϕn(e
itAU)− ϕn(U))un
∥∥∥ ≤ 2ε
for all t ∈ R.
It is easy to see and it is well known that if h is a continuos function on T, then the
mapping
U 7→ h(U)
is continuous in the operator norm on the set of unitary operators (it suffices to approx-
imate h by trigonometric polynomials).
Then ∥∥∥∥∥
N∑
n=0
(ϕn(e
itAU)− ϕn(U))un
∥∥∥∥∥ ≤ ‖A‖
N∑
n=0
∥∥∥ϕn(eitAU)− ϕn(U)∥∥∥ < ε
for all t sufficiently close to zero. Thus,∥∥∥∑
n≥0
(
ϕn(e
itAU)− ϕn(U)
)
un
∥∥∥ < 3ε
for all t sufficiently close to zero. 
4. The trace formula and operator Lipschitzness
In this section we establish the main result of this paper, which is the following theo-
rem:
Theorem 4.1. Trace formula (1.2) holds for every operator Lipschitz function f on
T and for every pair (U, V ) of unitary operators with trace class difference U − V .
In the proof we use an idea by Birman and Solomyak which was used in [5] for their
approach to a construction of the spectral shift function. However, in their paper stronger
assumptions on f were imposed.
Proof of Theorem 4.1. First of all, it is easy to see that under the condition
U − V ∈ S1, there exists a trace class self-adjoint operator A such that V = e
iAU . By
Theorem 3.1, the function t 7→ f
(
eitAU
)
is differentiable in the strong operator topology
and
Qs
def
=
d
dt
f
(
eitAU
)∣∣∣
t=s
= i
∫
T
∫
T
τ(Df)(ζ, τ) dEs(ζ)AdEs(τ), (4.1)
where Es is the spectral measure of the unitary operator Vs
def
= eisAU .
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As we have observed in § 2, the divided difference Df is a Schur multiplier, hence by
(2.4) we have
Qs ∈ S1 and sup
s∈[0,1]
‖Qs‖S1 <∞.
It follows from the definition of the function s 7→ Qs that the function s 7→ Qsu is
measurable for every u ∈ H . Hence, the scalar function s 7→ (Qsu, v) is measurable for
every u and v in H . This implies easily the measurability of the function s 7→ trace(QsT )
for every T ∈ B(H ). Thus, the S1-valued function s 7→ Qs is weakly measurable, and
so it is strongly measurable because the space S1 is separable, see, e.g., [27], Chapter V,
§ 4.
Now it follows from (4.1) that
f(V )− f(U) =
∫ 1
0
Qs ds,
where the integral is understood as the Bochner integral in the space S1.
Then
trace
(
f(V )− f(U)
)
=
∫ 1
0
traceQs ds.
By Theorem 2.1,
traceQs =
∫
T
ζf ′(ζ) dνs(ζ),
where νs is the complex Borel measure on T defined by
νs(∆)
def
= trace(Es(∆)A)
for Borel subsets ∆ of T.
We can identify the space M(T) of the Borel complex measures on T with the space
dual to the space C(T) of continuous functions on T. Let us show that the function
s 7→ νs is continuous in the weak-∗ topology of M(T). Indeed, if h ∈ C(T), then∫
T
hdνs = trace(h(Vs)A).
As we have already observed in the proof of Theorem 3.1, the function s 7→ h(Vs) is
continuous in the operator norm. This implies that the function s 7→ νs is weakly
continuous.
We define now the complex measure ν by the equality
ν = −
∫ 1
0
νs ds.
Here the integral is understood as the integral of a continuous function in the weak-∗
topology of M(T).
Then
trace
(
f(U)− f(V )
)
=
∫
T
ζf ′(ζ) dν(ζ).
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On the other hand, we have
trace
(
f(U)− f(V )
)
=
∫
T
f ′(ζ)ξ(ζ) dζ
for trigonometrical polynomials f . This implies that there exists a constant c such that
ζ dν(ζ) = ξ(ζ) dζ + c ζ−1 dζ,
which completes the proof of the theorem 
Theorem 4.1 allows us to get the following amusing fact.
Theorem 4.2. Let f be an operator Lipschitz function on T, and let U and V be
unitary operators such that U − V ∈ S1. Then the function
ζ 7→ trace
(
f(ζU)− f(ζV )
)
, ζ ∈ T,
is continuous on T.
Proof. Let f ∈ OL(T). Then for ζ ∈ T, we put fζ(τ) = f(ζτ), τ ∈ T. We have
trace
(
f(ζU)− f(ζV )
)
= trace
(
fζ(U)− fζ(V )
)
=
∫
T
f ′ζ(τ)ξ(τ) dτ,
where ξ is the spectral shift function for the pair (U, V ). It remains to observe that the
function
ζ 7→
∫
T
f ′ζ(τ)ξ(τ) dτ, ζ ∈ T,
is continuous on T because ξ is integrable and f ′ belongs to L∞. 
Note also that if one could find an independent proof of Theorem 4.2, then it would
be easy to deduce from it Theorem 4.1.
5. An alternative approach to the case of self-adjoint operators
The following result was used in [25] to prove the Lifshits–Krein trace formula for op-
erator Lipschitz functions of self-adjoint operators: let A and K be self-adjoint operators
such that K ∈ S2 and let f be a differentiable function on R with bounded derivative,
then the function t 7→ f(A+ tK)− f(A) is differentiable in the S2-norm and
d
dt
(
f(A+ tK)− f(A)
)∣∣∣
t=0
=
∫
R
∫
R
(Df)(x, y) dEA(x)K dEA(y). (5.1)
An analogue of this statement for functions of unitary operators could be the following:
if f is a differentiable function on T with bounded derivative, U is a unitary operator and
A is a self-adjoint operator of class S2, then the function t 7→ f
(
eitA
)
U is differentiable
in the S2-norm and (3.1) holds. Unfortunately, we do not know whether this is true.
Instead, we have used in this paper the differentiability of this function in the strong
operator topology in the case when f is an operator Lipschitz function on T, see Theorem
3.1.
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In [2], Th. 3.5.6, the following analogue of Theorem 3.1 for functions of self-adjoint
operators was obtained:
Let f be an operator Lipschitz function on R and let A and K be self-adjoint operators
such that K is bounded. Then the function t 7→
(
f(A+ tK)− f(A)
)
is differentiable in
the strong operator topology and (5.1) holds.
This theorem allows us to obtain a new proof of the Lifshits–Krein trace formula for
operator Lipschitz functions of self-adjoint operators that does not use the result of [12]
mentioned above on the differentiability of operator functions in the Hilbert–Schmidt
norm.
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