System inadequacies may be the fault of designers who didn't look at the whole picture. In this article we discuss a total system design (TSD) framework that supports the development of integrated system design methodologies. Issues that must be addressed during system development are identified and presented in a helpful structure (1) to aid in our understanding of the design process, (2) to serve as a foundation for the development of new methodologies, and (3) to provide a means for methodology analysis and selection. The TSD framework's broad scope makes it useful in establishing company-wide system-development standards, even for organizations whose concerns span several application areas. The framework is compatible with Department of Defense standards 1 and with research results described in various sources of professional literature.
ly, we must remember that if corporate resources such as available manpower, the training and experience of personnel, available support tools, and project management practices are not taken into account during design, the resulting methodology will be severely limited.
In this article we discuss a total system design (TSD) framework that supports the development of integrated system design methodologies. Issues that must be addressed during system development are identified and presented in a helpful structure (1) to aid in our understanding of the design process, (2) to serve as a foundation for the development of new methodologies, and (3) to provide a means for methodology analysis and selection. The TSD framework's broad scope makes it useful in establishing company-wide system-development standards, even for organizations whose concerns span several application areas. The framework is compatible with Department of Defense standards 1 and with research results described in various sources of professional literature.
Our presentation of the TSD framework begins with an overview of its stages, phases and steps, followed by a discussion of hardware-software trade-offs. We then show the development of a system design methodology for a particular type of company and a particular application area. This example serves to identify the key issues facing the methodology developer and to outline a strategy useful for developing custom methodologies and for establishing standard system design practices at the company level.
Stages and phases
In the TSD framework, system development is partitioned into stages and phases as shown in Figure 1 . The stages constitute a natural structuring based on major differences in applied technology. The phases, which make up a stage, impose an ordered, layered approach to design, reducing the risk of error and producing systems that are easier to understand and maintain.
Problem definition stage. During this stage the functional and the nonfunctional requirements of the computer system are determined. We believe that successful system design proceeds from a clear understanding of the problem being addressed and, therefore, consider this stage to be of supreme importance. Two phases of development occur during this stage to ensure the accurate definition of the problem: an identification phase and a conceptualization phase.
The identification phase is informal and exploratory in nature. During this phase an identification report is produced that contains all available information on system responsibilities, system interfaces, and design constraints. The identification report, which is not particularly formal or abstract, serves two important functions: it is a communication link between the designer and the user, and during the conceptualization phase, it is the basis for generating formal system requirements.
The system requirements generated during the conceptualization phase contain (1) a conceptual model* that formalizes the system's role from a user perspective and (2) the design constraints imposed by the application. The conceptual model is the standard against which system functionality is measured throughout the design process. ' The data-flow diagrams used in system analysis and the relational model used as a database specification are examples of two conceptual models that embody different levels of formality and address different types of problems. Figure 1 . The TSD framework. The stages of TSD are based on natural divisions of different systems applications. Each stage is composed of various development phases to reduce the risk of creating errors and to increase the pro. duction of systems that are easy to understand and maintain. The arrows show the flow of requirements, specifications and finished products. These occur in pairs because for each TSD stage, a portion of the design must be tested and integrated into the system following the specifications that it initially generated. The system design stage, for instance, is charged with integrating the hardware and the software.
System design stage. During this stage the hardware and software requirements are established for each component of the system. Requirements for the functional and nonfunctional capabilities of the components are specified, including the interfaces between these components (such as communication protocol, programming language support, and operating system primitives). These requirements are closely followed (1) during the procurement and/or design of the individual system components (such as computers, operating systems, and peripherals) and (2) during the subsequent integration of these components into the final system.
The system design stage includes two phases: system architecture design and system binding. The main concern of the developer during the system architecture design phase is to investigate system design alternatives and their potential impact on the various system configurations being considered. In the case of a distributed database system, for instance, the developer may use this phase to identify data and processing distribution and the number of nodes present in the network. Particular software or hardware components are not selected during this phase, but the system-level components are evaluated to assure that a set of reasonable binding options exists.
During the system binding phase, the actual mix of hardware and software is selected. The hardware and software requirements generated during this phase may combine off-the-shelf and custom-built hardware and software components. How these components are selected is determined by the design constraints to be met and the available technology. Binding options are identified in the system architecture design phase, but the selection of specific components is done in the binding phase. The system designer may postulate, for instance, the use of minicomputers having certain capabilities, price range, and software support. The actual selection, however, would occur in this phase, which is also charged with specifying the requirements for the software that would still need to be produced. Software description, which is used to determine the circuit design requirements and the firmware requirements, is generated during this stage.
Circuit design stage. Three phases of system development occur during this stage: switching circuit design, electrical circuit design, and solid state design. During each phase, design requirements are generated for the phase immediately following. In this article, we are concerned mainly with system design. Since this area deals with issues traditionally faced by the electrical engineer, we will not go into further detail.
Firmware design stage. This stage consists of three phases that are an analog to program design, coding, and compilation. These phases are microcode design, microprogramming, and microcode generation. Like the circuit design stage, this area is of limited concern to us here. * * * Table 1 summarizes the results of comparing the TSD framework with the DoD system development review standard, a distributed system design methodology,2 and two software development methodologies. 3, 4 The following are distinguishing features of the TSD framework: Because the two phases require twvo, clearlv distinct sets of' skills one to define the problemn and one to formalize the problemr we have preseived this distinction in the TSD framework. Consider, for instance, the problenm of defining the data requirements for a system. One approach might be to gather infornmation through personal interviews and later f'orm an entitv-relationship model from the interview, notes. The two acti, ities require two verv different skills.
Separating the problem definiitioni stage ancl the system design stage is now comUmon practice-because premature concern for system architecture often leads to a system designed and documented through the eyes of the designer rather than from the iscr'Is poinit of' vciw. As Table 1 shows, this principle is violated in ounlv one instanice: the inclusion of parts of' the system architecture design in the DoD system requirements phase. This is a potential source of problenms, particularlx since a single documinenit is used to cover the problem definition staee and the svstem architecture design phase (see 1-able 2).
N'e separated system design from software design by systematically applying the principle of separation of concei-nIs during the definition of' the TSD f'ramiiework. Splitting the system design stage into system architecture design and system binding is supported by current practice. To select an appropriate architecture, the system designer must know the capabilities of the available technology. Although, on occasion, the availability of certain products may dictate design decisions, more often than not when system binding occurs too early, architectural components are oserspecified, leading to a lack of flexibility, increased cost, and maintentance difficulties.
In the DoD community, for instance, standards fail to formally distinguish between system architecture design and binding, and hardware is prematurely selected. Often these projects incur significant cost increases and performance losses because the software must correct hardware inadequacies.
Steps
The 10 steps listed below represent the design activities involved in each TSD phase, regardless of the nature of that phase.
Formalism selection. This step encompasses the activities involved in selecting a formalism for a particular problem domain. Each phase may involve one or more different formalisms: programming languages for coding; pseudocode for program design; logic diagrams for switching circuit design; and stimulus-response graphs and logic models for conceptualization. Candidate formalisms are chosen on the basis of their expressive power in that domain and their ease of use, lack of ambiguity, ease of analysis, and potential for automation. This selection step often occurs long before the other steps, sometimes because the methodology used is based on a particular formalism, but more often because of policy or the availability of tools tailored to that formalism.
Formalism validation. In this step, we determine whether a formalism has the expressive power needed for a particular task. We also evaluate how easy formalisms are to use. These tasks may involve both theoretical and experimental evaluations. Theoretical results may indicate the power and the fundamental limitations of the formalism; experience gained from similar projects may provide insight into the formalism's appropriateness and ease of use. One project may reject Fortran because it does not support recursion, while another may consider it a source of potential maintenance problems because it has limited support of structured programming. Finite-state machines may be employed in defining some communication protocols but are inappropriate when unbounded queues are present and prove cumbersome when the number of states is large. The validation step also includes evaluations of the formalism's potential for design automation (as a way to increase productivity) and its ability to support hierarchical specifications (as an aid to controlling complexity).
Exploration. This step encompasses the mental activities involved in synthesizing a design. These activities are creative in nature and depend on experience and natural talent. They cannot be formalized or automated unless the problem domain is significantly restricted.
Elaboration. In this step, ideas produced in the exploration step are given form through the use of various formalisms. Coding, specification writing, and circuit layout drawing are typical activities associated with this step, but its scope extends to the building of a concrete object such as a piece of hardware. Verification. In this step, we demonstrate that a design has the functional properties called for in its requirements specification. Since each phase has a requirements specification and produces a design, this step is equally important for all phases. A common example of this type of activity is verifying program correctness. The well-known difficulty of this task is representative of the difficulty of the verification step in general.
Evaluation. In this step, we determine if a design meets a given set of constraints. Constraints include both those that are part of the requirements specification for the phase and those that result from design decisions. The nature of the evaluation activities depends on the type of constraints being analyzed. They include classical system performance evaluation of response time and workload by means of analytical or simulation methods; deductive reasoning for investigating certain qualitative aspects like fault tolerance or survivability; and construction of predictive models for properties such as cost and reliability.
Inference. In this step, the potential impact of design decisions is assessed. Questions are addressed such as (1) How will the system impact the application environment? Can we afford the implementation? Is personnel retraining too expensive?; (2) Can subsequent phases accommodate the decisions made in this phase? Is the bandwidth choice reasonable?; (3) How does the design affect our ability to maintain and upgrade the system? Will parts be available five years from now?; and (4) How does the design affect implementation options? Is there a good reason for ruling out mainframes? These issues must be considered in every phase, but they are particularly critical in stages that define architectures.
Moreover, the inference step forces a review of the implications of current design decisions on the hardware technology and the supporting computational techniques that subsequent phases will use. This approach allows topdown design with minimum risk of having to backtrack, and at the same time, requires that the capabilities of current technology be reviewed from both the computational and cost standpoints.
Invocation. This step encompasses the activities associated with releasing the results of the phase. It includes quality control activities involving tangible products and review activities that lead to the formal release of output specifications. The release of output gives the step its name, since this release in effect "invokes" subsequent phases.
Integration. In this step, the portion of the total system designed in the phase is configured and tested. Traditionally integration is considered a design area, and would therefore qualify as a stage in the framework. However, we have chosen to distribute integration activities among the phases because (1) the expertise needed to test a portion of the system is similar to the expertise needed to create its requirements, (2) the assumptions made in a phase about the nature of the products that could be delivered by subsequent phases must be checked once the subsequent phases complete their tasks, (3) all models used to make these assumptions must be validated, and (4) errors found during integration must be resolved in the phase that created the requirements.
The idea that distinct phases might have the same steps is not new. But here again the lack of general consensus makes it difficult to compare the views of various authors. The difficulties stem from the fact that (1) proposed steps are most often methodology dependent; (2) the same step may appear under several different names that refer to the same activities in different phases, and (3) the need to separate concerns is often ignored.
Consider, for instance, the views of Mariani and Palmer, 7 on one hand, and those of Jensen and Tonies, 8 on the other. In a surface look, the two methodologies appear very different. Mariani and Palmer propose four steps (referred to as activities):
* analysis-assimilation and refinement of requirements;
* partitioning-grouping of (functional) processing requirements based on some project-specific design criteria; * allocation-distribution of processing requirements groups over available or postulated resources; and * synthesis-definition of interfaces between resources.
Jensen and Tonies identify six steps: * problem formulation-definition of the problem; (Note: from the TSD point of view this step is not properly classified because it reflects the objective of an entire (previous) phase or sequence of steps.) * problem analysis-refinement of the requirements by identification of a potential design solution; Evaluating one methodology against the other would be inappropriate unless we can first establish that the two methodologies are indeed concerned with the same kind of design issues. Ironically, to design an experiment that would empirically evaluate the two methodologies, we would also need to understand the fundamental differences between them. Table 3 illustrates the results obtained by comparing the approach of Mariani and Palmer against that of Jensen and Tonies, using the TSD steps as a yardstick.
Both approaches have common design issues, since both cover the same set of TSD steps. They differ in (1) the order in which groups of design activities (left to right in the table) are performed and (2) the definition of the groupings. Consider, for example, the synthesis step of Mariani and Palmer and the specification step of Jensen and Tonies. They have the same basic intent, yet the activities are not the same because of differences in the work done in preceding steps. Specification fills in the design details without concern for performance evaluation or inference considerations, while synthesis continues to involve performance evaluation because many decisions affecting the overall system performance (such as communication protocol specification) are still part of its domain.
Comparative studies become more difficult whenever the scopes of methodologies do not fully overlap, or they have distinct application domains. As long as some degree of overlap exists, making comparison reasonable, the TSD framework can provide an appropriate baseline for study. Sometimes, however, each TSD step may have to be further broken down (tailored to the application domain) to get more meaningful results.
Hardware/software trade-offs
We introduced this topic earlier in the context of the system design stage, but here we discuss it in terms of the total framework.
The problem embodied in hardware-software trade-offs is that the system functions need to be allocated between hardware and software components in a way that satisfies all system design constraints. This activity is more than just determining which functions are to be performed by hardware and which by software. Hardware and software can be off-the-shelf, customized, or custom-made. In each case the cost and risk equations are different. Custom hardware may be faster, but even when reasonably priced, may impose greater risks and higher maintenance costs. A slower machine that comes with the right operating system COMPUTER 20 --
and an adequate database management system is usually preferred over a faster and cheaper machine that lacks software support-even if the choice means greater investment.
In the system architecture design phase of the TSD framework, we systematically reduce binding options so that when we enter the binding phase we can concentrate on selecting components from a few feasible alternatives.
Every decision about system architecture design impacts the type of technology needed to realize the system. Furthermore, hardware and software need to be partitioned as part of this phase because all performance models used in the evaluation and inference steps demand, as a minimum, information about how the system's functions are to be distributed among various processors and how much delay is incurred due to interprocessor communication. All such design decisions are actually subject to explicit review and analysis in the inference step. Of particular concern is the rejection of any design solutions that unncecessarily limit the range of feasible binding options.
Although Neither option reduction nor component selection is a simple task. The former requires significant experience with system design and a good grasp of existing technology and current technological trends, issues that are difficult to formalize. Appropriate performance models that can be used for both performance evaluation and in making technological inferences can be of significant assistance. (They could become part of libraries such as the one containing the available building blocks in SARA.) Granted, the number of conceivable binding options may be overwhelming, but we can still develop reduction strategies and performance models for a few of the more common options, although the process is complex. Similar challenges face us in component selection during the binding phase. We need to develop adequate selection strategies for both software and hardware components, and we must establish meaningful mappings between the performance attributes of the models and those recognized in actual component candidates.
From framework to methodology
The TSD framework can be used in generating company-wide system development standards and in developing custom methodologies. The strategy described here is rooted in our experience with the development of custom methodologies for several organizations, but we can use it to identify the types of issues faced by all methodology developers and evaluators.
The Context identification. If we assume that the TSD framework is available, the first task involved in methodology development is to establish the methodology's context, that is, the application area and the type of organization for which it is intended.
System designers have long recognized the importance of understanding the application area. Defense-related systems, for instance, are generally separated into embedded (real-time) systems; data processing systems; and command, control, communication, and intelligence systems. Unfortunately, this taxonomy is much too broad to be useful. Data processing systems, for example, include both logistic command systems, which have features in common with business data processing, and geographic database systems, which have a rather unique nature. The methodology developer has to identify application features that are unique as well as those that are common to other applications. Common features may mean we can use similar techniques, borrowing from existing methodologies, while unique features may reveal special problems. In other words, we can tailor existing techniques or invent new ones.
Few designers really examine the type of organization for which the methodology is intended, and those who do, review it only indirectly. More often they compare methodologies intended for different organization types and pass on gratuitous judgments. Such an approach, may lead to methodologies that ignore the obvious fact; the success of the methodology depends to a large extent on the people who use it. For example, a small organization may be able to cope with (or afford) fewer project controls and reviews. A highly diversified company may not be in a position to impose a common methodology over the entire organization. A defense contactor must have a methodology compatible with the DoD regulations. These are only a few issues that a methodology developer should consider from the start.
In our example, the organization is small. Consequently, the designers have much more responsibility than designers in a large organization, so there will be less communication between designers and fewer formal reviews. A small organization will be able to accomplish more tasks manually. Another important goal of the designer in our example is to minimize system maintenance. The vendor is responsible at considerable cost for distributing patches, installing patches or assisting the user in installing them, and retraining users if the need arises. Also, our sample organization has no hardware expertise and is thus incapable of designing, producing, or maintaining hardware or firmware. This means a total dependence on prepackaged equipment.
Framework pruning. The framework serves as a methodology skeleton and checklist, which is pruned and refined during methodology development. The pruning is based on the nature of the application and organization, and we begin by discarding any phases that are not significant for the system being considered.
In this example, we can remove three stages immediatelv: machine design, circuit design, and firmware design. The reasons, which stem from the nature of the organization discussed earlier, are (1) nobody in the organization has any hardware background; (2) Both represent degrees of specialization motivated by the desire to have an effective methodology, be it measured in terms of quality, productivity, or both. These issues may be illustrated by continuing the example. Given the nature of the application, small data processing, we can use a single minicomputer as the common hardware support for all systems to be developed. The consequence is immediately felt in the system design stage. The objective of the system architecture design phase is reduced to determining how to allocate the system's functions among one or more minicomputers. The binding phase, in turn, is reduced to evaluating the proposed distribution against the characteristics of the actual machines and generating hardware requirements-that is, the number of machines and the way in which they are configured and software requirements that is, descriptions of the software to be placed on each of the machines, the implementation language, and the communication protocols between the software pieces residing on different machines. (The implementation language and protocols are always the same because of standardization.) Note that, at this point, while we have not identified any specification, design, and analysis techniques, we have still made significant system design decisions.
Selection and validation of the specification language.
The design papers and documentation produced by various phases must generally adhere to certain standards of presentation, which vary in formality. At one extreme, there are no standards, or the standards that do exist are concerned with the general form and content of the document, which otherwise is written in natural language. At the other extreme is the use of formally defined specification languages, and all specifications are maintained on line and checked mechanically for adherence to language syntax and semantics-through compilers and interpreters, for example. Most methodologies fall somewhere in the middle of these two extremes. Furthermore, the specification language used by a methodology is considered its cornerstone-so much so, that people often talk about a specification language as if it were a methodology, when in actuality the specification language is independent of the methodology.
There are several important reasons that specification languages occupy such a central role in methodology development. First, they establish the basis for precise communication among designers. Second, they greatly influence the way a designer approaches a problem because they define a certain point of view and the concepts used to present a model of the system. Third, specification languages determine the nature of available design and analysis tools and thus affect the productivity of those involved in the design proper and in the review process. If various design/analysis tasks are highly mechanized, and the interaction with the language processor is engineered with careful attention to human concerns, many solutions can be explored and the level of confidence in design quality increases.
Given the major influence of specification languages and the investment required in making them available, we usually select them a priori rather than according to the individual project. (A project-by-project selection is more common when there is a lack of commitment to or experience with specification languages, or when individual projects have a high degree of independence, such as in large and diversified organizations.) The selection is affected by (1) the nature of the application, (2) the background of the available personnel, and (3) the availability of supporting tools. Because no language is equally adequate from all three points of view, the choice is usually a compromise favoring one need over the others. One example is the selection of a single specification language over the use of several languages, even though each language is better suited for a particular subclass of projects than the single one chosen. The rationale for this decision may be a desire to facilitate personnel transfer between projects, to limit retooling and training costs, to establish a common base for the interpretation of collected statistical data, or any combination of these.
In our example, the use of identical formalisms on all system design projects has obvious advantages. Therefore, we could adopt several specification languages as company standards. The formalism selection and validation steps are thus eliminated from the methodology. Our sample organization could decide, for instance, in favor of * English text for the identification report; * PSL/PSA,Dt which could provide computer-aided assistance in the development of data-flow specifications for system requirements (conceptualization phase); * a modified use of PSL for both the system architecture and software configuration design phases; * some form of pseudocode (syntactically checked by a locally developed tool) for the program design phase; and * one or more standard programming languages for coding.
Selection of design/analysis techniques. The language selection depends on the design/analysis techniques being contemplated. A language that does not support the development of hierarchical specifications can hardly be expected to work well with a technique that emphasizes topdown design, for instance. The language is usually selected with a view toward particular design/analysis techniques. Nevertheless, the language must be chosen before we can attempt to select and tune such techniques. Design techniques generally help the designer avoid dead-end paths in the design process. The techniques are more guidelines for the designer rather than algorithms, providing tools that assist in the rapid development of design specifications. The analytic techniques used to evaluate design properties also provide feedback with regard to potential problems, weaknesses, and strengths of particular design alternatives. The phases and steps ot the TSD framewvork build directly on our current understanding of system design methodologies. The steps represent a taxonomy of the activities generally encounltered in system design. The phases, aside from those included in the system design stage, have been recognized already by others. There are, however, two important distinctionis between the wxay phases and steps are u.sed here and elsewhere. First, in the TSD framework, activities are grouped into a phase according to how much and wvhat kind of expertise they require rather than how they relate to project management. Project management considerations are relegated to meth odoloc:ies and are not partofthe framesork. Second, the steps are abstractions over classes of design activities and not specific actions to be carried out by the designer in some prescribed order. These differences stem from the fundamental distinction between frameworks and methodologies.
The criteria used in selecting stages and phases directly reflect the principle of separation of concerns. For example, the separateness of hardware and software design is preserved by identifying the distinct stages associated with each. However, when we partition system functions between hardware and software, we need to consider the two together. The system design stage provides for this view by separating the selection and specification of the hardware and software from the design of the hardware and software.
We envision the TSD framework as a means by which existing methodologies may be rigorously evaluated against each other before empirical experiments are set up. It is also the basis for a systematic approach to the development and evaluation of design methodologies tuned to the needs of particular application area. *
