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1. Bevezete´s
Az analı´zisen belu¨l a XIX. sza´zadra teheto˝ az ortogona´lis polinomok elme´lete´nek kialakula´sa.
Az elso˝ felfedezett ortogona´lis polinomok Legendre neve´hez fu˝zo˝dnek, majd ezt Jacobi eredme´-
nyei ko¨vette´k. Az a´ltaluk leı´rt ortogona´lis polinomokat az uto´kor ro´luk nevezte el. A ke´so˝bbiek
sora´n me´g sza´mos oszta´ly (Csebisev-, Laguerre-, vagy a Hermite-polinomok) leı´ra´sa megto¨rte´nt.
Ezek az u´gynevezett klasszikus ortogona´lis polinomok.
Ezzel szemben me´g e´pp a XIX. sza´zad ve´ge´n, amikor Stieltjes bevezeti a tetszo˝leges me´rte´-
kekhez tartozo´ ortogona´lis polinomok fogalma´t, megindul egy a´ltala´nosabb megko¨zelı´te´s. Eb-
ben az esetben az ortogona´lis polinomok a´ltala´nos tulajdonsa´gainak (aszimptotikus viselkede´s,
ze´rushelyek elhelyezkede´se, eloszla´sa, ezeknek a me´rte´k jellemzo˝ivel valo´ o¨sszefu¨gge´sei, stb.)
megismere´se keru¨l elo˝te´rbe. Jelen e´rtekeze´s is erre az a´gra illeszkedik.
Az ortogona´lis polinomok ze´rushelyeinek eloszla´sa ma´r ege´szen enyhe fo¨lte´telek mellett is
vizsga´lhato´ [25, Ch. 2], de finomabb ke´rde´sek, mint a szomsze´dos ze´rushelyek ko¨zo¨tti ta´volsa´g,
esete´ben ero˝sebb felte´telek szu¨kse´gesek. Erdo˝s Pa´l e´s Tura´n Pa´l munka´jukban olyan interval-
lum fo¨lo¨tt e´rtelmezett su´llyal dolgoznak, amely pozitı´v korla´tok ko¨zo¨tt mozog e´s bela´tja´k, hogy
ekkor (az intervallum ve´gpontjaito´l ta´vol eso˝) szomsze´dos ze´rushelyek nagysa´grendileg 1/n
ta´volsa´gban helyezkednek el egyma´sto´l ([26, (6.11.15)]). Ke´so˝bb sza´mos hasonlo´ eredme´ny
szu¨letik a me´rte´kro˝l ku¨lo¨nfe´le tulajdonsa´gokat felte´telezve. Pe´ldake´nt emlı´tju¨k Last e´s Simon
[9] vagy Simon hasonlo´ cı´mu˝ kora´bbi (monumenta´lis terjedelmu˝) cikkeit, melyekben to¨bbek
ko¨zo¨tt az ortogona´lis polinomokhoz kapcsolo´do´ rekurzio´s formula´ban elo˝fordulo´ egyu¨tthato´kro´l
vannak felteve´sek. Levin e´s Lubinsky [10] exponencia´lis su´lyokkal, illetve pozitı´v folytonos
su´lyokkal kapcsolatban le´tesı´t a mie´nkhez hasonlo´ eredme´nyeket. Giuseppe Mastroianni e´s
Totik Vilmos 2010-es cikke´ben [12] [−1, 1] tarto´ju´ dupla´zo´ me´rte´kekkel foglakozik. Fo˝ered-
me´nyke´nt bela´tta´k, hogy, ilyen a´ltala´nos ko¨ru¨lme´nyek ko¨zo¨tt is, igaz marad Erdo˝s e´s Tura´n
ta´volsa´gbecsle´se az ortogona´lis polinomok szomsze´dos ze´rushelyeinek elhelyezkede´se´ro˝l. Ered-
me´nyu¨k maga´ban foglalja az intervallum ve´gpontjaihoz ko¨zel eso˝ ze´rushelyeket is.
A disszerta´cio´ elso˝ re´sze´ben Mastroianni e´s Totik eredme´nye´t a´ltala´nosı´tva bela´tjuk, hogy
eredme´nyu¨k ma´r a me´rte´k loka´lis tulajdonsa´gaibo´l is ko¨vetkezik. Ez alatt azt e´rtju¨k, hogy a
szomsze´dos ze´rushelyek egyenletes elrendezo˝de´se´t egy intervallumon ma´r az is implika´lja, hogy
a me´rte´k ezen az intervallumon dupla´zo´ tulajdonsa´gu´. Ra´mutatunk azonban, hogy az interval-
lum ve´gpontjainak ko¨zele´ben vigya´znunk kell, mert itt a gyo¨ko¨k elhelyezkede´se´t a me´rte´k inter-
vallumon kı´vu¨li viselkede´se is befolya´solhatja. Ha viszont feltesszu¨k, hogy a me´rte´k a ve´gpont
intervallumhoz nem tartozo´ oldala´n egy kis ko¨rnyezetben eltu˝nik, akkor a ve´gpontok ko¨zele´ben
is megjelenik a szaba´lyos viselkede´s. A szomsze´dos ze´rushelyek ke´toldali becsle´se´ben a felso˝
bizonyul nehezebbnek. Ebben kulcsszerepet ja´tszanak a ma´r Erdo˝s e´s Tura´n a´ltal is haszna´lt
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Christoffel-fu¨ggve´nyek. Ha ezeket tudjuk becsu¨lni, akkor ko¨vethetju¨k Mastroianni e´s Totik
mo´dszere´t. A Christoffel-fu¨ggve´ny also´ becsle´se´hez csak arra az egyszeru˝ e´szreve´telre van
szu¨kse´g, hogy a megszorı´tott me´rte´khez tartozo´ Christoffel-fu¨ggve´ny alatta marad az eredeti
me´rte´khez tartozo´nak. A felso˝ becsle´sben gyorsan cso¨kkeno˝ polinomok alkalmaza´sa´ra keru¨l sor
(vo¨. [30]), ami intervallum belseje´ben ma´r rendelkeze´su¨nkre a´llt [8], de a ve´gpont esete´ben meg
kellett konstrua´lnunk.
A ma´sodik re´szben a Christoffel-fu¨ggve´nyek keru¨lnek a ko¨ze´ppontba. A Christoffel-fu¨ggve´-
nyek szorosan kapcsolo´dnak az ortogona´lis polinomokhoz, az approxima´cio´elme´lethez e´s a har-
monikus analı´zishez, de alkalmazza´k a ve´letlen ma´trixok elme´lete´ben vagy a spektra´lelme´letben
is [16, 23].
Az a´ltalunk vizsga´lt proble´ma a Christoffel-fu¨ggve´nyek aszimptotikus vizsga´lata´hoz kap-
csolhato´, amely ege´szen Szego˝ Ga´borig nyu´lik vissza [7, K. V, Aufgabe 13]. Eredme´nyei
tova´bbi re´szletekbe meno˝ kutata´sokat inspira´ltak, melyek elso˝sorban intervallumra vagy az egy-
se´gko¨rre vonatkoztak (la´sd pl. [11, 14, 22, 24, 26, 27]), ı´gy a ko¨zel jelenig csak keveset
tudtunk a tetszo˝leges go¨rbe fo¨lo¨tti aszimptotikus viselkede´sro˝l. Ezt feloldando´, Totik Vilmos
to¨bb cikke´ben is foglakozik a ke´rde´ssel e´s ad e´les aszimptotikus eredme´nyeket sima go¨rbe´k
fo¨lo¨tt [29, 31]. Elja´ra´sa´ban komoly eszko¨zta´rat mozgat meg. Az ı´v esetben u´jabb nehe´zse´gek
meru¨lnek fo¨l, a go¨rbe´n alkalmazottak nem mu˝ko¨dnek, ı´gy u´j elja´ra´st kellett kidolgoznia, amely
az egyensu´lyi me´rte´k ko¨ru¨ltekinto˝ diszkretiza´cio´ja´n nyugszik [28].
Mi is sı´kbeli go¨rbe´ken e´s ı´veken vizsga´ljuk a Christoffel-fu¨ggve´nyeket. Eredme´nyeink
aszimptotikusan ugyan nem e´lesek, viszont simasa´g tekintete´ben csak kva´zi-simasa´got felte´te-
lezu¨nk, ami sarkok le´teze´se´t is megengedi, ı´gy pe´lda´ul egy ne´gyzet sarkaina´l is lesz becsle´su¨nk,
amire kora´bban nem volt pe´lda. Azt is la´tni fogjuk, hogy a Christoffel-fu¨ggve´nyek e´rte´ke ho-
gyan fu¨gg a sarokban tala´lhato´ szo¨g nagysa´ga´to´l. Elja´ra´sunk egyara´nt leheto˝ve´ teszi a go¨rbe´k,
az ı´vek, ill. a to¨bb go¨rbe´bo˝l e´s ı´vbo˝l a´llo´ rendszerek fo¨lo¨tti vizsga´latot. E tekintetben sokat
merı´tu¨nk Andrijevszkij nemre´g megjelent munka´ibo´l [1, 2, 3], melyekben Mastroianni e´s Totik
[13] cikke´ben publika´lt eredme´nyeit viszi a´t kva´zi-sima go¨rbe´kre e´s ı´vekre.
Totik esete´hez hasonlo´an isme´t technikai nehe´zse´get okoz, hogy tetszo˝leges go¨rbe´vel/ı´vvel
van dolgunk. A kapcsolatot az egyse´gko¨rrel most a konform leke´peze´sek segı´tse´ge´vel valo´sı´tjuk
meg. A felu¨lro˝l to¨rte´no˝ becsle´se´ben isme´t fontos szerep jut a gyorsan cso¨kkeno˝ polinomoknak,
amit a konform leke´peze´shez tartozo´ Dzadyk-magfu¨ggve´nyekbo˝l kiindulva konstrua´lunk meg.
Az also´ becsle´sben Andrijevszkij ime´nt ide´zett cikkeiben ko¨zo¨lt Bernstein-tı´pusu´ egyenlo˝tlen-
se´geit haszna´ljuk fo¨l. A Christoffel-fu¨ggve´nyekre nyert ke´toldali becsle´s alkalmaza´sake´nt or-
togona´lis polinomokra adunk pontbeli becsle´seket, ill. Nikolszkij-tı´pusu´ egyenlo˝tlense´geket
le´tesı´tu¨nk.
La´tni fogjuk, hogy a ma´sodik re´sz eredme´nyei maga´ban foglalja´k az elso˝ re´szben igazolt
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Christoffel-fu¨ggve´nyekre vonatkozo´ becsle´seket is, ı´gy azokat az elso˝ re´szbo˝l el is hagyhatna´nk.
Ezt me´gsem tesszu¨k meg; egyre´szt mutatva, hogy az elso˝ re´sz a ma´sodik ne´lku¨l csak az egyene-
sen haszna´lt egyszeru˝bb eszko¨zo¨k segı´tse´ge´vel is kidolgozhato´, ma´sre´szt ı´gy azt is e´rze´keltetju¨k,
hogy milyen technikai nehe´zse´get jelent az egyenesro˝l tetszo˝leges go¨rbe´re/ı´vre valo´ a´tte´re´s.
Az e´rtekeze´s a jelo¨lt ala´bbi munka´ira e´pu¨l:
• Totik Vilmos e´s Varga Tama´s, Non-symmetric fast decreasing polynomials and applica-
tions, J. Math. Anal. Appl., 394 (2012), 378–390. [33]
• Varga Tama´s, Uniform spacing of zeros of orthogonal polynomials for locally doubling
measures, Analysis (Munich), 33 (2013), 1-12. [35]
• Varga Tama´s, Christoffel functions for doubling measures on quasismooth curves and arcs,
Acta Math. Hungar., 141 (2013), 161-184. [36]
3
2. Elo˝zme´nyek
Legyen µ kompakt e´s ve´gtelen sza´mossa´gu´ tarto´val rendelkezo˝ me´rte´k a komplex sı´kon. Ekkor
bela´thato´ (pl. [34, 1.1]), hogy egye´rtelmu˝en le´tezik olyan {pin}n∈N polinom-sorozat, amelyre igaz
hogy
(i) pin foka pontosan n,
(ii) pin fo˝egyu¨tthato´ja pozitı´v, e´s
(iii) ∫
pimpin dµ =
1 ha m = n0 ha m , n.
E polinom-sorozat tagjait a µ me´rte´khez tartozo´ ortogona´lis, pontosabban ortonorma´lt polino-
moknak (vo¨. (iii) tulajdonsa´g) nevezzu¨k. Ha nem vila´gos, hogy pin a µ me´rte´khez kapcsolo´dik,
akkor a pin(µ, . ) jelo¨le´shez folyamodunk.
Az ortogona´lis polinomok kiterjedt te´ma´ja to¨bb ko¨nyvben is feldolgoza´sra keru¨lt [7, 17, 22,
26]. Itt csak ne´ha´ny sza´munkra e´rdekes eredme´nyt ide´zu¨nk. A ko¨vetkezo˝ te´tel az ortogona´lis
polinomok egy fontos e´s e´rdekes minimaliza´lo´ tulajdonsa´ga´ro´l szo´l. Jelo¨lje γn a pin polinom
fo˝egyu¨tthato´ja´t.
2.1. Te´tel ([34, Theorem 1.3]). A legfo¨ljebb n-ed foku´ fo˝polinomok (vagyis az 1 fo˝egyu¨tthato´s
polinomok) halmaza´n az ∫
|q|2 dµ (2.1)
kifejeze´s a q = pin
γn
helyen veszi fel minimuma´t.
A te´tel abban az esetben, ha µ tarto´ja a sza´megyenes re´szhalmaza, azt sugalmazza, hogy
pin gyo¨keinek, minimaliza´lando´ az (2.1) integra´lt, u´gy kell elhelyezkedniu¨k, hogy azok ko¨rnye-
zete´nek µ me´rte´ke leheto˝leg nagy legyen. Eze´rt, ha a µ me´rte´k viszonylag egyenletesen oszlik
el tarto´ja´n (pl. dupla´zo´ tulajdonsa´gu´), akkor azt va´rna´nk, hogy pin gyo¨kei is ı´gy tesznek, hogy az
elo˝bbi integra´l semelyik re´szintervallumon se lehessen tu´l nagy.
Az intuı´cio´ elso˝ fele´t ala´ta´masztja a ko¨vetkezo˝ a´llı´ta´s.
2.2. Te´tel ([7, §I.2.]). Legyen µ kompakt e´s ve´gtelen sza´mossa´gu´ tarto´val rendelkezo˝ me´rte´k a
sza´megyenesen. Ha a µ-ho¨z tartozo´ n-ed foku´ ortogona´lis polinom pin, melynek gyo¨kei no¨vekvo˝
sorrendben xn,1 < xn,2 < · · · < xn,n, akkor teljesu¨lnek az ala´bbi a´llı´ta´sok:
(i) pin gyo¨kei egyszeresek e´s ha µ tarto´ja az [a, b] intervallumba esik, akkor a gyo¨ko¨k is ebben
az intervallumban helyezkednek el;
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(ii) pin e´s pin+1 gyo¨kei ko¨zre fogja´k egyma´st, azaz
xn+1,1 < xn,1 < xn+1,2 < xn,2 < · · · < xn+1,n < xn,n < xn+1,n+1;
(iii) ha a [c, d] intervallumon µ eltu˝nik
(
µ
(
[c, d]
)
= 0
)
, akkor a pin polinomnak legfo¨ljebb egyet-
len gyo¨ke eshet ebbe az intervallumba.
Erdo˝s Pa´l e´s Tura´n Pa´l [26, (6.11.15)] bevezeto˝ben is emlı´tett eredme´nye ala´ta´masztja a
sejte´s ma´sodik fele´t. Ennek a´ltala´nosı´ta´sa´t adja a ma´r ugyancsak ide´zett Mastroianni-Totik cikk.
Ez uto´bbi eredme´nyeit most ma´r pontosan ide´zzu¨k.
2.3. Definı´cio´. A [−1, 1] tarto´ju´ µ me´rte´k dupla´zo´, ha le´tezik olyan L (dupla´zo´) konstans, hogy
ba´rmely x ∈ [−1, 1] pontra e´s δ > 0 sza´mra
Lµ
(
[x − δ, x + δ]
)
≥ µ
(
[x − 2δ, x + 2δ]
)
. (2.2)
Teha´t a ko¨ze´ppontja´bo´l ke´tszerese´re nagyı´tott intervallum me´rte´ke egyenletesen becsu¨lheto˝ az
eredeti intervallum me´rte´ke´vel. A legegyszeru˝bb pe´lda dupla´zo´ me´rte´kre a Lebesgue-me´rte´k, de
dupla´zo´ tulajdonsa´gu´ a
(
(1− x)α(1+ x)β, α, β > −1, su´lyhoz tartozo´) Jacobi-me´rte´k vagy minden
olyan su´ly, amely ke´t pozitı´v sza´m ko¨zo¨tt veszi fel e´rte´keit.
A [12] dolgozatban e´s a mie´nkben is fontos szerepet kap a Christoffel-fu¨ggve´ny, melyet
a ko¨vetkezo˝ mo´don definia´lunk. Jelo¨lje Pn a legfo¨ljebb n-ed foku´, komplex egyu¨tthato´s poli-
nomok halmaza´t. (Sza´megyenes esete´n a ko¨vetkezo˝ definı´cio´ban elegendo˝ valo´s egyu¨tthato´s
polinomokat vennu¨nk.)
2.4. Definı´cio´. Legyen µ kompakt tarto´ju´ me´rte´k a sza´megyenesen. A
λn(µ, p, x) := inf
q(x)=1
q∈Pn
∫
|q|p dµ (2.3)
fu¨ggve´nyt a µ me´rte´khez tartozo´ p parame´teru˝ n-edik Christoffel-fu¨ggve´nynek nevezzu¨k.
Bevezetve a ko¨vetkezo˝ jelo¨le´st:
∆n(x) :=
√
1 − x2
n
+
1
n2
,
kimondhatjuk a gyo¨kta´volsa´gokra vonatkozo´ te´telt:
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x
K1,0 K0,5 0,0 0,5 1,0
y
K1,0
K0,5
0,5
1,0
1. a´bra. A 16. Csebisev-polinom. A 2
pi
√
1−x2 dx (dupla´zo´) me´rte´khez tartozo´ ortogona´lis polinomok,
amiket a szakirodalom Csebisev-polinomokke´nt tart sza´mon, ko¨zu¨l a 16-ikat mutatja az a´bra. Az n-
edik Csebisev-polinom ke´plete: cos
(
n arccos(x)
)
=
∑[n/2]
k=1
(
n
2k
)
xn−2k(1 − x2)k. A szaggatott vonalak
mente´n fu¨ggo˝legesen felvetı´tettu¨k a [−1, 1] intervallumban elhelyezkedo˝ gyo¨ko¨ket. Figyelju¨k meg, mi-
lyen szaba´lyosan osztja´k fel az egyse´gko¨rt.
2.5. Te´tel ([12, Theorem 1]). Legyen µ dupla´zo´ me´rte´k a [−1, 1] intervallumon, melyhez a {pin}n∈N
ortogona´lis polinom rendszer tartozik. Ha xn,0 := −1 < xn,1 < · · · < xn,n < xn,n+1 := 1 jelo¨li
pin gyo¨keit, akkor le´tezik olyan A konstans, hogy ba´rmely n ∈ N e´s 0 ≤ k ≤ n ege´szre teljesu¨l a
ko¨vetkezo˝ egyenlo˝tlense´g:
1
A
∆n(xn,k) ≤ xn,k+1 − xn,k ≤ A∆n(xn,k). (2.4)
Hangsu´lyozzuk, hogy A fu¨ggetlen n-to˝l e´s k-to´l is. Ha megvizsga´ljuk a ∆n(x) fu¨ggve´nyt, ak-
kor azt la´thatjuk, hogy a te´tel szerint [−1, 1] belseje´ben a szomsze´dos gyo¨ko¨k ta´volsa´ga´nak
nagysa´grendje 1/n, e´s ahogy ko¨zelı´tu¨nk a ve´gpontokhoz ez a nagysa´grend fokozatosan 1/n2-
be megy a´t. A ze´rushelyek szaba´lyos elhelyezkede´se akkor la´tszik igaza´n, ha a ze´rushelyeket
fu¨ggo˝legesen felvetı´tju¨k az egyse´gko¨rvonal pozitı´v ordina´ta´ju´ re´sze´re (1.a´bra). Ekkor a fel-
vetı´tett szomsze´dos pontok ta´volsa´ga ı´vhosszban, vagy ma´ske´nt e felvetı´tett pontokhoz tartozo´
ko¨ze´pponti szo¨gek ku¨lo¨nbse´ge 1/n nagysa´grendu˝.
A Christoffel-fu¨ggve´nyek ze´rushelyekne´l felvett e´rte´keit, teha´t a λn(xn,k) e´rte´keket, Cotes-
sza´moknak vagy Christoffel-sza´moknak nevezzu¨k. Az elo˝zo˝ te´tel felhaszna´la´sa´val kideru¨l, hogy
a szomsze´dos Cotes-sza´mok nagysa´grendileg azonosak.
2.6. Ko¨vetkezme´ny ([12, Theorem 2]). Ha µ dupla´zo´ a [−1, 1] intervallumon, akkor le´tezik
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olyan csak a dupla´zo´ konstansto´l fu¨ggo˝ B konstans, hogy ba´rmely n ∈ N e´s 0 ≤ k ≤ n ege´szre
1
B
≤ λn(xn,k+1)
λn(xn,k)
≤ B. (2.5)
A ke´t te´tel eredme´nye´t teljesse´ teszi, hogy a bennu¨k foglalt egyenlo˝tlense´gek fenna´lla´sa
implika´lja a dupla´zo´ tulajdonsa´got, vagyis a ke´t te´tel egyu¨ttesen megfordı´thato´.
2.7. Te´tel ([12, Theorem 3]). Ha µ me´rte´k a [−1, 1] intervallumon, e´s valamilyen A, illetve B
konstansokkal teljesu¨lnek a (2.4) e´s (2.5) egyenlo˝tlense´gek minden n ∈ N e´s 1 ≤ k < n ege´szre,
akkor µ dupla´zo´ me´rte´k a [−1, 1] intervallumon.
E´rtekeze´su¨nk elso˝ re´sze´ben azt igazoljuk, hogy ha a me´rte´k tarto´ja´nak csak egy re´sze´n ren-
delkezik dupla´zo´ tulajdonsa´ggal, akkor e re´szen a fenti ze´rusta´volsa´gokra e´s Cotes-sza´mokra
vonatkozo´ ke´toldali becsle´s tova´bbra is fenna´ll a megfordı´ta´ssal egyu¨tt. Bizonyı´ta´sunk ko¨veti
Mastroianni e´s Totik gondolatmenete´t, amelyben a felso˝ becsle´s kisza´mola´sa´na´l fontos szerep
jut a ma´r bevezetett Christoffel-fu¨ggve´nyeknek. Ennek kapcsa´n a ko¨vetkezo˝ kora´bbi eredme´-
nyu¨ket haszna´lta´k fel:
2.8. Te´tel ([13, (7.14)]). Ha µ dupla´zo´ a [−1, 1] intervallumon, akkor van olyan c konstans,
hogy ba´rmely x ∈ [−1, 1] pontra
1
c
µ
(
[x − ∆n(x), x + ∆n(x)]
)
≤ λn(µ, p, x) ≤ cµ
(
[x − ∆n(x), x + ∆n(x)]
)
. (2.6)
A te´tel azt mondja, hogy egy dupla´zo´ me´rte´khez tartozo´ Christoffel-fu¨ggve´ny egyfajta eloszla´s-
fu¨ggve´nyke´nt viselkedik, azaz megadja –ba´r nem pontosan– egy specia´lis intervallum-rendszer
tagjainak µ-me´rte´ke´t.
Az e´rtekeze´s ma´sodik re´sze´ben ezt a te´telt a´ltala´nosı´tjuk oly mo´don, hogy a [−1, 1] inter-
vallumot lecsere´lju¨k egy sı´kbeli kva´zi-sima go¨rbe´re vagy ı´vre. A mo´dszer specia´lis eseteke´nt
sarkokna´l is kapunk becsle´st, amire me´g olyan egyszeru˝ esetben sem volt pe´lda a szakirodalom-
ban, amikor a me´rte´k az ı´vhossz szerinti me´rte´k.
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3. Loka´lisan dupla´zo´ me´rte´khez tartozo´ ortogona´lis polino-
mok gyo¨kta´volsa´ga
Ebben a re´szben feltesszu¨k, hogy a vizsga´lt me´rte´k tarto´ja a sza´megyenes kompakt re´szhalmaza.
Ha I egy intervallum a sza´megyenesen, akkor 2I jelo¨lje a ko¨ze´ppontja´bo´l megke´tszerezett in-
tervallumot, teha´t a ko¨ze´ppontja ugyanaz, mint az I intervallume´ e´s hossza (Lebesgue-me´rte´ke)
annak ke´tszerese. Az I intervallum hossza´t |I|-vel jelo¨lju¨k.
3.1. A gyo¨ko¨k elrendezo˝de´se dupla´zo´ intervallumokon
3.1. Definı´cio´. Azt mondjuk, hogy a µ me´rte´k az [a, b] intervallumon dupla´zo´ (tulajdonsa´gu´) az
L = L
(
µ, [a, b]
)
dupla´zo´ konstanssal, ha µ
(
[a, b]
)
> 0 e´s
µ(2I) ≤ Lµ(I)
valaha´nyszor 2I ⊂ [a, b].
(Ne´ha a ro¨vidse´g kedve´e´rt azt is mondjuk, hogy dupla´zo´ (tulajdonsa´gu´) intervallum, ami alatt
azt e´rtju¨k, hogy egy me´rte´k dupla´zo´ ezen az intervallumon.)
Ma´r is megfogalmazhatjuk a 3.1. Te´tel loka´lis va´ltozata´t:
3.2. Te´tel. Ha a µ me´rte´k dupla´zo´ az [a, b] intervallumon, akkor ba´rmely δ > 0 sza´mhoz le´tezik
olyan n-to˝l fu¨ggetlen A = A
(
δ, L
(
µ, [a, b]
))
konstans, hogy
1
An
≤ xn,k+1 − xn,k ≤ An , k = j, j + 1, . . . , l − 1, (3.1)
ahol xn, j < xn, j+1 < · · · < xn,l jelo¨li az n-edik ortogona´lis polinom [a + δ, b − δ] intervallumba
eso˝ gyo¨keit.
3.3. Megjegyze´s: Felmeru¨lhet a ke´rde´s, hogy egya´ltala´n le´teznek-e gyo¨ko¨k az [a, b] intervallu-
mon. A va´lasz ele´g nagy n-ekre mindig pozitı´v a te´tel felte´telei mellett. Valo´ban, ha x ∈ supp(µ)
(ahol supp(µ) a µ me´rte´k tarto´ja´t jelo¨li) e´s εˆ > 0, akkor ele´g nagy n-ekre a pin polinomnak
le´tezik gyo¨ke az (x − εˆ, x + εˆ) intervallumon [22, 1.2 11. Fact 1]. Ez egyben azt is mutatja,
hogy ha n → ∞, akkor a pin polinom [a, b]-be eso˝ gyo¨keinek sza´ma is ve´gtelenbe tart, so˝t a
gyo¨ko¨k halmaza su˝ru˝ az [a, b] intervallumban ([a, b] minden pontja elo˝a´ll ze´rushelyek torlo´da´si
pontjake´nt).
A te´tel nem felte´tlenu¨l igaz, ha az [a + δ, b − δ] intervallumot lecsere´lju¨k az (a, b) nyı´lt
intervallumra, pe´lda´ul gondoljunk valamilyen Jacobi-su´lyra a [−1, 1] =: [a, b] intervallumon (a
Jacobi-su´ly (a´ltal genera´lt) me´rte´k dupla´zo´ e´s ±1 ko¨ru¨l 1/n2 nagysa´grendu˝ a ta´volsa´g).
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A te´tel a´llı´ta´sa ,,aszimptotikus nyelvezeten” is megfogalmazhato´. Va´lasszunk ki egy xn,k(n)
gyo¨ko¨kbo˝l a´llo´ sorozatot az [a + δ, b − δ] intervallumon. Ekkor
0 <
1
A
≤ lim inf
n→∞ n(xn,k(n)+1 − xn,k(n)) ≤ lim supn→∞ n(xn,k(n)+1 − xn,k(n)) ≤ A < ∞.
Ebbo˝l az alakbo´l azonnal leolvashato´, hogy eredme´nyu¨nk maga´ban foglalja Y. Last e´s B. Simon
ala´bbi ke´t te´tele´t:
3.4. Ko¨vetkezme´ny ([9, Theorem 8.5]). Tegyu¨k fel, hogy dµ = w(x)d(x) abszolu´t folytonos az
E0 pont egy ko¨rnyezete´ben, e´s valamilyen q > 0 sza´mmal teljesu¨l, hogy
0 < lim inf
x→E0
w(x)
|x − E0|q ≤ lim supx→E0
w(x)
|x − E0|q < ∞. (3.2)
Ekkor
lim sup
n→∞
n|x(1)n (E0) − x(−1)n (E0)| < ∞,
ahol x(1)n (E0) az n-edik ortogona´lis polinom E0 pontot ko¨veto˝ legkisebb, mı´g x
(−1)
n (E0) az E0 elo˝tti
(vagy azzal e´pp egybeeso˝) legnagyobb ze´rushelye´t jelo¨li.
3.5. Ko¨vetkezme´ny ([9, Theorem 9.3]). Tegyu¨k fel, hogy dµ = w(x) dx + dµs, ahol a µ me´rte´k
µs szingula´ris re´sze eltu˝nik az [x0 − δ, x0 + δ] intervallumon, mı´g a w(x) dx abszolu´t folytonos
re´szre teljesu¨l, hogy
0 < inf
|y−x0 |≤δ
w(x) ≤ sup
|y−x0 |≤δ
w(x) < ∞. (3.3)
Ekkor ba´rmely  < δ sza´mra,
inf
|y−x0 |<
lim inf
n→∞ n|x
(1)
n (y) − x(−1)n (y)| > 0.
Csak azt kell meggondolnunk, hogy mind a (3.2), mind a (3.3) felte´tel maga uta´n vonja a dupla´zo´
tulajdonsa´got, ı´gy alkalmazhatjuk a 3.2. Te´telt.
Igaz marad a Cotes-sza´mokra vonatkozo´ becsle´s e´s a megfordı´ta´s is.
3.6. Ko¨vetkezme´ny. Ha a µ me´rte´k kompakt tarto´ju´ a sza´megyenesen e´s dupla´zo´ az [a, b] in-
tervallumon, akkor ba´rmely δ > 0 sza´mhoz van olyan B = B
(
δ, L
(
µ, [a, b]
))
konstans, hogy
1
B
≤ λn(xn,k)
λn(xn,k+1)
≤ B, (3.4)
valaha´nyszor xn,k e´s xn,k+1 az n-edik ortogona´lis polinom egyma´st ko¨veto˝ ke´t gyo¨ke az [a+δ, b−δ]
intervallumon.
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3.7. Te´tel. Ha µ kompakt tarto´ju´ me´rte´k a sza´megyenesen e´s a hozza´ja tartozo´ ortogona´lis po-
linomok ze´rushelyeire minden [a + δ, b − δ] (δ > 0) alaku´ intervallumon teljesu¨l (3.1) e´s (3.4)
valamilyen (δ-to´l fu¨ggo˝) A e´s B konstansokkal, akkor µ dupla´zo´ ezeken az intervallumokon.
3.8. Megjegyze´s: Amikor az elo˝bb megfordı´ta´sro´l besze´ltu¨nk, nem voltunk ele´g pontosak,
ugyanis akkor lenne valo´ban megfordı´ta´s, ha azt a´llı´thatna´nk, hogy az [a, b] intervallumon is
dupla´zo´ lesz a me´rte´ku¨nk. Valo´ja´ban a 3.2. Te´tel bizonyı´ta´sa sora´n csak azt haszna´ljuk fel, hogy
a me´rte´k minden δ > 0 sza´mra dupla´zo´ tulajdonsa´gu´ az [a + δ, b − δ] alaku´ intervallumokon
valamilyen δ-to´l fu¨ggo˝ dupla´zo´ konstanssal, teha´t ma´r ez is ele´gse´ges felte´tele a ze´rushelyek
egyenletes elhelyezkede´se´nek. Pe´ldake´nt emlı´tju¨k az e
1
1−x2 dx me´rte´ket a [−1, 1] intervallumon,
ami minden [−1 + δ, 1 − δ] alaku´ intervallumon dupla´zo´, de a dupla´zo´ konstans ve´gtelenbe tart,
ha δ→ 0.
Az eddigi ha´rom te´telben a ke´rde´ses intervallum ve´gpontjaito´l ta´vol vizsga´lo´dtunk. A´ltala´ban
a ve´gpontok ko¨ru¨l nem is adhatunk egyse´ges becsle´st: la´ttuk, hogy a [−1, 1] intervallumon
dupla´zo´ me´rte´k esete´n a ve´gpontok ko¨zele´ben 1/n2 a ta´volsa´g; ha viszont egy me´rte´k dupla´zo´ az
[a, b] intervallumon, de me´g az [a−ε, b+ε] intervallumon is, akkor marad az 1/n nagysa´grendu˝
ta´volsa´g. Ma´r ez is mutatja, hogy a ve´gpontokna´l a ze´rushelyek ta´volsa´ga´nak viselkede´se´t be-
folya´solja az is, hogy az intervallumon kı´vu¨l milyen a me´rte´k. Kutata´sunk sora´n azt az esetet
vizsga´ltuk, amikor a me´rte´k a ve´gpontok egy fe´loldali ko¨rnyezete´ben eltu˝nik. Azt igazoltuk
–ahogy va´rtuk is –, hogy a szomsze´dos gyo¨ko¨k ta´volsa´ga itt is ko¨veti a tiszta´n dupla´zo´ esetben
la´tottakat, vagyis a ta´volsa´g 1/n nagysa´grendbo˝l 1/n2 nagysa´grendbe megy a´t a ve´gpontokhoz
ko¨zeledve. Egyetlen elte´re´s csak a ve´gpont e´s a ve´gponthoz legko¨zelebb eso˝ gyo¨k ta´volsa´ga´ban
lehetse´ges. Egy pe´lda´val ra´mutatunk, hogy egy belso˝ bal-ve´gpontna´l (la´sd ala´bb) ez a ta´volsa´g
1/n2-ne´l sokkal kisebb (pl. e−n) lehet.
Jelo¨lje supp(µ) a µ me´rte´k tarto´ja´t.
3.9. Definı´cio´. Legyen µ kompakt tarto´ju´ me´rte´k e´s b ∈ supp(µ). Azt mondjuk, hogy b egy bal-
ve´gpontja µ tarto´ja´nak, ha µ
(
[b − α,b]) = 0 valamilyen α > 0 sza´mra e´s µ([b,b + β]) > 0
minden β > 0 sza´mra.
Most ma´r kimondhatjuk az elo˝zo˝ ha´rom te´tel ve´gpontokhoz kapcsolo´do´ va´ltozata´t.
3.10. Te´tel. Ha b bal-ve´gpontja µ tarto´ja´nak e´s µ dupla´zo´ a [b,b+β] intervallumon valamilyen
β > 0-ra, akkor ba´rmely 0 < γ < β-hoz van olyan Aγ, hogy
1
Aγ
 √xn,k − bn + 1n2
 ≤ xn,k+1 − xn,k ≤ Aγ  √xn,k − bn + 1n2
 (3.5)
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teljesu¨l valaha´nyszor xn,k e´s xn,k+1 az n-edik ortogona´lis polinom ke´t egyma´st ko¨veto˝ gyo¨ke
a [b,b + γ] intervallumon; tova´bba´ ha xn,k0 jelo¨li a legkisebb [b,b + γ] intervallumba eso˝
ze´rushelyet, akkor az
xn,k0 − b ≤
Aγ
n2
(3.6)
egyenlo˝tlense´g is fenna´ll.
3.11. Megjegyze´s: Ha az elo˝zo˝ te´telben b egyben µ tarto´ja´nak a legkisebb eleme is, akkor
xn,k0 − b, alulro´l is becsu¨lheto˝, nevezetesen e´rve´nyes, hogy
1
Aγ
1
n2
≤ xn,1 − b ≤ Aγn2 .
Ahogy kora´bban is emlı´tettu¨k belso˝ ve´gpontok mellett ez ma´r nem felte´tlenu¨l igaz, amit egy
pe´lda´val illusztra´lunk a 3.3. re´szben.
3.12. Ko¨vetkezme´ny. Ha b bal-ve´gpontja µ tarto´ja´nak e´s µ dupla´zo´ a [b,b + β] intervallumon
valamilyen β > 0-ra, akkor ba´rmely 0 < γ < β-hoz van olyan Bγ konstans, hogy
1
Bγ
≤ λn(xn,k)
λn(xn,k+1)
≤ Bγ (3.7)
teljesu¨l valaha´nyszor xn,k e´s xn,k+1 az n-edik ortogona´lis polinom ke´t egyma´st ko¨veto˝ gyo¨ke a
[b,b + γ] intervallumon.
(3.5) e´s (3.7) egyu¨ttesen implika´lja a dupla´zo´ tulajdonsa´got.
3.13. Te´tel. Tegyu¨k fel, hogy a µ kompakt tarto´ju´ me´rte´k eltu˝nik a [b − α,b] intervallumon e´s
a (3.5), (3.7) egyenlo˝tlense´gek fenna´llnak minden [b,b + γ] (0 < γ < β) alaku´ intervallumon
valamilyen megfelelo˝ Aγ e´s Bγ konstansokkal. Ekkor µ dupla´zo´ ezeken az intervallumokon.
3.14. Megjegyze´s: Terme´szetesen a ,,jobb-ve´gpont” fogalma´t is bevezethetne´nk a bal minta´ja´ra,
e´s akkor az elo˝bbi te´telek jobb-ve´gpontos va´ltozata´t is kimondhatjuk.
3.2. Bizonyı´ta´sok
3.2.1. A ve´gpontokto´l ta´vol eso˝ ze´rushelyek ko¨zo¨tti ta´volsa´gra vonatkozo´ te´telek bizonyı´ta´sa
A 3.2. Te´telben a gyo¨ko¨k ta´volsa´ga´t szeretne´nk becsu¨lni mindke´t ira´nybo´l. A felso˝ becsle´sben
szu¨kse´gu¨nk lesz egy Christoffel-fu¨ggve´nyekre (la´sd 2.4. Definı´cio´) vonatkozo´ becsle´sre a 2.8. Te´-
tel minta´ja´ra. Ezt a becsle´st ku¨lo¨n lemma´ban is megfogalmazzuk.
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3.15. Lemma. Ha µ kompakt tarto´ju´ me´rte´k a sza´megyenesen e´s dupla´zo´ tulajdonsa´gu´ az [a, b]
intervallumon, akkor ba´rmely δ > 0 sza´mhoz van olyan D = D(L, p, a, b), hogy n > 2
δ
esete´n
1
D
µ
([
ξ − 1n , ξ + 1n
])
≤ λn(µ, p, ξ) ≤ Dµ
([
ξ − 1n , ξ + 1n
])
,
valaha´nyszor ξ ∈ [a + δ, b − δ].
Az n-edik Christoffel-fu¨ggve´ny x-beli e´rte´ke´t szeretne´nk becsu¨lni egy x ko¨ru¨li kicsi inter-
vallum me´rte´ke´vel. Ha lenne olyan polinom, amely ezen az intervallumon ko¨ru¨lbelu¨l 1, ezen
kı´vu¨l pedig elhanyagolhato´, akkor a Christoffel-fu¨ggve´ny definı´cio´ja szerint egy ilyen polinom
abszolu´te´rte´ke´nek integra´lja felhaszna´lhato´ lenne a lemmabeli felso˝ becsle´s igazola´sa´hoz. Az
ala´bbi lemma azt a´llı´tja, hogy ilyen polinom le´tezik.
3.16. Lemma ([18, Theorem 1] vagy [8, Example 2]). Ha ψ nem negatı´v jobbro´l folytonos, mo-
noton no¨vo˝ fu¨ggve´ny, melyre ψ(0+) = 0, ψ(x) ≤ Mψ(x/2) valamilyen x-to˝l fu¨ggetlen M kons-
tanssal, e´s teljesı´ti az ∫ ∞
1
ψ(x)
x2
dx < ∞
integra´lhato´sa´gi felte´telt, akkor le´teznek olyan C0, c0 konstansok e´s minden n pozitı´v ege´szre
olyan legfo¨ljebb n-ed foku´ Qn polinom, melyre Qn(0) = 1, 0 ≤ Qn(x) ≤ 1 e´s
Qn(x) ≤ C0e−c0ψ(n|x|) (3.8)
valaha´nyszor x ∈ [−1, 1].
Ebben a re´szben a ψ(x) =
√
x fu¨ggve´nnyel alkalmazzuk a lemma´t.
Szu¨kse´gu¨nk lesz me´g a dupla´zo´ tulajdonsa´g ne´ha´ny ekvivalens megfogalmaza´sa´ra.
3.17. Lemma ([13, Lemma 2.1]). A ko¨vetkezo˝, µ me´rte´kre vonatkozo´ tulajdonsa´gok ekvivalen-
sek:
(i) µ dupla´zo´ az [a, b] intervallumon (3.1. definı´cio´).
(ii) Le´tezik olyan s e´s K pozitı´v konstans, hogy µ(I) ≤ K
( |I|
|J|
)s
µ(J) minden olyan J e´s I inter-
vallumra, amelyre J ⊂ I ⊂ [a, b].
(iii) Le´tezik olyan r e´s K pozitı´v konstans, hogy µ(J) ≤ K
( |J|
|I|
)r
µ(I) minden olyan J e´s I inter-
vallumra, amelyre J ⊂ I ⊂ [a, b].
(iv) Le´tezik olyan s e´s K pozitı´v konstans, hogy
µ(I) ≤ K
( |I| + |J| + d(I, J)
|J|
)s
µ(J)
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teljesu¨l [a, b] tetszo˝leges ke´t I e´s J re´szintervalluma´ra, ahol d(I, J) a ke´t intervallum ko¨zo¨tti
ta´volsa´got jelo¨li.
3.15. Lemma bizonyı´ta´sa. Felteheto˝, hogy a µ me´rte´k tarto´ja a [−1, 1] intervallumba esik
(a´tska´la´za´ssal ele´rheto˝). A 3.16. Lemma szerint van olyan n-ed foku´ Qn polinom, amely rendel-
kezik a (3.8) tulajdonsa´ggal.
Ezt felhaszna´lva a Christoffel-fu¨ggve´nyt az ala´bbi mo´don becsu¨lhetju¨k egy ξ ∈ [a + δ, b− δ]
pontban:
λn(µ, p, ξ) = inf
q(ξ)=1
deg q≤n
∫
|q(x)|p dµ(x) ≤
∫
Qpn(x − ξ) dµ(x) ≤
∫
Cp0 e
−pc0
√
n|x−ξ| dµ(x)
=
∫ ξ+ 1n
ξ− 1n
Cp0 e
−pc0
√
n|x−ξ| dµ(x)
+
∫ ξ− 1n
a+ δ2
Cp0 e
−pc0
√
n|x−ξ| dµ(x) +
∫ b− δ2
ξ+ 1n
Cp0 e
−pc0
√
n|x−ξ| dµ(x)
+
∫ a+ δ2
−1
Cp0 e
−pc0
√
n|x−ξ| dµ(x) +
∫ 1
b− δ2
Cp0 e
−pc0
√
n|x−ξ| dµ(x),
(3.9)
felte´ve, hogy n ≥ 2
δ
. Elo˝szo¨r a jobboldal negyedik e´s o¨to¨dik (,,kı´vu¨l eso˝” integra´lok) foglalko-
zunk: ∫ 1
b− δ2
Cp0 e
−pc0
√
n|x−ξ| dµ(x) ≤
∫ 1
b− δ2
Cp0 e
−pc0
√
n|(b− δ2 )−ξ| dµ(x)
= Cp0 e
−pc0
√
n|(b− δ2 )−ξ|
∫ 1
b− δ2
dµ(x) ≤ Cp0 e−pc0
√
n|(b− δ2 )−(b−δ)| µ
(
[−1, 1]
)
= Cp0 e
−pc0
√
n δ2 µ
(
[−1, 1]
)
.
(3.10)
A dupla´zo´ tulajdonsa´g (3.17. Lemma (ii)) alapja´n azt kapjuk, hogy
µ
([
ξ − 1n , ξ + 1n
])
≥ K

∣∣∣∣[ξ − 1n , ξ + 1n]∣∣∣∣
|[a, b]|

s
µ
(
[a, b]
)
= K
(
2
b − a
)s
µ
(
[a, b]
) 1
ns
.
(3.11)
Ha n ele´g nagy, akkor fenna´ll a
Cp0 e
−pc0
√
n δ2 µ
(
[−1, 1]
)
≤ K
(
2
b − a
)s
µ
(
[a, b]
) 1
ns
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egyenlo˝tlense´g, eze´rt (3.10) e´s (3.11) miatt az∫ 1
b− δ2
Cp0 e
−pc0
√
n|x−ξ| dµ(x) ≤ µ
([
ξ − 1n , ξ + 1n
])
(3.12)
egyenlo˝tlense´g is e´rve´nyes. A negyedik integra´lra vonatkozo´ becsle´s hasonlo´an to¨rte´nik.
Ra´te´ru¨nk (3.9) jobboldala ma´sodik e´s harmadik integra´lja´nak (,,belu¨l eso˝” integra´lok) becsle´se´re.
Jelo¨lje H azt az ege´sz sza´mot, amelyre ξ + Hn < b − δ2 ≤ ξ + H+1n . Ekkor∫ b− δ2
ξ+ 1n
Cp0 e
−pc0
√
n|x−ξ| dµ(x) ≤
∫ ξ+ H+1n
ξ+ 1n
Cp0 e
−pc0
√
n|x−ξ| dµ(x)
≤
H∑
i=1
∫ ξ+ i+1n
ξ+ in
Cp0 e
−pc0
√
n(ξ+ in−ξ) dµ =
H∑
i=1
∫ ξ+ i+1n
ξ+ in
Cp0 e
−pc0
√
i dµ.
Megint haszna´lva a dupla´zo´ tulajdonsa´got
(
3.17. Lemma (iv)
)
azt kapjuk, hogy
µ
([
ξ + in , ξ +
i+1
n
])
≤ K
 1n + 1n + i−1n1
n
s µ([ξ, ξ + 1n])
≤ K(i + 1)sµ
([
ξ − 1n , ξ + 1n
])
.
Ebbo˝l ko¨vetkezik, hogy
H∑
i=1
∫ ξ+ i+1n
ξ+ in
Cp0 e
−pc0
√
i dµ ≤ K2s
 ∞∑
i=1
isCp0 e
−pc0
√
i
︸                     ︷︷                     ︸
konstans<∞
µ
([
ξ − 1n , ξ + 1n
])
,
(3.13)
hiszen 2i ≥ i + 1.
A ma´sodik integra´l ugyanı´gy becsu¨lheto˝, eze´rt azt nem re´szletezzu¨k.
Hogy megkapjuk a kı´va´nt felso˝ becsle´st, nincs ma´s dolgunk, mint folytatni (3.9)-et a (3.12),
(3.13) e´s az elso˝ integra´l esete´ben azonnal la´thato´
∫ ξ+ 1n
ξ− 1n
Cp0 e
−pc0
√
n|x−ξ| dµ(x) ≤ Cp0µ
([
ξ − 1n , ξ + 1n
])
egyenlo˝tlense´geket figyelembe ve´ve.
Az also´ becsle´s visszavezetheto˝ a tiszta´n dupla´zo´ esetre (2.8. Te´tel), azaz ha ν dupla´zo´
me´rte´k a [−1, 1] intervallumon, akkor le´tezik olyan n-to˝l e´s x-to˝l fu¨ggetlen c konstans, hogy
14
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az
1
c
ν
([
x −
( √
1−x2
n +
1
n2
)
, x +
( √
1−x2
n +
1
n2
)])
≤ λn(ν, p, x)
also´ becsle´s e´rve´nyes az n-edik Christoffel-fu¨ggve´nyre. Ko¨nnyen meggondolhato´, hogy ez egy
[−1 + ρ, 1 − ρ] alaku´ re´szintervallumon ekvivalens a ko¨vetkezo˝ alakkal
1
c
ν
([
x − ηn , x + ηn
])
≤ λn(ν, p, x), (3.14)
ahol η, ρ > 0 e´s C fu¨gghet η-to´l e´s ρ-to´l. Linea´ris transzforma´cio´t alkalmazva ez a becsle´s
tetszo˝leges [a, b] tarto´ju´ dupla´zo´ me´rte´kekre is alkalmazhato´. Ve´gu¨l annyit kell me´g megje-
gyeznu¨nk, hogy ha [a, b] valo´di re´szhalmaza a µ me´rte´k tarto´ja´nak e´s µ dupla´zo´ tulajdonsa´gu´
ezen az intervallumon, akkor a lemma also´ becsle´se´t megkapjuk a Christoffel-fu¨ggve´ny de-
finı´cio´ja´bo´l azonnal ko¨vetkezo˝ λn(µ, p, x) ≥ λn(µ|[a,b], p, x) egyenlo˝tlense´gbo˝l, ha (3.14)-et al-
kalmazzuk a ν = µ|[a,b] me´rte´kre, azaz a µ me´rte´k [a, b] intervallumra to¨rte´no˝ megszorı´ta´sa´ra.
3.18. Megjegyze´s: Az also´ becsle´st visszavezettu¨k a tiszta´n dupla´zo´ estre (2.8. Te´tel). Csak azt
kellett felhaszna´lni, hogy a megszorı´tott me´rte´khez tartozo´ n-edik Christoffel-fu¨ggve´ny nem na-
gyobb az eredeti me´rte´khez tartozo´na´l. Vajon a felso˝ becsle´s esete´ben nem folymodhattunk
volna visszavezete´shez? A va´lasz igenlo˝, so˝t, tulajdonke´ppen, a felso˝ becsle´st is a tiszta´n
dupla´zo´ esetre vezettu¨k vissza. Explicit mo´don ugyanis u´gy kellett volna elja´rnunk, hogy
veszu¨nk egy olyan q = qn,x polinomot, amelyre a Christoffel fu¨ggve´ny definı´cio´ja´ban sze-
replo˝
∫ |q|p dµ|[a,b] alaku´ integra´l nagysa´grendileg λ(µ|[a,b], p, x). Uta´na ezeket a polinomokat
haszna´ljuk fel az eredeti me´rte´k esete´ben. Azt kell ,,csak” bela´tnunk, hogy a µ|[a,b]-hez e´s a
µ-ho¨z tartozo´ Christoffel-fu¨ggve´ny [a, b] belseje´ben azonos nagysa´grendu˝. Ez igaz lesz, ha a
va´lasztott q polinom ele´g kicsi µ tarto´ja´nak [a, b]-n kı´vu¨l eso˝ re´sze´n. Ezt azonban nem tudhat-
juk biztosan, viszont egy megfelelo˝ polinommal ra´szorozva ele´rhetju¨k. De ahhoz, hogy egyen-
letes becsle´st adjunk a Christoffel fu¨ggve´nyre, a ku¨lo¨nbo¨zo˝ x pontokhoz va´lasztott q polino-
mok ra´szorzo´ polinomja´nak foksza´ma egyenletesen korla´tos ke´ne legyen x-ben, ma´sre´szt n-ben
legfo¨ljebb linea´risan no¨vekedhetne, amit valamilyen u´ton be ke´ne la´tnunk, pl. ahogy itt is tettu¨k:
eleve u´gy va´lasztjuk a q polinomokat, hogy azok egyenletesen korla´tosak e´s [a, b]-n kı´vu¨l ki-
csik legyenek. A ke´so˝bb sorra keru¨lo˝ bal-ve´gponthoz kapcsolo´do´ 3.20. Lemma esete´ben is ı´gy
ja´runk el. Az elo˝ke´szu¨letek uta´n ra´te´ru¨nk a te´telek bizonyı´ta´sa´ra, amelyek gondolatmenete
ko¨veti a [12] cikkben alkalmazott megko¨zelı´te´st.
3.2. Te´tel bizonyı´ta´sa. Elo˝szo¨r a (3.1) egyenlo˝tlense´gben szereplo˝ felso˝ becsle´ssel foglalko-
zunk. Felteheto˝, hogy supp(µ) ⊂ [−1, 1]. Legyen n ≥ 2
δ
a tova´bbiakban ro¨gzı´tett, valamint
15
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xk := xn,k, xk+1 := xn,k+1 ∈ [a + δ, b − δ] e´s λn,k := λn(µ, 2, xn,k), λn,k+1 := λn(µ, 2, xn,k+1). A
Markov-egyenlo˝tlense´g [7, I.5. (5.4)] szerint∑
xk<x
λn,k ≤ µ
(
(−∞, x)
)
≤ µ
(
(−∞, x]
)
≤
∑
xk≤x
λn,k, (3.15)
ami a 3.15. Lemma´val egyu¨tt implika´lja, hogy
µ
(
[xk, xk+1]
)
≤ λn,k + λn,k+1
≤ D
(
µ
([
xk − 1n , xk + 1n
])
+ µ
([
xk+1 − 1n , xk+1 + 1n
]))
.
(3.16)
Ha xk+1 − xk ≤ 2n , akkor nincs mit bizonyı´tani, eze´rt felteheto˝, hogy xk+1 − xk > 2n . Ebben az
esetben
xk + 1n < xk+1 − 1n .
Ha
I =
[
xk − 1n , xk+1 + 1n
]
,
E1 =
[
xk − 1n , xk + 1n
]
e´s
E2 =
[
xk+1 − 1n , xk+1 + 1n
]
,
akkor a dupla´zo´ tulajdonsa´gbo´l
(
3.17. Lemma (i)
)
, majd (3.16) alkalmaza´sa´bo´l ko¨vetkezik, hogy
µ(I) ≤ Lµ([xk, xk+1]) ≤ DL(µ(E1) + µ(E2)). (3.17)
Isme´t a dupla´zo´ tulajdonsa´g
(
Lemma 3.17 (iii)
)
mutatja, hogy
µ(E1) ≤ K
( |E1|
|I|
)r
µ(I),
µ(E2) ≤ K
( |E2|
|I|
)r
µ(I).
Visszahelyettesı´tve a (3.17) egyenletbe, majd egyszeru˝sı´tve µ(I)-vel kapjuk, hogy
1 ≤ DL K|I|r
(
|E1|r + |E2|r
)
≤ 2DL K|I|r
(
|E1| + |E2|
)r
.
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A´trendezve megkapjuk a bizonyı´tando´ felso˝ becsle´st:
xk+1 − xk < |I| ≤ (2DLK) 1r
(
|E1| + |E2|
)
≤ 4(2DLK)
1
r
n
.
Most tekintsu¨k (3.1) baloldala´t. A bizonyı´ta´s alapja a Remez-egyenlo˝tlense´g [13, (7.16)]:
Ha µ dupla´zo´ me´rte´k a [−1, 1] intervallumon, akkor ba´rmely Λ > 0-hoz van olyan C = CΛ
konstans, hogy valaha´nyszor qn egy legfo¨ljebb n-ed foku´ polinom e´s E a [−1, 1] intervallum
ve´ges sok re´szintervalluma´bo´l a´llo´ olyan re´szhalmaza, amire | arccos(E)| ≤ Λn , mindannyiszor∫ 1
−1
q2n dµ ≤ C
∫
[−1,1]\E
q2n dµ. (3.18)
Ebbo˝l linea´ris transzforma´cio´t alkalmazva levonhato´ az a ko¨vetkeztete´s, hogy ha µ dupla´zo´
[a, b]-n, δ > 0, I az [a + δ, b − δ] intervallum legfeljebb 2n hosszu´sa´gu´ re´szintervalluma e´s qn
egy legfeljebb n-ed foku´ polinom, akkor∫
[a,b]
q2n dµ ≤ C
∫
[a,b]\I
q2n dµ,
ahol C csak δ-to´l e´s a µ me´rte´k [a, b] intervallumra vonatkozo´ dupla´zo´ konstansa´to´l fu¨gg.
Innento˝l a bizonyı´ta´s egy az egyben ko¨veti [12, Theorem 1] bizonyı´ta´sa´t. Valo´ban, felteheto˝,
hogy xk+1 − xk = δn , ahol 0 < δ < 1/2, egye´bke´nt ke´szen vagyunk. Legyen
qn−2 =
pin
(x − xk+1)(x − xk) .
Emle´keztetu¨nk arra, hogy az ortonorma´lt rendszer n-edik tagja ortogona´lis a na´la kisebb foku´
polinomokra [7, I.2.§ (2.3)], azaz tetszo˝leges legfo¨ljebb (n − 1)-ed foku´ q polinomra∫
pin(µ, x)q(x) dµ(x) = 0.
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Eze´rt figyelembe ve´ve, hogy deg(qn−2) ≤ n − 2, majd hogy (x − xk+1)(x − xk) nem negatı´v az
[xk, xk+1] intervallumon kı´vu¨l, ı´gy kezdju¨k a sza´mola´st:
0 =
∫
R
pinqn−2 dµ =
∫ 1
−1
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
=
∫ xk+1
xk
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
+
∫
[−1,1]\[xk ,xk+1]
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
≥
∫ xk+1
xk
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
+
∫
[a,b]\[xk ,xk+1]
q2n−2(x)(x − xk+1)(x − xk) dµ(x).
(3.19)
A ke´t utolso´ integra´lt ku¨lo¨n-ku¨lo¨n becsu¨lju¨k. Figyelembe ve´ve, hogy xk+1 − xk ≤ δn , az elso˝
a ko¨vetkezo˝ mo´don becsu¨lheto˝:∫ xk+1
xk
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
= −
∫ xk+1
xk
q2n−2(x)|x − xk+1||x − xk| dµ(x) ≥ −
δ2
n2
∫ xk+1
xk
q2n−2 dµ.
(3.20)
Ami pedig a ma´sodik integra´lt illeti, felhaszna´ljuk, hogy xk+1 − xk ≤ δn < 12n , valamint a Remez-
egyenlo˝tlense´get: ∫
[a,b]\[xk ,xk+1]
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
≥
∫
[a,b]\[xk− 1n ,xk+ 1n ]
q2n−2(x)(x − xk+1)(x − xk) dµ(x)
≥ 1
(2n)2
∫
[a,b]\[xk− 1n ,xk+ 1n ]
q2n−2 dµ ≥
1
4Cn2
∫ b
a
q2n−2 dµ
≥ 1
4Cn2
∫ xk+1
xk
q2n−2 dµ.
(3.21)
A ke´t integra´lra kapott becsle´s felhaszna´la´sa´val folytatjuk a (3.19) egyenlo˝tlense´get:
0 ≥ −δ
2
n2
∫ xk+1
xk
q2n−2 dµ +
1
4Cn2
∫ xk+1
xk
q2n−2 dµ
=
(
1
4C
− δ2
) (
1
n2
) ∫ xk+1
xk
q2n−2 dµ.
(3.22)
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Ez pedig csak akkor lehetse´ges, ha 14C − δ2 ≤ 0, azaz ha δ ≥ 12√C . Ez szu¨kse´gke´ppen azt jelenti,
hogy xk+1 − xk ≥ 12√C 1n , ami igazolja az also´ becsle´st.
3.6. Ko¨vetkezme´ny bizonyı´ta´sa. A te´tel egyszeru˝ ko¨vetkezme´nye a 3.2. Te´telnek, a 3.15. Lem-
ma´nak e´s a dupla´zo´ tulajdonsa´gnak
(
3.17. Lemma (i)
)
.
A 3.2. Te´tel szerint Aˆ := A + 1 va´laszta´ssal fo¨nna´ll az[
xk+1 − Aˆn , xk+1 + Aˆn
]
⊃
[
xk − 1n , xk + 1n
]
tartalmaza´s. A 3.15. Lemma e´s a dupla´zo´ tulajdonsa´g felhaszna´la´sa´val pedig megkapjuk a fo¨lso˝
becsle´st:
λn,k
λn,k+1
≤
Dµ
([
xk+1 − Aˆn , xk+1 + Aˆn
])
1
Dµ
([
xk+1 − 1n , xk+1 + 1n
]) ≤ D2Ldlog2 Aˆe.1
A λn,k
λn,k+1
ha´nyadosra vonatkozo´ also´ becsle´s hasonlo´an ado´dik.
3.7. Te´tel bizonyı´ta´sa. Mint emlı´tettu¨k a bizonyı´ta´s ko¨veti a [12, Theorem 3] bizonyı´ta´sa´t,
mindazona´ltal technikailag egyszeru˝bb a dolgunk, mert [a, b] ve´gpontjaito´l pozitı´v ta´vol vizsga´-
lo´dunk.
Ro¨gzı´tsu¨nk egy δ > 0 sza´mot. A 3.3. Megjegyze´sbo˝l ko¨vetkezik, hogy van olyan n1 ku¨-
szo¨bsza´m, hogy ba´rmely n ≥ n1-re az n-edik ortogona´lis polinomnak van gyo¨ke mind az[
a + δ2 , a + δ
]
intervallumon, mind a
[
b − δ, b − δ2
]
intervallumon.
Be kell la´tnunk egy olyan L konstans le´teze´se´t, hogy minden olyan I intervallumra, amelyre
2I ⊂ [a + δ, b − δ] teljesu¨l, fenna´lljon a
µ(2I) ≤ Lµ(I)
egyenlo˝tlense´g. Ko¨nnyen meggondolhato´, hogy ezt ele´g igazolnunk legfeljebb 8An1 hosszu´ inter-
vallumokra, ahol A ugyanaz a konstans, mint (3.1)-ben.
Va´lasszuk u´gy m-et, hogy fenna´lljon a
4A
m
< |I| ≤ 8A
m
(3.23)
1dxe x felso˝ ege´szre´sze´t, azaz a legkisebb x-ne´l nagyobb vagy egyenlo˝ ege´sz sza´mot jelo¨li.
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egyenlo˝tlense´g. I´gy, ha τ jelo¨li I ko¨ze´ppontja´t, akkor (3.1) e´s a 3.3. Megjegyze´s szerint, le´tezik
olyan k konstans, hogy xm,k < τ ≤ xm,k+1, so˝t
[xm,k−1, xm,k+1] ⊂ I. (3.24)
Ma´sre´szt, mivel 2I ⊂ [a + δ, b − δ] e´s alkalmazhato´ a 3.3. Megjegyze´s, van egy legnagyobb
(legkisebb) ze´rushely balra (jobbra) a 2I intervallumto´l , vagyis le´tezik olyan xm,k−r e´s xm,k+s ∈[
a + δ2 , b − δ2
]
, amelyekre
[xm,k−r+1, xm,k+s−1] ⊂ 2I ⊂ [xm,k−r, xm,k+s]. (3.25)
Vegyu¨k e´szre, hogy a (3.24) e´s a (3.25) tartalmaza´sokbo´l ko¨vetkezik egy also´ e´s egy felso˝
becsle´s I, illetve 2I me´rte´ke´re. I´gy, ha a
µ
(
[xm,k−r, xm,k+s]
)
µ
(
[xm,k−1, xm,k+1]
)
ha´nyados felu¨lro˝l becsu¨lheto˝ egy n-to˝l e´s k-to´l fu¨ggetlen konstanssal, akkor ke´szen vagyunk.
(3.24)-bo˝l e´s a Markov-egyenlo˝tlense´gbo˝l
(
la´sd (3.15)
)
azonnal ko¨vetkezik, hogy
µ(I) ≥ µ
(
[xm,k−1, xm,k+1]
)
≥ λm,k. (3.26)
Pro´ba´ljuk meg [xm,k−r, xm,k+s] me´rte´ke´t is λm,k segı´tse´ge´vel becsu¨lni. Ehhez vegyu¨k e´szre, hogy
(3.4) miatt ba´rmely 1 ≤ j ≤ s-re
λm,k+ j
λm,k
=
λm,k+ j
λm,k+ j−1
λm,k+ j−1
λm,k+ j−2
· . . . ·
λm,k+1
λm,k
≤ B j,
ahol B = B(δ/2) a (3.4)-ben szereplo˝
[
a + δ2 , b − δ2
]
intervallumra vonatkozo´ konstans. (Aze´rt
haszna´ljuk B(δ/2)-t e´s nem B(δ)-t, mert elo˝fordulhat, hogy xm,k−r vagy xm,k+s az (a + δ/2, a + δ)
ill. a (b− δ, b + δ/2) intervallumon van.) Ugyanı´gy okoskodhatunk, ha −r ≤ j ≤ −1. Eze´rt isme´t
haszna´lva a Markov-egyenlo˝tlense´get
(
la´sd (3.15)
)
azt kapjuk, hogy
µ
(
[xm,k−r, xm,k+s]
)
≤
s∑
j=−r
λm,k+ j ≤ λm,k
s∑
j=−r
B| j|. (3.27)
(3.1), (3.23) baloldala e´s (3.25) szerint
2|I| ≥ xm,k+s−1 − xm,k ≥ (s − 1) 1Am ≥ (s − 1) |I|8A2 ,
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amibo˝l kapunk egy s-re, illetve hasonlo´ u´ton egy r-re vonatkozo´ felso˝ becsle´st, nevezetesen
max(s, r) ≤ 16A2 + 1. Hozza´ve´ve ezt a (3.27) egyenlo˝tlense´ghez ado´dik, hogy
µ(2I) ≤ µ
(
[xm,k−r, xm,k+s]
)
≤ 2B16A2+2λm,k. (3.28)
O¨sszevetve a (3.26) e´s a (3.28) egyenlo˝tlense´geket, la´thatjuk, hogy a dupla´zo´ tulajdonsa´g
fenna´ll a ma´r I-to˝l fu¨ggetlen L = 2B16A
2+2 dupla´zo´ konstanssal.
3.2.2. A ve´gpontok ko¨zele´be eso˝ ze´rushelyek ko¨zo¨tti ta´volsa´gra vonatkozo´ te´telek bi-
zonyı´ta´sa
Ebben a re´szben foglalkozunk a 3.10., 3.12. e´s 3.13. te´telek bizonyı´ta´sa´val. A bizonyı´ta´sok
gondolatmenete az elo˝zo˝ re´szben la´tott utat ko¨veti. Technikai nehe´zse´get isme´t a Christoffel-
fu¨ggve´nyekre vonatkozo´ felso˝ becsle´s okoz, amit megint egy jo´l va´lasztott gyorsan cso¨kkeno˝
polinom segı´tse´ge´vel le´pu¨nk a´t.
Aszimmetrikusan gyorsan cso¨kkeno˝ polinomok konstrukcio´ja. A keresett gyorsan cso¨kkeno˝
polinom le´teze´se´t a ko¨vetkezo˝ te´tel biztosı´tja. Legyen ψ nem negatı´v jobbro´l folytonos e´s mo-
noton no¨vo˝ fu¨ggve´ny a pozitı´v fe´legyenesen, amely rendelkezik a ko¨vetkezo˝ tulajdonsa´gokkal:
• ψ(0+) = 0, e´s
• ψ(x) ≤ Mψ(x/2) valamilyen alkalmas, x-to˝l fu¨ggetlen M konstanssal.
3.19. Te´tel ([33, Theorem 2.1]). Ha ∫ ∞
1
ψ(x)
x2
dx < ∞, (3.29)
akkor megadhato´ak olyan C e´s c konstansok, hogy minden a ∈ [0, 1/2] sza´mhoz e´s n pozitı´v
ege´szhez le´tezik olyan legfo¨ljebb n-ed foku´ Pn = Pn,a polinom, melyre Pn(0) = 1, 0 ≤ Pn(x) ≤ 2
e´s
Pn(x) ≤ C exp
(
−cψ
(
n|x|√|x| + √a
))
, x ∈ [−a, 1]. (3.30)
E´rdekesse´gke´ppen megjegyezzu¨k, hogy a te´tel megfordı´thato´ [33, Proposition 2.2]: ha va-
lamilyen an ∈ [0, 1/4] sorozathoz le´tezik olyan (Pn = Pn,an) polinom-sorozat, melynek tagjaira
igaz, hogy Pn(0) = 1 e´s (3.30), akkor ez maga uta´n vonja, hogy ψ rendelkezik a (3.29) in-
tegra´lhato´sa´gi tulajdonsa´ggal.
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Azt is megemlı´tju¨k, hogy a fenti te´tel bizonyos szempontbo´l e´les: nevezetesen, ha a (3.30)
egyenlo˝tlense´g jobb oldala´n n-t beszorozzuk me´g n egy ve´gtelenbe tarto´ fu¨ggve´nye´vel, akkor
van olyan ψ, amelyhez nem le´tezik a te´telben felsorolt tulajdonsa´gokkal rendelkezo˝ gyorsan
cso¨kkeno˝ polinomokbo´l a´llo´ sorozat.
Bizonyı´ta´s. A te´telt a 3.16. lemma´ban ide´zett szimmetrikus esetre vezetju¨k vissza, amely a
ko¨vetkezo˝t a´llı´tja: Ha ψ olyan mint fentebb, akkor le´teznek olyan C0, c0 konstansok e´s minden
n pozitı´v ege´szre egy legfo¨ljebb n-ed foku´ Qn polinom, amelyre Qn(0) = 1, 0 ≤ Qn(x) ≤ 1 e´s
Qn(x) ≤ C0e−c0ψ(n|x|)
valaha´nyszor x ∈ [−1, 1].Az a´ltala´nossa´g megszorı´ta´sa ne´lku¨l felteheto˝, hogy Qn pa´ros ku¨lo¨nben
vegyu¨k helyette a (Qn(x) + Qn(−x))/2 polinomot. A transzforma´cio´t ha´rom le´pe´sben hajtjuk
ve´gre.
I. Ro¨gzı´tsu¨nk egy τ sza´mot, amelyre C0e−c0ψ(τ) < 1/2 (ha ilyen τ nem lenne, akkor ψ korla´tos
e´s nincs mit bizonyı´tani). Minden n pozitı´v ege´szhez e´s minden (8τ/n)2 ≤ a ≤ 1/4 valo´s
sza´mhoz van olyan legfo¨ljebb n-ed foku´ Rn = Rn,a polinom, amely rendelkezik az ala´bbi tulaj-
donsa´gokkal:
• Rn(0) = 1,
• Rn
(
2
√
a
√
1 − a
)
= 0,
• 0 ≤ Rn(x) ≤ 1, x ∈ [−1, 1], e´s
• Rn(x) ≤ C0e−c0ψ(n|x|/4), x ∈ [−1, 1].
Legyen ugyanis
Rn(x) = Q[n/2](x)
Q[n/4](x) − Q[n/4]
(
2
√
a
√
1 − a
)
1 − Q[n/4]
(
2
√
a
√
1 − a
) 
2
. (3.31)
Ekkor a va´laszta´sa miatt
Q[n/4]
(
2
√
a
√
1 − a
)
≤ C0 exp
(
− c0ψ
([n
4
]
2
√
a
√
1 − a
) )
≤ C0 exp ( − c0ψ(τ)) < 12 ,
eze´rt (3.31) jobb oldala´nak ma´sodik te´nyezo˝je legfo¨ljebb 1 valaha´nyszor x ∈ [−1, 1].
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II. Minden n pozitı´v ege´szre e´s minden (8τ/n)2 ≤ a ≤ 1/4 valo´s sza´mra le´tezik olyan
legfo¨ljebb n-ed foku´ S n = S n,a polinom, hogy S n(a) = 1, 0 ≤ S n(x) ≤ 2 e´s
0 ≤ S n(x) ≤ 2C0 exp
−c0ψ
 n|x − a|32 (√x + √a)

 (3.32)
ahol x ∈ [0, 1].
Legyen
S n(x) = Rn
(√
x
√
1 − a − √1 − x√a
)
+ Rn
(√
x
√
1 − a + √1 − x√a
)
.
Mivel az Rn polinom x2k, k = 0, 1, . . ., alaku´ hatva´nyok linea´ris kombina´cio´ja, S n legfo¨ljebb n/2
foku´, tova´bba´ Rn ma´r ismert tulajdonsa´gai miatt vila´gos, hogy S n(a) = 1, illetve 0 ≤ S n(x) ≤ 2.
A (3.32) egyenlo˝tlense´g bela´ta´sa´hoz (pl.) alkalmazzuk a ko¨vetkezo˝ becsle´seket: Ha 0 ≤ x ≤
2a, akkor ∣∣∣∣√x√1 − a − √1 − x√a∣∣∣∣ = ∣∣∣∣∣∣ x − a√x√1 − a + √1 − x√a
∣∣∣∣∣∣ ≥
∣∣∣∣∣∣ x − a2√2a
∣∣∣∣∣∣ ,
illetve ∣∣∣∣√x√1 − a + √1 − x√a∣∣∣∣ ≥ √a2 .
Eze´rt
S n(x) ≤ C0 exp
(
−c0ψ
(
n|x − a|
8
√
2a
))
+ C0 exp
(
−c0ψ
(
n
√
a
8
))
≤ 2C0 exp
(
−c0ψ
(
n|x − a|
8
√
2a
))
.
(3.33)
Ha pedig 2a ≤ x ≤ 1, akkor
∣∣∣∣√x√1 − a − √1 − x√a∣∣∣∣ ≥ √x√1 − a − √x/2 ≥ √x ( √3/4 − √1/2) ≥ √x8 ,
illetve ∣∣∣∣√x√1 − a + √1 − x√a∣∣∣∣ ≥ √x2 ,
ı´gy
S n(x) ≤ C0 exp
(
−c0ψ
(
n
√
x
32
))
+ C0 exp
(
−c0ψ
(
n
√
x
8
))
≤ 2C0 exp
(
−c0ψ
(
n
√
x
32
))
.
(3.34)
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A (3.33) e´s (3.34) becsle´sekbo˝l ma´r egyszeru˝en ado´dik a (3.32) egyenlo˝tlense´g.
III. Minden n ege´szre e´s minden 2(8τ/n)2 ≤ a ≤ 1/2 valo´s sza´mra van olyan legfo¨ljebb n-ed
foku´ Vn = V
ψ
n,a polinom, amelyre teljesu¨l, hogy Vn(0) = 1, e´s ha x ∈ [−a, 1], akkor 0 ≤ Vn(x) ≤ 2,
illetve
0 ≤ Vn(x) ≤ 2C0 exp
−c0ψ
 n|x|128 (√|x| + √a)

 . (3.35)
Valo´ban, figyelembe ve´ve a (3.32) becsle´st, a Vn(x) := S n,a/2
(
(x + a)/2
)
polinom rendelkezik az
elo˝bb emlı´tett ha´rom tulajdonsa´ggal megjegyezve, hogy tetszo˝leges x ∈ [−a, 1] pontra e´rve´nyes
az ala´bbi egyenlo˝tlense´g: √
(x + a)/2 +
√
a/2 ≤ 2
( √
|x| + √a
)
.
A bizonyı´ta´s befejeze´se. Alkalmazzuk az elo˝zo˝ pontot a ψ(u) fu¨ggve´ny helyett a ψ∗(u) =
ψ(256u) fu¨ggve´nnyel (a C0, c0, τ konstansok ennek megfelelo˝en va´ltozhatnak, e´s ala´bb a ψ∗
fu¨ggve´nyre vonatkozva haszna´ljuk o˝ket). Ekkor a Pn,a(x) = V
ψ∗
n,a(x) polinom a 2(8τ/n)2 ≤ a ≤
1/2 pontokban kiele´gı´ti a ko¨vetelme´nyeket. Ha pedig 0 ≤ a ≤ 2(8τ/n)2, akkor Pn,a(x) legyen
Vψ
∗
n,a∗(x), ahol a
∗ = (16τ/n)2. Ebben az esetben
0 ≤ Pn,a(x) ≤ 2C0 exp
(
−c0ψ
(
2n|x|√|x| + 16τ/n
))
, x ∈ [−a, 1],
ha megjegyezzu¨k, hogy
ψ
(
2n|x|√|x| + 16τ/n
)
≥ ψ
(
n|x|√|x| + √a
)
− ψ(16τ),
amit egyszeru˝en elleno˝rizhetu¨nk ku¨lo¨n-ku¨lo¨n az |x| ≤ (16τ/n)2, ill. az |x| > (16τ/n)2 pontokra.
Christoffel-fu¨ggve´nyek becsle´se a tarto´ bal-ve´gpontjaina´l. Ra´te´ru¨nk a Christoffel-fu¨ggve´-
nyek becsle´se´re, amely isme´t kulcsfontossa´gu´ lesz a szomsze´dos ze´rushelyek ta´volsa´ga´nak fe-
lu¨lro˝l valo´ becsle´se´ben. Az a´tla´thato´sa´g kedve´e´rt a (3.10) egyenlo˝tlense´g za´ro´jelben feltu¨ntetett
kifejeze´se´re Mastroianni e´s Totik jelo¨le´se nyoma´n a ∆n(x) jelo¨le´st haszna´ljuk a 3.2.2. re´szben,
azaz
∆n(x) :=
√
x − b
n
+
1
n2
. (3.36)
Az olvaso´t ne zavarja meg, hogy ∆n(x) nem pont ugyanazt a fu¨ggve´nyt jelo¨li itt, mint a szer-
zo˝pa´ros cikke´ben; sza´munkra ugyanis az a le´nyeg, hogy a ke´t fu¨ggve´ny egyma´s analo´gja e´s a
ve´gpontok ko¨rnyezete´ben nagysa´grendileg megegyeznek. A sege´dfu¨ggve´ny alakja´ra a ,,Dupla´zo´
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me´rte´kek Christoffel-fu¨ggve´nye go¨rbe´ken e´s ı´veken” cı´mu˝ re´szben me´lyebb magyara´zatot ka-
punk. Ezek uta´n a 2.8. Te´tel, illetve a 3.15. Lemma itteni va´ltozata a ko¨vetkezo˝ke´ppen szo´l:
3.20. Lemma. Legyen b bal-ve´gpontja a µ me´rte´k tarto´ja´nak. Tegyu¨k fel, hogy µ dupla´zo´ tulaj-
donsa´gu´ a [b,b+β] intervallumon, e´s legyen γ < β. Ekkor van olyan Cγ konstans, hogy ba´rmely
a ∈ [A, A + γ] pontra
1
Cγ
µ
(
[a − ∆n(a), a + ∆n(a)]) ≤ λn(µ, p, a) ≤ Cγµ([a − ∆n(a), x + ∆n(a)]). (3.37)
Bizonyı´ta´s. Felteheto˝, hogy b = 0, α = β = 1. A 3.15. Lemma miatt a (3.37) egyenlo˝tlense´g
minden [A + γ′, A + γ] alaku´ intervallumon e´rve´nyes, ahol 0 < γ′ < γ < β. Eze´rt a tova´bbiakban
feltehetju¨k, hogy a ∈ [0, 1/4].
µ teha´t eltu˝nik a [−1, 0] intervallumon, mı´g (nem 0 e´s) dupla´zo´ a [0, 1] intervallumon,
tova´bba´ sege´dfu¨ggve´nyu¨nk az ala´bbi alakot o¨lti:
∆n(a) =
√
a
n
+
1
n2
.
Elo˝szo¨r felu¨lro˝l becsu¨lju¨k az n-edik Christoffel-fu¨ggve´nyt. Alkalmazzuk a 3.19. Te´telt a
ψ(x) =
√
x fu¨ggve´nnyel. A te´tel szerint ba´rmely 0 ≤ a ≤ 1/2 sza´mhoz le´tezik olyan legfo¨ljebb
m-ed foku´ Pm,a polinom, amelyre igaz, hogy Pm,a(0) = 1, |Pm,a(x−a)| ≤ 2 a [0, 1] intervallumon,
tova´bba´
0 ≤ Pm,a(x − a) ≤ C exp
−c
√
m|x − a|√
a
 , ha 0 ≤ x ≤ 2a, (3.38)
illetve
0 ≤ Pm,a(x − a) ≤ C exp
(
−c
√
m
√
|x − a|
)
, ha 2a ≤ x ≤ 1 (3.39)
valamilyen alkalmas a-to´l e´s x-to˝l fu¨ggetlen c,C > 0 konstansokkal. Mivel µ kompakt tarto´ju´,
van olyan B ≥ 2, hogy supp(µ) ⊂ [−B, B].
Most ide´zzu¨k fo¨l Csebisev egyik polinomokra vonatkozo´ becsle´se´nek [15, 6. Te´tel] a ko¨vet-
kezme´nye´t [15, Ko¨vetkezme´ny, 62.o.]:
|qn(x)| ≤ ‖qn‖[−1,1]
(
|x| +
√
x2 − 1
)n
, deg(qn) ≤ n, x ∈ R.
Ebbo˝l egyszeru˝ linea´ris transzforma´cio´ alkalmaza´sa´val kapjuk, hogy tetszo˝leges [τ − δ, τ + δ]
intervallum va´laszta´sa esete´n teljesu¨l az ala´bbi egyenlo˝tlense´g
|qn(x)| ≤ ‖qn‖[τ−δ,τ+δ]
(
2
|x − τ|
δ
)n
, deg(qn) ≤ n, x ∈ R \ [τ − δ, τ + δ].
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Ebbo˝l, emle´kezve, hogy 0 ≤ Pm,a(x − a) ≤ 2 a [0, 1] intervallumon, ado´dik, hogy
Pm,a(x − a) ≤ 2(8B)m x ∈ [−B, B].
Adott n terme´szetes sza´mra legyen
rn(x) := Pm,a(x − a)
(
1 − (x − a)
2
(B + 1)2
)Mm
,
ahol M egy ke´so˝bb va´lasztando´ alkalmas konstans, mı´g m = m(n) =
[
n
2M+1
]
. Vila´gos, hogy rn
legfo¨ljebb n-ed foku´, rn(a) = 1, e´s mivel(
1 − (x − a)
2
(B + 1)2
)
≤ 1 x ∈ [−B, B],
(3.38) e´s (3.39) alapja´n e´rve´nyes, hogy
rn(x) ≤ C exp
−c
√
m|x − a|√
a
 , x ∈ [0, 2a], (3.40)
illetve
rn(x) ≤ C exp
(
−c
√
m
√
|x − a|
)
, x ∈ [2a, 1], (3.41)
tova´bba´ a [−B, B]\[−1, 1/2] halmazon (nem feledve, hogy 0 ≤ a ≤ 1/4)
|rn(x)| ≤ 2(8B)m
(
1 − 1
16(B + 1)2
)Mm
.
Ha most M-et olyan nagyra va´lasztjuk, hogy
(8B)
(
1 − 1
16(B + 1)2
)M
<
1
e
teljesu¨l, akkor
|rn(x)| ≤ 2e−m ≤ 2e−n/4M, x ∈ [−B, B]\[−1, 1/2]. (3.42)
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Az elo˝ke´szu¨letek uta´n ra´te´ru¨nk az n-edik Christoffel-fu¨ggve´ny becsle´se´re. Elo˝szo¨r legyen
a ∈ [4/n2, 1/4]. Mivel az ime´nt bevezetett rn polinom legfo¨ljebb n-ed foku´, kapjuk, hogy
λn(µ, p, a) = inf
q(a)=1
deg q≤n
∫
|q|p dµ ≤
∫
|rn|p dµ
=
∫ a+∆n(a)
a−∆n(a)
+
∫ a−∆n(a)
0
+
∫ 2a
a+∆n(a)
+
∫ 1/2
2a
+
∫
R\[−1,1/2]
,
(3.43)
felhaszna´lva, hogy µ([−1, 0]) = 0. Ezek uta´n a jobb oldal tagjait ku¨lo¨n-ku¨lo¨n becsu¨lju¨k.
Az elso˝ integra´l esete´ben ele´g azt kihaszna´lnunk, hogy a [0, 1] intervallumon 0 ≤ rn(x) ≤ 2,
ı´gy ∫ a+∆n(a)
a−∆n(a)
|rn|pdµ ≤
∫ a+∆n(a)
a−∆n(a)
2p dµ = 2pµ
(
[a − ∆n(a), a + ∆n(a)]). (3.44)
A ma´sodik e´s a harmadik integra´lt egyu¨tt kezelju¨k, mivel ezek integra´la´si tartoma´nya fo¨lo¨tt
hasonlo´ becsle´sekkel rendelkezu¨nk rn -re vonatkozo´lag (la´sd (3.40)):
∫ a−∆n(a)
0
+
∫ 2a
a+∆n(a)
≤ 2
∫ 2a
a+∆n(a)
Cp exp
−pc
√
m|x − a|√
a
 dµ(x) ≤
≤ 2Cp
H∑
i=1
∫ a+(i+1)∆n(a)
a+i∆n(a)
exp
−pc
√
m|x − a|√
a
 dµ(x),
(3.45)
ahol H az a pozitı´v ege´sz, amelyre a + H∆n(a) < 2a ≤ a + (H + 1)∆n(a). Az integrandusz egy
[a + i∆n(a), a + (i + 1)∆n(a)] alaku´ intervallumon legfo¨ljebb
exp
−pc
√
m|x − a|√
a
 ≤ exp
−pc
√
mi∆n(a)√
a

≤ exp
− pc2√M
√
ni∆n(a)√
a
 ≤ exp (− pc2√M √i
)
,
hiszen n4M ≤ m, illetve n∆n(a) ≥
√
a. Ezt e´s a dupla´zo´ tulajdonsa´got (3.17. Lemma (iv))
haszna´lva folytatjuk a (3.45) egyenlo˝tlense´get:
≤ 2Cp
H∑
i=1
exp
(
− pc
2
√
M
√
i
)
µ
(
[a + i∆n(a), a + (i + 1)∆n(a)]
)
≤ 2Cp
 ∞∑
i=1
K(i + 1)se−
pc
2
√
M
√
i
︸                       ︷︷                       ︸
konstans<∞
µ
(
[a − ∆n(a), a+∆n(a)]). (3.46)
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Itt K e´s s csak µ dupla´zo´ konstansa´to´l fu¨ggnek.
A negyedik integra´lt is az elo˝bbi mo´don becsu¨lju¨k, csak (3.40) helyett a (3.41) becsle´st
haszna´ljuk:
∫ 1/2
2a
≤ Cp
Hˆ∑
i=H
∫ a+(i+1)∆n(a)
a+i∆n(a)
exp
(
−pc
√
m
√
|x − a|
)
dµ(x),
ahol Hˆ az a terme´szetes sza´m, amelyre a + Hˆ∆n(a) < 1/2 ≤ a + (Hˆ + 1)∆n(a). Az [a + i∆n(a), a +
(i + 1)∆n(a)] intervallumon egyszeru˝en la´thato´, hogy
m
√
|x − a| ≥ m √i∆n(a) ≥ n4M
√
i
n2
≥
√
i
4M
.
Ez e´s a dupla´zo´ tulajdonsa´g (3.17. Lemma (iv)) egyu¨tt implika´lja, hogy∫ 1/2
2a
≤ Cp
 ∞∑
i=H
K(i + 1)se−
pc
2
√
M
4√i
︸                       ︷︷                       ︸
konstans<∞
µ
(
[a − ∆n(a), a + ∆n(a)]). (3.47)
Ve´gu¨l az o¨to¨dik integra´llal foglalkozunk. A dupla´zo´ tulajdonsa´g (3.17. Lemma,(ii)) mutatja,
hogy ha n ele´g nagy, akkor valamilyen n-to˝l fu¨ggetlen cˆ konstanssal
µ
(
[a − ∆n(a), a + ∆n(a)]) ≥ 1K
( |[a − ∆n(a), a + ∆n(a)]|
|[0, 1]|
)s
µ
(
[0, 1]
)
≥ cˆ|∆n(a)|s ≥ cˆ
(
1
n2
)s
≥ cˆe−pn/4M.
Ezt o¨sszevetve a (3.42) becsle´ssel la´thatjuk, hogy∫
R\[−1,1/2]
|rn|p dµ ≤ µ(R \ [−1, 1/2])2pe−pn/4M ≤ 1cˆµ([a − ∆n(a), a + ∆n(a)]). (3.48)
A (3.44), a (3.46), a (3.47) e´s a (3.48) egyenlo˝tlense´gek megfelelo˝ oldalait o¨sszeadva e´s
figyelembe ve´ve a (3.43) egyenlo˝tlense´get kapjuk, hogy van olyan Cγ konstans, amellyel teljesu¨l
a
λn(µ, p, a) ≤ Cγµ([a − ∆n(a), a + ∆n(a)]),
egyenlo˝tlense´g, igazolva az n-edik Christoffel-fu¨ggve´nyre vonatkozo´ (3.37)-ben szereplo˝ felso˝
becsle´st, ha a ∈ [4/n2, 1/4].
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Ha pedig 0 ≤ a ≤ 4/n2, akkor ugyanı´gy kell elja´rnunk, csak a (3.43) jobb oldala´n a´llo´
felbonta´s helyett az ala´bbibo´l kell kiindulnunk:∫
r2n dµ =
∫ a+∆n(a)
0
+
∫ 1/2
a+∆n(a)
+
∫
R\[0,1/2]
.
Ami a λn(µ, p, a) fu¨ggve´nyre vonatkozo´ (3.37)-ben szereplo˝ also´ becsle´st illeti, azt a [−1, 1]
tarto´ju´ dupla´zo´ me´rte´kekre vonatkozo´ (2.6) becsle´sbo˝l vezetju¨k le aka´rcsak a 3.15. Lemma bi-
zonyı´ta´sa´ban. Felteve´seink szerint µ dupla´zo´ tulajdonsa´gu´ a [0, 1] intervallumon, ı´gy ve´ve µ
erre vonatkozo´ megszorı´ta´sa´t, azaz a ν = µ|[0,1] me´rte´ket, egy egyszeru˝ linea´ris transzforma´cio´t
ko¨veto˝en alkalmazhatjuk ra´ az emlı´tett (2.6) becsle´st. Ekkor sege´dfu¨ggve´nyu¨nk a
∆˜n(x) =
√
x − x2
n
+
1
n2
alakot o¨lti. I´gy minden a ≤ 12 pontra ado´dik, hogy
λn(µ, p, a) = inf
q(a)=1
deg q≤n
∫
|q(x)|p dµ(x) ≥ inf
q(a)=1
deg q≤n
∫ 1
0
|q(x)|p dµ|[0,1](x) = λn(ν, p, a)
≥ 1
c
∫ a+∆˜n(a)
a−∆˜n(a)
dν(x) ≥ 1
c
∫ a+∆n(a)
a−∆n(a)
dν(x)
= 1cµ
(
[a − ∆n(a), a + ∆n(a)]),
ami bizonyı´tja a (3.37)-ben szereplo˝ also´ becsle´st. Ezzel a bizonyı´ta´s teljes.
3.21. Megjegyze´s: Figyelju¨k meg, hogy a felso˝ becsle´s igazola´sa´ban azt haszna´ltuk ki, hogy a
dupla´zo´ tulajdonsa´g ekvivalens a 3.17. Lemma (ii), illetve (iv) pontjaival. Ha kicsit a´ltala´nosabb
halmazokra fogalmazzuk meg a dupla´zo´ tulajdonsa´got, akkor is fenna´llnak az elo˝zo˝ pontok
megfelelo˝i, ı´gy a 3.20. Lemma´ban szereplo˝ felso˝ becsle´s ebben az esetben is e´rve´nyes lesz. Ezt
pontosabban is megfogalmazzuk.
3.22. Definı´cio´. Legyen K a µ me´rte´k tarto´ja´nak egy re´szhalmaza. µ (szu˝kebb e´rtelemben)
dupla´zo´ K-n, ha van olyan L konstans, hogy valaha´nyszor egy I intervallum ko¨ze´ppontja K-
ba esik, akkor
µ(2I) ≤ Lµ(I)
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Ko¨nnyen la´thato´, hogy ez ekvivalens azzal a tulajdonsa´ggal, hogy van olyan C konstans, hogy
minden λ > 0 esete´n µ(λI) ≤ Cλlog2 Lµ(I). Ebbo˝l a forma´bo´l ko¨nnyen ado´dik az ala´bbi ke´t
tulajdonsa´ggal valo´ ekvivalencia:
(ii’) van olyan K e´s s konstans, hogy ha I ko¨ze´ppontja K-ba esik e´s I ⊂ J, ahol J is egy
intervallum, akkor µ(J) ≤ K(|J|/|I|)sµ(I);
(iv’) van olyan K e´s s konstans, hogy ha I ko¨ze´ppontja K-ba esik e´s J tetszo˝leges intervallum,
akkor
µ(J) ≤ K
( |I| + |J| + d(I, J)
|I|
)s
µ(I).
Emiatt az ala´bbi lemma is e´rve´nyes:
3.23. Lemma. Legyen b bal-ve´gpontja a µ me´rte´k tarto´ja´nak. Tegyu¨k fel hogy µ (szu˝kebb
e´rtelemben) dupla´zo´ tulajdonsa´gu´ a [b,b +β] intervallum egyK re´szhalmaza´n, e´s legyen γ < β.
Ekkor van olyan Cγ konstans, hogy ba´rmely a ∈ K pontra
λn(µ, p, a) ≤ Cγµ([a − ∆n(a), x + ∆n(a)]). (3.49)
A ,,szu˝kebb e´rtelemben” jelzo˝t aze´rt haszna´ljuk, mert ha µ szu˝kebb e´rtelemben dupla´zo´ egy
[a, b] intervallumon, akkor ott dupla´zo´ is (a 3.1. definı´cio´ e´rtelme´ben). Fordı´tva nem igaz:
vegyu¨k pl. azt a µ me´rte´ket, amelyre dµ(x) = |1 − x| dx, ha x ∈ [0, 1], e´s dµ(x) = dx, ha
x ∈ (1, 2]. Ez a me´rte´k dupla´zo´ tulajdonsa´gu´ a [0, 1] intervallumon, de szu˝kebb e´rtelemben ma´r
nem az (csak vizsga´ljuk meg az [1 − 2/n, 1] alaku´ intervallumokat e´s ke´tszereseiket).
La´ssunk egy pe´lda´t is a most kimondott 3.23. Lemma alkalmaza´sa´ra. A Cantor-me´rte´ket
a ko¨vetkezo˝ mo´don definia´ljuk. Ve´gezzu¨k el a sztenderd Cantor-halmaz konstrukcio´t. Az l-
edik le´pe´st ko¨veto˝en 2l darab 1/3l hosszu´sa´gu´ intervallumbo´l a´llo´ halmazt nyeru¨nk, amit Cl-lel
jelo¨lu¨nk. Ezen a halmazon vezessu¨k be a
ρl = (3/2)l · m Cl
me´rte´ket, ahol m a szoka´sos R fo¨lo¨tti Lebesgue-me´rte´ket jelo¨li. Ha l → ∞, akkor ρl tart egy ρ
gyenge∗ limeszhez, amit Cantor-me´rte´knek nevezu¨nk. A konstrukcio´bo´l ko¨nnyen la´thato´, hogy
ρ tarto´ja e´ppen a C = ∩lCl Cantor-halmaz e´s azon szu˝kebb e´rtelemben dupla´zo´ (la´sd Fu¨ggele´k).
Jelo¨lje [p, q] aCl halmaz egy 1/3n hosszu´sa´gu´ re´szintervalluma´t. Alkalmazva a 3.23. Lemma´t
(e´s annak jobb-ve´gpontokra vonatkozo´ e´rtelemszeru˝ pa´rja´t) az ala´bbi felso˝ becsle´st kapjuk:
λn(ρ, a) ≤ Cp,qρ([a − ∆n(a), a + ∆n(a)]), a ∈ [p, q],
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ahol
∆n(a) =
√
(a − p)(q − a)
n
+
1
n2
.
Mivel ρ(I) ≤ C0|I|log 2/ log 3 ba´rmely I intervallumra valamilyen I-to˝l fu¨ggetlen C0 konstanssal,
ko¨vetkezik, hogy
λn(ρ, a) ≤ C′p,q
 √(a − p)(q − a)n + 1n2
log 2/ log 3 , a ∈ [p, q].
Specia´lisan a Cl halmaz maxima´lis re´szintervallumainak ve´gpontjaira e´rve´nyes, hogy ott λn ≤
Cln−2 log 2/ log 3.
A 3.10. Te´tel bizonyı´ta´sa. Szu¨kse´gu¨nk lesz a ko¨vetkezo˝ lemma´ra, ami ∆n(x) (la´sd 3.36) ku¨-
lo¨nbo¨zo˝ helyeken felvett e´rte´keit hasonlı´tja o¨ssze.
3.24. Lemma (vo¨. [12, Lemma 4]). Legyen b ≤ y ≤ x. Ha valamilyen alkalmas S ≥ 1 kons-
tanssal fenna´ll az
x − y ≤ S ∆n(x) (3.50)
egyenlo˝tlense´g, akkor
∆n(x) ≤ 8S ∆n(y). (3.51)
Bizonyı´ta´s. Ha x ≤ 1/n2, akkor ∆n(x) ≤ 2/n2 ≤ 2∆n(y), eze´rt a tova´bbiakban feltesszu¨k, hogy
x > 1/n2. Ha y ≥ x/2, akkor
∆n(x) =
√
2
√
x/2
n
+
1
n2
≤ √2∆n(y).
Ve´gu¨l, ha y < x/2, akkor a (3.50) felte´tel miatt
x
2
≤ S ∆n(x) ≤ 2S
√
x
n
,
amibo˝l a´trendeze´ssel ado´dik, hogy
√
x/n ≤ 4S/n2. Ebbo˝l kapjuk, hogy
∆n(x) ≤ 2
√
x
n
≤ 8S
n2
≤ 8S ∆n(y).
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3.10. Te´tel bizonyı´ta´sa. A 3.20. e´s az elo˝zo˝ lemma´k figyelembe ve´tele´vel a 3.2. Te´telhez ha-
sonlo´an folyik a bizonyı´ta´s. A legfontosabb elte´re´s, hogy az xn,k ze´rushely ko¨ru¨li 2/n hosszu´sa´gu´
intervallumot lecsere´lju¨k a ze´rushely ko¨ru¨li 2∆n(xn,k) hosszu´sa´gu´ intervallummal e´s a Christoffel-
fu¨ggve´nyekre a 3.20. Lemma´ban megadott becsle´st haszna´ljuk.
Megint felteheto˝, hogy b = 0, α = β = 1. Mivel a ma´r bizonyı´tott 3.2.T˙e´tel miatt az [ε1, ε2]
(0 < ε1 < ε2 < 1) alaku´ intervallumokon fenna´ll a (3.5) egyenlo˝tlense´g, azt is feltehetju¨k, hogy
γ ≤ 1/4. Ro¨gzı´tsu¨nk egy n terme´szetes sza´mot e´s a bizonyı´ta´s ha´trale´vo˝ re´sze´ben haszna´ljuk az
xk := xn,k, λn,k := λn(µ, 2, xn,k) e´s ∆n,k := ∆n(xn,k) ro¨vidı´te´seket.
Elo˝szo¨r a k-adik e´s a k + 1-edik gyo¨ko¨k ko¨zo¨tti ta´volsa´gra vonatkozo´ felso˝ becsle´ssel fog-
lalkozunk. A ze´rushelyek, a me´rte´k eloszla´sa e´s a Cotes-sza´mok ko¨zo¨tt kapcsolatot teremto˝
Markov-egyenlo˝tlense´g [7, I.5. (5.4)] miatt a (3.15) e´s a (3.16) egyenlo˝tlense´ghez hasonlo´an
ı´rhatjuk, hogy
µ
(
[xk, xk+1]
) ≤ λn,k + λn,k+1. (3.52)
Most xk, xk+1 ∈ [0, 1/4], hiszen mega´llapodtunk abban, hogy elegendo˝ a γ ≤ 1/4 esettel
foglalkoznunk. Feltehetju¨k, hogy xk+1 − xk ≥ 2∆n,k, ku¨lo¨nben nincs mit bizonyı´tani. Ekkor
xk + ∆n,k ≤ xk+1 − ∆n,k.
Legyen
E1 =
[
xk − ∆n,k, xk + ∆n,k] , E2 = [xk+1 − ∆n,k, xk+1 + ∆n,k]
e´s
I =
[
xk − ∆n,k, xk+1 + ∆n,k] .
Ha bela´tjuk, hogy |I| becsu¨lheto˝ fo¨lu¨lro˝l ∆n,k egy alkalmas konstansszorosa´val, akkor ke´szen
vagyunk. A dupla´zo´ tulajdonsa´g e´s (3.52) maga uta´n vonja, hogy
µ(I) ≤ Lµ([xk+1, xk]) ≤ L (λn,k+1 + λn,k) ,
amit a 3.20. Lemma alapja´n, majd a dupla´zo´ tulajdonsa´g (3.17. Lemma (iii)) figyelembe ve´tele´vel
folytatunk:
≤ LC(µ(E1) + µ(E2)) ≤ 2LCK ( |E1||I| + |E2||I|
)r
µ(I).
Eze´rt
xk+1 − xk ≤ |I| ≤ r
√
2LCK
(|E1| + |E2|),
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e´s (3.51) az S = 2 r
√
2LCK va´laszta´ssal adja a bizonyı´tando´ felso˝ becsle´st:
xn,k+1 − xn,k ≤ Aγ∆n,k.
xn,k0 esete´ben is hasonlo´an okoskodunk. Felteheto˝, hogy xn,k0 ≥ 2/n2, egye´bke´nt ke´szen
vagyunk. A 0 pont ko¨ru¨l is felı´rhato´ a Markov-egyenlo˝tlense´g:∑
xn, j<0
λn, j ≤ µ((−∞, 0)) ≤ µ((−∞, 0]) ≤ ∑
xn, j≤0
λn, j.
Eze´rt (3.52) ebben az esetben ı´gy alakul:
µ
(
[0, xk0]
) ≤ λn,k0 . (3.53)
Most E2 = [xk0 − 1/n2, xk0 + 1/n2], I = [0, xk0 + 1/n2]; E1-re nincs szu¨kse´g. Ugyanazon e´rvele´s
mente´n, mint az elo˝bb, kapjuk, hogy
µ(I) ≤ Lµ([0, xk0]) ≤ Lλn,k0 ≤ LCµ(E2) ≤ 2LCK ( |E2||I|
)r
µ(I),
eze´rt (3.51) segı´tse´ge´vel ado´dik, hogy
xk0 ≤ |I| ≤ r
√
2LCK|E2| ≤ Aγn2 .
Ezzel a felso˝ becsle´st bela´ttuk.
Az also´ becsle´s is ko¨veti az 3.2. Te´tel bizonyı´ta´sa´t. Isme´t az ott ide´zett Remez-egyenlo˝tlen-
se´get haszna´ljuk azt a t 7→ (t + 1)/2 leke´peze´ssel a [0, 1] intervallumra transzforma´lva. Eszerint
(3.18) e´rve´nyes az [η, ϑ] ⊂ [0, 1] intervallummal, amennyiben az | arccos([2η−1, 2ϑ−1])| ≤ Λ/n
felte´tel teljesu¨l. Ha xk ∈ [0, 1/4], ahogy ezt feltettu¨k, akkor az [xn,k − 2∆n,k, xn,k + 2∆n,k] ∩ [0, 1]
intervallum teljesı´ti ezt a felte´telt, eze´rt alkalmazhato´ a (3.18) Remez-egyenlo˝tlense´g.
Felteheto˝, hogy xk+1 − xk = δ∆n,k valamilyen δ ≤ 12 sza´mmal, ku¨lo¨nben ke´szen vagyunk.
(3.19) va´ltozatlanul igaz, ha a jobb oldal ma´sodik integra´lja´nak integra´la´si tartoma´nya´t a
[0, 1] \ [xk, xk+1] halmazra csere´lju¨k.
(3.20) jobb oldala´ra a −δ2∆2n,k
∫ xn,k+1
xn,k
q2n−2 dµ, mı´g (3.21) jobb oldala´ra a
∆2n,k
CΛ
∫
[xn,k ,xn,k+1]
q2n−2 d µ
kifejeze´s keru¨l, eze´rt (3.22) ı´gy va´ltozik:
0 ≥
(
1
CΛ
− δ2
)
∆2n,k
∫ xn,k+1
xn,k
q2n−2 dµ,
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ami csak akkor lehetse´ges, ha δ ≥ 1√
CΛ
, maga uta´n vonva, hogy
xn,k+1 − xn,k ≥ 1√
CΛ
∆n,k,
amit bizonyı´tani kellett. A 3.11. Megjegyze´sben azt a´llı´tottuk, hogy ha k0 = 1, akkor az 1/n2
nagysa´grendu˝ also´ becsle´s az xn,1 pont e´s a 0 ko¨zo¨tti ta´volsa´gra is e´rve´nyes. A bizonyı´ta´s ha-
sonlo´an megy, mint az elo˝bb, csak a qn−2 sege´dpolinom helyett a qn−1 = pin/(x − xn,1) polinomot
kell haszna´lnunk (most nem fontos, hogy milyen a 0 elo˝tti elo˝jele, mert ebben az esetben a
me´rte´k ott u´gy is eltu˝nik), ∆n,k ebben az esetben pedig egyszeru˝en ∆n(0) = 1/n2.
A 3.12. Ko¨vetkezme´ny bizonyı´ta´sa ugyanu´gy to¨rte´nik, mint a 3.6. Ko¨vetkezme´ny vagy a
[12, Theorem 2] bizonyı´ta´sa, amennyiben rendelkeze´su¨nkre a´ll a 3.20. Lemma e´s a 3.10. Te´tel.
A 3.13. Te´tel bizonyı´ta´sa´t a fu¨ggele´kben ko¨zo¨lju¨k a teljesse´g kedve´e´rt. Ennek oka, hogy az
tulajdonke´ppen megegyezik a [12, Theorem 3] bizonyı´ta´sa´val, eze´rt azt a [33] cikkben sem
re´szleteztu¨k.
3.3. Megjegyze´s a 3.10. Te´telhez
Mint emlı´tettu¨k a 3.10. Te´tel szerint egy bal-ve´gpontna´l a szomsze´dos gyo¨ko¨k ta´volsa´ga ugyan-
azt a minta´zatot mutatja, mint a tiszta´n dupla´zo´ esetben (2.5. Te´tel) a ve´gpontokna´l. Ha azonban
megne´zzu¨k az uto´bbi kimonda´sa´t, akkor la´thatjuk, hogy az a gyo¨ko¨kho¨z me´g a ±1 pontokat
is hozza´veszi, hisz ta´volsa´guk a legnagyobb, illetve a legkisebb gyo¨kto˝l ko¨veti a szomsze´dos
gyo¨ko¨k ko¨zo¨tti ta´volsa´gok minta´zata´t (azaz ∆n(xn,1) ∼ ∆n(1) = 1/n2 nagysa´grendu˝). A 3.10. Te´-
telben a bal-ve´gpont e´s a to˝le jobbra le´vo˝ legkisebb gyo¨k ko¨zo¨tti ta´volsa´gra csak felso˝ becsle´st
adtunk, kive´ve azt a specia´lis esetet, amikor a bal-ve´gpont egyben a tarto´ legkisebb pontja is,
mert ekkor –mint arra ra´ is mutattunk– megmarad az 1/n2 nagysa´grendu˝ also´ becsle´s is. Most
ra´mutatunk, hogy belso˝ ve´gpont este´n 0-na´l jobb also´ becsle´s nem adhato´ meg.
3.25. A´llı´ta´s. Van olyan 0 < d < 1, hogy ha µ jelo¨li a Lebesgue-me´rte´k [−2,−1] ∪ [0, d] hal-
mazra to¨rte´no˝ megszorı´ta´sa´t e´s xn, j0 az n-edik ortogona´lis polinom legkisebb nem negatı´v gyo¨ke´t,
akkor a terme´szetes sza´moknak le´tezik olyan {nk} re´szsorozata, hogy
1
2
e−nk ≤ xnk , j0 ≤ 2e−nk . (3.54)
So˝t, az ala´bbi bizonyı´ta´s kis mo´dosı´ta´sa´val enne´l ero˝sebb a´llı´ta´s is bela´thato´: ha veszu¨nk egy
δn = o(n−2) sorozatot, akkor van olyan d, hogy a µ = m|[−2,−1]∪[0,d] me´rte´kre (m a Lebesgue-
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me´rte´ket jelo¨li) e´s a terme´szetes sza´mok valamely {nk} re´szsorozata´ra
lim
k→∞
xnk , j0
δnk
= 1.
Bizonyı´ta´s. A konstrukcio´hoz szu¨kse´gu¨nk lesz ne´ha´ny eredme´nyre, amit itt ide´zu¨nk is.
Jelo¨lje νn azt a me´rte´ket, amely 1/n to¨meget helyez az n-edik ortogona´lis polinom minden
egyes ze´rushelye´re (ez az u´gynevezett ze´rushelyekre vonatkozo´ normaliza´lt sza´mla´lo´ me´rte´k).
Jelo¨lje ωS a sza´megyenes egy pozitı´v kapacita´su´, kompakt S re´szhalmaza´nak egyensu´lyi
me´rte´ke´t (az egyensu´lyi me´rte´k pontos definı´cio´ja´hoz la´sd pl. [21, Ch. 3.]).
3.26. Lemma. Ha µ a Lebesgue-me´rte´k megszorı´ta´sa egy ve´ges sok intervallumbo´l a´llo´ S hal-
mazra, akkor νn → ωS a komplex sı´k me´rte´keinek gyenge* topolo´gia´ja´ban.
Ez azonnal ko¨vetkezik [25, Theorem 3.1.4]-bo˝l e´s valamely [25, Ch. 4.]-ben megadott regula-
rita´si krite´riumbo´l.
3.27. Lemma ([32, Section 3]). Legyenek [a1, b1], . . . , [al, bl] pa´ronke´nt diszjunkt intervallumok
e´s η ≤ bl−al. Haωη jelo¨li az [a1, b1]∪· · ·∪[al−1, bl−1]∪[al, bl−η] halmazra vonatkozo´ egyensu´lyi
me´rte´ket, akkor
(i) ωη
(
[al, bl − η]) szigoru´an monoton no˝ η-ban,
(ii) minden 1 ≤ i ≤ l − 1-re ωη([ai, bi]) η-ban szigoru´an monoton cso¨kkeno˝.
3.28. Lemma. Ha mη jelo¨li az elo˝zo˝ intervallum-rendszeren a normaliza´lt Lebesgue-me´rte´ket,
akkor az mη-hoz tartozo´ ortogona´lis polinomok egyma´snak megfelelo˝ ze´rushelyeinek helyzete η
folytonos fu¨ggve´nyeke´nt va´ltozik.
Ez nyilva´nvalo´ ko¨vetkezme´nye annak, hogy, figyelembe ve´ve a Gram-Schmidt elja´ra´st, az n-
edik ortogona´lis polinomok egyu¨tthato´i η folytonos fu¨ggve´nyei.
Ezek uta´n visszate´ru¨nk a konstrukcio´hoz. Alkalmazzuk a 3.27. Lemma´t az l = 2, [a1, b1] =
[−2,−1] e´s [a2, b2] = [0, 1] esetben. Legyen E = [−2,−1], I = [0, 1], mη pedig a normaliza´lt
Lebesgue-me´rte´k az E ∪ Iη halmazon, ahol Iη := [0, 1 − η], 0 < η < 1/2. Jelo¨lje xηn,k, k =
1, 2, . . . , n az mη-hoz tartozo´ n-edik ortogona´lis polinom gyo¨keit no¨vekvo˝ sorrendben, e´s legyen
xη
n, jη0
e polinom legkisebb pozitı´v gyo¨ke (2.a´bra). Ha n ele´g nagy, xη
n, jη0
le´tezik, e´s a 3.10. Te´tel
alapja´n tudjuk, hogy xη
n, jη0+1
≥ c/n2 valamilyen η-to´l e´s n-to˝l fu¨ggetlen c > 0 konstanssal.
Ha η′ > η, akkor a 3.26. e´s a 3.27. lemma´k szerint nagy n-ekre, mondjuk n ≥ Nη,η′-re, az
mη′ me´rte´kre vonatkozo´ n-edik ortogona´lis polinomnak, pin(mη′ , . )-nek legala´bb ha´rommal to¨bb
gyo¨ke van az E intervallumon, mint az mη me´rte´kre vonatkozo´ n-edik ortogona´lis polinomnak,
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E
−2 −1
Iη
0 x
η
n, jη0
1 − η 1
2. a´bra. Az mη me´rte´khez tartozo´ n-edik ortogona´lis polinom legkisebb nem negatı´v gyo¨ke: x
η
n, jη0
.
Re´szletes magyara´zat a szo¨vegben.
pin(mη, . )-nak. Ez azt jelenti, hogy x
η′
n, jη0+1
∈ E, mı´g xη
n, jη0+1
∈ Iη. Innen, fu¨ggetlenu¨l atto´l, hogy
n ≥ Nη,η′-t hogyan ro¨gzı´tju¨k, amint ε η-to´l η′ fele´ halad, u´gy az xεn, jη0+1 ze´rushely a [c/n
2,∞)
intervallumbo´l folytonos mo´don a (−∞,−1] intervallumba keru¨l. Teha´t van olyan η < ε < η′,
hogy xε
n, jη0+1
= e−n. Vegyu¨k e´szre, hogy ebben az esetben jε0 = j
η
0 + 1 szu¨kse´gke´ppen, ugyanis
a pin(mε, . ) polinomnak nem lehet e−n = xεn, jη0+1
-na´l kisebb nem negatı´v gyo¨ke, hisz akkor a
3.10. Te´tel szerint xε
n, jη0+1
-nak c/n2-ne´l nagyobbnak ke´ne lennie. I´gy xεn, jε0 = e
−n.
Ezen az alapon ko¨nnyen megadhatunk egy olyan 0 = ε0 < ε1 < · · · < 1/2 e´s egy olyan
ege´szekbo˝l a´llo´ n0 < n1 < . . . sorozatot, hogy
xεm
nk , j
εm
0
= e−nk
(
1 + O
(
k−1
))
(3.55)
valaha´nyszor m ≥ k, e´s itt O haszna´lata m-to˝l e´s k-to´l fu¨ggetlen. Valo´ban, ha εm, nm ma´r adott,
akkor va´lasszunk u´gy egy ε′m > εm sza´mot, hogy minden ε ∈ [εm, ε′m] sza´mra e´s k ≤ m ege´szre
fo¨nna´lljon az
|xεnk , jε0 − x
εm
nk , j
εm
0
| < e
−nk
m2
(3.56)
egyenlo˝tlense´g. Ezek uta´n, az elo˝bbi elja´ra´st az η = εm e´s η′ = ε′m helyettesı´te´ssel alkalmazva,
nm+1, εm+1 legyenek olyan sza´mok, amelyekre
xεm+1
nm+1, j
εm+1
0
= e−nm+1
(valo´ja´ban, az elja´ra´sban minden ele´g nagy sza´m megfelelo˝ nm+1 szerepe´re – valamelyiket va´-
lasszuk ki). Ezzel az {εm} e´s az {nm} sorozatot teljesen megadtuk.
Vegyu¨k e´szre, hogy (3.55) teljesu¨l, ugyanis a (3.56) becsle´sben ε helye´be εm+1-et ı´rva kapjuk,
hogy
|xεm+1
nk , j
εm+1
0
− e−nk | = |xεm+1
nk , j
εm+1
0
− xεk
nk , j
εk
0
|
≤
m∑
l=k
|xεl+1
nk , j
εl+1
0
− xεl
nk , j
εl
0
| ≤
m∑
l=k
e−nk
l2
≤ 2e
−nk
k
.
(3.57)
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Ha most ε az {εm} sorozat hata´re´rte´ke, akkor minden k-ra
xεnk , jε0 − e
−nk = e−nkO(k−1),
ami bizonyı´tja (3.54)-et.
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4. Dupla´zo´ me´rte´kek Christoffel-fu¨ggve´nyei go¨rbe´ken e´s ı´veken
4.1. Ke´toldali becsle´s a Christoffel-fu¨ggve´nyekre
Ebben a re´szben a 2.8. Te´telt szeretne´nk a´ltala´nosı´tani oly mo´don, hogy az eddigi sza´megyenesen
le´vo˝ intervallumot egy komplex sı´kon futo´ kva´zi-sima go¨be´re vagy ı´vre csere´lju¨k. Ku¨lo¨n kite´ru¨nk
a Dini-sima esetre e´s alkalmaza´ske´nt becsle´st adunk az ortogona´lis polinomok abszolu´t e´rte´ke´re,
valamint Nikolszkij-tı´pusu´ egyenlo˝tlense´geket igazolunk go¨rbe´k e´s ı´vek felett.
Megko¨zelı´te´su¨nk szorosan kapcsolo´dik Andrijevszkij munka´ihoz [1, 2, 3], amelyekben [13]
eredme´nyeit kiterjeszti kva´zi-sima go¨rbe´kre e´s ı´vekre.
Mindenekelo˝tt tiszta´znunk kell a felhaszna´lt fogalmakat e´s jelo¨le´seket. A tova´bbiakban az
a´ltalunk vizsga´lt Jordan-go¨rbe´kro˝l (az egyse´gko¨rvonal homeomorf ke´pei) e´s ı´vekro˝l (a [−1, 1]
intervallum homeomorf ke´pei) feltesszu¨k, hogy rektifika´lhato´ak. Ha z1 e´s z2 ke´t pontja az
a´ltalunk vizsga´lt L go¨rbe´nek vagy ı´vnek, akkor L(z1, z2) jelo¨li L-nek azt a (go¨rbe esete´n ro¨vi-
debb) re´szı´ve´t, ami o¨sszeko¨ti ezeket a pontokat. Az L(z1, z2) re´szı´v ı´vhossza´ra pedig az |L(z1, z2)|
jelo¨le´st alkalmazzuk.
Ma´r haszna´ltuk a ,,kva´zi-sima” jelzo˝t, itt pontosan definia´ljuk:
4.1. Definı´cio´. Azt mondjuk, hogy az L Jordan-go¨rbe vagy ı´v (Lavrentyijev e´rtelemben) kva´zi-
sima, ha le´tezik olyan ΛL (Lavrentyijev) konstans, hogy az
|L(z1, z2)| ≤ ΛL|z1 − z2|
egyenlo˝tlense´g fenna´ll minden z1, z2 ∈ L pontra.
A becsle´s megada´sa´ban fontos sege´deszko¨zu¨nk lesz a Riemann-leke´peze´s. Legyen C∞ a
kiterjesztett komplex sı´k e´s jelo¨lje Ω az L go¨rbe vagy ı´v ku¨lseje´t, azazC∞\L azon komponense´t,
amely tartalmazza ∞-t. Ekkor egye´rtelmu˝en le´tezik olyan Φ leke´peze´s, amely az Ω halmazt
konform mo´don ra´ke´pezi a D∗ := {z ∈ C∞ : |z| > 1} halmazra, azaz a za´rt egyse´gko¨rlap
ku¨lseje´re, e´s rendelkezik a ko¨vetkezo˝ normaliza´ltsa´gi tulajdonsa´gokkal: Φ(∞) = ∞, illetve
Φ′(∞) := limz→∞ Φ(z)z > 0 (pl. [21, Chapter 4.4]) (4.a´bra).
Ha Ω˜ jelo¨li Ω u´gynevezett Charathe´odory-fe´le kompaktifika´ltja´t [19, Ch. 2.4], azaz Ω e´s az
Ω-hoz tartozo´ transzverza´lis szelo˝la´ncolatok2 prı´mve´geinek3 egyesı´te´se´t, akkor Φ kiterjed egy
Ω˜ e´s a nyı´lt egyse´gko¨rlap ku¨lseje, azaz D∗ ko¨zo¨tti homeomorfizmussa´ [19, Theorem 2.15]. Ez
go¨rbe esete´n annyit jelent, hogy Φ kiterjed egy Ω ∪ L→ D∗ homeomorfizmussa´, mivel ebben a
specia´lis esetben Ω˜ azonosı´thato´ az Ω∪ L halmazzal, vagyis Ω leza´rtja´val. I´v esete´n ugyanilyen
2angolul null-chain
3angolul prime end
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azonosı´ta´s nem adhato´, de szemle´letesen u´gy ke´pzelheto˝ el, hogy L-nek megku¨lo¨nbo¨ztetju¨k a
ke´t oldala´t, teha´t a ve´gpontok kive´tele´vel minden pontot megke´tszerezu¨nk atto´l fu¨ggo˝en, hogy
az ı´vet melyik oldala´ro´l ko¨zelı´tju¨k a sı´kban, majd a megke´tszerezett pontokkal e´s a ve´gpontokkal
egyesı´tju¨k L ku¨lseje´t.
A Φ leke´peze´shez tartozo´ δ(> 0) szintvonal alatt az origo´ ko¨ze´ppontu´ 1 + δ sugaru´ ko¨rvonal
Φ melletti
Lδ := {z ∈ Ω : |Φ(z)| = 1 + δ},
inverz ke´pe´t e´rtju¨k, e´s bevezetju¨k a
ρδ(z) := d(Lδ, z) = inf
ζ∈Lδ
|z − ζ |
jelo¨le´st a z ∈ C pont Lδ-to´l valo´ ta´volsa´ga´ra. A dupla´zo´ tulajdonsa´got eddig sza´megyeneshez
kapcsolo´do´an e´rtelmeztu¨k, de terme´szetes mo´don kiterjesztheto˝ go¨rbe´kre (ı´vekre) is.
Jelo¨lje
B(z, δ) = {ζ : |ζ − z| ≤ δ}
a z ko¨ze´ppontu´ δ sugaru´ ko¨rlapot.
4.2. Definı´cio´. Legyen µ me´rte´k a komplex sı´kon, melynek tarto´ja egy L kva´zi-sima go¨rbe vagy
ı´v. µ dupla´zo´ me´rte´k L-en, ha van olyan cµ (dupla´zo´) konstans, hogy
µ
(
B(z, 2δ)
)
≤ cµ µ
(
B(z, δ)
)
minden z ∈ L pontra e´s δ > 0 sza´mra.
Az elo˝zo˝ definı´cio´val ekvivalens (esetleg ma´s dupla´zo´ konstanssal), ha B(z, δ) e´s B(z, 2δ)
helyett B(z, δ) ∩ L, illetve B(z, 2δ) ∩ L azon o¨sszefu¨ggo˝ komponense´t ı´rjuk µ argumentuma´ba,
amelyik tartalmazza z-t. Valo´ban, ha η > 0-ra Kη(z)-vel jelo¨lju¨k a B(z, η) ∩ L halmaz z-t tartal-
mazo´ o¨sszefu¨ggo˝ komponense´t, akkor a kva´zi-simasa´g miatt B (z, η/2ΛL)∩L ⊂ Kη(z), hiszen ha
s a B (z, η/2ΛL) ∩ L halmaz tetszo˝leges pontja, akkor |L(z, s)| ≤ ΛL|z − s| < η2 , eze´rt L(z, s) nem
metszheti B(z, η) hata´ra´t, vagyis L(z, s) ⊂ Kη(z). Ezt az e´szreve´telt felhaszna´lva kapjuk, hogy
µ
(
K2δ(z)
)
≤ µ
(
B(z, 2δ)
)
≤ cµ µ
(
B(z, δ)
)
≤ c1+dlog2 ΛLeµ µ
(
B
(
z, δ2ΛL
) )
≤ c1+dlog2 ΛLeµ µ
(
Kδ(z)
)
.
Fordı´tva
(
teha´t, ha azt tudjuk, hogy µ
(
K2δ(z)
) ≤ cµµ(Kδ(z))), akkor
µ
(
B(z, 2δ)
)
≤ µ
(
K4ΛLδ(z)
)
≤ cµµ
(
K2ΛLδ(z)
)
≤ c1+dlog2 ΛLeµ µ
(
Kδ(z)
)
≤ c1+dlog2 ΛLeµ µ
(
B(z, δ)
)
.
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Ez alapja´n –a kva´zi-simasa´g figyelembe ve´tele´vel– az is ko¨nnyen bela´thato´, hogy az ı´vhossz
me´rte´k dupla´zo´.
Tekintsu¨nk egy ira´nyı´ta´st L-en (pl. ha az ı´v-esetben ζ1 e´s ζ2 jelo¨li a ve´gpontokat, akkor
ζ1-to˝l ζ2-ig, mı´g a go¨rbe-esetben az o´ramutato´ ja´ra´sa´val megegyezo˝ ira´nyban); legyen z ∈ L e´s
δ > 0, amire supz∈L ρδ(z) < |L|/2. Jelo¨lje z−δ azt a z-t megelo˝zo˝ e´s zδ azt a z-t ko¨veto˝ pontot,
amelyre |L(z−δ, z)| = ρδ(z)/2, illetve |L(z, zδ)| = ρδ(z)/2. Elo˝fordulhat az ı´v-esetben, hogy e
pontok valamelyike nem le´tezik, ekkor z−δ := ζ1, illetve zδ := ζ2. E jelo¨le´sekkel e´lve legyen
lδ(z) := L(z−δ, zδ),
mı´g ennek me´rte´ke´t
υδ(z) := µ
(
lδ(z)
)
(4.1)
jelo¨lje.
Andrijevszkij eredme´nyei leheto˝ve´ tette´k, hogy egy tova´bbi parame´tert vezessu¨nk be a Chris-
toffel-fu¨ggve´nybe. Emle´keztetu¨nk, hogy Pn a legfeljebb n-ed foku´, komplex egyu¨tthato´s poli-
nomok halmaza´t jelo¨li.
4.3. Definı´cio´. Legyen L kva´zi-sima go¨rbe vagy ı´v, µ dupla´zo´ me´rte´k L-en, p ∈ [1,∞) e´s t ∈ R.
A
λn(µ, p, t, z) := inf
pn∈Pn
pn(z)=1
∫
ρ 1
n
(ζ)t|pn(ζ)|p dµ(ζ) (4.2)
fu¨ggve´nyt a µ me´rte´khez tartozo´ (p, t) parame´teru˝ n-edik Christoffel-fu¨ggve´nynek nevezzu¨k.
A t = 0 esetben a klasszikus Lp Christoffel-fu¨ggve´nyeket kapjuk vissza (2.4. Definı´cio´).
Most ma´r ke´szen a´llunk arra, hogy kimondjuk a 2.6. Te´tel a´ltala´nosı´ta´sa´t.
4.4. Te´tel. Legyen L kva´zi-sima go¨rbe vagy ı´v e´s µ dupla´zo´ me´rte´k L-en. Ha p ∈ [1,∞) e´s t ∈ R,
akkor van olyan c = c(L, cµ, p, t) konstans, hogy minden z ∈ L pontra e´s n ∈ N ege´sz sza´mra
1
c
ρ 1
n
(z)tυ 1
n
(z) ≤ λn(µ, p, t, z) ≤ c ρ 1
n
(z)tυ 1
n
(z). (4.3)
4.5. Ko¨vetkezme´ny. Ugyanez az eredme´ny e´rve´nyes L-re, ha ve´ges sok olyan kva´zi-sima go¨rbe
vagy ı´v egyesı´te´se, melyek egyma´s ku¨lseje´ben fekszenek, megjegyezve hogy ekkor ρ 1
n
e´rte´ke a z
pontban legyen a z-t tartalmazo´ komponensre vonatkozo´ ρ 1
n
fu¨ggve´ny z-beli e´rte´ke.
Tala´n a t = 0 eset a lege´rdekesebb; azt mutatja, hogy az n-edik Christoffel-fu¨ggve´ny e´rte´ke´nek
nagysa´grendje a z ∈ L pontban megegyezik l 1
n
(z) µ-me´rte´ke´vel (vo¨. 3.15. e´s 3.20. Lemma).
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4.2. Ko¨vetkezme´nyek
4.2.1. Becsle´s ortogona´lis polinomokra
A Christoffel-fu¨ggve´nyek ortogona´lis polinomokkal valo´ szoros kapcsolata´t mutatja a ko¨vetkezo˝
o¨sszefu¨gge´s (pl. [34, Theorem 1.4]):
λn(µ, 2, 0, z) =
1∑n
k=0 |pik(z)|2
, (4.4)
amiben pik tova´bbra is a µ me´rte´khez tartozo´ k-adik ortonorma´lt polinomot jelo¨li. Ennek fel-
haszna´la´sa´val ado´dnak az ala´bbi ko¨vetkezme´nyek.
4.6. Ko¨vetkezme´ny. Ha µ dupla´zo´ me´rte´k az L kva´zi-sima go¨rbe´n vagy ı´ven, akkor
|pin(z)| ≤
√
c√
υ 1
n
(z)
(4.5)
minden z ∈ L pontra, ahol c a 4.4. Te´telben szereplo˝ konstans.
4.7. Ko¨vetkezme´ny. Ha µ dupla´zo´ me´rte´k az L kva´zi-sima go¨rbe´n vagy ı´ven, akkor
max
0≤k≤n
|pik(z)| ≥ 1√
c
√
n
√
υ 1
n
(z)
, (4.6)
ahol c a 4.4. Te´telben szereplo˝ konstans.
So˝t, ha tudjuk, hogy n · υ 1
n
(z)→ 0, akkor ,,re´szlegesen” elhagyhatjuk a ”max” opera´tort, ponto-
sabban:
4.8. Ko¨vetkezme´ny. Ha µ dupla´zo´ me´rte´k az L kva´zi-sima go¨rbe´n vagy ı´ven, akkor minden
olyan z ∈ L pontra, amelyre n · υ 1
n
(z) → 0, megadhato´ a terme´szetes sza´mok egy olyan ve´gtelen
M = M(z) re´szhalmaza, hogy valaha´nyszor n ∈M, mindannyiszor
|pin(z)| ≥ 1√
n
1√
υ 1
n
(z)
. (4.7)
4.9. Megjegyze´s: Mint la´thato´,
√
n rendu˝ ku¨lo¨nbse´g van a (4.5) felso˝ e´s a (4.6) also´ becsle´s
ko¨zo¨tt, ez azonban terme´szetes. Vegyu¨k pe´lda´ul a klasszikus Jacobi-polinomokat (−1, 1) vala-
mely z pontja´ban. Ekkor |pik(z)| ≤ C, mı´g nυ 1
n
(z) ∼ 1, ı´gy (4.6) a pontos nagysa´grendet adja meg
[26, 6.11.§] (ez a pe´lda egyben azt is megmagyara´zza, mie´rt szu¨kse´ges a ,,max” opera´tor (4.6)-
ban, ugyanis, a´ltala´nos esetben, pik(z) 0-hoz tarthat valamilyen re´szsorozat mente´n). Ma´sre´szt
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van olyan w ≥ q > 0 su´ly a [−1, 1] intervallumon, hogy ha dµ(x) = w(x) dx, akkor pin(0)/n1/2−ε →
∞minden ε > 0-ra valamilyen re´szsorozat mente´n (la´sd [20]). Ba´r nem vila´gos, hogy µ dupla´zo´-
e, Rakhmanovnak ez a pe´lda´ja mutatja, hogy, a´ltala´nos esetben, (4.5)-ne´l sokkal jobb becsle´s
nem va´rhato´ (megjegyezzu¨k, hogy ebben az esetben υ 1
n
(z) ≥ q/n).
Ha az n · υ 1
n
(z) → 0 felte´telt nem tesszu¨k fo¨l, akkor csak a ko¨vetkezo˝ gyenge´bb a´llı´ta´st
sikeru¨lt bela´tnunk.
4.10. Ko¨vetkezme´ny. Ha µ dupla´zo´ me´rte´k az L kva´zi-sima go¨rbe´n vagy ı´ven, akkor ba´rmely
z ∈ L ponthoz e´s ε > 0 sza´mhoz van a terme´szetes sza´moknak olyan ve´gtelen M = M(z, ε)
re´szhalmaza, hogy minden n ∈M-re
|pin(z)| ≥ 1n1/2+ε
1√
υ 1
n
(z)
.
4.2.2. Christoffel-fu¨ggve´nyek Dini-sima go¨rbe´ken e´s ı´veken
Az ala´bbi ke´t ko¨vetkezme´nyben tova´bbi megszorı´ta´sokat teszu¨nk L simasa´ga´ra vonatkozo´an.
Feltesszu¨k, hogy a ke´rde´ses go¨rbe vagy ı´v Dini-sima vagy valamelyik pontja´ban rendelkezik egy
Dini-sima sarokkal. Ezekben az esetekben explicit mo´don ki tudjuk fejezni ρ 1
n
(z) nagysa´grendje´t.
4.11. Definı´cio´. Egy L Jordan-go¨rbe vagy ı´v Dini-sima, ha van olyan differencia´lhato´ γ(t) pa-
rame´tereze´se, amelynek deriva´ltja sehol sem nulla e´s Dini-folytonos, azaz, ha
ω(δ) := sup
t1,t2∈[0,2pi]|t1−t2 |<δ
|γ′(t1) − γ′(t2)|
jelo¨li a deriva´lt folytonossa´gi modulusa´t, akkor∫ pi
0
ω(t)
t
dt < ∞.
Ma´r a bevezeto˝ben emlı´tettu¨k, hogy ha a ke´rde´ses me´rte´k tarto´ja sarokkal rendelkezo˝ go¨rbe
vagy ı´v, akkor a sarok ko¨rnyezete´ben nincs ismert becsle´s a Christoffel-fu¨ggve´nyre. Mielo˝tt
a proble´ma´ra va´laszt adna´nk, tiszta´zzuk a Dini-sima sarok fogalma´t. Azt mondjuk, hogy az
L go¨rbe´nek ζ-ban sarka van, ha ζ-ban mindke´t ira´nyban le´teznek a fe´le´rinto˝k. Amikor βpi
szo¨gu˝ sarokro´l besze´lu¨nk, akkor a fe´le´rinto˝k a´ltal meghata´rozott szo¨gtartoma´nyok ko¨zu¨l a go¨rbe-
esetben azt vesszu¨k figyelembe, amelyik a go¨rbe ku¨lseje´be esik, mı´g az ı´v-esetben azt, amelyik-
hez a nagyobb szo¨g tartozik (3. a´bra). Teha´t go¨rbe esete´n a szo¨g nagysa´ga 0 e´s 2pi ko¨ze´ esik,
mı´g ı´v esete´n pi-to˝l 2pi-ig terjed. Egy sarok Dini-sima, ha van L-nek ke´t olyan Dini-sima ζ-ban
ve´gzo˝do˝ re´szı´ve, amelyek ζ (γ(t) parame´tereze´s szerinti) ellenkezo˝ oldalain fekszenek. Vegyu¨k
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3. a´bra. Sarok go¨rbe´n e´s ı´ven, illetve a hozza´ tartozo´ szo¨g. Magyara´zat a szo¨vegben.
e´szre, ha L Dini-sima, akkor (a ve´gpontok kive´tele´vel) L minden pontja´ban egy Dini-sima egye-
nes szo¨g van, ı´gy a ko¨vetkezo˝ a´llı´ta´sok magukban foglalja´k azt az esetet is, amikor L nem
rendelkezik szemle´letes sarokkal (minden pontja´ban le´tezik e´rinto˝).
Bevezetu¨nk egy fu¨ggve´nyt, ami explicit kifejezi ρ 1
n
(z) nagysa´grendje´t.
∆n(z) :=

1
nβ ha z ∈ l 1n (ζ)
|z−ζ |1−
1
β
n ha z ∈ L \ l 1n (ζ).
4.12. Te´tel. Ha µ dupla´zo´ me´rte´k az L kva´zi-sima go¨rbe´n vagy ı´ven, melynek ζ-ban βpi szo¨gu˝
Dini-sima sarka van (0 < β < 2 a go¨rbe-esetben, 1 ≤ β < 2 az ı´v-esetben), akkor van olyan
ε = ε(L, ζ) > 0 e´s c = c(L, ζ, ε, β), hogy minden z ∈ L pontra, amelyre |z − ζ | ≤ ε, teljesu¨l az
1
c
∆n(z) ≤ ρ 1
n
(z) ≤ c∆n(z) (4.8)
egyenlo˝tlense´g.
4.13. Megjegyze´s: Az elo˝zo˝ lemma a ve´gpontokna´l is kimondhato´: ekkor azt ko¨vetelju¨k meg,
hogy a ve´gpont az L ı´v egy Dini-sima re´szı´ve´nek is ve´gpontja, mı´g β helye´be 2 keru¨l, mintha a
ve´gpontna´l 2pi nagysa´gu´ szo¨g lenne.
Ezt a lemma´t az elo˝bbi megjegyze´ssel egyu¨tt a 4.4. Te´tellel kombina´lva azonnal megkapjuk
az ala´bbi ko¨vetkezme´nyt:
4.14. Ko¨vetkezme´ny. Ha µ dupla´zo´ me´rte´k az L kva´zi-sima go¨rbe´n vagy ı´ven, melynek ζ-ban
βpi szo¨gu˝ Dini-sima sarka van (0 < β < 2 a go¨rbe-esetben, 1 ≤ β < 2 az ı´v-esetben), akkor van
olyan ε = ε(L, ζ) > 0 e´s c = c(L, cµ, p, t, ζ, ε, β), hogy minden z ∈ L pontra, amelyre |z − ζ | ≤ ε,
teljesu¨l az
1
c
∆n(z)tυ 1
n
(z) ≤ λn(µ, p, t, z) ≤ c ∆n(z)tυ 1
n
(z)
egyenlo˝tlense´g.
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Specia´lisan, ha a go¨rbe vagy ı´v szakaszonke´nt Dini-sima, akkor az elo˝bbi ko¨vetkezme´ny
globa´lisan is e´rve´nyes. Ehhez elo˝bb megadjuk ∆n(z) alkalmas alakja´t. Tegyu¨k fo¨l, hogy L-nek
ζ1, ζ2, · · · , ζn (ahol ζ1 e´s ζn tova´bbra is a ke´t ve´gpontot jelo¨li az ı´v-esetben) pontjaiban vannak a
pi-to˝l ku¨lo¨nbo¨zo˝ szo¨gu˝ sarkai rendre β1pi, . . . , βnpi szo¨gekkel (0 < βi < 2 a go¨rbe-esetben; βi := 2,
ha i = 1 vagy n e´s 1 < βi < 2, ha 1 < i < n az ı´v-esetben). Legyen
∆n(z) :=

1
nβi ha z ∈ l 1n (ζi) (i = 1, 2, . . . , n)∏n
i=1 |z−ζi |
1− 1βi
n ha z ∈ L \
(⋃n
i=1 l 1n (ζi)
)
.
4.15. Te´tel. Ha L szakaszonke´nt Dini-sima go¨rbe vagy ı´v, akkor van olyan c = c(L) konstans,
hogy minden z ∈ L pontra
1
c
∆n(z) ≤ ρ 1
n
(z) ≤ c∆n(z).
4.16. Ko¨vetkezme´ny. Ha L szakaszonke´nt Dini-sima go¨rbe vagy ı´v, akkor van olyan c = c(L, cµ, p, t)
konstans, hogy az
1
c
∆n(z)tυ 1
n
(z) ≤ λn(µ, p, t, z) ≤ c ∆n(z)tυ 1
n
(z)
egyenlo˝tlense´g teljesu¨l L ba´rmely z pontja´ban.
Vegyu¨k e´szre, hogy (2.6) megfelel az L = [−1, 1] e´s a t = 0 va´laszta´snak.
4.2.3. Nikolszkij-tı´pusu´ egyenlo˝tlense´gek
Ha 1 ≤ p < q, akkor a Ho¨lder-egyenlo˝tlense´gbo˝l ko¨vetkezik, hogy egy fu¨ggve´ny Lp-norma´ja
felu¨lro˝l becsu¨lheto˝ Lq-norma´ja´val. Polinomok esete´ben a fordı´tott ira´nyu´ becsle´sekhez a Nikol-
szkij-tı´pusu´ egyenlo˝tlense´gek haszna´lhato´k. A 4.4. Te´tel segı´tse´ge´vel dupla´zo´ me´rte´kre la´tunk
be ilyen Nikolszkij-tı´pusu´ egyenlo˝tlense´geket, ha a me´rte´k tarto´ja kva´zi-sima go¨rbe vagy ı´v.
Eredme´nyu¨nk ı´gy re´szben a´tfed Andrijevszkij egyik te´tele´vel [2, Theorem 6], amelyben –to˝lu¨nk
elte´ro˝ u´ton– Nikolszkij-tı´pusu´ egyenlo˝tlense´geket igazolt ı´vhossz-me´rte´kre puszta´n csak az ı´v
rektifika´lhato´sa´ga´t felte´telezve. Bevezetu¨nk ne´ha´ny jelo¨le´st:
Mn := sup
ζ∈L
1
υ 1
n
(ζ)
,
e´s egy L-en e´rtelmezett f fu¨ggve´nyre
|| f ||∞ := sup
ζ∈L
| f (ζ)|, || f ||µ,p =
(∫
L
| f (ζ)|p dµ(ζ)
) 1
p
,
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E jelo¨le´sek fo¨lhaszna´la´sa´val az ala´bbi Nikolszkij-tı´pusu´ egyenlo˝tlense´geket a´llı´tjuk:
4.17. Ko¨vetkezme´ny. Ha az L kva´zi-sima go¨rbe´n vagy ı´ven µ dupla´zo´ me´rte´k e´s 1 ≤ p < q,
akkor van olyan n-to˝l fu¨ggetlen c konstans, hogy
||pn||∞ ≤ cM
1
p
n ||pn||µ,p, (4.9)
tova´bba´
M
1
q
n ||pn||µ,q ≤ cM
1
p
n ||pn||µ,p (4.10)
minden legfeljebb n-ed foku´ pn polinomra.
4.18. Megjegyze´s: A ke´so˝bb ide´zett 4.28. Lemma e´s (4.16’) felhaszna´la´sa´val la´thato´, hogy
Mn nagysa´grendje n2α4 (α4 a (4.16’) egyenlo˝tlense´gben szereplo˝ konstans), ami su´lyozatlan
(ı´vhossz-me´rte´k) estben e´ppen n2 (ha L ı´v). So˝t, ha L szakaszonke´nt Dini-sima e´s β1pi, . . . , βNpi
szo¨gu˝ sarkakkal rendelkezik, akkor ez a nagysa´grend nβα4 , ahol β := max(β1, . . . , βN , 1). Eze´rt
eredme´nyu¨nk –konstans szorzo´ ereje´ig– maga´ban foglalja a klasszikus egyse´gko¨rre, illetve a
[−1, 1] intervallumra vonatkozo´ becsle´seket.
4.3. Bizonyı´ta´sok
Mielo˝tt nekila´tna´nk a bizonyı´ta´soknak, sza´mba vesszu¨k ρδ ne´ha´ny tulajdonsa´ga´t, melyek [4,
Theorem 4.1 (97.o.) e´s Lemma 5.3 (147.o.)] egyszeru˝ ko¨vetkezme´nyei, majd megemlı´tju¨k a
dupla´zo´ tulajdonsa´g ke´t egyenes ko¨vetkezme´nye´t, ve´gu¨l ide´zzu¨k Andrijevszkij bizonyı´ta´sainkhoz
szu¨kse´ges eredme´nyeit [1, 2].
Emle´kezteto˝u¨l Φ jelo¨li azt a leke´peze´st, ami C \ L nem korla´tos komponense´t, Ω-t a za´rt
egyse´g ko¨rlap ku¨lseje´re, D∗-ra ke´pezi, illetve ennek az Ω˜ Charathe´odory-fe´le kompaktifika´ltra
to¨rte´no˝ kiterjeszte´se´t. Ha z ∈ L, akkor a go¨rbe-esetben z˜δ-val jelo¨lju¨k a Φ−1
(
(1 + δ)Φ(z)
)
pontot.
Az ı´v-eset kisse´ ko¨ru¨lme´nyesebb: legyen ζ1 e´s ζ2 L ke´t ve´gpontja; ezek Φ melletti ke´pe eiθ1 ,
illetve eiθ2 valamilyen alkalmas 0 ≤ θ1 < θ2 < θ1 + 2pi e´rte´kekkel. L minden ma´s z pontja
pontosan ke´t Ω-hoz tartozo´ prı´mve´g (Z1 e´s Z2) lenyomata4(vo¨. [19, Ch. 2.4]). Legyen
∆1 := {z ∈ D∗ : τ1 < arg(z) < τ2} ∆2 := D∗ \ ∆¯1
Ω˜ j := Φ−1(∆¯ j), L
j
δ := Lδ ∩ Ω˜ j, ρ jδ(z) := d(z, L jδ).
4angolul impression
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4. a´bra. A Φ Riemann-leke´peze´s e´s a kapcsolo´do´ jelo¨le´sek. Az ı´v-esetben a ve´gpontok kive´tele´vel L
minden pontja ke´t prı´mve´g lenyomata, pl. z mind Z1-nek, mind Z2-nek a lenyomata. L ve´gpontjainak
ke´pei (eiθ1 , eiθ2) az egyse´g ko¨rvonalat ke´t re´szı´vre bontja´k, e´s a z pontot lenyomatke´nt ado´ ke´t prı´mve´g
ke´pei az egyse´g ko¨rvonal ellenkezo˝ re´szı´vein helyezkednek el. Az eiθ1 , az origo´ e´s eiθ2 a´ltal meg-
hata´rozott ke´t szo¨gtartoma´ny egyse´gko¨rlapon kı´vu¨li re´sze´t ∆1 ill. ∆2 jelo¨li. Tova´bba´ Ω1 := Φ−1(∆1)
e´s Ω2 := Φ−1(∆2). A go¨rbe-eset jelo¨le´srendszere hasonlo´, de egyszeru˝bb, ugyanis L minden pontja
egyetlen prı´mve´g lenyomata.
Ekkor z˜ jδ := Φ
−1((1 + δ)Φ(Z j)) e´s
z˜δ :=
z˜
1
δ ha ρ
1
δ(z) ≤ ρ2δ(z)
z˜2δ ha ρ
2
δ(z) < ρ
1
δ(z)
(la´sd 4.a´bra).
4.19. Lemma ([1, (3.1), (3.2), (3.4), (3.5)],[2, (3.1),(3.3),(3.4),(3.5)]). Tegyu¨k fel, hogy L kva´zi-
sima go¨rbe vagy ı´v e´s z, z1, z2 ∈ L. Ekkor le´teznek olyan c1 = c1(L), c2 = c2(L), c3 = c3(L),
c4 = c4(L), α1 = α1(L) e´s α2 = α2(L) konstansok, hogy ba´rmely δ > 0 sza´mra e´rve´nyesek a
ko¨vetkezo˝ becsle´sek:
1
c1
|z − z˜δ| ≤ ρδ(z) ≤ c1|z − z˜δ|; (4.11)
ha |z1 − z2| ≤ ρδ(z1), akkor
1
c2
ρδ(z1) ≤ ρδ(z2) ≤ c2ρδ(z1); (4.12)
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ha |z1 − z2| > ρδ(z1), akkor
ρδ(z2)
|z1 − z2| ≤ c3
(
ρδ(z1)
|z1 − z2|
)α1
; (4.13)
ha 0 < δ1 < δ2 ≤ 1, akkor
1
c4
(
δ2
δ1
) 1
α2 ≤ ρδ2(z)
ρδ1(z)
≤ c4
(
δ2
δ1
)α2
. (4.14)
Hangsu´lyozzuk, hogy az elo˝bbi lemma konstansai fu¨ggetlenek δ-to´l, z-to˝l e´s z j-to˝l.
Az ala´bbi lemma a (4.1) pontban definia´lt υδ fu¨ggve´nyhez kapcsolo´do´ becsle´seket foglalja
o¨ssze.
4.20. Lemma ([1, Lemma 4], [2, (4.2)]). Ha µ az L kva´zi-sima go¨rbe vagy ı´v fo¨lo¨tti dupla´zo´
me´rte´k, akkor vannak olyan c5 = c5(L, cµ) e´s α3 = α3(L, cµ) konstansok, hogy ba´rmely z1, z2 ∈ L
pontra
υδ(z1) ≤ c5
(
1 +
|z1 − z2|
ρδ(z2)
)α3
υδ(z2), (4.15)
tova´bba´ alkalmas c6 = c6(L, cµ) e´s α4 = α4(L, cµ) konstansokkal minden z ∈ L pontra e´s 0 <
δ1 < δ2 < 1 sza´mokra
1
c6
(
δ2
δ1
) 1
α4 ≤ υδ2(z)
υδ1(z)
≤ c6
(
δ2
δ1
)α4
; (4.16)
ha pedig J L re´szı´ve e´s E J re´szı´ve, akkor
1
c6
( |J|
|E|
) 1
α4 ≤ µ(J)
µ(E)
≤ c6
( |J|
|E|
)α4
. (4.16’)
A lemma´t e´rdemes o¨sszevetni az intervallumokra vonatkozo´ analo´g a´llı´ta´sokkal: 3.17. Lemma
(iv) vagy [13, Lemma 2.1 (vi), (vii), (viii)].
Figyelembe ve´ve, hogy z1 e´s z2 szerepe szimmetrikus, (4.15) e´s (4.12) egyu¨ttes alkalmaza´sa´bo´l
ado´dik, hogy
• ha |z1 − z2| ≤ ρ 1
n
(z1), akkor
1
c52α3
υ 1
n
(z2) ≤ υ 1
n
(z1) ≤ c5(1 + c2)α3υ 1
n
(z2); (4.15a)
• ha |z1 − z2| > ρ 1
n
(z1), me´g ha |z1 − z2| ≤ ρ 1
n
(z2) fenn is a´ll, akkor
|z1 − z2|
ρ 1
n
(z2)
≥ 1
c2
,
47
4. DUPLA´ZO´ ME´RTE´KEK CHRISTOFFEL-FU¨GGVE´NYEI GO¨RBE´KEN E´S I´VEKEN
ı´gy
υ 1
n
(z1) ≤ c5(2c2)α3
 |z1 − z2|ρ 1
n
(z2)
α3 υ 1n (z2). (4.15b)
A ko¨vetkezo˝ te´tel biztosı´tja sza´munkra, hogy a bizonyı´ta´sok sora´n dµ(ζ) lecsere´lheto˝
υ 1
n
(ζ)
ρ 1
n
(ζ) |dζ |-ra.
4.21. Te´tel ([1, Lemma 2], [2, (4.21)]). Ha L kva´zi-sima go¨rbe vagy ı´v e´s µ dupla´zo´ me´rte´k
L-en cµ dupla´zo´ konstanssal, akkor ba´rmely p ∈ [1,∞) e´rte´kre e´s t ∈ R sza´mra van olyan
ca = ca(L, cµ, p, t) konstans, hogy minden legfo¨ljebb n-ed foku´ pn polinomra
1
ca
∫
L
|pn(ζ)|pρ 1
n
(ζ)t
υ 1
n
(ζ)
ρ 1
n
(ζ)
|dζ | ≤
∫
L
|pn(ζ)|pρ 1
n
(ζ)t dµ(ζ) ≤ ca
∫
L
|pn(ζ)|pρ 1
n
(ζ)t
υ 1
n
(ζ)
ρ 1
n
(ζ)
|dζ |. (4.17)
4.22. Te´tel (Bernstein-egyenlo˝tlense´g, [1, Theorem 1], [2, Theorem 1]). Ha µ dupla´zo´ me´rte´k
az L kva´zi-sima go¨rbe´n vagy ı´ven cµ dupla´zo´ konstanssal, akkor ba´rmely p ∈ [1,∞) e´rte´kre e´s
t ∈ R sza´mra van olyan cB = cB(L, cµ, p, t), hogy minden legfeljebb n-ed foku´ pn polinomra
e´rve´nyes az ala´bbi egyenlo˝tlense´g:∫
|p′n|pρp+t1
n
dµ ≤ cB
∫
|pn|pρt1
n
dµ. (4.18)
Ahogy a 3.15. e´s a 3.20. Lemma bizonyı´ta´sa´ban a Christoffel-fu¨ggve´nyre vonatkozo´ felso˝
becsle´s megalkota´sakor, most is egy alkalmas, kis norma´val rendelkezo˝ polinomot keresu¨nk.
Ez a polinom is –ba´r csak polinomia´lisan– egy gyorsan cso¨kkeno˝ (a ke´rde´ses pont egy ko¨rnye-
zete´n kı´vu¨l 0 ko¨ru¨li e´rte´keket felvevo˝) polinom lesz, melynek konstrukcio´ja´hoz a K1,1,2,n(ξ, ζ)
Dzjadyk-magfu¨ggve´nyt fogjuk felhaszna´lni. (Itt mello˝zu¨k a ko¨ru¨lme´nyes definı´cio´t (la´sd pl. [5,
C.2]), csak a sza´munkra fontos tulajdonsa´gait ide´zzu¨k fo¨l.) Ez ζ-ban egy (10n − 1)-ed foku´
polinom, amelynek egyu¨tthato´i fu¨ggnek ξ-to˝l. Maga ξ megva´laszta´sa pedig atto´l fu¨gg, hogy
a Christoffel-fu¨ggve´ny e´rte´ke´t L mely pontja´ban vizsga´ljuk. Itt egy lemma´ban o¨sszefoglaljuk
Andrijevszkij egy ilyen megfelelo˝ ξ va´laszta´sa´ra vonatkozo´ sza´mola´sait.
4.23. Lemma ([1, (3.9)], [2, (4.6)]). Ha L kva´zi-sima go¨rbe vagy ı´v, akkor van olyan cJ = cJ(L),
hogy ba´rmely z ∈ L ponthoz va´laszthato´ olyan ξ = ξ(z), hogy
1
cJ
1
|z − ζ | + ρ 1
n
(z)
≤ |K1,1,2,n(ξ, ζ)| ≤ cJ 1|z − ζ | + ρ 1
n
(z)
(4.19)
minden ζ ∈ L pontra.
|K1,1,2,n(ξ, ζ)|-t megfelelo˝ kitevo˝re emelve ele´rheto˝, hogy egy B(z, δ) alaku´ ko¨rnyezeten kı´vu¨l ele´g
kicsi legyen. A K1,1,2,n(ξ, ζ)-ra vonatkozo´ sza´mola´st megko¨nnyı´ti az ala´bbi becsle´s:
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4.24. Lemma ([1, (3.18)], [2, (3.6)]). Legyen L kva´zi-sima go¨rbe vagy ı´v, b > 1 e´s d > 0. Ekkor
ba´rmely z ∈ L-re ∫
L\B(z,d)
1
|ζ − z|b |dζ | ≤ |L|
1−b +
2ΛLb
(b − 1)db−1 , (4.20)
ahol ΛL az L go¨rbe Lavrentyijev-konstansa (la´sd 4.1. definı´cio´).
4.4. Te´tel bizonyı´ta´sa. Mivel a go¨rbe-eset bizonyı´ta´sa hasonlo´ mo´don to¨rte´nik, so˝t ve´gpontok
hı´ja´n egyszeru˝bb is, csak az ı´v-eset bizonyı´ta´sa´t re´szletezzu¨k. (4.17) alapja´n dµ(ζ) lecsere´lheto˝
υ 1
n
(ζ)
ρ 1
n
(ζ) |dζ |-val e´s a tova´bbiakban ı´gy is teszu¨nk. Ku¨lo¨n-ku¨lo¨n kezelju¨k a felso˝ e´s az also´ becsle´st.
A felso˝ becsle´ssel indı´tunk. Legfo˝bb eszko¨zu¨nk a ma´r emlı´tett Dzjadyk-magfu¨ggve´ny lesz.
Ro¨gzı´tsu¨nk egy ke´so˝bb definia´lt m pozitı´v ege´sz sza´mot e´s jelo¨lje nˆ az n10m ha´nyados ege´szre´sze´t,
illetve Kn(ζ) a
K1,1,2,nˆ(ξ, ζ)
K1,1,2,nˆ(ξ, z)
polinomot. Ekkor (Kn)m ζ legfeljebb n-ed foku´ polinomja e´s Kn(z)m = 1.
Bevezetju¨k a ko¨vetkezo˝ jelo¨le´st, ami nemcsak megko¨nnyı´ti, hanem a´tla´thato´bba´ is teszi
sza´mola´sunkat: Legyen g, h : M → R ke´t valo´s e´rte´ku˝ fu¨ggve´ny egy M halmazon, ami az
adott sza´mola´sna´l nyilva´nvalo´. Ekkor a
g(u) 4 h(u)
jelo¨le´ssel e´lu¨nk, ha van olyan u-to´l fu¨ggetlen κ, hogy g(u) ≤ κ h(u) minden u ∈ M-re, mı´g a
g(u)  h(u) jelo¨le´s azt jelenti, hogy mind g(u) 4 h(u), mind h(u) 4 g(u) teljesu¨l. (4.19), (4.14)
alapja´n, tova´bba´, hogy |l 1
n
(z)| = ρ 1
n
(z) ado´dik, hogy
|Kn(ζ)| ≤ c2J
ρ 1
nˆ
(z)
|z − ζ | + ρ 1
nˆ
(z)

ρ 1
n
(z)
|z − ζ | + ρ 1
n
(z)
4
1 ha ζ ∈ l 1n (z)ρ 1
n
(z) 1|z−ζ | ha ζ ∈ L \ l 1n (z).
(4.21)
(Teha´t itt M = N× L× L, u = (n, z, ζ) e´s , ,4′′ egyenletes mind n-ben, mind z-ben, mind ζ-ban.)
A Christoffel-fu¨ggve´ny (4.2) definı´cio´ja a 4.17. Lemma figyelembe ve´tele´vel mutatja, hogy
λn(µ, p, t, z) 4
∫
|Kn(ζ)m|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ |. (4.22)
Hogy alkalmas becsle´st kapjunk λn-re, a tova´bbiakban (4.22) jobboldala´val foglalkozunk. Az
integra´lt ke´t re´szre bontjuk:
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∫
|Kn(ζ)m|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ | =
∫
l 1
n
(z)
+
∫
L\l 1
n
(z)
.
A (4.21) becsle´s figyelembe ve´tele´vel, majd (4.12) e´s (4.15a) alkalmaza´sa´val az elso˝ integra´l
ko¨nnyen kezelheto˝:∫
l 1
n
(z)
|Kn(ζ)m|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ | 4
∫
l 1
n
(z)
ρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ |
4 ρ 1
n
(z)tυ 1
n
(z).
Ami a ma´sodik integra´lt illeti, a (4.21), a (4.13) e´s a (4.15b) egyenlo˝tlense´geket haszna´ljuk:∫
L\l 1
n
(z)
|Kn(ζ)m|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ |
4
∫
L\l 1
n
(z)
(
ρ 1
n
(z)
1
|z − ζ |
)mp
ρ 1
n
(z)α1(t−1)|z − ζ |(1−α1)(t−1)
 |z − ζ |ρ 1
n
(z)
α3 υ 1n (z)|dζ |
 ρ 1
n
(z)tυ 1
n
(z)ρ 1
n
(z)mp+α1(t−1)−α3−t
∫
L\l 1
n
(z)
(
1
|z − ζ |
)mp−(1−α1)(t−1)−α3
|dζ |.
Vezessu¨k be az mp − α1 − α3 + t(α1 − 1) + 1 kifejeze´sre a b jelo¨le´st. Ha m-et nagyobbnak
va´lasztjuk, mint α1+α3−t(α1−1)p , pl. m legyen
α1+α3−t(α1−1)
p + 1 felso˝ ege´szre´sze, akkor ele´rju¨k, hogy
b > 1. Emle´kezve, hogy |l1/n(z)| = ρ1/n(z) e´s alkalmazva a (4.20) becsle´st az utolso´ kifejeze´sben
szereplo˝ integra´lra, folytatjuk az elo˝bbi egyenlo˝tlense´get:
4 ρ 1
n
(z)tυ 1
n
(z)ρ 1
n
(z)b−1
∫
L\l 1
n
(z)
(
1
|z − ζ |
)b
|dζ |
4 ρ 1
n
(z)tυ 1
n
(z)ρ 1
n
(z)b−1
|L|1−b + 2ΛLb(b − 1)ρ 1
n
(z)b−1
 .
Mivel b > 1,
ρ 1
n
(z)b−1
|L|1−b + 2ΛLb(b − 1)ρ 1
n
(z)b−1

felu¨lro˝l korla´tos n-ben e´s z-ben, vagyis van olyan n-to˝l fu¨ggetlen c = c(L, cµ, p, t), hogy∫
|Kn(ζ)m|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ | ≤ cρ 1
n
(z)tυ 1
n
(z).
Ezzel bela´ttuk a felso˝ becsle´s igazsa´ga´t.
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Most a´tte´ru¨nk az also´ becsle´s igazola´sa´ra. Ro¨gzı´tsu¨k L egy z pontja´t e´s tekintsu¨nk egy olyan
legfo¨ljebb n-ed foku´ pn polinomot, amelynek z-beli e´rte´ke 1. Bela´tjuk, hogy van olyan n-to˝l,
z-to˝l, e´s a pn polinomto´l fu¨ggetlen c = c(L, cµ, p, t), hogy∫
|pn(ζ)|pρ 1
n
(ζ)t
υ 1
n
(ζ)
ρ 1
n
(ζ)
|dζ | ≥ 1
c
ρ 1
n
(z)tυ 1
n
(z).
Legyen cˆ := 2pcp+t−12 c5(1+c2)
α3cB (c2 a 4.19. Lemma´bo´l, c5 e´s α3 (4.15)-bo˝l, cB a 4.22. Te´telbo˝l).
Ha ∫
|pn(ζ)|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ | < 1
cˆ
ρ 1
n
(z)tυ 1
n
(z) (4.23)
nem igaz, akkor ke´szen vagyunk c-t cˆ-nak va´lasztva, eze´rt (4.23) a tova´bbiakban felteheto˝.
Vila´gos, hogy ∫
|pn(ζ)|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ | ≥
∫
l 1
n
(z)
|pn(ζ)|pρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ |. (4.24)
Ha ζ ∈ l 1
n
(z), akkor a Ho¨lder-egyenlo˝tlense´g alkalmaza´sa´val kapjuk, hogy
|pn(ζ) − pn(z)| =
∣∣∣∣∣∣
∫
L(z,ζ)
p′n(s) ds
∣∣∣∣∣∣
≤
∫
l 1
n
(z)
|p′n(s)||ds| ≤
∫
l 1
n
(z)
|p′n(s)|p|ds|

1
p
ρ 1
n
(z)
p−1
p
=
 1ρ 1
n
(z)p+t−1υ 1
n
(z)

1
p
∫
l 1
n
(z)
|p′n(s)|pρ 1n (z)p+t−1υ 1n (z)|ds|

1
p
ρ 1
n
(z)
p−1
p .
(4.12) e´s (4.15a) mutatja, hogy az l 1
n
(z) fo¨lo¨tti integra´lban ρ 1
n
(z) lecsere´lheto˝ ρ 1
n
(s)-sel, mı´g υ 1
n
(z)
υ 1
n
(s)-sel, ı´gy az egyenlo˝tlense´get a ko¨vetkezo˝ke´ppen folytatjuk:
≤ c1+
t−1
p
2 c
1
p
5 (1 + c2)
α3
p
 1ρ 1
n
(z)p+t−1υ 1
n
(z)

1
p
∫
l 1
n
(z)
|p′n(s)|pρ 1n (s)p+t−1υ 1n (s)|ds|

1
p
ρ 1
n
(z)
p−1
p
e´s csak tova´bb no¨velju¨k a jobboldalt, ha az uto´bbi integra´lban az integra´la´si tartoma´nyt L-re
csere´lju¨k. A Bernstein-egyenlo˝tlense´get (4.22. Te´tel), majd a (4.23) egyenlo˝tlense´get alkal-
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mazva folytatjuk a becsle´st:
≤ cˆ
1
p
2
 1ρ 1
n
(z)p+t−1υ 1
n
(z)

1
p (∫
L
|pn(s)|pρ 1
n
(s)t−1υ 1
n
(s)|ds|
) 1
p
ρ 1
n
(z)
p−1
p
≤ 1
2
 1ρ 1
n
(z)p+t−1υ 1
n
(z)

1
p (
ρ 1
n
(z)tυ 1
n
(z)
) 1
p
ρ 1
n
(z)
p−1
p ≤ 1
2
.
(4.25)
Visszate´rve a (4.24) egyenlo˝tlense´ghez, elo˝bb a (4.25) becsle´s e´s hogy pn(z) = 1, majd (4.12) e´s
(4.15a) felhaszna´la´sa´val tova´bb vezetju¨k azt
· · · ≥
∫
l 1
n
(z)
(
1
2
)p
ρ 1
n
(ζ)t−1υ 1
n
(ζ)|dζ |
≥ 1
ct−12
1
c5(1 + c2)α3
∫
l 1
n
(z)
(
1
2
)p
ρ 1
n
(z)t−1υ 1
n
(z)|dζ |
=
1
ct−12
1
c5(1 + c2)α3
(
1
2
)p
ρ 1
n
(z)tυ 1
n
(z),
(4.26)
e´s ez igazolja a 4.4. Te´telben szereplo˝ also´ becsle´st.
4.5. Ko¨vetkezme´ny bizonyı´ta´sa. Ha L1, . . . , LN jelo¨li L o¨sszefu¨ggo˝ komponenseit (vagyis
L1, . . . , LN mindegyike go¨rbe vagy ı´v), akkor ezekre ku¨lo¨n-ku¨lo¨n alkalmazhato´ a 4.4. Te´tel al-
kalmas cL1 , . . . , cLN konstansokkal. Ha ezek uta´n c := max(cL1 , . . . , cLN ), akkor
inf
pn∈Pn
pn(z)=1
∫
L
ρ 1
n
(ζ)t|pn(ζ)|p dµ(ζ) ≥ inf
pn∈Pn
pn(z)=1
∫
Lz
≥ 1
cLz
ρ 1
n
(z)tυ 1
n
(z) ≥ 1
c
ρ 1
n
(z)tυ 1
n
(z),
ahol Lz az L halmaz z-t tartalmazo´ komponense, e´s ρ 1
n
(z)-t u´gy e´rtelmeztu¨k a z pontban, hogy
az legyen az Lz-re, mint o¨nmaga´ban ne´zett go¨rbe´re/ı´vre vonatkozo´ ρ 1
n
fu¨ggve´ny z-beli e´rte´ke.
Ezzel az also´ becsle´st be is la´ttuk.
A felso˝ becsle´s ko¨veti (7) jobboldala´nak bizonyı´ta´sa´t a z ∈ Lz pontra. Ahogy (4.21)-ben,
Lz-re is megkonstrua´ljuk Kn-t. Ha L egyetlen komponensbo˝l a´ll (vagyis L = Lz), akkor ke´szen
vagyunk. Ha vannak Lz-n kı´vu¨li komponensek is, akkor me´g meg kell gyo˝zo˝dnu¨nk arro´l, hogy
Kn abszolu´t e´rte´ke´nek integra´lja ele´g kicsi ezeken. Ezt a´ltala´ban nem tudjuk eldo¨nteni, de
Kn megfelelo˝ mo´dosı´ta´sa´val ez ele´rheto˝, miko¨zben Lz fo¨lo¨tti, sza´munkra fontos tulajdonsa´gai
va´ltozatlanok maradnak. E ce´lbo´l Kn-t megszorozzuk egy alkalmasan va´lasztott sege´dpolinom-
mal. A sege´dpolinom megtala´la´sa´hoz felide´zzu¨k az ala´bbi ke´t te´telt:
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4.25. Te´tel ([21, Bernstein Lemma, Theorem 5.5.7, 156.o.]). Legyen K pozitı´v kapacita´su´ kom-
pakt halmaz a komplex sı´kon, D pedig kompakt re´szhalmaza K komplementere´nek, azaz a C \K
halmaznak. Ekkor van olyan η = η(K,D) konstans, hogy ba´rmely q polinomra
|q(z)| ≤ ηdeg q sup
ζ∈K
|q(ζ)|
valaha´nyszor z ∈ D.
4.26. Te´tel ([21, Bernstein-Walsh Te´tel, Theorem 6.3.1, 170.o.]). Legyen K olyan kompakt hal-
maz a komplex sı´kon, aminek a komplementere o¨sszefu¨ggo˝. Ha f holomorf K valamely U nyı´lt
ko¨rnyezete´n, akkor le´tezik olyan {qn}n∈N (deg qn ≤ n) polinom-sorozat,M > 0 e´s θ ∈ (0, 1), hogy
minden n-re
sup
z∈K
| f (z) − qn(z)| ≤ Mθn.
Emle´keztetu¨nk a polinomia´lis konvex burok fogalma´ra.
4.27. Definı´cio´. Ha K kompakt re´szhalmaza a komplex sı´knak e´s Ω jelo¨li C \ K nem korla´tos
komponense´t, akkor a C \Ω halmazt K polinomia´lis konvex burka´nak nevezzu¨k.
(4.21) figyelembe ve´tele´vel a 4.25. Te´tel implika´lja, hogy
sup
L\Lz
|Kn(z)| ≤ CLzηnLz , (4.27)
valamilyen n-to˝l fu¨ggetlen CLz e´s ηLz konstansokkal. Ma´sre´szt rendre jelo¨lje U1, . . . ,UN az
L1, . . . , LN komponensek polinomia´lis konvex burkainak valamilyen pa´ronke´nt diszjunkt ko¨rnye-
zeteit e´s
f (ζ) :=

1 ha ζ ∈ Uz
0 ha ζ ∈ N⋃
i=1
Ui \ Uz,
ahol Uz az Lz komponens polinomia´lis konvex burka´nak az ime´nt bevezetett ko¨rnyezete. Mivel
f holomorf L egy nyı´lt ko¨rnyezete´n (nevezetesen U1 ∪ U2 ∪ · · · ∪ UN-en), alkalmazhatjuk a
4.26. Te´telt e´s azt kapjuk, hogy le´tezik olyan {qn}n∈N (deg qn ≤ n) polinom-sorozat, M > 0 e´s
θ ∈ (0, 1), hogy minden ele´g nagy n-re
∣∣∣∣∣qn(ζ)qn(z)
∣∣∣∣∣ ≤

1+Mθn
|1−Mθn |  1 ha ζ ∈ Lz
Mθn
|1−Mθn |  θn ha ζ ∈ L \ Lz.
(4.28)
Legyen
Kn(ζ) = K[ nτ+1 ](ζ)
q[ τnτ+1 ](ζ)
q[ τnτ+1 ](z)
,
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ahol τ egy ala´bb megva´lasztott pozitı´v valo´s sza´m. Elo˝bb ide´zu¨nk egy lemma´t, amely egy durva,
de egyenletes becsle´st ad ρ 1
n
-re.
4.28. Lemma ([4, Corollary 2.7, 61.o.]). Legyen K tetszo˝leges olyan kontinuum (azaz egy ve´g-
telen sza´mossa´gu´ o¨sszefu¨ggo˝ kompakt halmaz), aminek (C-re vonatkozo´) komplementere o¨ssze-
fu¨ggo˝. Ha L jelo¨li K hata´ra´t, akkor
δ2 4 d(L, Lδ) 4 1.
Ebbo˝l leolvashato´, hogy ζ-to´l fu¨ggetlenu¨l 1/n2 4 ρ 1
n
(ζ) 4 1. Haszna´lva me´g a 4.26. Te´telt,
(4.27), (4.28) becsle´seket e´s hogy υ 1
n
(ζ) ≤ |L| 4 1, kapjuk, hogy∫
L\Lz
|Kn(ζ)|ρ 1
n
(ζ)t−1υ 1
n
(ζ) |dζ | 4
∫
L\Lz
η
n
τ+1
Lz
θ
nτ
τ+1ρ 1
n
(ζ)t−1υ 1
n
(ζ) |dζ |
4 max
(
n2(1−t), 1
) (
ηLzθ
τ
) n
τ+1 4
(
ηLzθ
τ
) n
τ+1
.
(4.29)
Ehhez csak u´gy kell va´lasztanunk τ-t, hogy ηLzθ
τ szigoru´an kisebb legyen 1-ne´l, mondjuk τ :=
log 1/η
log θ + 1; ı´gy az elo˝bbi integra´l n-ben exponencia´lisan kicsi.
(4.21), (4.27) e´s (4.28) felhaszna´la´sa´val ado´dik, hogy
Kn(ζ) =

1 ha ζ = z
4 1 ha ζ ∈ l 1
n
(z)
4 ρ 1
n
(z) 1|z−ζ | ha ζ ∈ Lz \ l 1n (z)
4
(
ηLzθ
τ
) n
τ+1 ha ζ ∈ L \ Lz.
Meggondolva, hogy degKn ≤ n, az n-edik Christoffel-fu¨ggve´nyt a ko¨vetkezo˝ke´ppen becsu¨lhetju¨k:
λn(µ, p, t, z) 4
∫
L
|Kn(ζ)|pρ 1
n
(ζ)t
υ 1
n
(ζ)
ρ 1
n
(ζ)
|dζ |
=
∫
l 1
n
(z)
+
∫
Lz\l 1
n
(z)
+
∫
L\Lz
4 ρ 1
n
(z)tυ 1
n
(z),
(4.30)
ahol az utolso´ egyenlo˝tlense´g bela´ta´sa´hoz egyre´szt (elso˝ ke´t integra´l) ko¨vetnu¨nk kell a 4.4. Te´tel
bizonyı´ta´sa´t figyelembe ve´ve a (4.28) becsle´st, ma´sre´szt a harmadik integra´l becsle´se´t (4.29)
mutatja. Annyit kell me´g megjegyeznu¨nk, hogy
ρ 1
n
(z)tυ 1
n
(z) < min
(
1,
1
n2t
1
n2α4
)
<
(
ηLzθ
τ
) n
τ+1
,
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ami (4.16’) l 1
n
(ζ)-ra e´s L-re to¨rte´no˝ alkalmaza´sa´bo´l, valamint a 4.28. Lemma´bo´l ko¨vetkezik.
A 4.6. e´s a 4.7. Ko¨vetkezme´ny (4.4) trivia´lis folyoma´nya, mı´g a 4.8. Ko¨vetkezme´nyhez csak
azt az egyszeru˝ e´szreve´telt kell megjegyeznu¨nk, hogy ha egy {an}∞n=1 sorozatra
max
1≤k≤n
ak → ∞,
akkor van olyan M ⊂ N, hogy valaha´nyszor n ∈M, mindannyiszor
an = max
1≤k≤n
ak.
4.10. Ko¨vetkezme´ny bizonyı´ta´sa. Ro¨gzı´tsu¨nk L-en egy z pontot e´s egy ε > 0 sza´mot. Tegyu¨k
fel, hogy a
|pin(z)| < 1n1/2+ε
1√
υ 1
n
(z)
(4.31)
egyenlo˝tlense´g ve´ges sok kive´telto˝l eltekintve minden n-re e´rve´nyes. Bela´tjuk, hogy ez a fel-
teve´s ellentmonda´sra vezet. Jelo¨lje m = m(z, ε) a kive´teles indexek maximuma´t. A 4.4. Te´tel
(t = 0, p = 2 eset) also´ becsle´se e´s (4.4) szerint
S m∑
k=0
|pik(z)|2 ≤ c
υ 1
S m
(z)
, (4.32)
ahol S egy ke´so˝bb va´lasztando´ pozitı´v ege´sz sza´m. Legyen T egy ugyancsak ke´so˝bb definia´lt
pozitı´v ege´sz. (4.16) szerint
1
υ 1
S m
(z)
≤ c6
T
1
α4
1
υ 1
TS m
(z)
.
Ha ezt behelyettesı´tju¨k (4.32)-be e´s most a 4.4. Te´tel felso˝ becsle´se´t alkalmazzuk υ 1
TS m
-re , akkor
ado´dik, hogy (
1
c
− cc6
T
1
α4
)
1
υ 1
TS m
(z)
≤
TS m∑
k=S m+1
|pik(z)|2.
Ez pedig (4.31) e´s a me´rte´k monotonita´sa´nak felhaszna´la´sa´val ı´gy folytathato´:
<
TS m∑
k=S m+1
1
k2ε+1
1
υ 1
k
(z)
≤
TS m∑
k=S m+1
1
k2ε+1
1
υ 1
TS m
(z)
≤ 1
υ 1
TS m
(z)
∞∑
k=S m+1
1
k2ε+1
.
Ha most T -t u´gy va´lasztjuk, hogy
(
1
c − cc6
T
1
α4
)
> 12c , S -t pedig u´gy, hogy
∑∞
k=S m+1
1
k2ε+1 <
1
2c , akkor
a kı´va´nt ellentmonda´sra jutunk.
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A 4.12. Te´tel, a 4.13. Megjegyze´s e´s a 4.15. Te´tel egyszeru˝en ko¨vetkeznek [5, Lemma 2.10,
Lemma 2.11 e´s a Lemma 2.12]-bo˝l. A hasonlo´sa´g miatt a hivatkozott lemma´k ko¨zu¨l csak az
elso˝t ide´zzu¨k e´s csak a 4.12. Te´telt bizonyı´tjuk. A 4.15. Te´tel esete´ben ennek minta´ja´ra ma´r
ko¨nnyen elja´rhatunk.
4.29. Lemma ([5, Lemma 2.10]). Tegyu¨k fel, hogy az L kva´zi-sima go¨rbe´nek ζ ∈ L pontja´ban
βpi szo¨gu˝ Dini-sima sarka van (0 < β < 2). Ekkor le´tezik olyan ε = ε(L, ζ), hogy minden olyan
z ∈ L pontra e´s z′ ∈ (L ∪Ω) pontra, amelyre |z − z′| ≤ |z − ζ | ≤ ε,
1
r1
∣∣∣∣∣ Φ(z) − Φ(ζ)Φ(z) − Φ(z′)
∣∣∣∣∣ ≤ ∣∣∣∣∣ z − ζz − z′
∣∣∣∣∣ ≤ r1 ∣∣∣∣∣ Φ(z) − Φ(ζ)Φ(z) − Φ(z′)
∣∣∣∣∣ , (4.33)
1
r2
|Φ(z) − Φ(ζ)|β ≤ |z − ζ | ≤ r2|Φ(z) − Φ(ζ)|β (4.34)
valamilyen ri = ri(L, ζ, ε, β) > 0 (i ∈ {1; 2}) konstansokkal.
4.30. Megjegyze´s: [5, Lemma 2.10] bizonyı´ta´sa´bo´l la´thato´, hogy ha L szakaszonke´nt Dini-
sima, ve´ges sok (pi-to˝l ku¨lo¨nbo¨zo˝ szo¨gu˝) sarokkal rendelkezo˝ go¨rbe, akkor ε, r1, r2 mind ζ-
to´l, mind a szo¨gekto˝l fu¨ggetlenu¨l va´laszthato´, ı´gy –ebben az esetben– az elo˝zo˝ egyenlo˝tlense´g
ugyanazokkal az ε, r1 e´s r2 konstansokkal igaz minden ζ ∈ L-re.
E lemma´t alkalmazva a ko¨vetkezo˝ mo´don (vo¨. [3, Lemma 3] bizonyı´ta´sa) okoskodhatunk:
4.12. Te´tel bizonyı´ta´sa. Legyen z ∈ lε(ζ). Felteheto˝, hogy ρ 1
n
(z) < ε ba´rmely z ∈ L pontra
(ez minden ele´g nagy n-re igaz). Jegyezzu¨k meg, ha z ∈ L, akkor |Φ(z)| = 1, e´s |Φ(z˜δ)| =
|(1 + δ)Φ(z)| = (1 + δ).
• Ha |z − ζ | ≤ ρ 1
n
(z), akkor (4.12) szerint
1
c2
ρ 1
n
(ζ) ≤ ρ 1
n
(z) ≤ c2ρ 1
n
(ζ), (4.35)
• ha |z − ζ | > ρ 1
n
(z), akkor, a K := (c1c4)α2 (c1 (4.11)-bo˝l, c3 e´s α2 (4.14)-bo˝l) e´s a z′ = z˜ 1
Kn
va´laszta´ssal, (4.14) e´s (4.11) mutatja, hogy
|z − ζ | ≥ 1
c4
(Kn
n
)1/α2
ρ 1
Kn
(z) ≥ |z − z˜ 1
Kn
|,
ı´gy (4.33) alkalmazhato´ z′ = z˜ 1
Kn
-re. Eze´rt a (4.14), a (4.11), a (4.33) e´s a (4.34) ke´toldali
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becsle´sek ugyanilyen sorrendben valo´ alkalmaza´sa´bo´l ado´dik, hogy
ρ 1
n
(z) ≤ c4Kα2ρ 1
Kn
(z) ≤ c1c4Kα2 |z − z˜ 1
Kn
|
≤ r1c1c4Kα2
|z − ζ ||Φ(z) − (1 + 1Kn )Φ(z)|
|Φ(z) − Φ(ζ)|
≤ r1r1/β2 c1c4Kα2
|z − ζ |1− 1β
Kn
,
(4.36)
illetve hasonlo´ mo´don
ρ 1
n
(z) < |z − ζ |
1− 1β
n
.
A bizonyı´ta´s befejeze´se´hez annyit kell me´g bela´tnunk, hogy (4.35)-ben ρ1/n(ζ)  1/nβ; ez vi-
szont (4.33) e´s (4.34) egyenes folyoma´nya. Legyen, ugyanis, z ∈ L egy olyan pont, amire
|z − ζ | = ρ1/n(ζ). Ha c1 a (4.11)-ben, c2 (4.12)-ban e´s c4 a (4.14)-ben szereplo˝ konstans e´s
H ≥ (c1c2c4)α2 , akkor (4.11), (4.12) e´s (4.14) szerint
1
c1c2c4Hα2
ρ 1
n
(ζ) ≤ |z − z˜ 1
Hn
| ≤ ρ 1
n
(ζ), (4.37)
enne´lfogva (4.33) z′ = z˜ 1
Hn
va´laszta´ssal alkalmazhato´. Figyelembe ve´ve me´g a (4.37) egyenlo˝t-
lense´get, azt kapjuk, hogy
1
r1H
1
n
≤ |Φ(z) − Φ(ζ)| ≤ r1c1c2c4H
α2
H
1
n
.
Ezt (4.34)-be helyettesı´tve ado´dik, hogy
1
r2
1
(r1H)β
1
nβ
≤ |z − ζ | = ρ 1
n
(ζ) ≤ r2
(
r1c1c2c4Hα2
H
)β 1
nβ
.
Most ma´r (4.35) e´s (4.36) mutatja, hogy van olyan c7, melyre
1
c7
∆n(z) ≤ ρ 1
n
(z) ≤ c7∆n(z).
4.17. Ko¨vetkezme´ny bizonyı´ta´sa. (7) szerint (t = 0 eset)
υ 1
n
(z) 4
∫
L
∣∣∣∣∣ pn(ζ)pn(z)
∣∣∣∣∣p dµ(ζ).
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Egyszeru˝ a´trendeze´s mutatja, hogy
|pn(z)|p 4 1
υ 1
n
(z)
||pn||pµ,p.
Elo˝bb L fo¨lo¨tti szupre´mumot ve´ve, majd p-edik gyo¨ko¨t vonva megkapjuk a (7) becsle´st, e´s most
ma´r felhaszna´lhatjuk (7) igazola´sa´hoz:
||pn||µ,q ≤
(∫
L
||pn||q−p∞ |pn(ζ)|p dµ(ζ)
) 1
q
4 M
q−p
pq
n ||pn||
q−p
q
µ,p ||pn||
p
q
µ,p = M
1
p− 1q
n ||pn||µ,p.
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5. Fu¨ggele´k
A Cantor-me´rte´k dupla´zo´
A 2.8. Megjegyze´sben keru¨lt elo˝ a Cantor-me´rte´k e´s azt a´llı´tottuk, hogy dupla´zo´ tulajdonsa´gu´
a C Cantor-halmazon. Itt adunk ra´ egy bizonyı´ta´st (la´sd pl. [37]). Az ott bevezetett jelo¨le´st
haszna´lva vegyu¨k e´szre, hogy ha [p, q] Cl-nek egy maxima´lis re´szintervalluma, akkor
ρ
(C ∩ [p, q]) = ρl([p, q]) = 12l .
Ebbo˝l ma´r egyszeru˝en ko¨vetkezik ρ dupla´zo´ tulajdonsa´ga C-n. Valo´ban, ha I ko¨ze´ppontja a
Cantor-halmazba esik, akkor vegyu¨k azt a legkisebb l pozitı´v ege´szet, amelyre Cl egy maxima´lis
re´szintervalluma I-be esik, de Cl−1-nek ma´r nincs ilyen maxima´lis re´szintervalluma. Csak egyet-
len ilyen maxima´lis re´szintervallum lehet, ku¨lo¨nben Cl−1-nek is lenne I-ben fekvo˝ maxima´lis
re´szintervalluma. Ebbo˝l ko¨vetkezik, hogy ρ(I) ≥ 1/2l, illetve hogy |I| < 2/3l−1. Enne´l fogva
|2I| ≤ 4/3l−1 e´s a 2I∩Cmetszetet biztos lefedi 16 darab Cl-ben fekvo˝ maxima´lis re´szintervallum.
Eze´rt
ρ(2I) ≤ 16 1
2l
≤ 16ρ(I),
bizonyı´tva, hogy a ρ Cantor-me´rte´k dupla´zo´.
A 3.13. Te´tel bizonyı´ta´sa
A bizonyı´ta´s szinte szo´ szerint a [12,Theorem 3] bizonyı´ta´sa, csak [−1, 1] helyett egy [0, γ]
alaku´ intervallumon dolgozunk.
A 3.24. Lemma birtoka´ban elo˝szo¨r megjegyezzu¨k, hogy ha x ∈ [xn,k, xn,k+1], akkor a 3.10. Te´-
telben (3.5) helyett az
1
Aγ
∆n(x) ≤ xn,k+1 − xn,k ≤ 1Aγ∆n(x) (5.1)
egyenlo˝tlense´get is ı´rhatjuk.
Linea´ris transzforma´cio´t alkalmazva, felteheto˝, hogy b = 0, µ([−1, 0]) = 0 e´s β = 1.
Ro¨gzı´tsu¨nk egy 0 < γ < 1 sza´mot. Be kell la´tnunk, hogy µ dupla´zo´ [0, γ]-n, vagyis, hogy
van olyan L konstans, hogy ha 2I = [a, b] ⊂ [0, γ], akkor
µ(2I) ≤ Lµ(I). (5.2)
Legyen γˆ := (γ+β)/2.Meggondolhato´, hogy a dupla´zo´ tulajdonsa´got ma´r az is maga uta´n vonja,
ha az elo˝bbi egyenlo˝tlense´get a legfo¨ljebb 16(γˆ−γ) hosszu´sa´gu´ intervallumokra igazoljuk, eze´rt
a tova´bbiakban az |I| ≤ 16(γˆ − γ) fo¨lteve´ssel e´lu¨nk. Jelo¨lje τ I ko¨ze´ppontja´t e´s legyen m az a
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legkisebb pozitı´v ege´sz, amelyre fenna´ll, hogy
8Aγˆ∆m(τ) ≤ |I| ≤ 32Aγˆ∆m(τ). (5.3)
(Ilyen m le´tezik, mert ∆1(τ) ≥ 1, |I| ≤ 1 e´s ∆n → 0.) (Aze´rt ke´nyszeru¨lu¨nk Aγˆ haszna´lata´ra Aγ
helyett, mert bizonyos esetekben (pl. ha b = γ) a [γ, γˆ] intervallumban le´vo˝ ze´rushelyekre is
szu¨kse´gu¨nk lehet.)
A [0, τ] intervallumon biztos van gyo¨k, ugyanis (5.3) szerint
xm,k0 ≤
Aγˆ
m2
≤ Aγˆ∆m(τ) ≤ |I|8 < τ.
I´gy van olyan xm,k ze´rushely is, amelyre xm,k ≤ τ < xm,k+1. Ekkor xm,k−1, xm,k, xm,k+1 ∈ 34 I, hiszen
(5.1) miatt
|xm,k±1 − xm,k| ≤ Aγˆ∆m(xm,k) ≤ Aγˆ∆m(τ) ≤ |I|8 .
Eze´rt a (3.15) Markov-egyenlo˝tlense´g ko¨vetkezte´ben azt kapjuk, hogy
µ(I) ≥ µ([xm,k−1, xm,k]) ≥ λm,k (5.4)
Ke´t esetet ku¨lo¨nbo¨ztetu¨nk meg: ha a ≥ 2|I|, illetve ha a < 2|I|.
Elo˝szo¨r azt vizsga´ljuk, ha a ≥ 2|I|. Emiatt (hasonlo´ meggondola´ssal, mint τ este´ben) le´tezik
ze´rushely a [0, a) intervallumon, melyek ko¨zu¨l a legnagyobbat jelo¨lje xn,k−r.
Ha most x ∈ 2I, akkor egyre´szt
∆m(x) =
√
x
m
+
1
m2
≤ ∆m(2τ) ≤
√
2∆m(τ),
ma´sre´szt
∆m(x) ≥ ∆m(a) ≥ ∆m
(
τ
2
)
≥
√
2
2
∆m(τ),
amelyekbo˝l vila´gos, hogy
1
2
≤ ∆m(x)
∆m(τ)
≤ 2. (5.5)
Eze´rt, (5.1) alkalmaza´sa´val, ha 0 < j < r, akkor
xm,k− j+1 − xm,k− j ≥ ∆m(xm,k− j)Aγˆ ≥
∆m(τ)
2Aγˆ
≥ |I|
64A2γˆ
,
amibo˝l
r ≤ 2|I||I|/64A2γˆ
+ 1 = 128A2γˆ + 1.
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Hasonlo´ke´ppen, ha xm,k+s a legkisebb b-to˝l jobbra eso˝ ze´rushely, akkor s ≤ 128A2γˆ + 1. (Az
|I| ≤ 16(γˆ − γ) fo¨lteve´st is haszna´lva meggondolhato´, hogy az m-edik ortogona´lis polinomnak
van gyo¨ke a [γ, γˆ] intervallumon, eze´rt le´tezik xm,k+s.)
A (3.7) becsle´st haszna´lva la´thatjuk, hogy
λm,k+ j
λm,k
=
λm,k+ j
λm,k+ j−1
λm,k+ j−1
λm,k+ j−2
· . . . ·
λm,k+1
λm,k
≤ B jγˆ.
Ezt, a (3.15) Markov-egyenlo˝tlense´get e´s az r-re, s-re vonatkozo´ korla´tokat haszna´lva ado´dik,
hogy:
µ(2I) ≤ µ([xm,k−r, xm,k+s]) ≤ s∑
j=−r
λm,k+ j
≤ λm,k2
128A2+1∑
j=0
B jγˆ ≤ 2B128A
2+2
γˆ λm,k,
(5.6)
amit o¨sszevetve a (5.4) egyenlo˝tlense´ggel a bizonyı´tando´ (5.2) ado´dik, ha a ≥ 2|I|.
Most legyen a < 2|I|. Ekkor µ(2I) = µ([a, τ]) + µ([τ, b]). µ([τ, b]) ugyanu´gy kezelheto˝, mint
az a ≥ 2|I| esetben 2I, eze´rt re´szleteze´s ne´lku¨l felı´rjuk, hogy
µ
(
[τ, b]
) ≤ µ([xm,k, xm,k+s]) ≤ s∑
j=0
λm,k+ j ≤ B128A2+2γˆ λm,k. (5.7)
µ
(
[a, τ]
)
becsle´se este´n mo´dosı´tanunk kell az eddigi elja´ra´st, hiszen a [0, a] intervallumra
nem biztos, hogy illeszkedik ze´rushely e´s (5.5) also´ becsle´se sem biztos, hogy fenna´ll. Viszont
most τ ≤ 3|I|, eze´rt τ − 0 ≤ 3|I| ≤ 96Aγˆ∆m(τ), ami a 3.24. Lemma ismerete´ben maga uta´n vonja,
hogy ∆m(τ) ≤ 8 · 96Aγˆ/m2, teha´t (5.3) figyelembe ve´tele´vel |[0, τ]| ≤ 3|I| ≤ 3 · 213A2γˆ/m2.
A (3.5) egyenlo˝tlense´g szerint, ha xm,k− j, xm,k− j+1 ∈ [0, τ], akkor
xm,k− j+1 − xm,k− j ≥ ∆m,k− jAγˆ ≥
1
Aγˆ
1
m2
,
eze´rt [0, τ]-n legfo¨ljebb
3|I|
1/Aγˆm2
≤ 3 · 213A3γˆ
darab ze´rushely van. Innen ma´r ugyanu´gy ja´rhatunk el, mint [τ, b] esete´ben, e´s kapjuk:
µ
(
[a, τ]
) ≤ µ([0, τ]) ≤ λm,kB3·213A3γˆ+1γˆ
Ez az (5.7) e´s (5.4) becsle´sekkel egyu¨tt igazolja (5.2) fenna´lla´sa´t az a < 2|I| esetben is, eze´rt a
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te´tel bizonyı´ta´sa´t befejeztu¨k.
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6. O¨sszefoglala´s
Jelen e´rtekeze´s a jelo¨lt doktori ke´pze´se sora´n ele´rt, a [33, 35, 36] cikkekben publika´lt eredme´nyeit
adja ko¨zre.
A disszerta´cio´ ke´t nagyobb re´szre oszlik. Elso˝ re´sze´ben a sza´megyenesen vizsga´lo´dtunk,
ko¨zponti ke´rde´su¨nk az ortogona´lis polinomok szomsze´dos gyo¨kei ko¨zo¨tti ta´volsa´g becsle´se egy
olyan intervallumon, amelyen a kapcsolo´do´ me´rte´k rendelkezik az u´gynevezett dupla´zo´ tulaj-
donsa´ggal.
A ma´sodik re´szben a sza´megyenesro˝l sı´kbeli go¨rbe´kre le´ptu¨nk a´t e´s enyhe simasa´gi felte´telek
mellett, tova´bbra is felte´telezve a me´rte´k dupla´zo´ tulajdonsa´ga´t, a kapcsolo´do´ Christoffel-fu¨gg-
ve´nyeket becsu¨ltu¨k kiege´szı´tve ne´ha´ny alkalmaza´ssal.
Legyen µ kompakt e´s ve´gtelen sza´mossa´gu´ tarto´val rendelkezo˝ me´rte´k a komplex sı´kon.
Ekkor egye´rtelmu˝en le´tezik olyan {pin}n∈N polinom-sorozat (pl. [34, 1.1]), amelyre igaz hogy pin
foka pontosan n, pin fo˝egyu¨tthato´ja pozitı´v, e´s
∫
pimpin dµ =
1 ha m = n0 ha m , n.
E polinom-sorozat tagjait a µ me´rte´khez tartozo´ ortogona´lis, pontosabban ortonorma´lt polino-
moknak (vo¨. (iii) tulajdonsa´g) nevezzu¨k.
A µ me´rte´khez tartozo´ n-edik Christoffel-fu¨ggve´ny alatt a
λn(µ, p, x) = inf
q(x)=1
deg(q)≤n
∫
|q|p dµ
fu¨ggve´nyt e´rtju¨k, ahol az infimumot mindazon polinomok halmaza´n vesszu¨k, melyek x pontbeli
e´rte´ke 1 e´s foksza´muk legfo¨ljebb n.
Ortogona´lis polinomok ze´rushelyeinek ta´volsa´ga
Ebben a re´szben feltettu¨k, hogy a vizsga´lt me´rte´k tarto´ja a sza´megyenes kompakt re´szhalmaza.
Ha I egy intervallum a sza´megyenesen, akkor 2I jelo¨li az I ko¨ze´ppontja´bo´l (Lebesgue-me´rte´ke,
vagyis hossza szerint) megke´tszerezett intervallumot.
Megmutattuk, hogy a ze´rushelyek egyenletes elrendezo˝de´se´hez ma´r az is elegendo˝, ha a
me´rte´k egy intervallumon dupla´zo´ tulajdonsa´gu´, ezzel bela´tva, hogy Mastroianni e´s Totik [12]
cikke´ben megjelent eredme´nyek elso˝sorban a me´rte´k loka´lis tulajdonsa´gaito´l fu¨ggenek.
Definı´cio´. Azt mondjuk, hogy a µ me´rte´k az [a, b] intervallumon dupla´zo´ (tulajdonsa´gu´) az
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L = L
(
µ, [a, b]
)
dupla´zo´ konstanssal, ha µ
(
[a, b]
)
> 0 e´s
µ(2I) ≤ Lµ(I)
valaha´nyszor 2I ⊂ [a, b].
A ko¨vetkezo˝ ha´rom te´telben a dupla´zo´ tulajdonsa´gu´ intervallum ve´gpontjaito´l ta´vol, az in-
tervallum belseje´be eso˝ ze´rushelyek elhelyezkede´se´t ı´rtuk le. Ezek rendre megfelelnek a [12]
cikk 1., 2. e´s 3. te´teleinek.
3.2. Te´tel. Ha a µ me´rte´k dupla´zo´ az [a, b] intervallumon, akkor ba´rmely δ > 0 sza´mhoz le´tezik
olyan n-to˝l fu¨ggetlen A = A
(
δ, L
(
µ, [a, b]
))
konstans, hogy
1
An
≤ xn,k+1 − xn,k ≤ An , k = j, j + 1, . . . , l − 1, (3.1)
ahol xn, j < xn, j+1 < · · · < xn,l jelo¨li a pin polinom [a + δ, b − δ] intervallumba eso˝ gyo¨keit.
3.6. Ko¨vetkezme´ny. Ha a µ me´rte´k kompakt tarto´ju´ a sza´megyenesen e´s dupla´zo´ az [a, b]
intervallumon, akkor ba´rmely δ > 0 sza´mhoz van olyan B = B
(
δ, L
(
µ, [a, b]
))
konstans, hogy
1
B
≤ λn(xn,k)
λn(xn,k+1)
≤ B (3.4)
valaha´nyszor xn,k e´s xn,k+1 a pin polinom egyma´st ko¨veto˝ ke´t gyo¨ke az [a + δ, b− δ] intervallumon.
A ke´t elo˝bbi te´tel mintegy megfordı´ta´sa az ala´bbi
3.7. Te´tel. Ha µ kompakt tarto´ju´ me´rte´k a sza´megyenesen e´s a hozza´ja tartozo´ ortogona´lis po-
linomok ze´rushelyeire minden [a+δ, b−δ] alaku´ intervallumon teljesu¨l (3.1) e´s (3.4) valamilyen
(δ-to´l fu¨ggo˝) A e´s B konstanssal, akkor µ dupla´zo´ ezeken az intervallumokon.
Ha a me´rte´k egy intervallumon dupla´zo´ tulajdonsa´gu´, de az intervallumon kı´vu¨l nincs ro´la
informa´cio´nk, akkor az intervallum ve´gpontjainak a ko¨zele´ben nem tudunk mit mondani a
szomsze´dos ze´rushelyek ko¨zo¨tti ta´volsa´gro´l. Ha azonban tudjuk, hogy az intervallum vala-
melyik bal-ve´gpontja mellett eltu˝nik a me´rte´k, akkor e ve´gpont ko¨zele´ben leheto˝se´gu¨nk van
a ta´volsa´g becsle´se´re, e´s la´thatjuk, hogy ugyanazt a minta´zatot ko¨veti, amit a [12] cikk 1.
Te´tele´bo˝l a ve´gpontok ko¨zele´ben kiolvashatunk.
Definı´cio´. Legyen µ kompakt tarto´ju´ me´rte´k e´s b ∈ supp(µ). Azt mondjuk, hogy b egy bal-
ve´gpontja µ tarto´ja´nak, ha µ
(
[b − α,b]) = 0 valamilyen α > 0 sza´mra e´s µ([b,b + β]) > 0
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minden β > 0 sza´mra.
3.10. Te´tel. Ha b bal-ve´gpontja µ tarto´ja´nak e´s µ dupla´zo´ a [b,b+β] intervallumon valamilyen
β > 0-ra, akkor ba´rmely 0 < γ < β-hoz van olyan Aγ, hogy
1
Aγ
 √xn,k − bn + 1n2
 ≤ xn,k+1 − xn,k ≤ Aγ  √xn,k − bn + 1n2
 (3.5)
teljesu¨l valaha´nyszor xn,k e´s xn,k+1 az n-edik ortogona´lis polinom ke´t egyma´st ko¨veto˝ gyo¨ke a
[b,b + γ] intervallumon.
3.12. Ko¨vetkezme´ny. Ha b bal-ve´gpontja µ tarto´ja´nak e´s µ dupla´zo´ a [b,b + β] intervallumon
valamilyen β > 0-ra, akkor ba´rmely 0 < γ < β-hoz van olyan Bγ konstans, hogy
1
Bγ
≤ λn(xn,k)
λn(xn,k+1)
≤ Bγ (3.7)
teljesu¨l valaha´nyszor xn,k e´s xn,k+1 az n-edik ortogona´lis polinom ke´t egyma´st ko¨veto˝ gyo¨ke a
[b,b + γ] intervallumon.
A (3.5) e´s (3.7) tulajdonsa´gok egyu¨ttesen implika´lja´k a dupla´zo´ tulajdonsa´got.
3.13. Te´tel. Tegyu¨k fel, hogy a µ kompakt tarto´ju´ me´rte´k eltu˝nik a [b − α,b] intervallumon e´s
a (3.5), (3.7) egyenlo˝tlense´gek fenna´llnak minden [b,b + γ] (0 < γ < β) alaku´ intervallumon
valamilyen megfelelo˝ Aγ e´s Bγ konstansokkal. Ekkor µ dupla´zo´ ezeken az intervallumokon.
A te´telek bizonyı´ta´sa´nak veze´rfonala megegyezik a [12] cikkben tala´lhato´akkal. Legsarkala-
tosabb pont a 3.2. e´s a 3.10. te´telek felso˝ becsle´se´nek bizonyı´ta´sa, ami azon mu´lt, hogy tudtuk-e
a kapcsolo´do´ Christoffel-fu¨ggve´nyeket becsu¨lni. Ez uto´bbiakhoz pedig gyorsan cso¨kkeno˝ poli-
nomokat haszna´ltunk.
Az elso˝ re´sz ve´ge´n egy pe´lda´val ra´vila´gı´tottunk egy apro´ jelense´gre, amit a [12] cikkben
nem la´thatunk. Ott a ve´gpont e´s a hozza´ legko¨zelebbi gyo¨k ta´volsa´ga 1/n2. A mi a´ltala´nosabb
felteve´seink mellett ez csak akkor igaz biztosan, ha a vizsga´lt bal (jobb) ve´gpont egyben a me´rte´k
tarto´ja´nak minima´lis (maxima´lis) eleme is. Ha azonban egy bal-ve´gpontna´l a me´rte´k tarto´ja´ba
me´g esnek kisebb elemek, akkor e ve´gpont e´s a to˝le jobbra elhelyezkedo˝ legko¨zelebbi ze´rushely
ko¨zo¨tti ta´volsa´g 1/n2-ne´l sokkal kisebb is lehet.
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Christoffel-fu¨ggve´nyek go¨rbe´ken e´s ı´veken
Az e´rtekeze´s ma´sodik re´sze´ben go¨rbe´k e´s ı´vek fo¨lo¨tt adtunk ke´toldali becsle´st a Christoffel-fu¨gg-
ve´nyekre. A me´rte´kto˝l tova´bbra is csak a dupla´zo´ tulajdonsa´got ko¨vetelve meg a sza´megyenesen
megismert alaku´ egyenlo˝tlense´geket igazultunk. A becsle´s ne´ha´ny alkalmaza´sa´t is bemutattuk.
A bizonyı´ta´sban a konform leke´peze´sek eszko¨zta´ra´hoz nyu´ltunk, amire az [1, 2] e´s [3] cik-
kek hı´vta´k fel figyelmu¨nket. Elja´ra´sunk leheto˝ve´ tette, hogy a Christoffel-fu¨ggve´nyeket sarkok
fo¨lo¨tt is becsu¨lhessu¨k. (Andrijevszkij eredme´nyei ko¨vetkezte´ben a Christoffel-fu¨ggve´nyek de-
finı´cio´ja´ba egy u´jabb parame´tert is bevezethettu¨nk, amire ala´bb, a 4.4. Te´telben t utal.)
Definı´cio´. Azt mondjuk, hogy az L Jordan go¨rbe vagy ı´v (Lavrentyijev e´rtelemben) kva´zisima,
ha le´tezik olyan ΛL (Lavrentyijev) konstans, hogy az
|L(z1, z2)| ≤ ΛL|z1 − z2|
egyenlo˝tlense´g fenna´ll minden z1, z2 ∈ L pontra, ahol L(z1, z2) jelo¨li L z1 e´s z2 pontjait o¨sszeko¨to˝
(ro¨videbb) re´szı´ve´t, |L(z1, z2)| pedig ennek ı´vhossza´t.
Φ-vel jelo¨ltu¨k azt a konform leke´peze´st, ami L ku¨lseje´t az egyse´g ko¨rlap ku¨lseje´re ke´pezi
oly mo´don, hogy Φ(∞) = ∞ e´s Φ′(∞) > 0.
A Φ leke´peze´shez tartozo´ δ(> 0) szintvonal alatt az origo´ ko¨ze´ppontu´ 1 + δ sugaru´ ko¨rvonal
Φ melletti
Lδ := {z ∈ Ω : |Φ(z)| = 1 + δ},
inverz ke´pe´t e´rtju¨k e´s bevezettu¨k a
ρδ(z) := d(Lδ, z) = inf
ζ∈Lδ
|z − ζ |
jelo¨le´st a z ∈ C pont Lδ-to´l valo´ ta´volsa´ga´ra.
4.4. Te´tel. Legyen L kva´zisima go¨rbe vagy ı´v e´s µ dupla´zo´ me´rte´k L-en. Ha p ∈ [1,∞) e´s t ∈ R,
akkor van olyan c = c(L, cµ, p, t) konstans, hogy minden z ∈ L pontra e´s n ∈ N ege´sz sza´mra
1
c
ρ 1
n
(z)tυ 1
n
(z) ≤ λn(µ, p, t, z) ≤ c ρ 1
n
(z)tυ 1
n
(z),
ahol υ1/n(z) annak a ρ1/n(z) hosszu´ ı´vdarabnak a µ szerinti me´rte´ke´t jelo¨li, amelynek ı´vhosszban
z a ko¨zepe´n helyezkedik el.
A te´tel alkalmaza´sake´nt bemutatott pe´lda´kat ha´rom alre´szben ı´rtuk le. Az elso˝ben a kap-
csolo´do´ ortogona´lis polinomokra adtunk pontbeli also´ e´s felso˝ becsle´seket. Ezek szinte azonnal
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ado´dtak az elo˝bbi te´tel e´s az n-edik Christoffel-fu¨ggve´ny definı´cio´ja´bo´l.
A ma´sodikban to¨bbet tettu¨nk fel L simasa´ga´ro´l, nevezetesen, hogy L re´szı´vei Dini-sima´k.
Ekkor ρ1/n(z) explicit mo´don kifejezheto˝, specia´lisan sarkok fo¨lo¨tt adtunk explicit becsle´seket.
Ve´gu¨l a ko¨vetkezme´nyek harmadik csoportja´ban Nikolszkij-tı´pusu´ egyenlo˝tlense´geket mu-
tattunk be. Az
Mn := sup
ζ∈L
1
υ 1
n
(ζ)
,
jelo¨le´st haszna´lva, az ala´bbi ko¨vetkezme´nyt igazoltuk:
4.17. Ko¨vetkezme´ny. Ha az L kva´zisima go¨rbe´n vagy ı´ven µ dupla´zo´ me´rte´k e´s 1 ≤ p < q,
akkor van olyan n-to˝l fu¨ggetlen c konstans, hogy
||pn||∞ ≤ cM
1
p
n ||pn||µ,p,
tova´bba´
M
1
q
n ||pn||µ,q ≤ cM
1
p
n ||pn||µ,p
minden legfeljebb n-ed foku´ pn polinomra.
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7. Summary
In this dissertation we have summarized our results achieved during our doctoral studies and
published in [33, 35, 36].
The paper is divided into two parts. In the first one we have worked on the real line, the cent-
ral question is the zero spacing of orthogonal polynomials on an interval where the associated
measure possesses the so called doubling property.
In the second part we have investigated the Christoffel functions of a doubling measure
supported on a quasismooth curve or arc and we have shown some applications.
Let µ be a measure on the complex plane which has a compact an infinite support. Then
there exists a unique polynomial sequences {pin}n∈N such that deg(pin) = n, the leading coefficient
of pin is positive and ∫
pimpin dµ =
1 ha m = n0 ha m , n
(e.g. [34, 1.1]). The members of this sequence are called orthogonal (orthonormal) polynomials
associated to the measure µ.
The n-th Christoffel function associated to the measure µ is defined as
λn(µ, p, x) = inf
q(x)=1
deg(q)≤n
∫
|q|p dµ,
where the infimum is taken for all polynomials of degree at most n with the property Pn(x) = 1.
Zero spacing of orthogonal polynomials
In this part we have assumed that the support of the measure is a compact subset of the real line.
Let I be an interval. Then 2I denotes the interval twice the length of I and with the midpoint at
the midpoint of I.
We have verified that regular zero spacing appears on each interval where the measure is
doubling. This shows that the results of Mastroianni and Totik in [12] mostly depend on the
local properties of the measure.
Definition. The measure µ is called doubling on an interval [a, b] if for some constant L we
have
µ(2I) ≤ Lµ(I)
for all intervals 2I ⊆ [a, b].
The following three theorems describe the spacing of consecutive zeros of orthogonal poly-
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nomials far from the endpoints of the interval on which the measure is doubling.
Theorem 3.2. Let µ be a measure with compact support on the real line and with the doubling
property on [a, b]. Then for every δ > 0 there exists a constant A independent of n such that
1
An
≤ xn,k+1 − xn,k ≤ An , k = j, j + 1, . . . , l − 1, (3.1)
where xn, j < xn, j+1 < . . .< xn,l are the zeros of pn in [a + δ, b − δ].
Corollary 3.6. If µ is a measure with compact support on the real line and with the doubling
property on [a, b], then for every δ > 0 there exists a constant B = Bδ such that
1
B
≤ λn,k
λn,k+1
≤ B, (3.4)
whenever xn,k and xn,k+1 ∈ [a + δ, b − δ].
The two previous theorems together have a converse.
Theorem 3.7. Let µ be a measure with compact support. If (3.1) and (3.4) hold on every
interval [a + δ, b − δ] ⊂ supp(µ), δ > 0 (with some A and B in (3.1) and (3.4) that may depend
on δ), then µ has the doubling property on every such interval.
If the measure is doubling on an interval, but we have no information about its properties out-
side the interval, then one can not tell much about the zero spacing close to the endpoints of the
doubling interval. We have therefore assumed that the measure vanishes on a left-neighbourhood
of the left-endpoint. Then we have proved, that the spacing follows the same pattern that can be
seen at the endpoints in [12].
Definition. The point b is called a left-endpoint of the support of µ, if for some α > 0 we have
µ([b − α,b)) = 0 but µ([b,b + β)) > 0 for all β > 0.
Theorem 3.10. If b is a left-endpoint of the support of µ and µ is doubling on the interval
[b,b + β] for some β > 0 then for every 0 < γ < β there is a constant Aγ such that
1
Aγ
 √xn,k − bn + 1n2
 ≤ xn,k+1 − xn,k ≤ Aγ  √xn,k − bn + 1n2
 (3.5)
holds, whenever xn,k and xn,k+1 denote two consecutive zeros of the n-th orthogonal polynomials
on [b,b + γ].
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Corollary 3.12. If b is a left-endpoint of the support of µ and µ is doubling on the interval
[b,b + β] for some β > 0 then for every γ < β, there is a constant Bγ such that
1
Bγ
≤ λn,k
λn,k+1
≤ Bγ, (3.7)
whenever xn,k, xn,k+1 ∈ [b,b + γ].
Properties (3.5) and (3.7) again implicate the doubling property.
Theorem 3.13. Assume that µ vanishes on [b − α,b], and that (3.5) and (3.7) hold on every
interval [b,b + γ], γ < β. Then µ has the doubling property on every such interval.
The proofs proceed along the same lines as in [12]. The most cardinal points are the verifica-
tion of the upper estimates of Theorems 3.2 and 3.10, respectively. These are based on how we
can estimate the associated Christoffel functions for which we have made use of fast decreasing
polynomials.
We have remarked that if b is the smallest element of the support and µ is doubling on some
interval [b,b + β], then, for large n,
xn,1 − b ∼ ∆n(xn,1) ∼ 1/n2.
In other words, in this case the distance from the smallest zero to the left-endpoint b is again
about 1/n2, just as it was in the global case in [12]. At the end of the first part, however, we have
shown that this is not necessarily true for local endpoints. We have exhibited an example when
the support of the measure consists of two disjoint intervals [−2,−1] and [0, d], but for infinitely
many n the smallest positive zero of the corresponding orthogonal polynomials is very close to
0, much closer than 1/n2.
Christoffel functions on curves and arcs
In the second part of the dissertation matching estimates have been given for Christoffel func-
tions over curves and arcs. Again, assuming only the doubling property of the associated mea-
sure, we have verified similar estimates as on the real line. Some applications have also been
presented. In the proof we have used the tools of conformal mappings inspired mostly by And-
rievskii’s recent articles [1, 2, 3]. (Andrievskii’s results have also allowed to introduce a further
parameter in the definition of Christoffel functions which is denoted by t below.)
Definition. The Jordan curve or arc L is quasismooth (in the sense of Lavrentiev), if there is a
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(Lavrentiev) constant ΛL such that
|L(z1, z2)| ≤ ΛL|z1 − z2|
holds for arbitrary z1, z2 ∈ L, where L(z1, z2) is the (shorter) subarc of L joining z1 and z2 and
|L(z1, z2)| denotes its arc-length.
Let Φ be the conformal mapping which maps the exterior Ω of L onto the exterior of the unit
disk with the normalization Φ(∞) = ∞ and Φ′(∞) := limz→∞ Φ(z)z > 0.
For δ > 0 let
Lδ := {ζ ∈ Ω : |Φ(ζ)| = 1 + δ} (7.1)
be the (1 + δ)-level line of Φ and
ρδ(z) := d(Lδ, z) = inf
ζ∈Lδ
|z − ζ | (7.2)
the distance from z to this level line.
Then the main result of this part is the following theorem.
Theorem 4.4. Let L be a quasismooth curve or arc and µ a doubling measure on L. If
p ∈ [1,∞), t ∈ R then there is a constant c = c(L, cµ, p, t) such that
1
c
ρ 1
n
(z)tυ 1
n
(z) ≤ λn(µ, p, t, z) ≤ c ρ 1
n
(z)tυ 1
n
(z)
is true for any z ∈ L and n ∈ N. Here υ 1
n
(z) denotes the measure of the ρ 1
n
(z)-long subarc the
midpoint of which is z in the sense of arc-length.
The applications of this theorem have written in three subsections. In the first one we have
given matching estimates for the associated orthogonal polynomials.
In the second one it has been assumed that L is not only quasismooth but also Dini-smooth.
Then we have been able to express ρδ explicitly, in particular, we have obtained explicit estimates
at corners.
Finally, in the third group of applications Nikolskii-type inequalities have been shown. Using
the notation Mn for supζ∈L υ1/n(ζ)
−1 we have proved the following corollary.
Corollary 4.17 Let L be a quasismooth curve or arc and µ a doubling measure on L. If 1 ≤ p <
q, then there is a constant c = c(p, q) independent of n such that
||pn||∞ ≤ cM
1
p
n ||pn||µ,p,
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as well as
||pn||µ,q ≤ M
1
p− 1q
n ||pn||µ,p
for every polynomial pn of degree at most n.
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