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Abstract
It is a known problem that state spaces can grow very big, which makes operating
with them (including reducing them) diﬃcult because of memory shortage. In the
attempt to extend the size of the state spaces that can be dealt with, we designed
and implemented a bisimulation reduction algorithm for distributed memory set-
tings using message passing communication. By using message passing, the same
implementation can be used on both large SMP machines and clusters of worksta-
tions. The algorithm performs reduction of large labeled transition systems modulo
strong bisimulation. We justify its correctness and termination. We provide an
evaluation of the worst-case time and message complexity and some performance
data from a prototype implementation. Both theory and practice show that the
algorithm scales up with the number of workers.
1 Introduction
Model checking is a resource intensive application. The most common hard-
ware architecture to provide these resources is the cluster of workstations.
Thus, it is natural that a lot of interest exists in developing distributed model
checking tools. These tools may be divided into three categories: symbolic,
on-the-ﬂy and enumerative. In all three approaches work is being done on
distribution ([11], [5], [14], [3], [13]). We focus on the enumerative approach,
followed by the µCRL toolset ([4]) and the CADP toolset ([8]). There, one
ﬁrst generates the state space of a speciﬁcation, reduces it modulo an equiv-
alence relation and then model checks the reduced state space. State space
generation has successfully been distributed ([9]) and with luck the reduced
state space is small enough to be model checked on a single machine. How-
ever, if the generated state space is too big to ﬁt on a single machine then a
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distributed reduction tool is needed. In this paper we present a distributed
algorithm that reduces state spaces modulo strong bisimulation equivalence.
Related work. Very good sequential algorithms have been described
for bisimilarity reduction and bisimilarity checking: [12], [16] and based on
these, [7]. In [2] bisimilarity checking problem was proved P-complete, which
means that it is hard to have it parallelized eﬃciently. In [18], [17] Kanellakis-
Smolka and Paige-Tarjan parallel algorithms were given. They were designed
for shared memory machines and even though it is possible to simulate them
on a distributed memory computer, it is unlikely that this will yield acceptable
performance. Our setting is diﬀerent: we are looking for a message-passing
algorithm that would handle very large problem instances and that would
work well for the speciﬁc type of labeled transition systems representing state
spaces.
Overview. Our algorithm is a distributed version of a simple but sur-
prisingly eﬀective algorithm, called “the naive method” in [12]. After some
preliminaries in section 2, we will discuss this simple algorithm in section 3,
then we will present its distributed version in section 4. Section 5 contains a
few statistics on the implementations. We conclude (section 6) with a sum-
mary of the results and a discussion of future work.
2 Preliminaries
In this section we ﬁx a notation for labeled transition systems, we recall the
deﬁnition of strong bisimulation and we state the bisimulation reduction prob-
lem. We also mention the general partition reﬁnement scheme used by many
known solutions.
Let Act be a ﬁxed set of labels, representing actions.
Deﬁnition 2.1 (LTS) A labeled transition system (LTS) is a triple (S, T, s0),
consisting of a set of states S, a set of transitions T ⊆ S × Act × S and an
initial state s0 ∈ S.
Deﬁnition 2.2 (strong bisimulation)
Let (S, T, s0) be a LTS. A binary relation R ⊆ S×S is a strong bisimulation
if for all p, q ∈ S such that p R q:
• p a−→ p′, ∃q′ ∈ S : q a−→ q′ ∧ p′ R q′ and
• q a−→ q′, ∃p′ ∈ S : p a−→ p′ ∧ p′ R q′
If a strong bisimulation R exists, such that p R q then we say that p and q
are strongly bisimilar.
Two transition systems (S1, T 1, s1) and (S2, T 2, s2) are bisimilar if their
initial states s1 and s2 are bisimilar in the compound LTS (S1∪S2, T 1∪T 2, s1).
The problem that we focus on, bisimilarity reduction, is to ﬁnd the equiv-
alence classes of the largest strong bisimulation on a given LTS. Or, in other
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π := π0;
while π is not stable
pick some set of blocks {B1 · · ·Bn} ⊆ π
π := π − {B1 · · ·Bn} ∪ {B1 1 · · ·B1m1 , B2 1 · · ·Bnmn}
where ∀i : {Bi 1 · · ·Bimi} is a partition of Bi, such that
∀j = k ∀s ∈ Bi j , t ∈ Bj k : sigπ(s) = sigπ(t)
Figure 1. Skeleton of a partition reﬁnement algorithm.
words, given a LTS, ﬁnd the LTS that is strongly bisimilar to it and has the
minimal number of states.
For a LTS (S, T, s0) , a partition (denoted by π) of the elements of S
is a set of disjoint blocks {Bi | i ∈ I} s.t. ∪i∈IBi = S. Most algorithms
used to solve the bisimulation reduction problem are based on some form of
partition reﬁnement, i.e. they perform successive iterations in which blocks
of the current partition are split in smaller blocks, until nothing can be split
anymore. While splitting a block, states that cannot be distinguished are kept
in the same block. Two states can be distinguished if one of the states allows
a transition with a certain label to a state in a certain block and the other
state does not have a transition with the same label to a state in the same
block.
The signature of a node s with respect to a partition π is the set of s’s
outgoing transitions to blocks of π:
sigπ(s) = {(a,B) | s a−→ s′ and s′ ∈ B ∈ π}
Hence, by deﬁnition two states are distinguishable with respect to a partition
if and only if they have diﬀerent signatures with respect to that partition. A
partition π is called stable if every two members of every block in that partition
have the same signature with respect to π. A basic partition reﬁnement algo-
rithm using signatures is outlined in Fig. 1. The algorithm starts from a given
initial partition and keeps nodes with the same signature in the same block.
Correctness of a partition reﬁnement algorithm follows from two facts. First,
a stable partition is a bisimulation relation (nodes are equivalent if they are in
the same block). Second, bisimilar nodes have the same signature with respect
to every computed reﬁnement. Hence, the computed bisimulation relation is
the coarsest one.
For the purpose of LTS reduction, it is convenient to start with the initial
partition {S}. We will do so in the remainder of the paper.
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3 The sequential algorithm
As starting point for our distributed implementation, we chose a very simple
bisimulation reduction algorithm, namely the one called “the naive method”
in [12]. From the point of view of theoretical complexity, it cannot compete
with the Paige-Tarjan algorithm [16] (O (MN+N2) vs. O (M logN)), but in
practice it performs quite well. Moreover, its simplicity makes it very suitable
for parallel and distributed implementations.
In contrast with the bounded fanout Kanellakis-Smolka ([12]) and Paige-
Tarjan algorithms, that select and split blocks very carefully, the naive algo-
rithm tries to split all blocks in each iteration. This means that a lot of blocks
that couldn’t possibly split are still checked. However, due to its agressive
way of performing the partition reﬁnement step - split all blocks in as many
new blocks as possible - the naive method needs a much smaller number of
iteration steps. Moreover, this approach ﬁts the special case of state spaces,
since it uses very well the information provided by the labels.
In Fig. 2, we have described an implementation of the naive algorithm,
for an input labeled transition system (S, T, s0). The idea is that signatures
computed with respect to the current partition determine the next partition,
i.e. the blocks of the new partition are sets of nodes with identical signatures.
Keeping track of the current partition is done by a injective partial function
ID : 2Act×N → N that assigns a unique identiﬁer to every signature(thus, to
every block). For convenience, we will also use an ID function (ID : S → N)
on states, with values given by the ID of the state’s signature.
The single statement Assign New IDs involves assigning values to ID such
that ID(x) = ID(y) ⇐⇒ sig(x) = sig(y), ∀x, y ∈ S. A hash table is used for
this purpose.
Note that, unlike the general partition reﬁnement scheme, SBR only com-
putes the new signatures and doesn’t explicitely replace blocks of the old par-
tition with new blocks. The following lemma justiﬁes that the partitions com-
puted in this manner are indeed successive reﬁnements, under the hypothesis
that the initial partition is {S}:
Lemma 3.1 For n ≥ 0, denote IDn, sign the ID and sig functions as they are
after execution of step 4 of the nth iteration of SBR (ﬁrst iteration has index
0). Then for every n > 0 and for every x, y ∈ S:
sign−1(x) = sign−1(y) =⇒ sign(x) = sign(y). (1)
Proof Let us ﬁrst recall that Assign New IDs takes care that, for every
n > 0 and x, y ∈ S,
IDn(x) = IDn(y) ⇐⇒ sign−1(x) = sign−1(y). (2)
We prove the lemma by induction on n. The initial partition is {S}, which
means that sig0(x) = sig0(y), ∀x, y ∈ S. Therefore the claim is true for n = 1.
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1. for all x ∈ S ID(x) := 0;
2. oldcount := 0; newcount := 1;
3. while oldcount = newcount
4. for all x ∈ S sig(x) := {(a, ID(y)) | x a−→ y};
5. Assign New IDs;
6. oldcount := newcount; newcount := |{ID(x) | x ∈ S}|;
7. for all x ∈ S IDf (x) := ID(x);
Figure 2. ( SBR )Single threaded implementation of the naive algorithm
Let n be > 1 and x, y ∈ S such that sign−1(x) = sign−1(y). Then there must
be a pair (a, IDn−1(z)) that (w.l.o.g.) occurs in sign−1(x) and doesn’t occur in
sign−1(y). We distinguish two cases: (i) There is no transition y
a−→ t. Then
sign(y) will not contain any pair of the form (a, ), while sign(x) will have at
least (a, IDn(z)). (ii) There are transitions leaving from y and labeled with a.
In this case, let y a−→ t be any of them. IDn−1(t) must be = IDn−1(z), since
(a, IDn−1(z)) /∈ sign−1(y). Then, from (2) it follows that sign−2(t) = sign−2(z)
and, by using the inductive hypothesis, that sign−1(t) = sign−1(z). Further,
we apply (2) one more time, to obtain that IDn(t) = IDn(z). Thus, the set
sign(x) will contain the pair (a, IDn(z)), but sign(y) not. ✷
4 The distributed algorithm
The obvious way to distribute a partition reﬁnement algorithm is to distribute
the data, while keeping global control. More precisely, the workers perform
iterations in which they independently do some reﬁnement and then synchro-
nize the results. This approach is ﬁne in theory, but in practice it turns out
that synchronization can take a lot of time. This is another reason to choose
the naive algorithm: typically it needs far less iterations than KS and PT,
thus less synchronizations.
4.1 Framework, assumptions
Our framework is a failure-free distributed system (i.e. workers don’t crash,
messages don’t get lost), where any two nodes are connected by unbounded
asynchronous channels. The message passing happens by the execution of
send and receive operations. send (destination node,message) is non-
blocking, receive (message) is blocking. We also assume that messages with
the same source and destination keep their order. A message is a structure
5
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1. read Inji(∀j), read Outij(∀j);
2. newcount := 1;
3. loop
4. for all x ∈ Si
sig(x) := {(a, p) | 〈x, a, p〉 ∈ Outij , 0 ≤ j < W};
5. N expected answers := 0;
5′. Send Signatures||Handle Messages
6. oldcount := newcount; newcount := ΣWi=0newcounti;
6′. if (oldcount = newcount) break;
6′′. U pdate IDs ;
7. for all x ∈ Si IDf(x) = ID(x)
,
Figure 3. ( DSBR ) Distributed version of SBR . WORKERi
with a tag ﬁeld (hash insert, hash ID, update, endsig) and some data whose
meaning depends on the tag. We denote the number of workers by W .
The input is a LTS (S, T, s0) with N states (or nodes) and M transitions,
and it has bounded fan-out, which is a reasonable assumption for state spaces.
The LTS will get divided to W worker processes. Each worker will hold
approximately N
W
states and these states will have approximately M
W
ingoing
and outgoing transitions. 4 We assume that the distribution is given and
denote by Si the set of states of worker i. S0∪S1∪ ..SW−1 = S and Si∩Sj = ∅,
for all i = j.
4.2 Description
Our distributed reduction algorithm (Fig.3) is based on the sequential one
(Fig.2). The step numbers illustrate the correspondence. Each iteration of
DSBR consists of three phases:
(i) signature computation (step 4),
(ii) computing globally unique IDs for signatures (step 5′) and
(iii) exchanging ID information. (step 6′′)
As mentioned above, the states of the input LTS are evenly divided to the W
workers. Worker i gets to be in charge of the set of states Si. Every iteration,
it has to compute the signatures of states in Si and keep track of the ID of
4 Note that the transitions from one worker to the other workers are not necessarily evenly
distributed! As a matter of fact, we have seen diﬀerences of about an order of magnitude
here.
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for all x ∈ Si
send (wrk(hash(sig(x))),
+ hash insert : i, sig(x) ,);
N expected answers++;
for all j : 0 ≤ j < W
send (j, + endsig : i ,);
Figure 4. The Send Signatures routine of WORKERi
N active workers := W ;
while N active workers > 0 ∨ N expected answers > 0
receive (msg);
case msg
+ hash insert : j, s ,
insert s in Hi and computeID(s);
send (j, + hash ID : j, s, ID(s) ,);
+ endsig : j ,
N active workers−−;
+ hash ID : j, s, sid ,
ID(s) := sid;
N expected answers−−;
newcounti = |Hi|;
Figure 5. The Handle Messages routine of WORKERi
these signatures. It is also responsible for the administration of a part of the
hash table used at step 5′. We denote i’s part by Hi.
Let Tij be the indexed list of transitions having the source state in Si
and the destination state in Sj . About a transition in Tij , worker i will wish
to know its source state, its label and the current ID of the signature of its
destination state, in order to be able to compute the source state’s signature.
Worker j’s job is to keep i informed about the current ID of the destination
state. Therefore, the Tij knowledge needed and maintained by workers i and
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for all j : 0 ≤ j < W
send (j, + update : i, [ID(y) | y ∈ Inji] ,);
received := 0;
while received < W
receive (+ update : w, IDList ,); received++;
update Outiw;
Figure 6. The U pdate IDs routine of WORKERi
j is captured in two lists ordered by the same index as Tij :
Outij = [〈x, a, ID(y)〉 | x a−→ y ∧ x ∈ Si ∧ y ∈ Sj ] , residing in the memory of i,
Inij = [y | x a−→ y ∧ x ∈ Si ∧ y ∈ Sj] , in the memory of j.
Note that elements can occur repeatedly in a list - for instance, a state shows
up twice in Inij if it is the destination of two transitions coming from nodes
on i. Inji and the ﬁrst two ﬁelds of the elements from Outij represent static
information about the structure of the LTS. The data that change throughout
the run of the algorithm are the functions sig and ID. Furthermore, a worker
needs to know the number of diﬀerent signatures of the states in Si in the
current and in the previous iteration, based on which it is decided whether
the ﬁnal partition has been reached.
The LTS is provided to workers in the form of lists Inij , ∀i = j and
Outij, ∀i, j, the latter using a constant initial ID function: ID(x) = 0 that
reﬂects the initial partition {S}.
In the ﬁrst phase (step 4) of every iteration, each worker computes the
signatures of its nodes.
In the second phase (steps 5, 5′, detailed in Fig.4 and 5), all signatures
are inserted in the distributed hash table and are assigned unique IDs. The
insertion is based on a hash function hash : 2Act×N → N and the distribution
of the hash table is done by a function wrk : N → {0 · · ·W − 1}. We assume
that wrk is capable of ensuring a balanced loading of signatures on workers.
WORKERi runs two threads. One is busy with sending each signature to the
worker responsible for the part of the hash table where it should be inserted
(determined using wrk). When all signatures are sent, an endsig message is
sent to all workers, to mark the end of the stream. The other thread handles
the incoming messages. A request for inserting a signature in the local hash
table (hash insert) is handled by looking up the signature and fetching its ID,
or, if not found, adding it to the table and assigning it a new ID. The ID is then
returned to the owner of the signature. When receiving an answer (hash ID) to
a request sent earlier by Send Signatures, Handle Messages ﬁlls in the new
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ID value and decrease the counter of expected answers. Finally, on receiving an
end-of-stream message (endsig), it decreases the counter of workers that might
still send hash insert requests. The Handle Messages thread may terminate
when all workers announced that they have no more signatures to send to i
and all i’s requests have been answered.
After the second phase, we compute how many diﬀerent signatures there
are. If the number of signatures did not increase w.r.t. the previous iteration,
the stable partition has been reached and the computation must stop.
In the third phase (step 6′′, described detailed in Fig.6), the lists Outij
get updated. For every transition of the LTS, the new ID of the destination
state’s signature is sent to the owner of the source state. More precisely, every
worker j sends ID(Inij) to worker i, who will substitute this information on
the last ﬁelds of its Outij. This happens correctly due to the fact that the lists
Inij and Outij have the same index.
At the end of the loop iteration, the IDs are the states of the reduced
LTS and ∪i,j{〈ID(x), a, p〉 | 〈x, a, p〉 ∈ Outij} is its set of transitions. They
can be dumped independently by the workers, after an eventual renumbering
of IDs to consecutive state numbers.
In the actual MPI implementation, the size of messages being sent in
Send Signatures may vary, by buﬀering signatures. We have chosen to send
multiple smaller messages rather than a single big one because this saves mem-
ory, although it requires a bit more work from the programmer. Moreover, by
manually dividing the messages it is possible to start processing the already
received parts while the rest of the message is still being received. For the
update phase (6′′), we issue all the send messages and receive requests, then
wait for all receive s to be completed.
The two threads from step 5′ are implemented with explicit interleaving.
4.3 Analysis
We now justify that the algorithm described above is correct, i.e. it terminates
and it produces the minimal LTS bisimilar to the input LTS. We also give an
analysis of its performance in terms of time, memory and number of messages
needed during the computation.
Theorem 4.1 (correctness) Let S ≡ (S, T, s0) be a LTS. Then DSBR ap-
plied to any distribution of S terminates and the resulting IDf satisﬁes:
({IDf(x) | x ∈ S}, {〈IDf (x), a, IDf (y)〉 | 〈x, a, y〉 ∈ T}, IDf(s0))
is the minimal LTS bisimilar to S.
Proof We ﬁrst argue that every iteration (steps 4−6′′) of DSBR terminates.
For this, we take a closer look at the steps involving communication (5′,6 and
6′′). The ﬁrst thread of step 5′ obviously terminates, since it only executes a
ﬁnite number of send calls (that are always successful). Handle Messages’s
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exit condition (N active workers = 0 ∧N expected answers = 0) will even-
tually be satisﬁed. N active workers becomes 0 when W hash ID messages
sent to i will have been received. Note that N active workers being 0 is
a sign that all hash insert messages directed to i have been received, and
also that all hash insert messages, originating from all workers, including i
itself, are “on air”. In particular, this means that when N active workers
of i is 0, N expected answers of i will not increase anymore. This property
rules out the undesired situation that the exit condition is fulﬁlled while mes-
sages for i are still pending. Computing the sum over the distributed counts
(ΣWi=0newcounti) is implemented with a single MPI call. Hence, we can assume
that it is correct. The termination of U pdate IDs is justiﬁed mainly by the
ﬁxed number of messages exchanged. Every worker successfully sends exactly
W messages (these messages can be very large, but this is not a problem,
since we assumed unbounded channels), then picks up from the network the
W messages addressed to it.
It can be easily proved by induction that DSBR mimicks faithfully the
sequential version SBR , depicted in Fig.2. That is, formally: for any r, if
we consider IDs = SBR ’s ID, after step 5 of the rth iteration and ID
i
d =
WORKERi’s ID, after step 5
′ of the rth iteration (∀i), then
∀i, j∀x ∈ Si, y ∈ Sj IDid(x) = IDjd(y) ⇐⇒ IDs(x) = IDs(y).
From this and from the fact that the exit condition from DSBR and
SBR are identical, it follows that the step 3 of DSBR eventually terminates.
Moreover, the LTS determined by the IDf values is exactly the one found by
SBR , thus the solution of our problem. ✷
To evaluate the performance of DSBR , we use the classic time/message
complexity measures for distributed algorithms, as deﬁned in [1].
Theorem 4.2 (complexity) In the worst-case, time complexity of DSBR is
O (MN+N2
W
) and message complexity is O (N2).
Proof For computing the signatures, every state has to be considered and we
assumed that the cost per state is linear in the number of outgoing transitions
of that state. As workers do this computation independently and we assumed
even distribution of nodes, the time needed is O (M+N
W
).
The number of signatures each worker has to insert into the global hash
table is at most the number of states it processes: N
W
. Assuming that wrk is a
perfect hash function, each worker has to send
⌈  N
W

W
⌉
signatures to every other
worker. Every worker therefore receives at most W ·
⌈  N
W

W
⌉
signatures. (The
insertion in the local hash table takes constant time, as well as the computing
of a new ID.) The same amount of replies must be sent back. Thus, the cost
of computing globally unique identiﬁers for signatures is O
(
W ·
⌈  N
W

W
⌉)
.
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Under the assumption that W  N , we can forget about rounding upwards
and we get the cost of O ( N
W
)
.
To decide termination, we need to compute the total number of diﬀerent
signatures. The cost of this operation is W .
To exchange the new IDs, every worker has to prepare W buﬀers of total
size O(M
W
), representing the total number of states which have transitions to
states of its own (under the assumption that ingoing and outgoing transitions
are evenly distributed). It has to also receive and process W such buﬀers,
from workers that are in charge of successor states.
Summing up, the cost of an iteration is O(M+N
W
). Because as many as N
iterations might be needed, the worst case time complexity is O(MN+N2
W
).
The message complexity is given by the total number of messages sent by
all workers in the whole run of the algorithm. In the worst case, exchanging
signatures takes N messages (if every signature has to be sent to another
worker), and the update phase W 2 messages. Synchronizing at step 6 takes
always W messages. This results in at most N(N +W +W 2) messages over
the whole run, that is O (N2+NW 2). We may assume thatW is insigniﬁcant
compared to N and conclude a message complexity of O (N2). ✷
The number of iterations is the most important factor in the performance of
the algorithm. The worst case is that the number of iterations is the number
of states. An example that has this worst case behavior is a LTS whose
state are the numbers 0..N and the transitions are i→ i+ 1(i = 0..(N − 1)).
However, such a long series of events is not typical in state spaces. The typical
phenomenon in state spaces is state space explosion: the system would consist
of P processes each having N states that run in parallel. The size of the state
space would then be NP , which is a huge number for relatively small N and
P . However, if the processes are completely independent then the reduction
algorithm needs at most N+1 iterations. Of course neither the long thread or
the complete independence of processes occurs in practice, but it gives some
intuition as to why the worst case is unlikely.
The memory needed by one worker can be estimated as follows: O (M+N
W
)
for the signature information, O (M
W
) for the destination ID/destination state
of incoming transitions, O (M
W
) for the source state/label/destination ID of
outgoing transitions. In total, O (M+N
W
), which is the best we can achieve, W
times less than the space used by the single-threaded implementation.
5 Experiments
We have written two sequential implementations and one distributed imple-
mentation of the naive algorithm. The ﬁrst sequential implementation follows
the description in Fig. 2 faithfully. The second sequential implementation
marks unstable blocks and only computes signatures for unstable blocks. A
block is marked unstable if a state in that block has a transition to a block
11
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problem original reduced
states transitions states transitions
1394 3.7 105 6.4 105 3.4 104 7.6 104
cache 2.1 105 6.8 105 7.7 104 2.4 105
lift5 2.2 106 8.7 106 3.2 104 1.4 105
lift6 3.4 107 1.7 108 1.2 105 6.6 105
Table 1
Problem sizes.
problem bcg min naive optimized
mem time mem time mem time
1394 19M 18.5s 14M 6.2s 21M 3.3s
cache 18M 15.0s 20M 21.3s 18M 4.5s
lift5 184M 113s 123M 64s 214M 43s
Table 2
A comparison of single threaded strong bisimulation reduction tools.
that was split. The distributed prototype implements the algorithm in Fig. 3.
We have tested these tools on a small problem set, which consists of models
of the ﬁre wire link layer ([15]), a cache coherence protocol (work in progress)
and a distributed lift system with 5/6 legs ([10]). These problems are case
studies carried out with the µCRL toolset ([4]). Their sizes before and after
reduction can be found in Table 1.
In Table 2, we compare the memory use and run times of our single
threaded implementations with those of the bcg min reduction tool 5 , which
is part of the CADP toolset ([8]). From this table, we draw the conclusion
that the performance of our sequential tools is comparable to that of bcg min.
Hence, using the naive algorithm is feasible.
To test the distributed implementation, we used an 8 node dual CPU PC
cluster and an SGI Origin 2000. 6 We ran three series of experiments: on the
cluster we ran series using one or both CPU’s on 1-8 nodes and on the SGI we
ran a series using 1-16 CPU’s. In Fig. 7 and 8, we show the real time needed
5 These tests were run on a PC running Linux with dual AMD athlon MP1600+ CPUs
and 2G memory. The version of bcg min used was 1.3.
6 The cluster nodes are dual AMD Athlon MP 1600+ machines with 2G memory each,
running Linux and connected by gigabit ethernet. The Origin 2000 is a ccNUMA machine
with 32 CPUs and 64G of memory running IRIX, of which we used 1-16 MIPS R10k
processors. On the cluster, we used LAM/MPI 6.5.6 (http://www.lam-mpi.org/). On the
SGI, we used the native MPI implementation.
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Figure 7. Run times for lift 5.
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Figure 8. Run times for lift 6.
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for reducing the state space. Because the cluster processors are roughly 2.5×
faster than those in the SGI, we used diﬀerent scales for the diﬀerent machines.
To compare the distributed tool with the single threaded tool, we added points
for the single threaded tools.
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We also measured memory use on the SGI. The lift5 problem ran sin-
gle threaded in 141M and distributed in 291-385M. The lift6 problem ran
single threaded in 2.7G and distributed in 5.4G-5.5G. As a result of these
memory requirements, lift6 couldn’t be run single threaded on a cluster node
or distributed on less than 3 cluster nodes. The fact that the distributed
implementation uses twice as much memory as the sequential version is not
unexpected: at least two copies of all the signatures must be kept (a local
copy and a global copy) and ID information is sent using buﬀers, whose size
is linear in the number of transitions.
Overall we can see that the performance for lift5 doesn’t scale well: total
memory use increases considerably and on the cluster the run times stop
decreasing. However, lift5 is still small enough to be reduced on a single
machine. For the much larger lift6 problem, where distribution is essential,
the run times scale up very well and the memory use scales up nearly perfect.
During our experiments with lift6, we found that reducing the LTS is not
the only problem. The ext3 ﬁlesytem as implemented in the Linux 2.4 kernels
is not suitable for reading/writing multiple large ﬁles in parallel. As a result,
reading the LTS from disk actually took more time than reducting it. We
hope that moving to a distributed ﬁle system (e.g. PVFS ([6]) will solve this
problem.
The current implementation can be improved both in time and memory
complexity. The three phases in the algorithm: compute signatures, exchange
signatures and exchange partition information are now strictly separate. By
overlapping these phases, we can get rid of the big transmit buﬀers for exchang-
ing partition information for a gain in memory use. Because the processors
show some idle time during the exchange phases, we can also expect a gain in
time.
6 Conclusions
We took a simple algorithm for strong bisimulation reduction and designed and
analyzed a distributed version of it. We implemented both the sequential and
distributed version of the algorithm. With a few experiments, we showed that
the performance of the simple algorithm is quite good and that the distributed
implementation shows a decent speedup for large problems, as predicted by
the theoretical analysis.
The implementation of the distributed reduction tool can be improved in
several ways. A conceptual improvement could be to apply the marking tech-
nique that proved useful in the sequential case. This should yield a decrease in
run-times at the cost of using more memory. Another point of attention will
be the fact that the three phases are now performed sequentially. By over-
lapping them we can obtain improvements of both run-time and memory use.
Also, We distributed the states by using a random hash function. It might
be useful to develop a hash function, which minimizes edges between diﬀerent
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workers. This would improve the performance by minimizing communication.
Further work also includes designing and implementing a tool for dis-
tributed branching bisimulation reduction.
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