Abstract-A Brain-Computer Interface (BCI) is a system that measures central nervous system activity and translates the recorded data into an output suitable for a computer to use as an input signal. Such a BCI system consists of three parts, the signal acquisition, the signal processing and the feedback/stimulus presentation.
INTRODUCTION
In the last years Python has gained more and more traction in the scientific community. Projects like Numpy [Numpy] , SciPy [SciPy] , and Matplotlib [Matplotlib] have created a strong foundation for scientific computing in Python and machine learning packages like Scikit-learn [Scikit-learn] or packages for data analysis like Pandas [Pandas] are building on top of it. Although in recent years Python toolboxes like SCoT for EEG source connectivity [Billinger] , or MNE-Python for MEG and EEG data analysis [Gramfort] were published, Matlab seems still to be the dominant programming language in the braincomputer interface (BCI) community.
A BCI is a system that measures central nervous system activity and translates the recorded data into an output suitable for a computer to use as an input signal. Or slightly less abstract: A BCI is a communication channel that allows for direct control of a computer by the power of thoughts.
A BCI system consists of three parts ( Figure 1 ): a signal acquisition part that is connected to the measuring hardware (e.g. EEG) and provides the raw data to the rest of the BCI system. The signal processing part receives the data from the signal acquisition and translates the data into the intent. The feedback/stimulus presentation part translates the intent into an action.
In this paper we present Wyrm, an open source BCI toolbox in Python. Wyrm corresponds to the signal processing part of the aforementioned BCI system. Wyrm is applicable to a wide range of neuroscientific problems. It can be used as a toolbox for analysis and visualization of neurophysiological data (e.g. EEG, ECoG, fMRI, or NIRS) and it is suitable for real-time online experiments. In Wyrm we implemented dozens of methods, covering a broad range of aspects for offline analysis and online experiments.
In the following sections we will explain Wyrm's fundamental data structure, its design principles and give an overview of the available methods of the toolbox. We'll show you where to find the documentation as well as some extensive examples.
DESIGN
All methods in the toolbox revolve around a data structure that is used throughout the toolbox to store various kinds of data. The data structure dubbed Data, is an object containing an ndimensional numpy array that represents the actual data to be stored and some meta data. The meta data describes for each dimension of the numpy array, the name of the dimension, the names of the single columns and the unit of the data.
Let's assume we have a record of previously recorded EEG data. The data was recorded with 20 channels and consists of 30 samples. The data itself can be represented as a 2-dimensional array with the shape (30, 20) . The names for the dimensions are 'time' and 'channels', the units are 'ms' and '#' (we use '#' as a pseudo unit for enumeration of things), and the description of the columns would be two arrays: one array of length 30 containing the time stamps for each sample and another array of length 20 containing the channel names. This data structure can hold all kinds of BCI related data: continuous data, epoched data, spectrograms, feature vectors, etc.
We purposely kept the meta data at a minimum, as each operation that modifies the data also has to check if the meta arXiv:1412.6378v1 [cs.HC] 19 Dec 2014 data is still consistent. While it might be desirable to have more meta data, this would also lead to more housekeeping code which makes the code less readable and more error prone. The data structure, however, can be extended as needed by adding new attributes dynamically at runtime. All toolbox methods are written in a way that they ignore unknown attributes and never throw them away.
We tried very hard to to keep the syntax and semantics of the toolbox methods consistent. Each method obeys a small set of rules: (1) Methods never modify their input arguments. This allows for a functional style of programming which is in our opinion well suited when diving into the data. (2) A Method never modifies attributes of Data objects which are unrelated to the functioning of that method. Especially does it never remove additional or unknown attributes. (3) If a method operates on a specific axis of a Data object, it by default obeys a convention about the default ordering of the axis but allows for changing the index of the axis by means of a default arguments.
TOOLBOX METHODS
The toolbox contains a few data structures (Data, RingBuffer and BlockBuffer), I/O-methods for loading and storing data in foreign formats and off course the actual toolbox algorithms. The list of algorithms includes: channel selection, IIR filters, sub-sampling, spectrograms, spectra, baseline removal for signal processing; Common Spatial Patterns (CSP) [Ramoser] , Source Power Co-modulation (SPoC) [Dähne] , classwise average, jumping means, signed r 2 -values for feature extraction; Linear Discriminant Analyis (LDA) with and without shrinkage for machine learning [Blankertz] , and many more. It is worth mentioning that with scikit-learn you have a wide range of machine learning algorithms readily at your disposal. Our data format is very compatible with scikit-learn and one can usually apply the algorithms without any data conversion step at all.
The toolbox also includes plotting facilities that make it easy to quickly generate useful plots out of neurophysiological data. Those methods include scalp plots (Figure 2 ), time courses (Figure 3 ), signed r 2 plots (Figure 4) , and more.
UNIT TESTING
Since the correctness of its methods is crucial for a toolbox, we used unit testing to ensure all methods work as intended. In our toolbox each method is tested respectively by at least a handful of test cases to ensure that the methods calculate the correct results, throw the expected errors if necessary, etc. The total amount of code for all tests is roughly 2-3 times bigger than the amount code for the toolbox methods.
DOCUMENTATION
As a software toolbox would be hard to use without proper documentation, we provide documentation that consists of readable prose and extensive API documentation (http:// venthur.github.io/wyrm/). Each method of the toolbox is thoroughly documented and has usually a short summary, a detailed description of the algorithm, a list of expected inputs, return values and exceptions, as well as cross references to related methods in-or outside the toolbox and example code to demonstrate how to use the method.
EXAMPLES
To show how to use the toolbox realistic scenarios we provide two off-line analysis scripts, where we demonstrate how to use the toolbox to complete two tasks from the BCI Competition III [BCIComp3] . The first example uses Electrocorticography (ECoG) recordings provided by the Eberhard-Karls-Universität Tübingen. The time series where picked up by a 8x8 ECoG platinum grid which was placed on the contralateral, right motor cortex.
During the experiment the subject had to perform imagined movements of either the left small finger or the tongue. Each trial consisted of either an imagined finger-or tongue movement and was recorded for a duration of 3 seconds. The recordings in the data set start at 0.5 seconds after the visual cue had ended to avoid visual evoked potentials, being reflected by the data. It is worth noting that the trainingand test data were recorded on the same subject but with roughly one week between both recordings. The data set consists of 278 trials of training data and 100 trials of test data. During the BCI Competition only the labels (finger or tongue movement) for the training data were available. The task for the competition was to use the training data and its labels to predict the 100 labels of the test data. Since the competition is over, we also had the true labels for the test data, so we could calculate and compare the accuracy of our results. For this experiment our classification accuracy was 92% which is comparable with the winners of the competition whose accuracy was: 91%, 87%, and 86%.
The second data set uses Electroencephalography (EEG) recordings, provided by the Wadsworth Center, NYS Department of Health, USA. The data were acquired using BCI2000's Matrix Speller paradigm, originally described in [Donchin] . The subject had to focus on one out of 36 different characters, arranged in a 6x6 matrix. The rows and columns were successively and randomly intensified. Two out of 12 intensifications contained the desired character (i.e., one row and one column). The event-related potential (ERP) components evoked by these target stimuli are different from those ERPs evoked by stimuli that did not contain the desired character. The ERPs are composed of a combination of visual and cognitive components. The subject's task was to focus her/his attention on characters (i.e. one at a time) in a word that was prescribed by the investigator. For each character of the word, the 12 intensifications were repeated 15 times before moving on to the next character. Any specific row or column was intensified 15 times per character and there were in total 180 intensifications per character. The data was recorded using 64 channel EEG. The 64 channels covered the whole scalp of the subject and were aligned according to the 10-20 system. The collected signals were bandpass filtered from 0.1-60Hz and digitized at 240Hz. The data set consists of a training set of 85 characters and a test set of 100 characters for each of the two subjects. For the trainings sets the labels of the characters were available. The task for this data set was to predict the labels of the test sets using the training sets and the labels. In this experiment we reached a classification accuracy for single letters of 93,5%, the winners of the competition reached 96,5%, 90,5%, and 90%.
We also provide an example online experiment where we use the ERP data set with an pseudo amplifier that feeds the data in real-time to the toolbox, to show how to do the classification task in an online setting.
The data sets from the competition are freely available and one can reproduce our results using the scripts and the data.
PYTHON 2 VS PYTHON 3
The ongoing transition from Python 2 to Python 3 was also considered and we decided to support both Python versions. Wyrm is mainly developed under Python 2.7, but written in a forward compatible way to support Python 3 as well. Our unit tests ensure that the methods provide the expected results in Python 2 and Python 3.
SUMMARY AND CONCLUSION
In this paper we presented Wyrm, a free and open source BCI toolbox in Python. We introduced Wyrm's main data structure and explained the design ideas behind the current implementation. We gave a short overview of the existing methods in the toolbox and showed how we utilized unit testing to make sure the toolbox works as specified, where to find the extensive documentation and some detailed examples.
Together with Mushu [Mushu] our signal acquisition library and Pyff [Pyff] our Framework for Feedback and Stimulus Presentation, Wyrm adds the final piece to our ongoing effort to provide a complete, free and open source BCI system in Python.
Wyrm is available under the terms of the MIT license, its repository can be found at http://github.com/venthur/wyrm.
