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Abstract. The original inspiration for the argument presented
here was the observation, whose proof we sketch first, that it is
provable in ZFC+“V=Ultimate-L” that there is a set-theoretically
definable sequence {φn : n ∈ ω} of Σ2-sentences, such that
- ZFC+{φn : n ∈ ω} is Σ2-sound and Σ2-complete
- the length of φn is bounded above by a polynomial function of n
with positive leading coefficient
- ZFC+φn+1 always proves Σ2-soundness of ZFC+φn.
Note that the axiom “V=Ultimate-L” is taken to include the as-
sumption that there is a proper class of Woodin cardinals, so there
is no problem with ZFC+“V=Ultimate-L” being able to prove the
Σ2-soundness of ZFC. Also, this result is in fact quite easy to prove
on much weaker assumptions without any essential use of the con-
cept of Ultimate-L at all, but the key point of interest is that in
some sense the sequence of Σ2-sentences grows in logical strength
“as fast as possible”, and this aspect of the construction is also mir-
rored in an adaptation of this result to the context of the language
of arithmetic, to be discussed next.
We move from there to a result in the context of PA, independent
of the previous result; namely that it is provable in PA that there is
an arithmetically definable sequence {φn : n ∈ ω} of Π
0
2-sentences,
such that
- PRA+{φn : n ∈ ω} is Π
0
2-sound and Π
0
1-complete
- the length of φn is bounded above by a polynomial function of n
with positive leading coefficient
- PRA+φn+1 always proves 1-consistency of PRA+φn.
Once again one has an analogue of the idea that the growth in
logical strength is “as fast as possible”, manifested in the fact that
the total general recursive functions whose totality is asserted by
the true Π02-sentences in the sequence are cofinal growth-rate-wise
in the set of all total general recursive functions.
We then develop an argument which makes use of a sequence of sen-
tences constructed by an application of the diagonal lemma, which
are generalisations in a broad sense of Hugh Woodin’s “Tower of
Hanoi” construction as outlined in his essay “Tower of Hanoi” in
Chapter 18 of [1]. The argument establishes the result that it is
provable in PA that P 6= NP .
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2In what follows, we will present an argument purporting to establish
that P 6= NP is provable in first-order PA. Since the problem has
resisted every attempt at a solution in the past for some time, it might
be advisable to make a few initial remarks on why one should take
seriously the idea that there might be an argument that can successfully
solve the problem of such short length. One may note that the following
argument, if successful, would establish the provability of P 6= NP in
first-order PA, but appears to make essential use of Σ0n-induction for
values of n strictly greater than one. (Careful examination of the proof
seems to indicate that Σ03-induction is sufficient.) It is by no means
clear from these considerations whether P 6= NP is provable in PRA,
and it remains open that the problem is either outright unsolvable in
PRA, or substantially more difficult to solve in PRA. Thus, one may
speculate that the reason for failures of past attempts to attack the
problem may lie in using methods of relatively little logical strength, for
which the problem is either incredibly difficult or outright impossible,
whereas making use of methods which require greater logical strength
may make it feasible for a short argument to succeed.
1. The language of set theory
The argument in the later section to follow, which will claim to establish
the provability of P 6= NP in first-order PA, was inspired by the initial
observation that it is provable in ZFC+“V=Ultimate-L” that there
exists a certain set-theoretically definable sequence {φn : n ∈ ω} of Σ2-
sentences in the first-order language of set theory with a certain set of
properties. Here by “set-theoretically definable” we mean, definable in
the first-order language of set theory without parameters. Let us begin
by discussing this result, then later in the next section we shall discuss a
modified version of this result in the context of the first-order language
of arithmetic, whose proof does not contain any essential reference to
Ultimate-L, and which shall serve as a lemma for the argument that
P 6= NP .
Recall the statement of the axiom “V=Ultimate-L”, formulated by
Hugh Woodin.
Definition 1.1. The axiom V=Ultimate-L is defined to be the asser-
tion that
(1) There is a proper class of Woodin cardinals.
(2) Given any Σ2-sentence φ which is true in V , there exists a univer-
sally Baire set of reals A, such that, if ΘL(A,R) is defined to be the least
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ordinal Θ such that there is no surjection from R onto Θ in L(A,R),
then the sentence φ is true in HODL(A,R) ∩ VΘL(A,R).
Now we state the main lemma of this section.
Lemma 1.2. Assume ZFC+“V=Ultimate-L”. On those assumptions,
it is provable that there exists a set-theoretically definable sequence of
Σ2-sentences {φn : n ∈ ω} with the property that
(1) There exists a polynomial function with integer coefficients and
positive leading coefficient such that the length in symbols of φn is
eventually always bounded above by the value of this polynomial func-
tion at n;
(2) ZFC+{φn : n ∈ ω} is Σ2-sound and Σ2-complete;
(3) ZFC+φn+1 always proves Σ2-soundness of ZFC+φn.
Here, by saying that the sequence {φn : n ∈ ω} is set-theoretically
definable, we mean that the set of ordered pairs 〈n,m〉 such that m is
the Go¨del code of φn is a set which is definable by a formula in the
first-order language of set theory without parameters.
Proof. Choose a positive integer C such that, given a Σ2-sentence φ of
length n symbols, a Σ2-sentence ψ of length at most n + C symbols
exists which implies Σ2-soundness of ZFC+φ. The construction of the
desired sequence {φn : n ∈ ω} is as follows.
Define p(n) := n2 + Cn + 100. Select the sentence φn, starting from
n = 0 and proceeding by induction on n, assuming at each step that
all previous sentences have already been constructed, as follows. If
we are in the case n > 0, then consider the set S of all true Σ2-
sentences with at most p(n − 1) + C symbols which (together with
ZFC) imply Σ2-soundness of ZFC+φn, otherwise just consider the set
S of all true Σ2-sentences with at most 50 symbols; this set is non-
empty and finite. Each sentence in S is true in V , and recall that
we are assuming V=Ultimate-L. Recall also that the Borel degrees of
universally Baire sets are well-ordered. For each sentence φ in S, we
can select a minimal Borel degree correponding to φ such that there
is a universally Baire set A of that Borel degree witnessing condition
(2) of Definition 1.1 for the sentence φ. Now consider the set T ⊆ S
consisting of all sentences φ from S for which the associated Borel
degree is as large as possible. Choose a universally Baire set A from
the Borel degree corresponding to all sentences T ⊆ S, and then for
each sentence φ ∈ T , select the least possible α < ΘL(A,R) such that
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the sentence φ is true in (HOD)L(A,R) ∩ Vα. In this way an ordinal is
associated to each sentence in T ; then choose a sentence in T with the
largest possible associated ordinal. Let r be the maximum integer such
that the conjunction of a sentence of length p(n−1)+C and a sentence
of length r has length at most p(n). Now form the conjunction of the
previously mentioned sentence chosen from T with the Σ2-sentence of
length at most r least in the lexicographical ordering which has not
occurred as a conjunct in any sentence so far, if there is any such
sentence (otherwise simply leave the chosen sentence from T as is).
This completes our account of how we select the sentence φn. This
construction will produce a sequence {φn : n ∈ ω} with the desired
list of properties. It is clear from our construction that the sequence is
set-theoretically definable. 
One could of course note that the same lemma is provable from assump-
tions much weaker than ZFC+“V=Ultimate-L” without making any
essential use of the machinery about universally Baire sets; the point
of interest about this particular construction is that in some sense the
Σ2-sentences grow in logical strength as fast as possible while still re-
maining only polynomially bounded in their growth in length, and this
aspect of the construction shall re-appear in a different guise in the
next section. I am not currently aware of any interesting application
of this particular construction of a sequence of sentences, but it may
be a topic that would repay further thought.
While this lemma served as the inspiration for the ideas in the next
section, it will not be used in any essential way, nor will the proofs of
any of our main results contain any essential reference to the concept
of Ultimate-L. Rather we shall show how to generalise these proof
techniques to the context of the first-order language of arithmetic in
such a way as to obtain a similar result in that context which can serve
as a lemma for a proof that P 6= NP .
2. The language of arithmetic
Let us now state what our lemma will be in the context of the first-order
language of arithmetic.
Lemma 2.1. Assume PA. On those assumptions, it is provable that
there exists an arithmetically definable sequence of Π02-sentences {φn :
n ∈ ω} with the property that
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(1) There exists a polynomial function with integer coefficients and
positive leading coefficient such that the length in symbols of φn is
eventually always bounded above by the value of this polynomial func-
tion at n;
(2) PRA+{φn : n ∈ ω} is Π
0
2-sound and Π
0
1-complete
(3) PRA+φn+1 always proves 1-consistency of PRA+φn, and the length
of the shortest proof is polynomially bounded as a function of n;
(4) The provably total general recursive functions of PRA+{φn : n ∈
ω} have growth rates cofinal in the set of growth rates of all the total
general recursive functions.
Proof. Our background metatheory is PA. In the proof of the previous
section, we constructed our desired sequence of sentences by means of
a procedure which optimised the Borel degree of a universally Baire set
and another ordinal at each stage, to guide our choice from the set of
all true Σ2-sentences with a particular bound on their length at each
stage of the construction. Here our construction will be similar, but our
choice will be from the set of all true Π02-sentences with a particular
polynomial bound p(n) on their length, proving 1-consistency of the
immediately previously chosen Π02-sentence if there is one, with a poly-
nomial bound on the shortest proof of that. A Π02-sentence can always
be construed as asserting the totality of a general recursive function f ,
and the set of all total general recursive functions is partially ordered
by comparison of growth rates. We choose our Π02-sentence by select-
ing a maximal element of this partially ordered set at each stage, also
strictly dominating growth-rate-wise, in the case n > 0, each general
recursive function provably total from PRA+φn−1 via a proof of length
at most q(n), where q(n) again is an appropriately chosen polynomial.
With the polynomial q(n) fixed, this is indeed possible for an appro-
priate choice of the polynomial p(n). Our second conjunct is chosen
(where possible) from the set of true Π01-sentences of length at most a
given bound. In all other respects the construction is exactly similar
to that given in the previous section. For appropriate choices of all the
polynomial bounds involved, this gives rise to a sequence with the de-
sired set of properties. The sequence constructed in this way is clearly
arithmetically definable. 
We now arrive at our main result.
Theorem 2.2. It is provable in PA that P 6= NP .
Proof. Work in PA, and denote by {φn : n ∈ ω} the sequence con-
structed in the previous lemma, and suppose for a contradiction that
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P = NP . Then there must be a Π01-sentence witnessing P = NP
and provable in PRA+φn for sufficiently large n, which will identify
a specific polynomial-time solver of an NP -complete problem which
according to PRA+φn is always guaranteed to work. Denote by m the
exponent on the polynomial bound for the number of steps the solver
takes to halt.
Choose any positive integers C, α, and let p(n) := Cnα. Consider the
set Sn of formulas of length at most p(n) defining PRA+φn+1-provably
total general recursive functions. The sequence {φn : n ∈ ω} has been
constructed in such a way that every sentence in the sequence is indeed
true in the standard model, but we will frame the following discussion
in such a way that we can dispense with that assumption if need be.
We wish to consider the set Tn ⊆ Sn, consisting of all those formulas
with the property that, if we let f denote the function which the for-
mula defines, then, for each natural number k, it is PRA+φn+1-provable
that there is a proof in PRA+φn of the halting of the Turing machine for
computing f(k), and (PRA+φn+1-provably, on the assumption that k
is sufficiently large) if we let r be the number of symbols in the short-
est proof from PRA+φn of halting of this Turing machine, then the
number of steps in which the Turing machine actually halts is between
rk and r2k. (If we were allowing ourselves to make use of the fact
that PRA+φn+1 is arithmetically sound, then of course the reference
to what is provable in PRA+φn+1 would be dispensible, however we
wish to organise the discussion so that it will be easily generalisable
to the cases where it is not known that φn and φn+1 are true in the
standard model.)
We just now made reference to a particular Turing machine for com-
puting f(k); our choice of Turing machine will be determined by our
choice of defining formula for the function f , which again must be of
length at most p(n). It is not immediately apparent that Tn can be
shown to be nonempty for appropriate choices of C and α, let us now
give consideration to that question.
The possibility of proving Tn to be nonempty for sufficiently large n and
for an appropriate choice of C and α depends on it always being the
case when n is sufficiently large that a Π01-sentence witnessing P = NP
is provable from PRA+φn. On the assumption that n does indeed have
this property, let us describe a PRA+φn+1-provably total function f
such that f ∈ Tn, given that the appropriate choices for C and α have
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been made. Recall that a putative polynomial-time solver of any NP -
complete problem is available, which is indeed PRA+φn-provably a
correct algorithm, and recall that PRA+φn+1 proves the 1-consistency
of PRA+φn.
Our algorithm for computing f is as follows. For each natural number
k which serves as the argument to the function f , we search through
the space of Turing machines with a description of length bounded
above by some polynomial function of k, to be chosen later. We then
use the polynomial-time algorithm for solving NP -complete problems
to determine whether a proof in PRA+φn+1 can be found, with a given
polynomial bound on its length, of the existence of a proof in PRA+φn,
of the halting of the Turing machine under consideration (with empty
input). We then use the same algorithm to determine whether a proof
of the desired lower and upper bounds on the number of steps to halt
exists in PRA+φn+1, relative to length of shortest proof of halting in
PRA+φn, with some appropriately chosen polynomial bound on the
length of this proof. Then the value of the function f for the value of k
under consideration will be the maximum number of steps taken to halt
for any Turing machine in the set considered for which the appropriate
proofs have been found. (We spoke of “searching through the space of
Turing machines”, but actually the availability of a polynomial-time
solver for an NP -complete problem will make possible a speed-up of
the computation required to determine a description of an algorithm
which will output the maximum number of steps, so that a complete
search will not be necessary. We will assume that some such speed-up
is indeed used.)
With the assumption that some such “speed-up” is used, it can then be
seen that a Σ01-formula for the function f may be chosen so that the cor-
responding Turing machine is such that the same requisite proofs will
still be available for the Turing machine in question with any given suf-
ficiently large natural number as input, possibly with a slightly higher
polynomial bound needed on the number of steps taken to find them.
For checking that the requisite proofs will indeed still be available given
that the Σ01-formula is appropriately chosen, the fact that PRA+φn
proves the correctness of a specific polynomial-time solver of any NP -
complete problem with exponent m is crucial. This guarantees that,
for an appropriate choice of Σ01-formula, the requisite proofs will be
available for the Turing machine in question with input k in the case
where k is a lot larger than m.
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This completes the description of the algorithm for computing f . Mak-
ing an appropriate choice for all the polynomial bounds involved, we
can now see that f ∈ Tn provided C and α are chosen appropriately.
We have shown that a choice of C and α is available such that we get
that f ∈ Tn when n is sufficiently large. We have spoken of actual
total general recursive functions here, thereby helping ourselves to the
assumption that PRA+φn and PRA+φn+1 are indeed arithmetically
sound; however the discussion can be re-framed in terms of Turing
machines and Σ01-formulas instead, and we can remain neutral on the
question of whether the Turing machines described actually always
halt, and we shall later move to a context where we shall need to frame
things this way. In particular, the following note will be important
later.
(*) From our described method of construction of f , it can be seen that
it is PRA-provable that either for each k, a proof from PRA+φn+1 of
halting of the Turing machine for computing f(k) can indeed eventually
be found (without necessarily having any guarantee in PRA that halt-
ing actually occurs), or an instance can be found in which the purported
polynomial-time solver of the NP-complete problem in fact fails to give
the correct answer, so that in that case a PRA-proof of arithmetical un-
soundness of PRA+φn+1 is available. And then (PRA-provably, given
the way the construction has been set up), if the proof of halting from
PRA+φn can be found, either halting actually occurs or else a proof of
a contradiction from PRA+φn+1 can be found, so again a PRA-proof
of arithmetical unsoundness of PRA+φn+1 is available. This is on the
assumption, again, that n is large enough that PRA+φn proves the Π
0
1-
sentence which bears witness to P = NP . So, even though the growth
rate, as a function of k, of the shortest proof from PRA+φn of the
halting of the Turing machine for f(k) is PRA+φn+1-provably faster
than the growth rate of any general recursive function provably total
in PRA+φn, nevertheless it is provable in PRA alone, assuming that a
proof of halting from PRA+φn can be found, that a search for a com-
putation witnessing actual halting or else a PRA-proof of arithmetical
unsoundness of PRA+φn+1 will eventually terminate. This observa-
tion holds quite generally even if we are not assuming that PRA+φn
and PRA+φn+1 are in fact arithmetically sound. It is required only
that PRA+φn+1 should prove the 1-consistency of PRA+φn and that
a proof can be found from PRA+φn of a Π
0
1-sentence witnessing that
a particular algorithm is a polynomial-time solver for an NP -complete
problem.
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So, with the previously mentioned hypothesis on n, it is possible to
choose C and α so that the set Tn will always be non-empty, and
then let fn ∈ Tn be chosen, say, by choosing the member of Tn whose
defining formula is least in the lexicographic ordering (but also with
the constraint that the growth rate is at least as great as that of the
example of an element of Tn previously described, in the case where n
is sufficiently large that that example can indeed be constructed). For
n which are too small for Tn to be non-empty we simply choose fn ∈ Sn
with a least defining formula in the lexicographic ordering. We will let
θn(a, b) be a Σ
0
1 formula in the first-order language of arithmetic with
free variables a and b, of length at most p(n), defining the function
fn(a) = b. Note that the totality of this function will be provable in
PRA+φn+1 but not in PRA+φn. The total general recursive functions
{fn : n ∈ ω} are cofinal growth-rate-wise in the set of all total general
recursive functions.
Note that, if we selected some recursive set A such that PA = NPA
and repeated the entire foregoing discussion, dealing with bounds on
lengths of proofs from the axiom sets mentioned in the previous dis-
cussion together with an axiom set consisting of all statements of facts
about membership or failure of membership of a given natural num-
ber in A, rather than bounds of lengths of proofs from the axiom sets
mentioned previously just by themselves, then the resulting sequence
of functions {fn : n ∈ ω} would not be guaranteed to have the property
of being cofinal growth-rate-wise in the set of all total general recursive
functions. This is how we avoid the objection that if successful our
proof should also show PA 6= NPA for all A.
Consider the sentence ψn, shortly to be described, which can be con-
structed by means of the diagonal lemma. This construction is in-
spired by Hugh Woodin’s “Tower of Hanoi” sentence constructed in
[1]. The sentence says “Either the Turing machine for fn(n) halts and
I’m refutable from PRA+φn in at most fn(n) steps, or the Turing
machine for fn(n) does not halt and I’m refutable from PRA+φn+1”,
where the sentences φn, φn+1 are given by actually writing them out,
and the function fn is given by means of the formula θn, and the Tur-
ing machine for fn(n) is again determined by this formula θn, and n
is given by a numeral of polynomially bounded length. Note that the
growth of the length of ψn as a function of n is polyonmially bounded.
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Recall that by construction of the sequence {φn : n ∈ ω}, PRA+φn is
arithmetically sound, and recall that we are assuming, for a contradic-
tion, the existence of a polynomial-time solver for every NP-complete
problem with an exponent of m, so there is always a refutation of
ψn from φn in at most C(fn(n))
m steps for some sufficiently large C,
provided n is sufficiently large. It is also apparent that the shortest
refutation has more than fn(n) steps. We are now going to obtain a
contradiction by constructing a total general recursive function g whose
growth rate dominates every fn. Since the sequence of functions fn is
clearly cofinal growth-rate-wise in the set of all total general recursive
functions by construction of the fn and the properties of the sequence
{φn : n ∈ ω} stated in the previous lemma, this will indeed be a contra-
diction and so our conclusion will be that P 6= NP is indeed provable
in PA, completing the proof.
Let us now describe the construction of g. We described how to con-
struct the sentence ψn given the sentences φn and φn+1. Some reflec-
tion will reveal that, given any quadruple (φ, φ′, P, P ′) where φ and φ′
are Π02-sentences and P is a proof of 1-consistency of PRA+φn from
PRA+φn+1, P
′ is a proof of the Π01-sentence witnessing P = NP from
PRA+φn, one may construct a corresponding sentence ψ in a similar
way which is a polynomial-time-computable function of the quadruple
(φ, φ′, P, P ′) (and one may do this in such a way that the remark made
in note (*) still holds good). So one now searches through all such
quadruples such that the length of each component of the quadruple is
bounded above by an appropriate polynomial function of n, and then,
for each such quadruple in the resulting finite set, one embarks on a
search for either a proof in PRA of arithmetical unsoundness – a proof
in PRA of Σ0r-unsoundness for some r – of PRA+φ
′+¬ψ, or a refu-
tation of ψ from PRA+φ, and the maximum length of the shortest
such proof or refutation found (the maximum being taken over all the
quadruples whose components have length appropriately polynomially
bounded) is the value of g(n).
This search is (PRA-provably) always guaranteed to halt, as can be
seen when we recall (*) and also recall the construction of the sen-
tence ψ, so we do indeed have a PRA-provably total general recursive
function here, and computer code for this function is perfectly feasible
to construct. But the assumption that P = NP , together with Σ03-
induction, can now be seen to give rise to a problematic conclusion,
namely that this general recursive function grows faster than any fn
(and hence grows at least as fast as the Busy Beaver function, which is
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impossible because it is general recursive). In this way, from P = NP
we can derive a contradiction in PA (in fact in Σ03-induction arithmetic).
Since we have now derived a contradiction in PA from the assumption
that P = NP , this completes the proof in PA that P 6= NP . 
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