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Abstract
We look at a special case of a familiar problem: Given a locally compact group G, a subgroup H and
a complex representation π+ of G how does π+ decompose on restriction to H . Here G is GL(2,F )+,
where F is a nonarchimedian local field of characteristic not two, K a separable quadratic extension of F ,
GL(2,F )+ the subgroup of index 2 in GL(2,F ) consisting of those matrices whose determinant is in
NK/F (K
∗), π+ is an irreducible, admissible supercuspidal representation of GL(2,F )+ and H = K∗
under an embedding of K∗ into GL(2,F ).
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let F be a nonarchimedian local field of characteristic not two and K a separable quadratic
extension. Then if K = F(x0) with x0 an element of K whose trace to F is 0 we have an embed-
ding of K∗ into GL(2,F ) given by
a + bx0 →
[
a bx20
b a
]
.
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admissible representation of GL(2,F ) what are the characters χ of K∗ that occur in the re-
striction of π to K∗? It is immediate that if a character χ occurs in such a restriction then
χ |F ∗ must be the central character of π . Assuming that the residue characteristic is odd he
showed that the multiplicity of such a character in π |K∗ must be (Π⊗χ−1,ψ0)+12 , where Π is
a base change lift of π to K and ψ0 is nontrivial additive character of K whose restriction to
F is trivial. It is not hard to show that under the given circumstances the value of the epsilon
factor must be ±1. Hence the multiplicity is either 0 or 1. Tunnell did this, case by case, by
computing ‘characters’; H. Saito [8] gave a residue characteristic free proof of the same result.
D. Prasad [6] considered a slightly more general problem. He looked at representations π of
GL(2,F ) whose restriction to GL(2,F )+ (here GL(2,F )+ denotes the subgroup of index 2 in
GL(2,F ) consisting of those matrices whose determinant is in NK/F (K∗) where NK/F is the
usual norm map from K to F ) breaks up as a sum of two irreducible representations π+ + π−
(this excluded, for instance, the exceptional representations whose restriction to GL(2,F )+ re-
main irreducible). Hence if π is supercuspidal then π = rθ , the Weil representation of GL(2,F )
attached to a character θ of K∗ whose restriction to F ∗ does not factor through the norm map
from K to F . Using a theorem of Langlands [5], Prasad showed that χ occurs in (rθ )+ if and only
if (θχ−1,ψ0) = (θχ−1,ψ0) = 1 and in (rθ )− if and only if both the epsilon factors are −1
(θ is the Galois conjugate of θ ). His proof was based on the following identity which is in fact
equivalent to his extension theorem:
(ω,ψ)
ω( x−x
x0−x0 )
| (x−x)2
xx
|
1
2
F ∗
=
∑
χ∈S
χ(x) (1)
where S is the set of characters χ of K∗ whose restriction to F ∗ is ωK/F and such that
(χ,ψ0) = 1. Prasad’s [6] proof of the identity (1) was valid only when the residue characteristic
is odd. The residue characteristic even case was open till last year when Prasad [7] provided a
proof. Using a theorem of Waldspurger [11], his own local identity in the odd residue charac-
teristic case and a local–global technique he was able to conclude that the identity is also true
for even residue characteristic (chF = 0). Concurrently, Saito [7] gave a purely local proof of
the above identity which was residue characteristic free. He defined an involutive intertwining
operator T :π(1F ∗ ,ωK/F ) → π(1F ∗ ,ωK/F ) which commuted with the GL(2,F )+ action. The
eigenspaces corresponding to the eigenvalues 1 and −1 turned out to be the spaces for π+ and π−
and Saito defined explicit eigenfunctions in each space and proved that for such eigenfunctions
f we have Tf = (χ,ψ0)f . His proof involves integral operators and their convergence was the
only difficulty in the proof.
We note that Langlands [5] had shown that the left-hand side of the above identity (1) is
just Θπ+(x) where Θπ+ is the character of π+ where π is the principal series representation
π(1F ∗ ,ωK/F ) with 1F ∗ being the trivial representation of F ∗ and ωK/F the character of F ∗
associated to K by class field theory.
We give a local proof here which depends on the definition of the epsilon factor and nothing
else. The proof is transparent and, we hope, better explains the difference between the odd and
even residue characteristic cases. We show that in considering
∑
χ∈S χ(x) enough cancellations
take place to yield the left-hand side of the identity. In fact, the right-hand side after cancellations,
reduces to a sum over the characters of a single conductor. This is perhaps not surprising. Note
that the main identity (1) does not make sense if chF = 2 for then x0 ∈ F .
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Throughout this paper F will be a nonarchimedian local field of characteristic not two and
K a quadratic extension of F . The image of x ∈ K under the nontrivial element of the Galois
group of K over F is denoted by x. For a local field F , OF will be the ring of integers in F ,
PF = πFOF the unique prime ideal in OF and πF a uniformizer, i.e., an element in PF whose
valuation is one, i.e., vF (πF ) = 1. The cardinality of the residue field of F is denoted by q and
UF = OF − PF is the group of units in OF . Let P iF = {x ∈ F : vF (x) i} and for i  0 define
UiF = 1 + P iF (with the proviso that U0F = UF ).
Conductor of an additive character ψ of F or K is n(ψ) if ψ is trivial on P−n(ψ), but non-
trivial on P−n(ψ)−1. Fix an additive character ψ of F of conductor zero and let ψK = ψ ◦ trK/F
where trK/F or simply tr is the trace map from K to F . By NK/F or simply N we mean the norm
map from K to F and by dK/F or simply d the differential exponent of K over F which is such
that trP−dK ⊆ OF but trP−d−1K OF . The conductor of ψK is d . For a character χ of F ∗ or K∗
by a(χ) we mean the conductor of χ , i.e., a(χ) is the smallest integer n 0 such that χ is trivial
on Un. We say that χ is unramified if a(χ) is zero.
The F -valuation of 2, vF (2), will always be denoted by t . Therefore, 2 = πtF u, u ∈ UF .
By x0 we will always denote a nonzero element of K with trace 0. Define ψ0 by ψ0(x) =
ψ(tr[−xx0/2]) for x ∈ K . Then ψ0 is an additive character of K trivial on F .
If G is a locally compact abelian group by Ĝ we mean the group of characters of G. Denote
by ωK/F , or simply ω the character of F ∗ associated to K by class field theory, i.e., it is the
unique nontrivial character of F ∗/N(K∗). We define S = {χ ∈ K∗: χ |F ∗ = ω, (χ,ψ0) = 1}
and S(l) = {χ ∈ S: a(χ) = l}. Analogously, we can define S′ and S′(l) with the property that
(χ,ψ0) = −1.
If X is a finite set, by |X| we will mean the number of elements in X.
We often use the theorem of Frohlich and Queyrut [2] and Deligne [1]. For convenience we
state them. The first theorem was proved by Frohlich and Queyrut in characteristic zero and by
Deligne more generally.
Theorem 2.1. Let F be a local field of characteristic not two and K a quadratic extension. Let ψ
be a nontrivial additive character of F and ψK = ψ ◦ tr. Then for any character χ of K∗ whose
restriction to F ∗ is trivial we have (χ,ψK) = χ(x0) where x0 is any element of trace zero.
This is equivalent to saying that (χ,ψ0) = 1.
Theorem 2.2. Let α,β be two characters of a local field F such that a(α)  2a(β). Let yα be
an element of F ∗ such that α(1 + x) = ψ(yαx) for vF (x) a(α)2 (if a(α) = 0 let yα = π−n(ψ)F ).
Then (αβ,ψ) = β−1(yα)(α,ψ).
We remark that vF (yα) = −a(α) − n(ψ).
3. The main theorem
Recall that S = {χ ∈ K̂∗: χ | ∗ = ω, (χ,ψ0) = 1}. We prove the following theorem.F
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two. Let ψ be an additive character of F , and x0 ∈ K∗ such that tr(x0) = 0. Define an additive
character ψ0 of K by ψ0(x) = ψ(tr[−xx0/2]). Then
(ω,ψ)
ω( x−x
x0−x0 )
| (x−x)2
xx
|
1
2
F ∗
=
∑
χ∈S
χ(x), (2)
x, x0 ∈ K∗ − F ∗ where as is usual, the summation on the right is by partial sums over all char-
acters of K∗ of conductor  n.
We refer to [6] for a proof of why this theorem implies Tunnell’s theorem.
Note. From now onwards, by LHS and RHS, we will mean the left-hand side and right-hand side
of the above equation.
Recall [6] that for χ ∈ K̂∗ such that χ |F ∗ = ω, we always have (χ,ψ0) = ±1. For an element
r of F ∗, and χ ∈ S, we have (χ,ψ0(rx)) = ω(r)(χ,ψ0). Therefore the equation∑
χ∈S
χ(x) +
∑
χ∈S′
χ(x) = 0
can be written as ∑
χ∈S
χ(x) = ω(r)
∑
(χ,ψ0(rx))=1,χ |F∗=ω
χ(x).
From this it follows easily that once the theorem is proved for one choice of x0 and ψ , it is true
for any other choice of these parameters. Therefore we will choose an additive character ψ of F
with conductor 0 and x0 a unit if K is unramified. If K is ramified and d is odd we take x0 to be
a uniformizer πK of K and when d even it will be a unit in K as above. It is also clear that once
the theorem is true for an x ∈ K∗, then it is so for any rx for r ∈ F ∗. Hence it suffices to prove
Theorem 3.1 either when x is a unit or when x has valuation 1.
Let ω˜K/F ∈ K̂∗, or simply ω˜, be an extension of ω of conductor 2d − 1 if d  1 and if d = 0
we assume ω˜ to be trivial on UK and −1 on any uniformizer of K . Then if a(χ) 2(2d − 1) we
have
(χ,ψ0) = χ(−x0/2)(χ,ψK)
= χ(−x0/2)
(
χ . ω˜−1 . ω˜,ψK
)
= χ(−x0/2)
(
χ . ω˜−1,ψK
)
ω˜−1(yχ )
= χ(−x0/2) .
(
χ . ω˜−1
)
(x0)ω˜
−1(yχ )
= χ(−x02/2)ω˜−1(x0)ω˜−1(yχ )
= ω˜(−x0/2)ω˜−1(yχ ).
Here yχ is obtained from Theorem 2.2.
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Consider first the relatively simple unramified case, i.e., K/F is unramified. The proof is as
in Prasad [6]. However since he gives no details we give a short outline of the proof.
We have x0 = πK = πF ∈ F and yχ = π−a(χ)F . Hence (χ,ψ0) = (−1)a(χ)+t . We need only
consider the case when x ∈ K∗ −F ∗ is a unit. Now if x = a0 + · · · + arπrF + · · · where ai ∈ OK
and r is the largest positive integer such that ai ∈ OF for all i < r then our LHS becomes
(−1)r+t qr .
Case 1: t even. Then (χ,ψ0) = 1 if and only if a(χ) is even, say 2m, for some m 0. Let r
be even. To prove the theorem we have to show that
qr =
∑
χ∈S(2m),m0
χ(x).
Note that ∑
χ∈S(0)
χ(x) = 1
since there is only one unramified character with -factor 1. If 0 < m, and 2m r ,
∑
χ∈S(2m)
χ(x) = ∣∣S(2m)∣∣
=
∣∣∣∣ UK
UKU
2m
K
∣∣∣∣−
∣∣∣∣ UK
UKU
2m−1
K
∣∣∣∣
= (q + 1)q2m−1 − (q + 1)a2m−2
= q2m − q2m−2.
If a(χ) = 2m r + 2, let μ ∈ ÛK
UKU
r+1
K
. Then
∑
χ∈S(2m)
χ(x) =
∑
χi
∑
μ
(χiμ)(x)
=
∑
χi
χi(x)
∑
μ
μ(x)
=
∑
χi
χi(x) . 0
= 0
where χi ’s are distinct nontrivial characters of
U2m−1K
U2mK
extended arbitrarily to K∗. On adding all
these sums for all values of m 0 we get qr which is what is required. The proof is similar when
r is odd.
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If a(χ) = 1 then
∑
χ∈S(1)
χ(x) =
∣∣∣∣ UKUFU1K
∣∣∣∣− 1 = q.
Now if 1 
= a(χ) = 2m + 1 r then
∑
χ∈S(2m+1)
χ(x) = ∣∣S(2m + 1)∣∣= ∣∣∣∣ UK
UFU
2m+1
K
∣∣∣∣−
∣∣∣∣ UK
UFU
2m
K
∣∣∣∣= (q + 1)(q2m − q2m−1).
When a(χ) = 2m + 1 > r + 1, we have ∑χ∈S(2m+1) χ(x) = 0 as in the t even case. Hence
∞∑
m=0
∑
χ∈S(2m+1)
χ(x) = qr
if r is odd which is as required. Similarly the sum is −qr if r is even.
5. The ramified case
We will now assume that K is ramified over F . It is known (see, for instance, [4, Section 3])
that if d is odd then d = 2t +1 and there exists a uniformizer, denoted by πK such that trπK = 0.
Let x0 = πK . In this case π2K is a uniformizer of F which we denote by πF and NπK = −πF . If
d is even (which can only happen if the residue characteristic is 2) then OK = OF [πK ] where πK
is a uniformizer of K which satisfies the Eisenstein polynomial X2 − u′πsFX − πF with s  t .
Again NπK = −πF . In this case d = 2s and πK = π
s
F u
′
2 (1 + x0) where x0 is a unit of trace 0.
We note that n(ψ0) is equal to 2 if d is odd and 2(s − t) if d is even. So n(ψ0) is always even.
Note also that if χ |F ∗ = ω, then a(χ) is either 2d − 1 or it is even, say 2f , with f  d .
From Tate [9] we know that if χ ∈ F̂ ∗ and ψ is a nontrivial additive character of F , then
(χ,ψ) = χ(c)
∫
UF
χ−1(y)ψ(y/c) dy
|∫
UF
χ−1(y)ψ(y/c) dy|
where the Haar measure dy is normalized such that measure of OF is 1 and c is an element of F ∗
satisfying the property vF (c) = a(χ) + n(ψ).
We quote a result from [3].
Lemma 5.1. If a(χ) 
= 0 then
∣∣∣∣
∫
UF
χ−1(y)ψ
(
π−nF y
)
dy
∣∣∣∣=
{
q−a(χ)/2 if n = a(χ) + n(ψ),
0 otherwise
where χ ∈ F̂ ∗ and ψ is a nontrivial character of (F,+).
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(χ,ψ) = χ(c)qa(χ)/2
∑
y∈ UF
U
a(χ)
F
χ−1(y)ψ(y/c)m′
(
UF
a(χ)
)
= χ(c)q−a(χ)/2
∑
y∈ UF
U
a(χ)
F
χ−1(y)ψ(y/c) (3)
where m′ is the Haar measure defined above and c = πa(χ)+n(ψ)F . In particular since a(ω) = d
and we have chosen ψ such that n(ψ) = 0 we have
(ω,ψ) = ω(πdF )q−d/2 ∑
y∈UF
Ud
F
ω(y)ψ
(
π−dF y
)
. (4)
Corollary 5.2. If n < a(χ) + n(ψ) then∑
u∈ UF
U
a(χ)
F
χ−1(u)ψ
(
π−nF u
)= 0.
Proof. This is clear since the integral in Lemma 5.1 is just a nonzero constant multiple of the
sum in the corollary. 
Lemma 5.3. ∑
χ∈S(2f )∪S′(2f )
χ(y) = 0
if y /∈ F ∗U2f−1K .
Proof. Clear. 
Theorem 5.4. |S(l)| = |S′(l)| for each feasible l, that is when l = 2d − 1 or l = 2f with f  d .
Proof. If l is odd, i.e. 2d − 1, and μ is the unramified character such that μ(πK) = −1 then
(χμ,ψ0) = μ(πK)a(χ)+n(ψ0)(χ,ψ0) = −(χ,ψ0). Hence clearly |S(l)| = |S′(l)|. Now if the
conductor is even, say 2f , we can take c = πf+
n(ψ0)
2
F in Eq. (3) so that
(χ,ψ0) = q−f ω
(
π
f
F
) ∑
y∈ UK
U
2f
K
χ−1(y)ψ0
(
π
−f− n(ψ0)2
F y
)
.
Let e = −1 if d is odd and e = −u′
u
x20 if d is even. Note that (identifying
UFU
2f
K
2f with UFf )
UK UF
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y∈UF U
2f−1
K
U
2f
K
χ−1(y)ψ0
(
π
−f− n(ψ0)2
F y
)= ∑
y′∈ UF
U
f
F
∑
a∈Fq
χ−1
(
y′
(
1 + πf−1F πKa
))
× ψ0
(
π
−f− n(ψ0)2
F y
′(1 + πf−1F πKa))
=
∑
a∈F ∗q
χ−1
(
1 + πf−1F πKa
)
Sa
where Sa =∑y′∈ UF
U
f
F
ω(y′)ψ(π−1F ay′e). In view of Lemma 5.1, Sa is in fact 0 when d 
= 1. In
view of Lemma 5.3 we now have∑
χ∈S(2f )∪S′(2f )
(χ,ψ0) = q−f ω
(
π
f
F
) ∑
a∈F ∗q
∑
χ∈S(2f )∪S′(2f )
χ−1
(
1 + πf−1F πKa
)
Sa.
As before S(2f ) ∪ S′(2f ) =⋃q−1i ω˜χi K̂∗F ∗U2f−1K for some χi ∈ K̂∗F ∗U2fK . Hence∑
χ∈S(2f )∪S′(2f )
χ−1
(
1 + aπf−1F πK
)=∑
i
∑
μ∈̂K∗
F∗U2f−1
K
ω˜−1χ−1i μ
−1(1 + aπf−1F πK)
=
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣∑
i
ω˜−1χ−1i
(
1 + aπf−1F πK
)
=
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣∑
i
χ−1i
(
1 + aπf−1F πK
)
= −
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣.
Hence
∑
χ∈S(2f )∪S′(2f )
(χ,ψ0) = −
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣q−f ω(πfF ) ∑
a∈F ∗q
∑
u∈ UF
U
f
F
ω(u)ψ
(−π−1F au)
= −
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣q−f ω(πfF ) ∑
u∈ UF
U
f
F
ω(u)
∑
a∈F ∗q
ψ
(−π−1F au)
=
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣q−f ω(πfF ) ∑
u∈ UF
U
f
F
ω(u)
= 0.
This completes our theorem. 
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UFU
2d−2
K
then
μ may be extended to K∗ such that χμ ∈ S(2d − 1).
We can in fact make a stronger statement which is a corollary to the proof of our previous
theorem.
Corollary 5.5. If χ ∈ S(2f ) and d 
= 1 then∑
μ∈̂K∗
F∗U2f−1
K
(χμ,ψ0) = 0.
Proof.
∑
μ∈̂K∗
F∗U2f−1
K
(χμ,ψ0) = q−f ω
(
π
f
F
) ∑
y∈ UK
U
2f
K
∑
μ∈̂K∗
F∗U2f−1
K
μ−1(y)χ−1(y)ψ0
(
π
−f− n(ψ0)2
F y
)
= q−f ω(πfF )
∣∣∣∣ K∗
F ∗U2f−1K
∣∣∣∣ ∑
y∈UF U
2f−1
K
U
2f
K
χ−1(y)ψ0
(
π
−f− n(ψ0)2
F y
)
= 0,
by the proof of the last theorem. 
Remark. When d = 1 and a(χ) = 2f  2 then the calculation in Section 4 tells us that
(χ,ψ0) = ω((−1)f a0(χ)/2) where yχ = π−fF π−1K a0(χ)(1 + a1(χ)πK)(1 + a2(χ)πF ) . . . so
that the epsilon factor depends only on χ |
U
2f−1
K
. This fact together with the above corollary
shows the essential difference in the d 
= 1 (residue characteristic even) and the d = 1 (residue
characteristic odd) cases. When d 
= 1 then any character χ of U
2f−1
K
U
2f
K
(f  d) will extend to K∗
such that (χ,ψ0) = 1 and in fact of all the possible extensions exactly half will have epsilon
factor 1. But if d = 1 then of the q − 1 nontrivial characters χ of U
2f−1
K
U
2f
K
exactly half will extend
to K∗ such that (χ,ψ0) = 1 and if we take one such character then all its possible extensions
will have epsilon factor 1.
6. Proof when x has valuation 1
Every element of valuation 1 in K can be written in the form u1u′′πK where u1 is a unit in F ,
u′′ is of the form 1 + x′πr−1F πK , r  1, x′ ∈ UF or x′ = 0. In view of the fact that identity (2) is
true for x if and only if it is true for ax for any a ∈ F we may without loss of generality assume
that x = u′′πK where u′′ is as above. We have either (1) d = 2t + 1, x0 = πK and πF = π2K in
which case
LHS = (ω,ψ)qt (5)
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s
F u
′
2 (1 + x0) so that
LHS = (ω,ψ)qs− 12 ω(πs−tF uu′(1 + x′u′πs+r−1F )). (6)
To compute the sum in the RHS, we first consider the case when χ ∈ S(2d − 1). Taking c =
π
d+ n(ψ0)2
F (u
′′)−1π−1K in Eq. (3) we get
χ(u′′πK) = ω
(
π
d+ n(ψ0)2
F
)
q−(d−
1
2 )
∑
y∈ UK
U
2d−1
K
χ−1(y)ψ0
(
π
−d− n(ψ0)2
F πKu
′′y
)
.
Now if y /∈ UFU2d−1K = UFU2d−2K then∑
χ∈S(2d−1)
χ(y) =
∑
χi
∑
μ∈ ÛK
UF U
2d−2
K
(χiμ)(y) = 0
where the χi ’s are some characters in S(2d − 1). This gives
∑
χ∈S(2d−1)
χ(u′′πK) = lω
(
π
d+ n(ψ0)2
F
)
q−d+
1
2
∑
y∈UF
Ud
F
ω(y)ψ0
(
π
−d− n(ψ0)2
F πKu
′′y
)
= q− 12 ω(πd+ n(ψ0)2F ) ∑
y∈UF
Ud
F
ω(y)ψ
(
−π
−d− n(ψ0)2
F
2
y tr(πKu′′x0)
)
where l = |S(2d − 1)| = qd−1.
Case 1: d = 2t + 1. Here n(ψ0) = 2 and tr(πKu′′x0) = 2πF . Then
∑
χ∈S(2d−1)
χ(u′′πK) = q− 12 ω
(
π
d+ n(ψ0)2
F
) ∑
y∈UF
Ud
F
ω(y)ψ
(−π−dF y)
which is equal to LHS by Eq. (4).
Case 2: d = 2s  2t . Here n(ψ0) = 2s − 2t and tr(πKu′′x0) = πsF u′x20(1 + x′u′πr+s−1F ). Then∑
χ∈S(2d−1)
χ(u′′πK) = q− 12 ω
(
πs−tF
) ∑
y∈UF
Ud
F
ω(y)ψ
(−π−dF u−1u′x20y(1 + x′u′πr+s−1F ))
= q− 12 ω(πs−tF uu′(1 + x′u′πr+s−1F )) ∑
y∈UF
Ud
ω(y)ψ
(
π−dF y
)
F
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tion 1.
7. Proof when x is a unit
We can now without loss of generality take x = 1 + πr−1F πKx′ where x′ ∈ UF . When d =
2t + 1,
LHS = (ω,ψ)ω(πr−1F x′)qr+t− 12 (7)
and when d = 2s  2t , we have
LHS = (ω,ψ)ω(πr+s−t−1F uu′x′)qr+s−1. (8)
We have
∑
χ∈S
χ(x) =
∑
χ∈S(2d−1)
χ(x) +
∑
χ∈S(2f ), dfr−1
χ(x)
+
∑
χ∈S(2r)
χ(x) +
∑
χ∈S(2f ), r+1fr+d−2
χ(x)
+
∑
χ∈S(2r+2d−2)
χ(x) +
∑
χ∈S(2f ),fr+d
χ(x) (9)
keeping in mind that if d = 1 the fourth term does not exist and the third and fifth terms coincide.
If r < d the first three sums do not exist. Now∑
χ∈S(2d−1)
χ(x) +
∑
χ∈S(2f ), dfr−1
χ(x)
is equal to the number of such χ ’s which is qr−1. If r  d > 1 every nontrivial character of U
2r−1
K
U2rK
can be extended in 2| UK
UFU
2r−1
K
| different ways to get a character of K∗ whose restriction to F ∗ is
ω. Of these | UK
UFU
2r−1
K
| will have (χ,ψ0) = 1 in view of Theorem 5.4. Hence
∑
χ∈S(2r)
χ(x) =
∣∣∣∣ UK
UFU
2r−1
K
∣∣∣∣ ∑
χ∈
̂
U
2r−1
K
U2r
K
,χ nontrivial
χ(x)
= −
∣∣∣∣ UK
UFU
2r−1
K
∣∣∣∣
= −qr−1
making the first three sums in Eq. (9) vanish.
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F ∗U2rK
we have χν ∈ S(2f ) whenever χ ∈ S(2f ).
Proof. Case 1: r  d − 1. Then a(χ) = 2f  2(r + d)  2(2d − 1). Therefore (χ,ψ0) =
ω˜(−x0/2)ω˜−1(yχ ). We write
yχ =
⎧⎨
⎩π
−f− d−12
F πKa0(χ)(1 + a1(χ)πK)(1 + a2(χ)πF ) . . . if d is odd,
π
−f− d2
F x0a0(χ)(1 + a1(χ)πK)(1 + a2(χ)πF ) . . . if d is even.
If ν ∈ K̂∗
F ∗U2rK
then a(χν) = 2f so (χ,ψ0) is given by the same formula with yχ replaced by yχν .
We have χν = χ on U2rK ⊇ U2f−(2d−1)K . But ai(χ) is completely determined by χ |U2f−(i+1)K .
Hence ai(χ) = ai(χν) for i = 0,1,2, . . . ,2d − 2. Since
(χ,ψ0) = ω˜(−x0/2)ω˜−1
(
π
−f− d−12
F πKa0(χ)
(
1 + a1(χ)πK
)
. . .
(
1 + a2d−2(χ)πd−1F
))
if d is odd with a similar expression if d is even we have (χν,ψ0) = (χ,ψ0) whenever
ν ∈ K̂∗
F ∗U2rK
. Hence if χ ∈ S(2f ) then χν ∈ S(2f ).
Case 2: r < d − 1. Again if ν ∈ K̂∗
F ∗U2rK
with ν(πK) = 1 since a(χ) = 2f  2(r + d) > 2 . 2r
we have by Theorem 2.2
(χν,ψ0) = χν(−x0/2)ν−1(yχ )(χν,ψK)
= χν(−x0/2)ν−1(yχ )(χ,ψK)
= ν(x0)ν−1(yχ )(χ,ψ0)
=
⎧⎨
⎩ν(x0)ν
−1(π−f−
d−1
2
F πKa0(χ)(1 + a1(χ)πK) . . .)(χ,ψ0) if d is odd,
ν(x0)ν−1(π
−f− d2
F x0a0(χ)(1 + a1(χ)πK) . . .)(χ,ψ0) if d is even
= ν−1((1 + a1(χ)πK)(1 + a2(χ)πF ) . . . (1 + a2r−1(χ)πr−1F πK))(χ,ψ0)
= ν−1((1 + a1(χ)πK)(1 + a3(χ)πFπK) . . . (1 + a2r−1(χ)πr−1F πK))(χ,ψ0).
If, for instance, d is even and a ∈ F ∗q then
1 = ω(1 + aπf−1F )= χ(1 + aπf−1F )= ψK(aπf−1F π−f− d2F x0a0(χ)(1 + a1(χ)πK))
= ψK
(
aa0(χ)a1(χ)u
′x20
)
.
This implies that a1(χ) = 0. Similarly ai(χ) = 0 for i = 1,3, . . . ,2r −1. Therefore (χν,ψ0) =
(χ,ψ0) and if χ ∈ S(2f ) then χν ∈ S(2f ). 
Corollary 7.2. Let x = 1 + πr−1F πKx′ where x′ ∈ UF and let f  r + d . Then∑
χ(x) = 0. (10)
χ∈S(2f )
1634 K.V. Namboothiri, R. Tandon / Journal of Number Theory 128 (2008) 1622–1636Proof. Clear. 
We now proceed further with the proof of Theorem 3.1. By the above corollary, the right-hand
side of Eq. (8) is qr−1 +∑χ∈S(2r) χ(x) if d = 1 and ∑χ∈S(2f ), r+1fr+d−1 χ(x) if d > 1.
If χ ∈ S(2r + 2m), 1  m  d − 1 or m = 0 and d = 1 then using Eq. (3), if we take c =
π
r+m+ n(ψ0)2
F , we will get
χ(x) = q−r−mω(πr+m+ n(ψ0)2F ) ∑
y∈ UK
U
2r+2m
K
χ−1(y)ψ0
(
π
−r−m− n(ψ0)2
F xy
)
.
Let e1 = q−r−mω(πr+m+
n(ψ0)
2
F ). Then
∑
χ∈S(2r+2m)
χ(x) = e1
∑
χ∈S(2r+2m)
∑
y∈UF U
2r+2m−1
K
U
2r+2m
K
χ−1(y)ψ0
(
π
−r−m− n(ψ0)2
F xy
)
+ e1
∑
χ∈S(2r+2m)
∑
y∈ UK
U
2r+2m
K
−UF U
2r+2m−1
K
U
2r+2m
K
χ−1(y)ψ0
(
π
−r−m− n(ψ0)2
F xy
)
where as usual we identify UFU
2f+2m
K
U
2f+2m
K
with UF
Ur+mF
.
Let us call the first term on the right-hand side of the above equation Mm and the second
term Tm. We will show that Mm is 0 if 1  m  d − 2 and LHS (of 3.1) if m = d − 1 (even if
d = 1).
Mm = e1
∑
χ∈S(2r+2m)
∑
y∈UF U
2r+2m−1
K
U
2r+2m
K
χ−1(y)ψ0
(
π
−r−m− n(ψ0)2
F xy
)
= e1
∑
χ∈S(2r+2m)
∑
y′∈ UF
U
r+m
F
∑
a∈Fq
χ−1(y′)χ−1
(
1 + πr+m−1F πKa
)
× ψ0
(
π
−r−m− n(ψ0)2
F
(
1 + πr−1F πKx′
)
y′
(
1 + πr+m−1F πKa
))
= e1
∑
χ∈S(2r+2m)
∑
y′∈ UF
U
r+m
F
∑
a∈Fq
ω(y′)ψ−1K
(
yχπ
r+m−1
F πKa
)
× ψ0
(
π
−r−m− n(ψ0)2
F
(
πr−1F πKx
′ + πr+m−1F πKa + π2r+m−2F π2Kx′a
)
y′
)
where yχ is as in Theorem 2.2. If d = 2t + 1 then we can take yχ = π−r−m−t−1F πKa0(χ)(1 +
a1(χ)π ) . . . where ai(χ) ∈ Fq , a0(χ) 
= 0.K
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= e1
∑
y∈ UF
U
r+m
F
ω(y)
∑
χ∈S(2r+2m)
∑
a∈Fq
ψ
(−π−1F uaa0(χ))ψ(−π−m−1F y(x′ + πmF a))
= e1
∑
y∈ UF
U
r+m
F
ω(y)ψ
(−π−m−1F yx′) ∑
χ∈S(2r+2m)
∑
a∈Fq
ψ
(−π−1F a(ua0(χ) + y))
= q−r−m+r+mω(πr+m+1F )ω(−x′) ∑
y∈ UF
U
r+m
F
ω(y)ψ
(
π−m−1F y
)
= ω(πr+mF x′) ∑
y∈ UF
U
r+m
F
ω(y)ψ
(
π−m−1F y
)
which is equal to LHS if m = d − 1 (even when d = 1) and 0 if m < d − 1 by Corollary 5.2 and
Eq. (4). Similarly if d = 2s, noting that ω(−x20) = 1, we will get the same result. Recall
∑
χ∈S(2r+2m)
χ(x) = Mm + Tm
where
Tm = e1
∑
χ∈S(2r+2m)
∑
y∈ UK
U
2r+2m
K
−UF U
2r+2m−1
K
U
2r+2m
K
χ−1(y)ψ0
(
π
−r−m− n(ψ0)2
F xy
)
.
Doing the same calculations for χ ′ ∈ S′(2r + 2m), we have
−
∑
χ ′∈S′(2r+2m)
χ ′(x) = Mm + T ′m
where
T ′m = e1
∑
χ ′∈S′(2r+2m)
∑
y∈ UK
U
2r+2m
K
−UF U
2r+2m−1
K
U
2r+2m
K
χ ′−1(y)ψ0
(
π
−r−m− n(ψ0)2
F xy
)
.
Adding we get
∑
χ(x) −
∑
′ ′
χ ′(x) = 2Mm + Tm + T ′m.
χ∈S(2r+2m) χ ∈S (2r+2m)
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∑
χ∈S(2r+2m)
χ(x) +
∑
χ ′∈S′(2r+2m)
χ ′(x) =
{
0 if m 1,
−2qr−1 if m = 0, d = 1.
By the same lemma, Tm + T ′m = 0. Hence
∑
χ∈S(2r+2m)
χ(x) =
{
Mm for m = 1,2, . . . , d − 1,
M0 − qr−1 for m = 0.
We have already shown that Mm = 0 except when m = d − 1 in which case it is LHS. This
completes the proof of Theorem 3.1 when x is a unit. As we have already proved Theorem 3.1
when x has valuation 1 this then completes the proof of Theorem 3.1 in all cases.
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