Reconstructing Point Clouds of Mid-size Objects by Woodworth, Spencer
 Reconstructing Point Clouds of Mid-size Objects 
 
 
 
 
 
 
 
 
A Senior Project 
Presented to 
the Faculty of the Department of Computer Science 
California Polytechnic State University, San Luis Obispo 
 
 
 
 
 
In Partial Fulfillment 
of the Requirements for the Degree 
Bachelor of Science 
 
 
by 
 
Spencer Woodworth 
 
December, 2013 
 
 
 
© 2013 Spencer Woodworth 
 
 
Abstract 
 
This project explores the use of an inexpensive 3D camera for the acquisition and reconstruction 
of mid-size objects. The disparity of objects between stereo image pairs are used to calculate 
depth and generate a depth map. The depth map is used to generate a point cloud representation 
of the object from a single view. Finally, point clouds are generated from several views of an 
object and then aligned and merged into a seamless 360-degree point cloud. 
 
Introduction 
 
Three dimensional data acquisition and object reconstruction is the generation of three-
dimensional models from sensor data. One common practice is to generate models of building or 
terrain by capturing aerial stereo image pairs. Images from a single point of view can be used to 
create a depth map. Then, images from multiple points of view may be aligned and merged to 
create a complete model of the object. This process saves artists significant time compared to 
constructing the models from scratch. 
 
This project utilizes an affordable consumer-grade 3D camera to construct point clouds of 
medium scale objects. Multiple point clouds are generated from single-view stereo images. 
Simple rigid transformations are then applied to align the point cloud, creating a 360-degree 
collection of unorganized points. These point clouds could then be used to create watertight 3D 
triangle meshes of the objects. 
 
Most existing 3D capture systems are large, expensive, and rely on proprietary software. One 
exception to this is Microsoft’s Kinect device. However, even the Kinect has various 
technological limitations, including its low-resolution image sensors, its need for an external 
power supply, and its limited field of view [1]. Some of the challenges addressed during the 
implementation of this project include minimizing these limitations and aligning multiple point 
clouds with limited human interaction.  
 
Prior Research 
 
Three dimensional data acquisition and object reconstruction research has been preformed in a 
number of fields including topographic mapping1, architecture2, engineering, manufacturing3, 
and archeology4. Researchers have used a number of techniques to capture input data, including 
photogrammetry, photoclinometry, stereo images, and range sensors.  
 
Significant research has been conducted over the use of stereo imagery for object reconstruction 
[2] [3]. Stereo vision has been found to be both accurate and affordable, making it ideal for this 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Aerial	  images	  can	  be	  used	  to	  quickly	  model	  urban	  building.	  For	  example,	  the	  2008	  paper	  
Fusion	  of	  Feature-­‐	  and	  Area-­‐Based	  Information	  for	  Urban	  Buildings	  Modeling	  from	  Aerial	  
Imagery	  (http://link.springer.com/chapter/10.1007%2F978-­‐3-­‐540-­‐88693-­‐8_64)	  used	  aerial	  photography	  to	  reconstruct	  complex	  urban	  environments.	  	  2	  Photo	  Tourism	  is	  a	  system	  which	  allows	  for	  browsing	  of	  large	  collections	  of	  photographs	  in	  3D	  -­‐	  http://phototour.cs.washington.edu/	  3	  Information	  about	  3D	  Stereo	  CAD	  modeling	  from	  point	  clouds	  is	  available	  at	  https://communities.bentley.com/other/old_site_member_blogs/bentley_employees/b/stephanecotes_blog/archive/2011/06/24/3d-­‐stereo-­‐cad-­‐modeling-­‐from-­‐point-­‐clouds.aspx?Redirected=true	  4	  The	  Digital	  Michelangelo	  Project	  used	  the	  combination	  of	  laser	  range	  finder	  data	  and	  color	  images	  to	  accurately	  reconstruct	  digitize	  the	  external	  shape	  and	  surface	  characteristics	  of	  objects,	  including	  Michelangelo's	  David.	  More	  information	  about	  this	  project	  can	  be	  found	  at	  http://graphics.stanford.edu/projects/mich/	  
project. In addition, several research projects have explored the use of stereo images for 3D point 
cloud generation [4] [5], as well as point cloud alignment [6] [7] [8]. 
 
This research builds on some of the stereo vision research conducted by the International 
Computer Engineering Experience (ICEX) teams during their 2012 and 2013 research programs.  
In these projects, the undergraduate research teams employed dual GoPro Hero 2 camera 
systems, housed in a 3D underwater housing. These cameras were mounted to the front of a 
VideoRay Pro 3 GTO remotely operated vehicle (ROV) and used to capture stereo images of 
cisterns and underwater caves in the Mediterranean nation of Malta. 
 
Several of the difficulties experienced in these projects are documented on the ICEX blog [9] 
[10]. The research teams concluded that the majority of their difficulties were the result of the 
GoPro Hero 2 3D camera system. The GoPros were designed as an action camera, so they 
include a fisheye lens for the greatest 
possible field of view. Fisheye lenses are 
able to achieve extremely wide angles of 
view by sacrificing the ability to producing 
images with straight lines of perspective5. 
Instead, fisheye lenses opt for a curvilinear 
mapping, which gives the images a 
characteristic non-rectilinear convex 
appearance. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5 A rectilinear lens is required to produce images where straight features, such as the walls of 
buildings, appear as straight lines. 
Figure 1: Example of uncorrected fisheye using GoPro 
 In order for the GoPro images to be processed by the disparity algorithms, the images require 
preprocessing to remove the fisheye distortion, therefore ensuring that the observed image is 
purely projectional. The ICEX research teams were unable to find the exact fisheye profile used 
in the GoPro lenses, so distortion removal was limited to a handful of optics calibration tests6. 
While these optical corrections are good enough to trick they eye into thinking that the lines are 
straight, the research teams found that the disparity algorithms preformed poorly on the corrected 
images.  
 
To make matters worse, the ICEX teams also discovered that the GoPro 3D Sync Cable used in 
the experiment did not sync the cameras as expected. When two GoPro cameras are connected 
via the 3D Sync Cable, one camera is designated as the “master” camera, while the other acts as 
a “slave” camera. The team discovered that the master camera sends a signal to the slave when a 
photo is taken; however, it does not ensure that the photos are taken simultaneously. The team 
discovered that even the minor drift experienced during the ROV operation would often result in 
slightly offset images. These offset images were required to either be removed from the potential 
dataset or preprocessed to compensate for the drift.  
 
In addition, the master camera does not control the exposure of the slave camera. Thus, images 
are frequently taken with differing shutter speeds. This problem also required images to either be 
removed from the dataset or preprocessed to correct the lighting differences. 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 More information about the fisheye distortion removal can be found at http://icex2013-
maltasicily.blogspot.com/2013/03/stereo-progress.html 
Due to these difficulties, the ICEX teams were limited to capturing stereo image pairs and 
constructing disparity maps. The ICEX team members experimented with various disparity 
algorithms, but ultimately concluded that MathWork’s MatLab built-in disparity functions 
(Computer Vision Toolbox)7 provided the most accurate and consistent results. Thus, this 
disparity tool was used for this project as well.  
 
Algorithm 
 
Image Capture 
Similar to the ICEX project, this project requires a stereo image capture system. The system 
captures a left and right image and processes 
them to determine depth in a similar fashion 
as the human eye and brain. By comparing 
the horizontal displacement of objects in the 
images, relative depth information can be 
obtained in the form of disparities. These 
disparities are inversely proportional to the 
differences in distance to the objects. 
 
Several camera systems were considered for this project. Digital Single Lens Reflex (D-SLR) 
cameras with and without video capture capabilities were considered due to their ability to 
capture high resolution images and video, as well as their ability to manually control setting such 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7 Documentation of the MatLab disparity function can be found at 
http://www.mathworks.com/help/vision/ref/disparity.html 
Figure 2: Stereo Image Pair (Image courtesy of 
http://csecar.wordpress.com/tag/stereo-vision/) 
as focus, capture time, and exposure. Some of the most common problems experienced during 
the ICEX research involved these problems. Using the GoPro Hero 2 camera system, images 
were often captured while focused on different objects, at slightly different times, or with 
differing exposure settings. This limited the number of images capable of being processed and 
required significant human analysis to find “good” stereo image pairs. The D-SLR option was 
not pursued because it did not meet two of the project’s criteria (affordability and compact size).  
 
The Fujifilm FinePix Real 3D W3 camera 8  was 
selected from a variety of point-and-shoot camera 
options. Not only does the camera meet the 
affordability and size criteria, but it also contains a 
single camera processor which controls focus, capture 
time, and exposure for both cameras.  
 
Image Processing  
Images captured using the Fujifilm W3 are stored in the industry standard Multi Picture Object 
(MPO) file format. This file format stores the left and right JPEG images as well as addition 3D 
metadata in a single file. The MPO files were split using the free program MPO Splitter9 [11].  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8 Specifications – 10.0 megapixel twin CCD, Fujinon 3x optical zoom lens, F3.7(Wide) - 
F4.2(Telephoto). Full specifications available at 
http://www.fujifilmusa.com/products/3d/camera/finepix_real3dw3/specifications/ 
 
9 MPO Splitter is an OSX only utility. Several free Windows equivalents exist including 
StereoPhoto Maker - http://stereo.jpn.org/eng/stphmkr/ 
Figure 3: Fujifilm W3 (Image courtesy of 
FujifilmUSA.com) 
The image pairs are then resized or cropped to the desired resolution. 
 
The images are then converted to grayscale, a requirement of the MatLab Disparity function. The 
images are then processed using the disparity function. A disparity algorithm works by 
determining which pixel in the right image 
corresponds to each pixel in the left image. By 
recalling a simple stereo image system, the 
following equations may be derived: 
 
Left  Camera:      x! = fXZ           y! = fYZ Right  Camera:      x! = fX− T!Z           y! = fYZ 
 
 
 
 
 
Figure 4: Example MPO image split into left and right images 
Figure 5: A simple stereo image system (Image 
courtesy of Penn State University) 
These formulas may then be used to calculate stereo disparity, where Z is equal to the depth and 
d is equal to the disparity. 
 
d = x! − x! =   fXZ − (fXZ −   fT!Z ) d = fT!Z  
 
 
For stereo image matching, since the images are aligned vertically it is unnecessary to search the 
entire 2D right image for a corresponding pixel. This “epipolar constraint” reduces the search 
space to a one-dimensional line. 
 
The MatLab function takes various 
parameters, including Contrast Threshold, 
Block Size, Disparity Range, and 
Uniqueness Threshold10. The output of the 
disparity function is a single grayscale 
image of the same size as the input 
images. This image can be saved in a 
variety of file formats; however, the 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
10 Descriptions and default values for the full set of parameters can be found at 
http://www.mathworks.com/help/vision/ref/disparity.html 
Figure 7: Example of epipolar line in simple stereo image system 
(Image courtesy of Penn State University) 
d	  
Figure 6: Disparity along an epipolar line 
bitmap file format was chosen for this project.  The bitmap file format was chose due to the fact 
that it is an uncompressed file and, therefore, will not lose pixel color accuracy and can easily be 
used as input to the point cloud generator. 
 
 
 
 
 
 
 
 
 
 
 
 
Point Cloud Generation and Optimizations 
The bitmap file is then used to generate a point cloud representing the object. The x and y 
locations of the points are calculated using the x and y pixel coordinate, while the z location is 
based on the color of the pixel. Pixels with RGB color values of (0,0,0) or (255,255,255) are 
removed, since these represent places where a proper disparity was not found by the disparity 
Figure 8: Left input image and output disparity map 
function (See Uniqueness 
Threshold parameter). The user 
may also remove point clouds that 
are outside of a provided range to 
remove outlier data.  
 
Other outliers are found using a 
nearest neighbor search. This filter 
removes outliers, which are 
typically produced by invalid 
disparity matches. The filter scans 
each point in the point cloud and 
finds the distance to its nearest 
neighbor. This distance is stored in 
a temporary data structure. The user 
may preview the point cloud by 
limiting the points drawn to points 
whose distances are less than a 
provided parameter distance.  When 
the desired trimming distance is 
reached, the filtered point cloud is 
stored. 
 
Figure 9: Point cloud of bench from multiple angles 
Point Cloud Alignment and Merging 
Once multiple point clouds have been processed from different angles, they are ready to be 
merged into a single point cloud. The point clouds are first manually aligned using an OpenGL 
alignment program. The program allows the user to apply simple rotation, scale, and translation 
transformations to each point cloud using keyboard-mapped controls. After the point clouds have 
been manually aligned and are centered about the origin, they are exported into the Point Cloud 
Data (PCD) file format. This is the standard file format used by the Point Cloud Library (PCL)11.  
 
The manually aligned PCD files are then aligned using the iterative closest point (ICP) algorithm 
used by the PCL [12] [13] [8].  This point set registration algorithm is used to minimize the 
distance between two point clouds. ICP is often used to localize robots and achieve optimal path 
planning, especially when regular odometry is not trusted due to wheel slippage. ICP is also used 
to reconstruct 2D or 3D surfaces from multiple scans. It is used in this project to correct possible 
misalignments made in the manual alignment stage. The result of the ICP algorithm is a 4x4 
transformation matrix, which aligns the point clouds when applied to each point in the second 
cloud. Finally, the aligned point clouds may be merged, viewed, and output for later use. 
 
Downsampling 
To reduce the size of the merged point cloud, some overlapping points used in the alignment 
process may be removed. To achieve this, the filtering code described above was modified to 
remove one point from each pair of points if the points are less than a provided distance. To 
ensure that this downsampling does not remove valid data, the smallest distance between two 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 The Point Cloud Library is a large scale, cross-platform, open source library for 2D and 3D 
image and point cloud processing. It is available for download at http://pointclouds.org/ 
points in each unmerged point cloud is first calculated. The smallest of these calculated distances 
is then used as the parameter for the downsampling function. 
 
Results 
 
The algorithm was tested on images of a fire hydrant. Three images were captured at 
approximately zero, 120, and 240 degrees respectively. The images were processed individually 
as seen in the images below.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Next, the three images were then manually aligned one pair at a time.  
Figure 10:  Results of fire hydrant from one angle 
  
Finally, the point clouds were merged and re-aligned using the iterative closest point algorithm. 
 
 
 
 
Figure 11: Two manually aligned point clouds 
  
During the implementation process, several image-capturing techniques were discovered which 
led to better, more consistent point clouds. Images with diffuse light resulted in more successful 
disparity matches. Objects with patterns, such as cloth or brick walls often confused the disparity 
algorithm, as it struggled to determine which features were unique. Images with light gradients 
aided disparity matching, since shades of unique colors were simpler to distinguish than flat 
Figure 12: Final aligned and merged point cloud 
shading. Additionally, images with a large number of colors helped the disparity function, since 
they made it easier to select unique features.  
 
While the algorithm tends to perform better with these qualities and on simple geometry, it may 
still be used on more complex scenes. A complicated bike rack scene was used to test the 
algorithm. The input images have a significant number of objects, as well as many complex 
shadows and highlights where details are lost.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13: Input complex scene and output disparity map 
  
Future Work 
 
Surface Reconstruction 
The noticeable next step for this project is the process of reconstructing a surface from the 
merged point clouds. This is a highly researched area of computer graphics with a large body of 
existing research [14] [15] [16] [17]. Each of the above methods has various pros and cons for 
different datasets. Hugues Hoppe’s Poisson surface reconstruction is considered the best choice 
Figure 14: Resulting point cloud 
for this project due to is high resilience to data noise [18]. The algorithm considers all points 
simultaneously, without resorting to heuristic spatial partitioning or blending. It has also been 
incorporated into MeshLab12 and VTK Journal13, which make its integration into this project 
rather simple. The biggest weakness of this algorithm is that the input point cloud requires 
oriented normals. Normals can be estimated using the disparity map; however, these estimates 
may lead to unsatisfactory results. 
 
Registration Enhancements 
One of the largest problems encountered during this project was achieving successful alignment 
with minimal human interaction. The Point Cloud Library uses the popular iterative closest point 
algorithm for point cloud registration. There are several ways to implement this algorithm, with 
some resulting in slightly better and faster registration. The developers of PCL recently 
explained in a blog post that they have found several issues with the ICP algorithm in the current 
version of PCL (version 1.6), which will be addressed in the next release (version 1.7) [19]. 
Version 1.7 will also add new code for registration. No changes to the project pipeline should be 
necessary other than updating to the newest version of PCL when the finalized source code 
becomes available.  
 
While the bug fixes and new registration code for PCL’s iterative closest point algorithm will 
likely help the problems encountered in the point cloud alignment process, they will most likely 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12 MeshLab is an open source, portable, and extensible program for the processing and editing 
unstructured 3D triangular meshes. Available at http://meshlab.sourceforge.net/ 
13 Visualization Toolkit (VTK) is an open-source software for 3D computer graphics, image 
processing and visualization. Available at http://www.vtk.org/VTK/resources/software.html 
The Poisson surface reconstruction algorithm has been implemented for VTK and is available for 
download at http://www.vtkjournal.org/browse/publication/718 
not completely solve the problems. The iterative closest point algorithm belongs to the class of 
registration algorithms known as rigid transformations14. This means that any transformations 
(rotations, translations, or reflections) applied to the points must preserve the distance between 
every pair of points.  
 
 
 
 
 
Another solution for achieving better point set registration would be using a non-rigid 
transformation. Non-rigid transformations allow for transformations, which do not preserve the 
distance between each set of points, including scales and shears.  
  
 
 
 
 
Andriy Myronenko and Xubo Song presented an algorithm for non-rigid point cloud registration 
in their paper titled Point Set Registration: Coherent Point Drift [20]. Their Coherent Point Drift 
algorithm contains several improvements over the ICP algorithm, including its superior ability to 
ignore outliers.  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
14 All rigid transformations are affine transformations. 
Figure 15: Examples of rigid transformations 
Translation         Rotation    Translation+ Rotation 
Figure 16: Examples of non-rigid transformations 
Scale                     Shear 
Filtering 
Additional future improvements could be made to the point cloud filtering technique for 
removing outliers. The Point Cloud Library contains a Statistical Outlier Removal function, 
which behaves similarly to my implementation but has several benefits [21] [22]. This Statistical 
Outlier Removal function organizes the points into a special data structure so that distances are 
only calculated for each point’s neighbors. The function also makes the assumption that the 
distances result in a Gaussian (or normal) distribution with a calculable mean and standard 
deviation. The function then removes all points that are statistically considered outliers. 
Therefore, it is believed that this function would be faster, more accurate, and require less human 
interaction than the current technique. 
 
Underwater 
The stereo vision reconstruction of the ICEX project was similar to this project with the 
exception that the ICEX project was performed in an underwater environment.  While 
underwater photography was not the goal of this project, it could be achieved using the methods 
described within this paper. The Fujifilm W3 meets all of the needs of an underwater 3D camera 
for a small ROV other than the waterproof requirement. However, this could be achieved by 
placing the camera in a small, clear, waterproof container. The biggest anticipated problem is 
that the W3 does not have a time-lapse image capture mode. This problem could be overcome by 
using the 3D video mode and processing individual frames of video rather than images. 
Unfortunately, this limits the image quality to 1280 x 720 pixels. Alternatively, the Fujifilm W3 
includes an infrared (IR) receiver, which can be used to remotely trigger image capture. A small 
IR trigger, paired with a micro controller, such as an Arduino, could be submerged with the 
camera in the underwater housing and used to take images at set intervals. Otherwise, since the 
software created for this project is not hardware dependent, an alternate camera system could be 
used. 
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