Abstract-In this paper, we present a novel balancing method for nonlinear port Hamiltonian systems based on the Hamiltonian and the controllability function. This corresponding balanced truncation method results in a reduced-order model that is still in port Hamiltonian form in contrast to the traditional balanced truncation method based on the controllability and observability functions.
I. INTRODUCTION
Port Hamiltonian systems (PHSs) [2] - [4] form an important class of passive state-space systems, and many physical systems such as electromechanical systems can be represented as PHSs. Furthermore, various control methods are developed for these type of systems, relying on the fact that interconnecting Hamiltonian systems with each other, results in a closed loop PHS again. Besides, the corresponding control methods are generally physically interpretable and intuitively it provides a clear framework. However, models of physical systems can easily be high dimensional, e.g., large scale circuits, discretized PDE models, such as from flexible beams, etc., which makes analysis and control difficult. Therefore, it is important to study model reduction methods. To benefit from the structure of a PHS, it is natural to develop a model reduction method preserving the Port Hamiltonian (PH) structure. Structure preserving model reduction methods for PHSs have been studied in several ways, such as through Kalman decomposition [5] , [6] , interpolation [7] , moment matching [8] - [10] , and modified balanced truncation for limited subclasses [11] , [12] . In particular, [6] , [9] , [11] , [12] study nonlinear PHSs.
In contrast to the above methods, the traditional nonlinear balanced truncation method proposed by Scherpen [13] and developed further by Fujimoto and Scherpen [14] , [15] does not preserve the PH structure. The paper [11] studies balanced truncation via a supply and storage function and shows that the structure is preserved if these two functions satisfy specific conditions. The paper [12] studies balanced truncation of the controllability and observability functions and shows that the structure is preserved if the Hamiltonian is identical to a weighted The authors are with the Jan C. Willems Center for Systems and Control, Engineering and Technology institute Groningen, Faculty of Science and Engineering, University of Groningen, Groningen 9747 AG, the Netherlands (e-mail: y.kawano@rug.nl; j.m.a.scherpen@rug.nl).
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In this paper, we establish a balancing procedure for PHSs based on the controllability function and the internal energy given by the Hamiltonian, i.e., a combination of balancing and modal analysis. That is, for standard balancing for stable systems [16] , nonlinear one, i.e., [13] the controllability and observability Gramians are used, whereas in modal analysis, the eigen modes of the system related to the internal energy are considered [17] . To the best of our knowledge, this has not been done elsewhere. When using such procedure for truncation, the PH structure is preserved naturally, whereas this is not the case in any other balancing procedure. In [1] , we have obtained some preliminary result solely focusing on the linear case. Here, we show that in the linear case, our method can be modified for gradient systems [18] , another class of systems arising from physics. In fact, for a class of linear gradient systems, our method gives the same balanced realization as the traditional balanced realization based on controllability and observability Gramians. Furthermore, the above mentioned modification of our method results in balancing all linear gradient systems. Based on this fact, we show that for a special class of passive gradient systems, such as RL networks, our method for PHSs is equivalent to traditional balancing. From this fact, our method for linear systems can be viewed as an extension of the traditional balancing method to preserve the PH structure.
The remainder of this paper is organized as follows. Section II shows the nonlinear PHS and summarizes the results on nonlinear controllability function in [13] . Section III presents our PH structure preserving truncation method based on the Hamiltonian and controllability function. In Section IV, we proceed with further analysis of our method in the linear case. We establish a connection between our method and traditional balanced truncation for specific passive gradient systems. Finally, Section V summarizes this paper.
II. PRELIMINARIES

A. Port Hamiltonian Systems
Consider a nonlinear PHS [4] with states x ∈ R n , and inputs and outputs u, y ∈ R m , respectively, as follows:
where J (x) = −J T (x) is the interconnection matrix, R(x) = R T (x) ≥ 0 is the damping matrix, and H : R n → R, H(x) > 0 is the Hamiltonian representing the total energy in the system. Suppose that ∂H(0)/∂x = 0, ∂ 2 H(0)/∂x 2 > 0, and the system is asymptotically stable at the origin.
An important property of a PHS is that it is a passive system with the Hamiltonian as storage function. It can be seen by computing
Therefore, when applying model reduction, preserving the PH structure implies preserving passivity.
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B. Controllability Function
In this paper, we consider a truncation based on the Hamiltonian and controllability function. Since PHS (1) is an input-affine system, the results of [13] about the controllability function are applicable. In order to be self-contained, we summarize these results.
The controllability function for system (1) is defined as follows [13] :
Under the assumption that L C exists and is smooth around the origin, and that system (1) is asymptotically stable at the origin, it follows that L C is the (local) unique antistabilizing solution to the following Hamilton-Jacobi equation (HJE) [13] :
Antistabilizing means that the inverse-time system given bẏ
is asymptotically stable at the origin. It follows that L C (x) > 0 is equivalent to asymptotic stability of (3) [13] . In [10] , an asymptotic stability of the inverse-time system (3) is called (local) asymptotic reachability of PHS (1), and it is shown that asymptotic reachability is a sufficient condition for (local strong) accessibility [19] of (1). Remark 2.1: Asymptotic reachability of the asymptotically stable system implies controllability of the linearized system. This immediately follows from the fact that the inverse-time system, i.e., an unstable system is stabilizable by continuous feedback.
III. MAIN RESULTS
Nonlinear balanced truncation for asymptotically stable systems is based on the controllability and observability functions and preserves stability, controllability, and observability [14] , [15] but not the PH structure. Here, we present a balanced truncation method based on the Hamiltonian and controllability functions. We use the following assumptions.
Assumption 3.1:
Its linearized system at the origin is asymptotically stable.
3) L C (x) > 0 exists and is smooth around the origin.
Remark 3.2:
The inverse of the controllability Gramian of the linearized system ∂ 2 L C (0)/∂x 2 is assumed to be positive definite for nonlinear balancing [13] , [15] . However, when the linearized system is asymptotically stable, and L C (x) > 0, it follows from Remark 2.1 that the linearized systems is controllable, and consequently
A. Semibalanced Realization
In [13] - [15] , the input normal form is used for setting up a nonlinear balancing procedure, which is a realization such that the controllability function L c (x) and observability function
. In this paper, we follow a similar procedure, but we now use the controllability function and the Hamiltonian, and the Hamiltonian is normalized. If in addition, the Hamiltonian and the controllability function are simultaneously brought into a diagonal form, we call this a semibalanced realization. As the first step for PH structure preserving semibalanced truncation, we transform the Hamiltonian into the normalized form H(x) = x T x/2. Note that the PH structure is preserved under a coordinate transformation. After the coordinate transformation by diffeomorphic z = ϕ(x) (ϕ(0) = 0), system (1) becomes
where
. [20] implies that there exists a local coordinates z with smooth
In such a coordinate, the PHS becomes
For representation (4) , the controllability function is given by
is smooth, the controllability function L C z (z) in the z-coordinates is again smooth and positive definite, and ∂ 2 L C z (0)/∂z 2 > 0. In [13] , it is shown that for any controllability function
In general, this order depends on state space regions as for traditional balancing found in [14] . This could be further "decoupled" per coordinates as in [15] . The paper in [21] gives a similar but computationally different method for obtaining the form (6), which can be used instead of the method in [13] .
In the z H -coordinates, we notice the following.
Lemma 3.3:
In the z H coordinates, the Hamiltonian is still in its normalized form, i.e.,
In summary, for the local coordinate transformation 
is a PHS, and
In the z H -coordinates, the controllability function and the internal energy (Hamiltonian) are brought in an almost semibalanced form (for a fully semibalanced form, a transformation of the form z B ,i = σ i (z H ) 1 / 4 z H ,i is necessary). In particular, they are brought into an "energy-normal/input balanced" form. This means that a small σ i (z H ) implies that the state z H ,i is badly controllable, and hardly contributes to the internal energy captured in the Hamiltonian.
B. Structure Preserving Truncation
Suppose that σ k σ k + 1 for k < n. Then, z H ,k is more important than z H ,k + 1 in terms of the balance between the Hamiltonian and the controllability function. We partition the system in the z H -coordinates as follows: A possibility to reduce the number of states is by truncation, i.e., to put z H ,k + 1 = 0, . . . , z H ,n = 0, i.e., z H ,b = 0. This model reduction step is structure preserving, i.e., the following theorem.
Theorem 3.5:
A reduced-order model of PHS (7) given bẏ
is again a PHS. Proof: This is clear because we have
Our truncation method preserves the PH structure, and thus also the passivity of the system. It is, however, unclear if properties like controllability, observability, or stability are preserved under the proposed truncation method. In fact, we do not require observability even for the original PHS. Nevertheless, if the reduced-order model is not observable, we can reduce the system further while preserving the PHS structure to the observable subsystem [5] .
Remark 3.6: It is clear that the reduced-order model is in PHS form again with Hamiltonian H a = 1 2 z T a z a . However, the "diagonal" structure of the controllability function may not be preserved, thus, the "energy-normal/input balanced" form is not necessarily preserved. This can only be proven to be preserved under additional assumptions on the structure of the system, similarly to [13] . (1) is asymptotically stable is discussed in Section IV-B.
Remark 3.8: One could also consider to develop this method for a combination of the Hamiltonian and the observability function.
However, in contrast to the controllability function, the observability function is obtained integrating over future time, thus resulting in another type of transformation, and thus, not interpretable as balancing. This point is clarified further for the linear case treated in the next section.
In general, the reduced-order model does not have the original physical interpretation, and a mass-spring-damper or RLC interpretation may not be possible for the reduced-order model as for other PH structure preserving methods in [5] - [12] . The main reason for this is that we balance the internal energy (the Hamiltonian), which is like modal analysis [17] , with the controllability function. The controllability function is related to the inputs, and thus, not related to the internal physics. However, we do preserve the interpretation that the Hamiltonian presents the internal energy. Furthermore, a new interconnection and damping matrix are obtained.
C. Examples
Example 3.9: Consider the following mass-spring-damper system represented as a PHS
This system is already in the form (4), i.e., here x = z. The fourth-order Taylor approximation of the solution to the HJE (2) for the controllability function can be computed as After the coordinate transformation, a fourth-order Taylor approximation of the controllability function becomes Therefore, the PH structure is preserved. Example 3.10: Next, we apply our method for a high-dimensional system. Consider a nonlinear mass-spring-damper system consisting q masses in Fig. 1 , where ξ i is the position of the mass i. The control input is added to the first mass, and m i = 1 for all i = 1, . . . , q. The damping and spring between masses i and i + 1 are
. . , q − 1, respectively, and the damping and spring on mass q areξ q and ξ q , respectively. Note that the considered cubic damping and spring naturally arises in the real modeling and analysis; for instance see [22] , [23] . This system can be represented as a PHS with the Hamiltonian
For instance, when q = 2, the corresponding J (x), R(x), and g(x) are
We take a model with q = 20, i.e., n = 40. By using the fourth-order Taylor series expansion, we compute the form (4) and its controllability function. Then, we compute a semibalanced realization (7) . Based on the obtained balanced Σ(z H ) as in (6), we decide the dimension of the reduced-order model as k = 6. Due to the limitation of the space, it is not possible to show the reduced-order model. Fig. 2 shows the output trajectories of the original system and the reduced-order model starting from zero initial states and input u(t) = sin t + sin(2t).
IV. LINEAR CASE
A. Proposed Method for linear PH Systems
Here, we study more detailed properties of our method for the linear case. A linear PHS (1) is given by 
where J = −J T , R = R T ≥ 0, and the Hamiltonian is given by
T Qx, with Q > 0, and B is the input matrix. All matrices are of sizes corresponding to the states with x ∈ R n , u, y ∈ R m . Suppose that the system is asymptotically stable and controllable. Then, the controllability Gramian W of PHS (9) is the symmetric positive definite solution to the following Lyapunov equation:
In this section, we consider two types of balanced realizations. One is studied in the previous section. The other is given in the following theorem. Our objective is to show that these two balanced realizations yield equivalent reduced-order models.
Theorem 4.1: If PHS (9) is asymptotically stable and controllable, then there exist coordinates z W such that
Proof: After the coordinate transformation z W = T W x, the PHS (9) and the Lyapunov equation (10) , respectively, become
Therefore, in the z W -coordinates, the Hamiltonian and controllability Gramian are 
W z and T W W T
T W , respectively. Similar to obtaining a balanced realization via the controllability and observability Gramians [16] , [24] , it can be shown that there exists a T W , such that
Remark 4.2:
As mentioned in Remark 3.8, replacing the controllability Gramian by the observability Gramian in the balancing procedure with the Hamiltonian does not result in coordinates that are balanced between observability and internal energy. This can be seen by checking a coordinate transformation z = T x. The observability Gramian M then transforms into T −T M T −1 , in the same way as the Hamiltonian. In general, there is no T nor diagonal matrixΣ such that
In contrast, the controllability Gramian corresponds to the past input energy function, i.e., L C (x) = 1 2
x
T W −1 x, and thus, W transforms into T W T T for the z-coordinates, resulting in a balancing transformation that allows for
Theorem 4.1 implies that the z W -coordinates are semibalanced coordinates. In these coordinates, PHS (9) and the Lyapunov equation for controllability Gramian, respectively, become
Now, we have two types of coordinates, i.e., the z W -and z Hcoordinates. Recall that in the z H coordinates the system is in energy normal/input diagonal form, i.e., this means that
We call the realization in coordinates z H the Hamiltonian normal form. It follows straightforwardly that the reduced-order model based on Σ W and Σ are equivalent.
B. Properties of Truncated Systems
It is not theoretically guaranteed that the reduced-order model obtained by our semibalancing is asymptotically stable. In this section, we first proceed with stability analysis for linear PHSs, after which we briefly analyze the nonlinear case. The k-dimensional reduced-order model of a linear PHS (9) is denoted by 
T a (14) for diagonal and positive definite Σ a . It is well known that if there exists Σ a > 0 satisfying (14) then the nonasymptotically stable mode is not controllable [25] . For the PHS, we have a stronger statement. Proof: Since the PHS has a positive definite solution Σ a to (14) , each eigenvalue of J a − R a that is not in the open left-half plane is on the imaginary axis [25] . Consider an eigenvalue on the imaginary axis, which is denoted by jω, ω ∈ R. Let W be a basis matrix for the right null space of J a − R a − jωI n . Then, we have
By premultiplying with W * , we obtain
The sum of (16) and its conjugate transpose yields −2W * R a W = 0, and thus R a W = 0.
Next, we show ω = 0. By premultiplying (15) with W T , we have
The sum of (17) and its transpose yields 2jωW T W = 0, and consequently ω = 0. Therefore, every eigenvalue of J a − R a not being in the open left-half plane is zero, and W = V . From (15) , J a V = 0 follows. Moreover, by pre and postmultiplying (14) To address the last statement, postmultiply (14) with V . Then, (J a − R a )Σ a V = 0. Therefore, in a similar manner as in [25] , one can find V satisfying the statement.
From its definition, V in Lemma 4.3 gives the nonasymptotically stable subspace of (14) . Let be the number of zero eigenvalues of J a − R a (i.e., multiplicity ). It is possible to choose
. Then, T T T = I k . Now, we have the following theorem.
Theorem 4.4: There exists an orthogonal coordinate transformation z r =T ξ r , such that (13) becomeṡ
In the η r coordinates with z r = T η r , a solution to (14) becomes
where we use Lemma 4.3 and U T V = 0. The first block can be diagonalized by the orthogonal matrixT 1 
Finally, one can confirm that in the ξ r coordinates, the reduced-order model becomes (18) 
This theorem implies that if the reduced-order model is not asymptotically stable while the original one is, it can be fully decoupled as (18) . Then, we can pick up its first subsystem aṡ
It is clear that the two PHSs (18), i.e., (13) and (19) have the same output response for any initial state and input. SinceŪ T (J a − R a )Ū is nonsingular, the PHS (19) is asymptotically stable. Also, the corresponding controllability GramianT
T Σ aŪ is diagonal and positive definite, and thus, it is also controllable. Moreover, sinceT is orthogonal, both diagonal matrices Σ a and
have the same set of eigenvalues. Therefore, if σ k σ k + 1 , then every diagonal element ofŪ T Σ aŪ is much larger than σ k + 1 . Next, we consider the nonlinear reduced-order model (8) . Suppose that the reduced-order model is not asymptotically stable at the origin. From Lasalle's invariance principle [23] , J z H ,a (0, 0) − R z H ,a (0, 0) is singular at the origin. Define J a := J z H ,a (0, 0), R a := R z H ,a (0, 0), and B a := g z H ,a (0, 0). Then, the linearization of the reduced-order model at the origin is (13), and Σ a := diag{σ 1 (0), . . . , σ k (0)} satisfies (14) . Since the linearized model is marginally stable, there exists T in Theorem 4.4. After the coordinate transformation z r =T ξ r , the reduced-order nonlinear model becomeṡ
Its linearization is (18) . The first subsystem of (20) iṡ
is again a PHS. Since its linearization (19) is asymptotically stable and controllable, this subsystem is locally asymptotically stable and locally controllable at the origin.
C. Normal Form of Gradient Systems
Similar to PHSs, gradient systems [18] arise from physics as well. In general, there is no direct connection between these two types of systems except when the gradient system is passive [26] . In contrast to PHSs, for linear systems standard balanced model reduction based on the controllability and observability Gramians preserves the gradient structure [18] . In this section, we investigate the relation between our method and the standard balancing method for gradient systems.
A gradient system, e.g., [18] , is given as follows:
where G, P ∈ R n ×n are symmetric and in addition G is nonsingular. G represents a "pseudo-metric," and a gradient system is a symmetric system, i.e., the transfer function
T . After coordinate transformation z = Gx, we have
If P is positive semidefinite and G is positive definite, this can be seen as a PHS with J = 0, P the damping, and H = 1 2
However, in general, both G and P are indefinite. Although G is indefinite, we can compute a variation of the normal form of G with the controllability Gramian, where the variation of the normal form means a state space representation such that G becomes a signature matrix G = diag {±1, . . . , ±1}.
Suppose that gradient system (21) is controllable and asymptotically stable at the origin. Then, the Lyapunov equation for the controllability
has the symmetric and positive definite solution.
There exists a coordinate transformation z G W = T G W x that transforms G and W into a signature matrixĜ and a diagonal matrix [18] . Interestingly, it is established in [18] that the system in z G W coordinates is in the classical balanced form, i.e., the following theorem.
Theorem 4.5: [18] In the z G W -coordinates, the observability Gramian is Σ G .
D. Normal Forms of PHSs and Gradient Systems
In this section, we show that for passive gradient systems with a positive definite metric G, our normal forms of PHSs and gradient systems are equivalent.
A passive gradient system can always be represented as follows with suitable matrices [26] :
where k 1 , k 2 ≥ 0, and k 1 + k 2 = n; P 1 and P 2 are positive and negative semidefinite, respectively. It can be confirmed that by premultiplying −I k 2 by the second equation, we obtain a PH form with Q = I n . Let W be the controllability Gramian of this system. In the previous sections, we provided two normal forms. One is the Hamiltonian 
We already noted above that the latter pseudonormal form is nothing but a traditional balanced realization based on controllability and observability Gramians.
In the specific case when the metric is positive definite, i.e., G > 0, k 2 = 0, i.e., we deal with PHSs with J = 0. Then, we have T G = T H , i.e., the Hamiltonian normal form is equivalent to the traditional balanced realization. Therefore, traditional balanced truncation and our PH structure preserving truncation give the same reduced-order model that has preserved both the gradient and the PH structure.
Example 4.6: Consider an RL electric network with 1000 nodes in Fig. 3 , where x i ∈ R is the voltage at node i = 1, 2, . . . , 1000, u ∈ R is the source current, and y = x 1 . Its state space representation in the gradient form is
This is a passive gradient system with k 1 = 1000 and k 2 = 0, i.e., a PHS with Q = I 1000 , J = 0, and R = P . Then, the normal Hamiltonian form is the traditional balanced realization with controllability and observability Gramians. In this example, our objective is to demonstrate the passivity preservation of a gradient system. Due to the space limitation, we only show the first six singular values and the threedimensional (3-D) reduced-order model This results in standard error bounds given by 0.0127 ≤ G − G r H∞ ≤ 0.0249, where G and G r are the transfer functions of the original and reduced-order models, respectively. This reduced-order model is again both a gradient system with G = I 3 , and P = A r , and a PHS with Q = I 3 , J = 0, and R = A r . Therefore, passivity of the gradient system is preserved under traditional balanced truncation, i.e., the gradient structure is preserved by our PH structure preserving truncation. 
E. Example
We now treat an example of a system that can be expressed as a gradient system with nondefinite G, and as a PHS. We first apply our Hamiltonian balancing method as presented in Section IV-A, and then the traditional balancing method which corresponds to a pseudonormal Hamiltonian, i.e., normal form of gradient systems, as presented in Section IV-C.
Consider a mass-damper-spring system in Fig. 4 as
For the sake of simplicity, we choose all parameters as 1. This system can be represented as a gradient system with
T , we obtain a PH representation with Hamiltonian H(z) = 1 2 z T z as follows:
Note that this is not the standard PH form, since the spring constants usually are a part of the energy (Hamiltonian). However, for the sake of simplicity, we have chosen to already put the system in the energynormal form. Therefore, this system can be realized as both a PH and a gradient system. For this system, the controllability function is given by When applying our method from Section IV-A, we are ready to truncate the states corresponding to σ 3 and σ 4 , since σ 3 σ 2 . The which is nothing but a PHS. This system can also be written in the gradient system form as follows: Therefore, our method of Section IV-A preserves both the PH structure and a gradient system can be built from it. Next, we apply the method of Section IV-C based on a pseudonormal Hamiltonian equivalent to traditional balanced truncation. Then, the 
V. CONCLUSION
In this paper, we propose a PH structure preserving truncation method based on the Hamiltonian and the controllability function. First, we provide this method for nonlinear PHS. Then, we focus on the linear case, where we show a relation with traditional balancing for specific passive gradient systems. From this fact, we may conclude that our method is an extension of the traditional balancing method to preserve the PH structure. Future work includes analysis on how the reduced-order model approximates the original system from a physical point of view, which has not been studied by any paper of the PH structure preserving model reduction yet.
