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Abstract. Two-dimensional (2D) spectroscopy provides information about dissipa-
tive processes subsequent to electronic excitation, which play a functional role in energy
harvesting materials and devices. This technique is particularly sensitive to electronic
and vibronic coherence dynamics. While the theoretical treatment of relaxation in
the context of 2D-spectroscopy is well-developed under the assumption of different
timescales of population transfer and fluctuation dynamics, the interplay between both
kinds of processes lacks a comprehensive description in terms of line shape functions.
To bridge this gap, we use the cumulant expansion approach to derive response func-
tions, which account for fluctuation dynamics and population transfer simultaneously.
We compare 2D-spectra from calculations with different model assumptions about cor-
relations between fluctuations and point out under which conditions a simplified treat-
ment is justified. Our study shows that population transfer and dissipative fluctuation
dynamics cannot be described independent of each other in general. Advantages and
limitations of the proposed calculation method and its compatibility with the modified
Redfield description are discussed.
21. Introduction
Relaxation and dephasing dynamics in molecular aggregates and nanoparticles
subsequent to electronic excitation can be investigated in detail via two-dimensional
(2D) spectroscopy. Compared to pump-probe spectroscopy, this technique has the
advantage that it allows to reveal information about coherences without limitations
of the spectral resolution determined by the pulse width [1]. The theoretical and
experimental aspects of 2D-spectroscopy are extensively described in the literature
[2, 3, 4, 5]. Specific ways of calculating 2D-spectra, such as a non-perturbative approach
[6, 7] or description of the nonlinear response on the Keldysh contour [8] were proposed.
Previous theoretical investigations in the context of 2D electronic spectroscopy include
the application to quantum dots [9, 10, 11], dimer systems [12, 13, 14, 15, 16] and light
harvesting complexes [17, 18, 19], where for the latter, besides third-order processes, also
fifth-order processes have been described [20]. Recently, the origin of long coherence
lifetime in the FMO complex was discussed. These coherences had been interpreted
initially as a purely electronic effect [21]. Following different lines of argumentation,
the role of vibrational [22] and vibronic effects [23, 24, 25] for the persistence of the
coherence beatings reflected by crosspeak oscillations in 2D-spectra was pointed out
[26]. Signatures of vibrational and electronic coherence beatings in 2D-spectra in terms
of amplitude and phase relationships of the oscillations were identified [27], and an
approach enabling quantification of vibrational effects in coherence beatings of molecular
aggregates was introduced [28]. Furthermore, the interplay between electronic and
vibrational degrees of freedom was reported as a key aspect for the long coherence
lifetime [29].
For the description of dissipation under the influence of an environment, different
approaches can be used [30], including a treatment in terms of surface hopping [31]
and stochastic Schro¨dinger equations [32]. In the context of response functions, usually
either density matrix propagation [33] or a line shape function approach [34] is chosen.
In the first case, the excitation-induced relaxation dynamics under the influence of
environment fluctuations enters in the Liouville-von-Neumann equation by including
a dissipative term. Under the assumption of a Markovian environment the relaxation
process can be described by using the Redfield approach [35, 36] or the related Lindblad
formulation [29]. In the latter case, dissipation is taken into account in terms of
expressions containing line shape functions, which are obtained from a second order
cumulant expansion [37]. Following this approach, population decay can be easily
included, while population transfer is often neglected [9] or taken into account using
a simplified phenomenological rate equation treatment [38]. Combinations of a density
matrix description of relaxation between electronic states and treatment of fluctuations
in terms of line shape functions have also been proposed [39, 12], however without taking
the interplay between both types of processes into account. Previous descriptions of the
regime, where population transfer and fluctuation timescales are comparable and the
two processes influence each other, have been formulated in terms of stochastic Liouville
3equations [40, 41]. For an approximate treatment of the interaction of the system with
the environment, including non-Markovian effects, different methods [42, 43, 44] exist,
where the HEOM approach [42] has been used in the context of 2D spectroscopy [14, 19].
In this work the concept of rate equations is combined with the line shape function
approach. By using the second-order cumulant expansion, we derive rigorous general
expressions for the response functions of a system with two singly excited sub-levels,
between which population transfer can appear subsequent to optical excitation. The
derivation leads to self-contained third-order response functions including the interplay
between fluctuations and population transfer, which is usually neglected. A similar
approach, however related to a more specific system consisting of a donor and an
acceptor molecule, has been discussed previously [45, 46]. As in these works, also
in our investigation the population transfer rates are assumed to be independent of
the fluctuations of the environment. In general, the rate constants are determined
by fluctuations, as described by the modified Redfield theory [47, 48, 49], which, in
principle, can be combined with our approach. Such a combined description of the
dynamics, including time-dependent population transfer rates, is only outlined in this
work. If this way of treatment is chosen, the dynamics are completely governed by line
shape functions, which contain all orders of the system-bath interaction [50]. While
the comprehensive treatment of the system-bath interaction in terms of line shape
functions yields a benchmark for the approximative HEOM approach, the modified
Redfield description of population dynamics and lifetime broadening of coherences does
not include the non-Markovian effects which enter in HEOM [51].
The article is organized as follows: First we present the theoretical background
containing a derivation of the expressions for a combined description of fluctuation
and relaxation dynamics by using the cumulant expansion. Furthermore, the concrete
way of calculating 2D spectra of our model system is described. In the Results part
we investigate how the 2D-spectra are influenced by the relaxation dynamics and the
model assumptions about correlations between fluctuations related to different singly
excited sublevels. We figure out under which conditions the population transfer and the
dissipative fluctuation dynamics can be considered separately. This study also includes
a comparison of our general approach with results for a long time limit, which has been
addressed previously in the literature. Finally, we discuss the appearance of a phase
shift between vibrational beatings in the population transfer crosspeak evolution under
the assumptions of correlated and uncorrelated fluctuations.
2. Theoretical background
2.1. Derivation of response functions including population transfer by using the
cumulant expansion
Third-order system-field interaction processes in the optical spectral range can be
described in a perturbative way by using response functions, which depend on the
4time delays t1, t2 and t3 between the interaction instances. In the following, population
transfer processes and fluctuation dynamics during the population time t2 are taken into
account explicitly. In the framework of the secular approximation, where populations
and coherences do not mix, the response functions related to the stimulated emission
(SE) and excited state absorption (ESA) processes can be separated in terms of
components with coherence and population evolution in the singly excited state during
t2 [15]. In total there a ten different such response functions. In the following we
derive the expression for the SE-type response function R2g [2] with population transfer
between singly excited states α and β after excitation from the electronic ground state
g. The derivation of all others follows the same steps and is not shown. All final
expressions are provided in the Appendix. The derivation starts from a Liouville space
formulation [37], which contains matrix elements of the Green operator G, the dipole
operator V and its Liouville space analogue V. Matrix elements of the operator V in the
basis of the electronic states account for the influence of a system-field interaction term
in the Liouville-von-Neumann equation and describe instantaneous transitions between
the involved electronic states. Initially only the electronic ground state is populated, i.e.
the only non-vanishing element of the initial density matrix ρg appears at the diagonal
position related to g. Population transfer between the singly excited states can be taken
into account in terms of tensor elements of the relaxation superoperator K in Liouville
space. Relaxation between α and β is considered as a Markovian process, which is
reflected by the assumption of a time-local transfer event from α to β at time s selected
from the interval between 0 to t2. The continous relaxation dynamics can be taken into
account by convolution with a s-dependent function for the description of population
evolution.
As a preparative step for the cumulant expansion, the initial Liouville space
formulation of the third-order response is transformed into a Hilbert space representation
[37]. To this end, the matrix elements of the Liouville space operators are expressed
in terms of commutators [•, •]− (following the “•” notation for the action of operators
from [30]) as
G†κλ,κλ(t′)Vκλ,µνGµν,µν(t′) • = δλν [Vκµ(t′), •]− − δκµ[Vνλ(t′), •]−,
• G†κλ,κλ(t′)Vκλ,µνGµν,µν(t′) = δλν [•, Vκµ(t′)]− − δκµ[•, Vνλ(t′)]−,
{κ, λ, µ, ν} ∈ {α, β, g}. (1)
The relaxation superoperator for population transfer from α to β is formulated in
terms of matrix elements of the system-bath coupling operator Θ within the framework
of the Redfield approach [30] as
G†ββ,ββ(t′)Kββ,ααGαα,αα(t′) • = [Θαβ(t′),Θβα(t′) • − • Θαβ(t′)]−,
• G†ββ,ββ(t′)Kββ,ααGαα,αα(t′) = [• Θβα(t′)−Θαβ(t′) •,Θαβ(t′)]− (2)
5Matrix elements of Θ account for transitions between the electronic states given by
the indices. The Redfield description includes the assumption that these transitions are
facilitated by bath phonons.
While the initial formula in Liouville space in analogy to [41] can be written as
R2g,αβ(t1, t2, t3, s) = 〈〈Vβg|Gβg,βg(t3)Vβg,ββGββ,ββ(t2 − s)Kββ,αα
Gαα,αα(s)Vαα,gαGgα,gα(t1)Vgα,gg|ρg〉〉, (3)
it becomes
R2g,αβ(t1, t2, t3, s) = − 〈[[[Θαβ(t1 + s)[Vgβ(t1 + t2 + t3), Vβg(t1 + t2)]−,
Θαβ(t1 + s)]−, Vαg(t1)]−, Vgα(0)]−ρg〉
+ 〈[[[Vgβ(t1 + t2 + t3), Vβg(t1 + t2)]−Θβα(t1 + s),
Θαβ(t1 + s)]−, Vαg(t1)]−, Vgα(0)]−ρg〉. (4)
in Hilbert space. Vanishing terms in the expansion of the commutator expressions
can be determined by checking whether adjacent indices of neighbored operators are
different. To obtain a result different from zero, equal indices λ and µ in OκλOµν with
O ∈ {V,Θ} are required. Furthermore, for a non-vanishing trace the first index of the
operator at the leftmost position of < Oκλ...Oµνρν > needs to fulfill the condition κ = ν,
i.e. κ = g in our case.
These considerations lead to a single remaining term
R2g,αβ(t1, t2, t3, s) = 〈Vgα(0)Θαβ(t1 + s)Vβg(t1 + t2)Vgβ(t1 + t2 + t3)
Θβα(t1 + s)Vαg(t1)ρg〉. (5)
Before the cumulant expansion is performed, Θαβ(t1 + s) and Θβα(t1 + s) are
expressed via Θαg(t1 + s), Θgβ(t1 + s), Θβg(t1 + s) and Θgα(t1 + s), as the electronic
ground state is taken as a reference state. Expressing the time evolution operators in
terms of exponentials with different time-ordering, indicated as exp+ and exp− [37],
leads to
Θαβ(t
′) = exp(iHαt
′)Θαβ exp(−iHβt′)
= exp(iHαt
′) exp(−iHgt′)Θαβ exp(iHgt′) exp(−iHβt′)
= exp(iωαgt
′) exp−
[
i
∫ t′
0
dt′′Uα(t
′′)
]
Θαβ
exp(−iωβgt′) exp+
[
−i
∫ t′
0
dt′′Uβ(t
′′)
]
(6)
and
6Θβα(t
′) = exp(iHβt
′)Θβα exp(−iHαt′)
= exp(iHβt
′) exp(−iHgt′)Θβα exp(iHgt′) exp(−iHαt′)
= exp(iωβgt
′) exp−
[
i
∫ t′
0
dt′′Uβ(t
′′)
]
Θβα
exp(−iωαgt′) exp+
[
−i
∫ t′
0
dt′′Uα(t
′′)
]
(7)
After setting all time-independent matrix elements of V and θ equal to 1 and
introducing time-ordered exponentials also for the transition dipole operator matrix
elements, Eq. (5) becomes
R2g,αβ(t1, t2, t3, s) = exp(iωαgt1) exp(−iωβgt3)〈
exp+
[
−i
∫ 0
0
dτ1Uα(τ1)
]
exp−
[
i
∫ t1+s
0
dτ2Uα(τ2)
]
exp+
[
−i
∫ t1+s
0
dτ3Uβ(τ3)
]
exp−
[
i
∫ t1+t2
0
dτ4Uβ(τ4)
]
exp+
[
−i
∫ t1+t2+t3
0
dτ5Uβ(τ5)
]
exp−
[
i
∫ t1+s
0
dτ6Uβ(τ6)
]
exp+
[
−i
∫ t1+s
0
dτ7Uα(τ7)
]
exp−
[
i
∫ t1
0
dτ8Uα(τ8)
]〉
.(8)
Second-order cumulant expansion of Eq. (8) [37] and formulation of the resulting
expression in terms of line shape functions gij related to the singly excited states
{i, j} ∈ {α, β} leads to the population transfer term
R2g,αβ(t1, t2, t3, s) = exp(iωαgt1) exp(−iωβgt3)
exp
(
−g∗αα(t1) + gαβ(t2)− g∗ββ(t3)
−g∗αβ(t1 + t2)− gαβ(t2 + t3) + g∗αβ(t1 + t2 + t3)
+2iℑ(gββ(t2 − s))− 2iℑ(gαβ(t2 − s))
+2iℑ(gαβ(t2 − s + t3))− 2iℑ(gββ(t2 − s+ t3))) . (9)
The imaginary parts of the line shape function components with dependence on the
variable s, which enter with prefactors 2i in the argument of the exponential, lead to a
frequency shift, which varies as a function of s. Note that the population dynamics
is not included in the s-dependent expressions R2g,αα(t1, t2, t3, s), R2g,αβ(t1, t2, t3, s),
R2g,βα(t1, t2, t3, s) and R2g,ββ(t1, t2, t3, s) yet.
Under the assumption of phenomenological rate constants Γαβ for population
transfer from α to β and Γβα for population transfer from β to α, the population
7dynamics can be expressed by the relaxation tensor [15]
Gkkll (t2) =




1 0 0 0
0
Γαβf(t2)+Γβα
Γαβ+Γβα
−Γβα(f(t2)−1)
Γαβ+Γβα
0
0 −Γαβ(f(t2)−1)
Γαβ+Γβα
Γβαf(t2)+Γαβ
Γαβ+Γβα
0
0 0 0 1




kl
, (10)
with f(t2) = exp(−(Γαβ + Γβα)t2). By convolution of the derived s-dependent line
shape function expressions with the component-wise differential of the relaxation tensor
at time s
G˙kkll(s) = exp(−(Γαβ + Γβα)s)(−Γαβδkαδlα + Γβαδkαδlβ
+ Γαβδlβδkα − Γβαδkβδlβ), (11)
the population component of the response function R2g becomes
R2g,pop(t1, t2, t3) =
∑
{kl}∈{α,β}
eiωkgt1−iωlgt3 (12)
e−
1
2
Γklt1−
1
2
Γlkt3
e−g
∗
kk
(t1)+gkl(t2)−g
∗
ll
(t3)−g∗kl(t1+t2)−gkl(t2+t3)+g
∗
kl
(t1+t2+t3)∫ t2
0
dsG˙kkll(s)e
2iℑ(gll(t2−s)−gkl(t2−s)+gkl(t2−s+t3)−gll(t2−s+t3)).
If all line shape functions are equal, independent of their indices, the argument of
the exponential within the integrand vanishes. Then the integral can be replaced by the
relaxation tensor from Eq. (10).
Pure dephasing between the electronic states is captured by the line shape function
based formulation of the response function components. As in the cumulant expansion
the electronic ground state is taken as the reference state, also pure dephasing between
the singly excited states and the electronic ground state is contained, even though the
latter does not appear as a line shape function index. The dephasing rates due to lifetime
broadening in response function components with coherence evolution between α and β
during t2, which are given in the Appendix, enter in terms of the tensor elements [35]
Gαβαβ(t2) = Gβαβα(t2) = exp
(
−1
2
(Γαβ + Γβα)t2
)
. (13)
Note that in the so-called modified Redfield approach for the intermediate regime
between Fo¨rster and Redfield limit [48] the relaxation rates themselves depend on line
shape functions and their derivatives. By including this description, time-dependent
relaxation rates can be obtained, as described in the Appendix. However, this treatment
only plays a role in cases where the line shape function parameters of the states involved
in the relaxation process are different. Otherwise, the relaxation rates can be determined
from the spectral density, which accounts for the influence of the environment. In the
8modeling of systems like nanoparticles (quantum dots), where the relaxation process
depends on both electronic structure and the phonon properties, phenomenological rate
constants can be used for a simplified description [9].
Approximate formulas for the limit of large population times relative to the time
scale of vibrational relaxation of the bath components and under the assumption of
uncorrelated fluctuations, i.e. gij = 0 for i 6= j [39], are given in the literature [40]. In
this limit, one can assume that the asymptotic time derivative of the imaginary part of
the line shape functions corresponds to the negative signed reorganization energy
− λll = ℑ lim
t′→∞
g˙ll(t
′). (14)
The assumption of an asymptotically linear imaginary line shape function part
ℑ(gll(t′)) = −iλllt′ in the limit of a large time argument relative to the timescale of
vibrational relaxation is supported by the justification of a linear approximation for the
line shape function in the case of fast vibrational relaxation [37].
By assuming that vibrational relaxation has been completed, the line shape function
part of the integrand from Eq. (12) becomes independent of the integration variable, so
that
R2g,pop(t1, t2, t3) =
∑
{kl}∈{α,β}
eiωkgt1−iωlgt3
e−
1
2
Γklt1−
1
2
Γlkt3Gkkll(t2)
e−g
∗
kk
(t1)−g∗ll(t3)+2iλllt3 (15)
is obtained.
Following an analogous scheme as in the derivation of Eq. (12), the population
transfer components of the other SE and ESA response functions can be derived, where
the latter also include excitations involving the doubly excited state f . The respective
expressions are given in the Appendix together with contributions of the SE and ESA
evolving in a coherence during the time interval t2 and the ground state bleaching (GSB)
response functions.
In all response functions the average electronic excitation energy of the singly
excited states ωeg =
1
2
(ωαg + ωβg) is subtracted from the oscillatory components with
frequencies ωαg or ωβg to allow an increase of the step size. This energetic shift
determines the position of the origin of the two-dimensional spectrum.
2.2. Calculation of 2D-spectra
In a conventional 2D-spectroscopy experiment, the coherence time τ between pulse 1
and pulse 2 is varied. The population time T between the second incoming pulse (either
pulse 1 or pulse 2) and pulse 3 enters as a parameter. Furthermore, for a concise
description the detection time t between the interaction with the pulse 3 and the signal
detection is introduced, even though the corresponding frequency information stems
9from spectral resolution of the signal in experiment. The indices of the pulses refer to
the wavevector components in the chosen detection direction ~ks = −~k1+~k2+~k3. When
finite pulse widths are not taken int account, τ , T and t can be identified with ±t1, t2
and t3, where the positive or negative sign depends on whether a non-rephasing (R1g,
R4g, R
∗
2f ) or a rephasing (R2g, R3g, R
∗
1f ) is considered.
For the calculation of a 2D-spectrum from the third-order polarization P (3) via
two-dimensional Fourier transformation with respect to t1 and t3 the formula [13]
σ2D,R(ωτ , t2, ωt) =
∫ ∞
0
dt1
∫ ∞
0
dt3
exp(∓iωτ t1) exp(iωtt3)P (3)(t1, t2, t3) (16)
is used, where the negative or positive sign in the complex exponential containing
t1 depends on whether P
(3) consists of contributions from rephasing or nonrephasing
response functions.
To obtain the response functions, the line shape function terms are calculated via
[37]
gij(t) =
1
2π
∫ ∞
−∞
dω
1− cos(ωt)
ω2
coth
(
ω
2kBT
)
Jij(ω)
+
i
2π
∫ ∞
−∞
dω
sin(ωt)− ωt
ω2
Jij(ω), {i, j} ∈ {α, β, f} (17)
where the spectral density Jij(ω) is composed of Debye and Lorentzian components
in our model.
The Debye spectral density component, which is included to account for fluctuations
of the enviroment, is given as [9, 13]
JD,ij = 2πSD,ijsgn(ω)
ω4
2ω3c
exp
(
− ω
ωc
)
, {i, j} ∈ {α, β, f} (18)
while the Lorentzian spectral density component for the description of vibrations
of the system reads [34]
JL,ij =
2
√
2SL,ijω
3
0,LγLω
(ω2 − ω20,L)2 + 2γ2Lω2
, {i, j} ∈ {α, β, f}. (19)
The Huang-Rhys factors of the doubly excited state, which enter in gff (t), gfα(t)
and gfβ(t) do not generally need to be the same as for the singly excited state. This
independence of the Huang-Rhys factors related to singly and doubly excited states
mirrors the individual electron phonon coupling for single and double excitation. Note
that the case of equal equilibrium distances between shifted harmonic oscillators involved
in single and double excitation requires the Huang-Rhys factor of the doubly excited
state to be four times larger than the one of the singly excited state. This condition
stems from the selection of the electronic ground state as the reference state in the
cumulant expansion.
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3. Results
3.1. Choice of parameters and model assumptions
Our model of two singly excited states with relaxation between them and one doubly
excited state is very general and can be used to describe 2D spectra in many different
systems like dye molecules or conjugated polymers with clearly laying electronic states.
Excitonic dimers can be analyzed. Even molecules with pronounced vibronic progression
can be treated if the ground state bleach component can be ignored. The two excited
states would in this case correspond to two vibronic states. Here we have chosen a
parameter set which shares most properties with the quantum dot model proposed
in [9]. The inhomogeneous broadening in terms of a particle size dependence of
electronic excitation energies and vibrational frequencies is not taken into account. The
energetic positions of the singly excited states relative to the electronic ground state are
ωαg = 17500 cm
−1 and ωβg = 16500 cm
−1. Different from the treatment in [9], also the
response function terms for the description of population transfer, which were derived
in the previous section, are taken into account. The rate of relaxation from α to β is
chosen as Γαβ = 15 cm
−1, which corresponds to a time constant of about 400 fs. In the
Debye spectral density component the parameters SD = 0.25 and ωc = 25 cm
−1 are
taken as independent of the assigned singly excited state, whereas in the Lorentzian
spectral density components the Huang-Rhys factors are assumed to depend on the
singly excited electronic level. The assumption of different Huang-Rhys factors describes
a more general situation than the assumption of equal Huang-Rhys factors, where in
the case of correlated fluctuations, i.e. gαβ = gαα = gββ, the integral expression in
the response functions yields the relaxation tensor from Eq. (10). Therefore, different
Huang-Rhys factors SL,αα = 0.5 and SL,ββ = 1 are chosen. In the spectral density
related to a coherence between different singly excited states, the Huang-Rhys factor is
taken as
SL,αβ = SL,βα =
√
SL,ααSL,ββ, (20)
following the argumentation from [52]. Under the assumption of uncorrelated
fluctuations the respective Huang-Rhys factor is zero. The central frequency of ω0,L =
200 cm−1 and damping constant of γL = 25 cm
−1 are assumed as independent of the
singly excited level. Different vibrational frequencies could only be treated exactly by
an approach beyond the second-order cumulant expansion [53].
To illustrate the significance of using the formulas for the response functions, which
rigorously include the relaxation dynamics, the response function R2 is considered in the
following as an example. Thereby only the population terms are taken into account to
allow a direct comparison without regarding the influence of coherence terms. The latter
are expected to decay on a much faster time scale than the one of population dynamics.
The time scale of coherence dephasing is influenced by the amount of correlation between
fluctuations in the coherently evolving electronic states [54]. Also the difference between
results from exact and approximative treatment of the population terms depends on
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assumptions about the correlations between fluctuations. In the following only the
cases of perfectly correlated or uncorrelated fluctuations are considered for illustrative
reasons.
In Fig. 1 the double sided Feynman diagrams of the population transfer term of
response function R2 is sketched. The effective relaxation rate at a selected value of
the integration variable s is both determined by the time derivative of the relaxation
tensor G˙ααββ(s) and the complex exponential factor containing positive and negative
imaginary parts of the s-dependent line shape functions. If the relaxation is considered
as a stochastic process, G˙ααββ(s)ds corresponds to the probability of the relaxation
event to happen during ds. If all line shape functions are equal and fluctuations are
perfectly correlated, the latter factor becomes equal to one, so that only the first factor
enters in the integration over s, yielding the relaxation tensor given in Eq. (10). If line
shape functions with different indices vanish, i.e. under the assumption of uncorrelated
fluctuations, Eq. (15) can be used to describe the limiting case of large enough population
times, at which vibrational relaxation can be considered as complete. Then the peak
centers are expected to be shifted from their initial position at t2 = 0 fs to smaller
energy in ωt-direction by an amount corresponding to twice the reorganization energy
in the respective electronic state (see Fig. 2). For a Lorentzian spectral density, the
reorganization energy λll corresponds to the product of the central frequency ω0,L and
the Huang-Rhys factor SL,ll in the singly excited state l ∈ {α, β}.
3.2. Comparison of results from exact and approximative calculations
An overview of the influence of different model assumptions on the resulting 2D spectra
is given in Table 1. The results depend on whether fluctuations in the two singly
excited states are taken as correlated or uncorrelated. Furthermore, the line shape
function parameters play a role. For completeness, the specific case of equal Huang-
Rhys factors in the Lorentzian spectral density components of both singly excited states
under the assumption of correlated fluctuations, where the integral in Eq. (12) yields
the relaxation tensor, enters in the Table 1. However, as the chosen parameters reflect
the more general case of different Huang-Rhys factors, this specific case does not play a
role in the discussion of the results from the model calculations, where the results from
Eq. (12) are compared to those from an approximate treatment. The approximation
either consists in replacing the integral in Eq. (12) by the relaxation tensor from Eq. (10)
or in using the long time limit Eq. (15) instead of Eq. (12). The figures which show the
respective comparisons are indicated in the rightmost column of the table.
For the calculation of the results shown in Fig. 3 correlated fluctuations were
assumed. The 2D-spectra for population times T = 0 fs, T = 200 fs and T = 600 fs in the
left column were calculated from Eq. (12), whereas the corresponding 2D-spectra in the
right column stem from calculations with replacement of the integral by the relaxation
tensor from Eq. (10). As the chosen value of γL leads to relatively fast vibrational
relaxation with a time constant of about 200 fs, the maximum of the population transfer
12
crosspeak appears at ωt positions below the vertical transition energy of the lower singly
excited state ωβg already at T = 200 fs. With further increasing population time the
crosspeak maximum is shifted further towards its final ωt position close to ωβg − 2λββ,
which can be predicted by assuming the line shape functions as linear in the limit of
population time to infinity. More precisely, the line shape function components from
Eq. (12) outside the integral with dependence on t2 lead to a factor exp(2iλαβt3) in the
limit of linear Lorentzian components. In this limit of large t2 relative to the timescale of
vibrational relaxation, the line shape functions in the exponential factor of the integrand
becomes independent of the integration variable, yielding a factor exp(2i(λββ − λαβ)t3).
This factor describes the t3-dependence of the integral expression under the assumption
that oscillations from the complex exponential line shape function expression result in
cancellation of the integral until vibrational relaxation has completely taken place. Note
that not only the Lorentzian but also the Debye component of the line shape functions
yields a reorganization energy contribution, so that the resulting peak position slightly
differs from ωβg−2λββ if only the reorganization energy of the Lorentzian spectral density
component is considered. With increasing value of t2 the relative crosspeak intensity
increases, which indicates population transfer from α to β. The differences between
the results from exact and approximate calculation are mainly related to the maximum
position of the population transfer crosspeak. In the latter case, where the combined
dynamics of vibrational relaxation and population transfer are not treated properly,
the ωt position of the respective peak maximum tends towards ωt = ωβg − 2λαβ, as
the integral expression yields no frequency shift. Therefore, the influence of vibrational
relaxation is underestimated in the approximate treatment.
This effect is even more pronounced in the case of uncorrelated fluctuations shown
in Fig. 4, where the line shape functions with mixed indices are taken as zero. This
assumption is equivalent to a reorganization energy λαβ of zero, so that without rigorous
integration over the combined dynamics of fluctuations and population transfer, the
population transfer crosspeak ends up at the vertical transition energy ωt = ωβg,
independent of an increase of t2. This effect indicates that vibrational relaxation is
not taken into account at all in the description of the population transfer term when
the integral expression in Eq. (12) is approximated by the relaxation tensor. Thus, in
the case of uncorrelated fluctuation, this approximation is not appropriate.
However, under the assumption of uncorrelated fluctuations and in the limit of
large population times relative to the timescalce of dissipative dynamics, the results
from Eq. (12) are expected to resemble the ones obtained by using Eq. (15), which
describes the situation where vibrational relaxation has been completed. If the latter
assumption is not valid yet, the approximation leads to incorrect shapes and positions of
all appearing peaks, as shown for T = 200 fs in the first row of Fig. 5. The 2D-spectrum
on the left hand side stems from a calculation using Eq. (12), the one at the right hand
side was obtained from Eq. (15). In the limit of population times where vibrational
relaxation has been completed, both ways of calculating the 2D-spectra yield similar
results, as displayed for T = 1ps in the lower row. For the remaining differences in the
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peak positions with respect to ωt, the influence of the Debye spectral density component
plays a role.
3.3. Comparison of peak evolution under the assumptions of correlated and
uncorrelated fluctuations
In Fig. 6 and Fig. 7 the evolution of the real part of the 2D-spectrum at selected points
as a function of the population time is shown for the case of correlated fluctuations
and uncorrelated fluctuations, respectively. For the calculation of the 2D-spectra,
Eq. (12) was used in both cases. The black curve is related to the evolution at position
(ωτ = 17450 cm
−1,ωτ = 17240 cm
−1) in the region of the upper diagonal peak, the red
curve belongs to the point (ωτ = 17450 cm
−1,ωτ = 15970 cm
−1) in the crosspeak region.
While the evolution of the black curve is almost the same in both cases, a phase shift of
the vibrational oscillations in the red curve appears, depending on whether correlated
or uncorrelated fluctuations are assumed. For correlated fluctuations the positions of
the selected local maxima of the black curve almost coincide with the positions where
local maxima of the red curve appear. In contrast, for uncorrelated fluctuations the
red curve exhibits inflection points at the respective positions. More precisely, as long
as vibrational relaxation cannot be considered as completed, the complex exponential
containing line shape function in the integrand from Eq. (12) leads to oscillations with
dependence on the integation variable. Therefore, the integral yields an oscillatory
component with respect to t2, which shifts the frequency of peak oscillations with
respect to T at a selected (ωτ ,ωt) position. Note that it is not possible to identify
a phase shift independent of the selected position, as the oscillatory component of the
integral expression depends on t3 and, thus, on ωt. However, the finding of a possible
phase shift of about π/2 between diagonal- and crosspeaks in our calculation indicates
that the interpretation of such a phase shift in terms of quantum transport [21], i.e. non-
secular effects with conversion between electronic coherences and populations, cannot
be generalized. In the context of our model assumptions the explanation of this phase
shift rather amounts to mutual influence between vibrational coherence dynamics and
the population transfer process between the singly excited electronic states.
4. Conclusions
By combining the concepts of line shape functions and rate equations, we have derived
third-order response functions of a model system including a term for population transfer
between two singly excited states subsequent to excitation from the electronic ground
state. The line shape function components are related to a composed spectral density
including a Lorentzian component to account for vibrational effects, the relaxation rates
are taken as constant. Under the assumption of equal line shape function parameters
and correlated fluctations in the singly excited levels, the response functions can be
factorized in terms of line shape function components and relaxation tensor elements.
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Different line shape function parameters, uncorrelated fluctuations or a combination of
both lead to a non-trivial integral expression, which accounts for the interplay between
fluctuation and relaxation dynamics. For both correlated and uncorrelated fluctuations,
differences in the population transfer crosspeaks of 2D-spectra, calculated either from
our derived formula or in an approximative way, were discussed. We point out that
the combined treatment of population transfer and fluctuation dynamics is required
to properly account for the influence of the reorganization energy. The shortcoming
of the approximation of decoupled population transfer and fluctuation dynamics is
less pronounced for correlated than for uncorrelated fluctuations. However, in the
latter case a different approximation can be used to obtain agreement with the exact
calculation in the limit of large population times relative to the fluctuation decay time
scale. By considering the vibrational relaxation as completed, the line shape function
component of the mixed dynamics becomes constant, so that integration is only related
to the relaxation dynamics. As a result, we conclude that our derived approach is
useful in the intermediate regime, where relaxation and fluctuation dynamics cannot
be separated from each other. In this regime the time evolution of selected points in
diagonal- and crosspeak region can lead to a different shift of the relative phase of
vibrational oscillations, depending on the assumption of correlated and uncorrelated
fluctuations. The phase shift reflects the mutual influence of population transfer and
vibrational dynamics. Our derived approach can be combined with the modified Redfield
description, in principle. Then the relaxation rates become time-dependent, so that
the assumptions about correlations are expected to influence the population transfer
crosspeak evolution to an even larger extent than in the presented study.
The combination of our approach with the modified Redfield description would
take all orders of the system-bath interaction into account, however in the framework
of a Markovian description. Therefore such a combined treatment yields a benchmark
for approximate methods, such as HEOM, in the case of a Markovian bath. If non-
Markovian effects play a role, appearing differences in the population time evolution
of the calculated 2D-spectra can be related to these effects. In this way it would be
possible to identify features from non-Markovian effects in 2D-spectra.
In combination with the modified Redfield description, our derived approach could
be particularly useful to calculate 2D spectra of a system with dynamics through
a conical intersection subsequent to electronic excitation [15, 22, 55]. If a line
shape function description is chosen for the dynamics at the conical intersection [56],
population and coherence terms of the response functions can be related to the evolution
along the tuning and coupling coordinate, respectively [57].
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Appendix A. Combination of the derived approach with the modified
Redfield description
If the population transfer kinetics between the singly excited states with indices {k, l} ∈
{α, β} is assumed to exclusively depend on the bath dynamics, which is described by
line shape functions, the respective rate constants Rkkll, which are equivalent to Γkl, can
be calculated by using the formula [49]
Γkl = Rkkll = −2ℜ
∫ ∞
0
dt′ exp(−i(ωkg − ωlg)t′ − gkk,kk(t′)− gll,ll(t′)
+ gll,kk(t
′) + gkk,ll(t
′)− 2i(λll,ll − λkk,ll)t′)
× {g¨kl,lk(t′)− (g˙lk,ll(t′)− g˙lk,kk(t′) + 2iλlk,ll)
× (g˙ll,lk(t′)− g˙kk,kl(t′) + 2iλkl,ll)}. (A.1)
As in our model the indices {k, l} ∈ {α, β} are related to eigenstates, the two index
pairs of the line shape functions are related to correlations between the fluctuations in
the respective eigenstates [58]. These correlations scale with the Huang-Rhys factors of
the included spectral density components. Therefore, the Lorentzian line shape function
components with two index pairs from Eq. (A.1) can be taken as
gkl,mn(t
′) =
√
SL,klSL,mn
SL,ααSL,αα
gαα(t
′), {k, l,m, n} ∈ {α, β} (A.2)
in our model, provided that SL,αα is larger than zero. Huang-Rhys factors
with different indices are calculated according to Eq. (20) in the case of correlated
fluctuations, while they are zero under the assumption of uncorrelated fluctuations. For
a Lorentzian oscillator the reorganization can be calculated as
λkl,mn(t
′) =
√
SL,klSL,mn
SL,ααSL,αα
λαα(t
′), {k, l,m, n} ∈ {α, β}, (A.3)
otherwise it can be obtained from the asymptotic time derivative of the respective
line shape function according to Eq. (14).
In the calculation of the population transfer rate from Eq. (A.1) the integration
leads to cancellation of oscillatory components, so that only the dissipative dynamics
remains. To obtain time-dependent rates, the limit of the upper integration border to
infinity can be replaced by the respective time variable. For time-dependent relaxation
rates, the relaxation tensor can be obtained by solving the differential equation
G˙kkll (s) = −
∑
m∈{α,β}
Rkkmm (s)Gmmll(s), (A.4)
where Rmmll(s) is determined from Eq. (A.1) with upper integration border s
instead of ∞. The initial condition for the solution of Eq. (A.4) is Gkkmm(0) =
δkm, {k,m} ∈ {α, β}. By inserting the time-dependent relaxation rates into Eq. (13),
the dephasing tensor elements can be obtained.
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Appendix B. Response functions
Following the notation for the different response functions from [9], the population
components of the SE and ESA response functions, which stem from an analogous
derivation as Eq. (12), are obtained as
R1g,pop(t1, t2, t3) =
∑
{kl}∈{α,β}
e−i(ωkg−ωeg)t1−i(ωlg−ωeg)t3 (B.1)
e−
1
2
Γklt1−
1
2
Γlkt3
e−gkk(t1)−g
∗
kl
(t2)−g∗ll(t3)+gkl(t1+t2)+g
∗
kl
(t2+t3)−gkl(t1+t2+t3)∫ t2
0
dsG˙kkll(s)e
2iℑ(gll(t2−s)−gkl(t2−s)+gkl(t2−s+t3)−gll(t2−s+t3)),
R2g,pop(t1, t2, t3) =
∑
{kl}∈{α,β}
ei(ωkg−ωeg)t1−i(ωlg−ωeg)t3 (B.2)
e−
1
2
Γklt1−
1
2
Γlkt3
e−g
∗
kk
(t1)+gkl(t2)−g
∗
ll
(t3)−g∗kl(t1+t2)−gkl(t2+t3)+g
∗
kl
(t1+t2+t3)∫ t2
0
dsG˙kkll(s)e
2iℑ(gll(t2−s)−gkl(t2−s)+gkl(t2−s+t3)−gll(t2−s+t3)),
R∗1f,pop(t1, t2, t3) =
∑
{kl}∈{α,β}
ei(ωkg−ωeg)t1−i(ωfl−ωeg)t3 (B.3)
e−
1
2
Γklt1−
1
2
Γlkt3
e−g
∗
kk
(t1)−gkl(t2)−gll(t3)+g
∗
kl
(t1+t2)+gkl(t2+t3)−g
∗
kl
(t1+t2+t3)
e+gfk(t2)+2gfl(t3)−g
∗
fk
(t1+t2)−gfk(t2+t3)+g
∗
fk
(t1+t2+t3)−gff (t3)∫ t2
0
dsG˙kkll(s)e
2iℑ(gkl(t2−s)−gll(t2−s)+gll(t2−s+t3)−gkl(t2−s+t3))
e2iℑ(gfl(t2−s)−gfk(t2−s)+gfk(t2−s+t3)−gfl(t2−s+t3))
and
R∗2f,pop(t1, t2, t3) =
∑
{kl}∈{α,β}
e−i(ωkg−ωeg)t1−i(ωfl−ωeg)t3 (B.4)
e−
1
2
Γklt1−
1
2
Γlkt3
e−gkk(t1)+g
∗
kl
(t2)−gll(t3)−gkl(t1+t2)−g
∗
kl
(t2+t3)+gkl(t1+t2+t3)
e−g
∗
fk
(t2)+2gfl(t3)+gfk(t1+t2)+g
∗
fk
(t2+t3)−gfk(t1+t2+t3)−gff (t3)∫ t2
0
dsG˙kkll(s)e
2iℑ(gkl(t2−s)−gll(t2−s)+gll(t2−s+t3)−gkl(t2−s+t3))
e2iℑ(gfl(t2−s)−gfk(t2−s)+gfk(t2−s+t3)−gfl(t2−s+t3)).
The coherence components of the SE and ESA response functions read
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R1g,coh(t1, t2, t3) =
∑
{kl}∈{α,β},k 6=l
e−i(ωkg−ωeg)t1−i(ωkg−ωlg)t2−i(ωkg−ωeg)t3 (B.5)
e−
1
2
Γklt1−
1
2
Γklt3Gklkl(t2)
e−gkl(t1)−g
∗
ll
(t2)−g∗kl(t3)+gkl(t1+t2)+g
∗
kl
(t2+t3)−gkk(t1+t2+t3)
R2g,coh(t1, t2, t3) =
∑
{kl}∈{α,β},k 6=l
ei(ωkg−ωeg)t1−i(ωlg−ωkg)t2−i(ωlg−ωeg)t3 (B.6)
e−
1
2
Γklt1−
1
2
Γlkt3Gklkl(t2)
e−g
∗
kl
(t1)+gkl(t2)−g
∗
kl
(t3)−g∗kk(t1+t2)−gll(t2+t3)+g
∗
kl
(t1+t2+t3)
R∗1f,coh(t1, t2, t3) =
∑
{kl}∈{α,β},k 6=l
ei(ωkg−ωeg)t1+i(ωkg−ωlg)t2−i(ωfk−ωeg)t3 (B.7)
e−
1
2
Γklt1−
1
2
Γklt3Gklkl(t2)
e−g
∗
kl
(t1)−gll(t2)−gkl(t3)+g
∗
kl
(t1+t2)+gkl(t2+t3)−g
∗
kk
(t1+t2+t3)
e+glf (t2)+glf (t3)+gkf (t3)−g
∗
kf
(t1+t2)−glf (t2+t3)+g
∗
kf
(t1+t2+t3)−gff (t3)
R∗2f,coh(t1, t2, t3) =
∑
{kl}∈{α,β},k 6=l
e−i(ωkg−ωeg)t1−i(ωkg−ωlg)t2−i(ωfl−ωeg)t3 (B.8)
e−
1
2
Γklt1−
1
2
Γlkt3Gklkl(t2)
e−gkl(t1)+g
∗
kl
(t2)−gkl(t3)−gkk(t1+t2)−g
∗
ll
(t2+t3)+gkl(t1+t2+t3)
e−g
∗
lf
(t2)+glf (t3)+gkf (t3)+gkf (t1+t2)+g
∗
lf
(t2+t3)−gkf (t1+t2+t3)−gff (t3)
The GSB contributions are given as
R3g(t1, t2, t3) =
∑
{kl}∈{α,β}
ei(ωkg−ωeg)t1−i(ωlg−ωeg)t3e−
1
2
Γklt1−
1
2
Γlkt3 (B.9)
e−g
∗
kk
(t1)+g∗kl(t2)−gll(t3)−g
∗
kl
(t1+t2)−g∗kl(t2+t3)+g
∗
kl
(t1+t2+t3)
R4g(t1, t2, t3) =
∑
{kl}∈{α,β}
e−i(ωkg−ωeg)t1−i(ωlg−ωeg)t3e−
1
2
Γklt1−
1
2
Γlkt3 (B.10)
e−gkk(t1)−gkl(t2)−gll(t3)+gkl(t1+t2)+gkl(t2+t3)−gkl(t1+t2+t3).
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assumption
about fluc-
tuations
assumption about
line shape functions
kind of approxi-
mation
exact calculation
vs. approxima-
tion
correlated gαβ = gαα = gββ
integral replaced
by relaxation
tensor
identical results
(not shown)
SL,αα 6= SL,ββ;
SL,αβ =
√
SL,ααSL,ββ
slightly different
crosspeak evolu-
tion (see Fig. 3)
uncorrelated gαβ = 0 different cross-
peak evolution
(see Fig. 4)
−λll = ℑ(g˙ll(t′))
l ∈ {α, β}
good agreement
at large popula-
tion times (see
Fig. 5)
Table 1. Overview of the different assumptions, approximations and the main
differences compared to the rigorous approach.
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PSfrag replacements
t1
t2
t3
s
−k1
k2
k3
ks
R2g,αβ,population
|g〉 〈g|
|g〉 〈α|
|α〉 〈α|
|α〉 〈g|
|g〉 〈g|
|g〉 〈g|
|g〉 〈β|
|β〉 〈β|
|β〉 〈g|
|g〉 〈g|
G˙ααββ(s)
e2iℑ(gαβ(t2−s+t3))
e−2iℑ(gαβ(t2−s))
e−2iℑ(gββ(t2−s+t3))
e2iℑ(gββ(t2−s))
Figure 1. Double sided Feynman diagram of the population transfer term of the
response function R2.
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PSfrag replacements
|g〉
|α〉
|β〉
ωαβ
λββ
Figure 2. Sketch of potential curves representing the Lorentzian oscillator mode to
illustrate the combination of vibrational relaxation and relaxation between the singly
excited sub-levels.
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Figure 3. Real part of the 2D-spectra of R2 at different population times in the case
of correlated fluctuations with explicit integration in Eq. (12) (left hand side) and with
replacement of the integral by the relaxation tensor from Eq. (10) (right hand side).
In the lowest row, the horizontal line indicates the position ωt = ωβg − 2λββ.
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Figure 4. Real part of the 2D-spectra of R2 at different population times in the case
of uncorrelated fluctuations with explicit integration in Eq. (12) (left hand side) and
with replacement of the integral by the relaxation tensor from Eq. (10) (right hand
side). In the lowest row, the horizontal line indicates the positions ωt = ωβg and
ωt = ωβg − 2λββ.
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Figure 5. Real part of the 2D-spectra of R2 at T = 200 fs and T = 1ps, calculated
according to Eq. (12) (left hand side) and using the approximation from Eq. (15) (right
hand side). In the lowest row, the horizontal line indicates the position ωt = ωβg−2λββ.
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Figure 6. Population time evolution of the real part of the 2D-spectrum of R2 at
(ωτ = 17450 cm
−1,ωτ = 17240 cm
−1) (black curve) and at (ωτ = 17450 cm
−1,ωτ =
15970 cm−1) (red curve) in the case of correlated fluctuations.
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Figure 7. Population time evolution of the real part of the 2D-spectrum of R2 at
(ωτ = 17450 cm
−1,ωt = 17240 cm
−1) (black curve) and at (ωτ = 17450 cm
−1,ωt =
15970 cm−1) (red curve) in the case of uncorrelated fluctuations.
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