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Understanding the origin of spontaneous electronic nematic ordering in the iron-based superconductors is an
important task in the study of unconventional superconductivity. Experimentally, the nematic state is associated
with pronounced anisotropic electronic and magnetic properties, yet there is little consensus on the mechanism
which drives these effects. Currently, it is often assumed that the leading consequence of the nematic mechanism
is an orbital ordering of the dxz and dyz states, with the more strongly correlated dxy orbital assumed to play
rather a secondary role. However, the scenario of purely dxz/dyz orbital ordering has proven difficult to correctly
reproduce the growing volume of experimental data on these materials, such as the Fermi surface evolution and
momentum dependence of the superconducting gap of FeSe, without the phenomenological addition of external
anisotropic phenomena. Here we analyse a scenario in which nematic order appears strongly in the dxy channel,
in addition to the dxz and dyz ordering. We show that for the case of FeSe, this scenario resolves many of the
issues faced with a purely dxz/dyz ordering. It provides a natural explanation for the missing electron pocket
of FeSe and correctly accounts for the highly anisotropic momentum dependence of the superconducting gap.
Furthermore, this scenario may be verified by detection of a Liftshitz transition as a function of temperature or
sulphur doping. We discuss evidence for this Liftshitz transition that is already available within the literature and
make a prediction about how the momentum dependence of the superconducting gap of FeSe1−xSx will evolve
as nematicity is suppressed. This scenario presents a quantitatively accurate model to study the tetragonal to
nematic transition of FeSe and the FeSe1−xSx series and additionally places strong constraints on the possible
mechanism associated with the nematic instability.
INTRODUCTION
The study of the iron-based superconductors ultimately re-
volves around understanding the interplay of superconductiv-
ity, magnetism and electronic nematicity. While the com-
petition between magnetism and superconductivity has been
extensively studied in other classes of superconductors, most
notably the cuprates and heavy fermion compounds, the iron-
based superconductors offer an ideal environment to study
the interactions and consequences of the rotational symmetry
breaking nematic state.
Currently, there is little consensus on the underlying mech-
anism that drives the formation of the electronic nematic state,
with both charge-ordering and magnetic-ordering scenario’s
being proposed [1]. Nevertheless, it is often assumed that the
leading consequence of the nematic mechanism on the iron-
based superconductors is the lifting of the degeneracy of the
dxz and dyz states of the Fe atoms. This has been thought to be
responsible for many of the experimentally observed changes
to certain physical properties [2].
This idea has additionally been held for the most well stud-
ied nematic iron-based superconductor, FeSe. This material
exhibits an electronic nematic state at Ts = 90 K as well as a
superconducting state below Tc = 8 K, without the formation
of magnetic ordering [2–4]. Despite a relatively small tetrag-
onal to orthorhombic lattice distortion to this material [5],
particularly large anisotropic effects can be observed within
measurements of the resistivity anisotropy [6], the spin sus-
ceptibility [7], the underlying electronic structure [8] and the
momentum dependence of the superconducting gap [9–14].
However, it has become increasingly apparent that nematic
order derived purely from a degeneracy breaking of the dxz
and dyz states is unable to account for many of the experi-
mental properties being observed within this material. Most
notably, nematic ordering of the dxz and dyz orbitals pre-
dicts a Fermi surface topology which consists of one hole
pocket and two electron pockets [15–18], whereas ARPES
measurements of the nematic state of FeSe report the observa-
tion of one hole pocket and a single electron pocket [19–24].
This incorrect description of the Fermi surface has also made
understanding the superconducting properties of FeSe chal-
lenging [10, 11, 25, 26], without the addition of alternative
anisotropic mechanisms, such as highly anisotropic orbital se-
lective quasiparticle weights, [26, 27] or orbital selective spin
fluctuations [25].
Although nematicity is often thought of in terms of a lift-
ing of the degeneracy of the dxz and dyz states, there is one
addition form of orbital ordering, involving the relevant t2g
orbitals of the Fe atoms, which is consistent with the breaking
of C4 rotational symmetry. It is possible to have a non-local
nematic ordering of the dxy states [28–31]. Although the dxy
orbital does not conform to the B1g irreducible representation
of the point group associated with the tetragonal space group
of many iron-based superconductors, an anisotropic hopping
between the dxy orbitals of the nearest neighbour Fe-atoms,
within a 2-Fe unit cell, does. This term is typically assumed
to be negligible [30, 31] and is often ignored within theories
of the nematic state, however, there is no a-priori reason for
this to be true. In fact, recent NMR [32] and ARPES [20, 21]
measurements have also suggested that the dxy orbital may be
strongly affected by the onset of the nematic state.
With the goal to resolve the above mentioned inconsisten-
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2cies between theory and experiment, we analyse in the fol-
lowing the question, what would be the consequence of ne-
maticity, arising from the strongly correlated dxy orbital on
the iron-based superconductors.
Focusing on the case of FeSe, we show from symmetry
based arguments that if a sizeable non-local nematic order-
ing of the dxy orbital is the leading form of nematic instabil-
ity, then many of the discrepancies between theoretical sim-
ulations and experimental measurements can be directly re-
solved. In particular the missing electron pocket at the Fermi
level and the highly anisotropic momentum dependence of the
superconducting gap. We justify these claims by direct com-
parison of our theoretical simulations of the electronic struc-
ture with existing experimental measurements. As a crucial
consequence of this dxy-dominated nematic scenario, we pre-
dict the existence of a Lifshitz transition as a function of tem-
perature and sulphur doping, which can be verified experi-
mentally.
This result not only provides a quantitatively accurate
model to study the tetragonal to nematic phase transition in
FeSe, but poses strong constraints on the possible mechanism
associated with the nematic instability, and ultimately, on the
mechanism of superconductivity in systems where nematic or-
der and superconducting order appear in close proximity.
THE B1g NEMATIC STATE IN FESE
To understand the consequence of non-local dxy nematic-
ity on the nematic state of FeSe we begin with a pedagogi-
cal discussion on the B1g symmetric order parameters of the
D4h point group of the P4/nmm space group on the electronic
structure of FeSe.
Within the P4/nmm crystal structure, the Fe atoms lie in-
plane on a square grid, and are connected by staggered out-
of-plane pnictide or chalcogenide atoms, which gives rise to
a two-Fe atom unit cell, as shown in Fig. 1(a). This 2-Fe unit
cell has primitive in-plane lattice vectors R1 = Rx − Ry
and R2 = Rx + Ry which generate a Brillouin zone, de-
fined by the coordinates k1 = kx − ky , k2 = kx + ky
and kz , as shown in the inset of Fig. 1(b). In this 2-Fe
Brillouin zone, the important high symmetry points are the
kz = 0, Γ-point and the kz = pi, Z-point at the zone cen-
ter (k1, k2, kz) = (0, 0, kz) and the kz = 0, M -point and
kz = pi A-point at the zone corner (k1, k2, kz) = (pi, pi, kz).
It is, however, useful to discuss the electronic structure of the
P4/nmm lattice in terms of the lattice vectors Rx and Ry , and
the momentum kx and ky , particularly to illustrate the effect
of C4 symmetry breaking. In this case, the Brillouin zone can
be unfolded into an 45 degree rotated effective 1-Fe Brillouin
zone, where the states around the M and A point are mapped
to the X point at (kx, ky, kz) = (pi, 0, kz) and the Y point
at (kx, ky, kz) = (0, pi, kz). Here, our model will retain the
physical two-atom unit cell periodicity, however we will dis-
cuss symmetry breaking in terms of the coordinates kx and
ky .
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FIG. 1. (a) Lattice structure of FeSe. The 2-Fe and 1-Fe unit cells
of FeSe are shown as solid grey and dashed black lines with lat-
tice vectors (R1, R2) and (Rx, Ry), respectively. Black dots denote
Fe atoms. Se atoms located above (filled green) and below (empty
green) the iron plane divide the system into sub-lattices A and B. (b)
Fermi surface cut at kz = pi for the tetragonal state, where the color
describe the maximum orbital content of the band. The grey solid
line describes the Brillouin zone boundary of the 2-Fe unit cell. Inset:
Brillouin zones of the 2-Fe (solid grey) and 1-Fe (dashed black) unit
cells corresponding to the ”folded” and ”unfolded” Brilloin zone, re-
spectively. (c) Fermi surface map measured by ARPES of the tetrag-
onal phase of FeSe at 100 K and (d) of the detwinned sample in the
orthorhombic phase at 10 K taken from Ref. [19].
As a starting point, we employ the low-energy model of the
dxz , dyz and dxy orbitals of the Fe atoms, following Ref. [34],
and fit the parameters to quantitatively agree with ARPES data
of the tetragonal state electronic structure of FeSe near the Γ
(Z)-point and M (A)-point respectively [8, 16, 35],
HΓ/Z = H
Γ/Z
0 +H
Γ/Z
SOC +H
Γ/Z
nem , (1)
and
HM/A = H
M/A
0 +H
M/A
SOC +H
M/A
nem . (2)
Here the kinetic part HΓ/Z0 (H
M/A
0 ) and the atomic on site
spin-orbit coupling HΓ/ZSOC (H
M/A
SOC ) are given explicitly in the
supplementary material [36]. The possible nematic Hamilto-
nian at the Brillouin zone center HΓ/Znem and at the Brillouin
zone corner HM/Anem are discussed below.
For the tetragonal state, HΓ/Znem = H
M/A
nem = 0, this model
describes a quasi-2D electronic structure which exhibits two
corrugated dxz/dyz hole pockets at the Brillouin zone center
with the inner hole pocket only present near kz = pi, and two
almost cylindrical dxz/dxy and dyz/dxy electron pockets at
the Brillouin zone corners. The Fermi surface for this model
is presented in Fig. 1(b). The states at the zone corner have
3nematic process real space momentum space expansion near expansion near
xy
yzxz
TABLE I. All possible nematic order parameters within the B1g irreducible representation of the P4/nmm space group involving interactions
between dxz , dyz and dxy orbitals within a single 2-Fe unit cell. Results presented in real and momentum space as well as Taylor-expanded
in the vicinity of the high symmetry points (following the notations of Ref. [33]). Here we use coordinates of the unfolded Brilloiun zone.
A sketch of of each nematic process is depicted in the first column where solid (dashed) arrows are associated with a positive (negative)
amplitudes of the corresponding nematic order parameter. Note that dxy nematicity is a purely non-local phenomenon.
majority dxz (dyz) character along the length of the ellipse,
but dxy at the outer tips. This model is in direct agreement
with the low energy tetragonal electronic structure measured
by ARPES, the Fermi surface of which, from Ref. [19], is
presented in Fig. 1(c). In Fig. 1(d) we also show the experi-
mentally measured Fermi surface of the nematic state of FeSe,
which the nematic order parameter must ultimately reproduce.
If we focus on the dxz , dyz and dxy orbitals of the Fe atoms,
within a single two atom unit cell, then we can write down
four possible C4 symmetry breaking nematic orders in the
B1g-channel, which arise either from on-site interactions on
the Fe-atoms or from interactions between two neighbouring
Fe-atoms on different sublattices. We list these four order pa-
rameters in Table 1 along with a schematic cartoon of the ne-
matic process, mathematical formulation in real and momen-
tum space and the effect each term has on the hole and electron
pockets.
The first term, Φ1, describes a degeneracy breaking of the
on-site dxz and dyz states. This form, often referred to as
ferro-orbital ordering [37], generates an equivalent splitting of
the dxz and dyz bands which affects both the hole and electron
pockets equally, as shown in Fig. 2(a). This type of nematic
order was originally discussed in the literature [15, 38–40],
however, it later became apparent that whilst the evolution of
the hole pocket is correctly captured by Φ1, the evolution of
the electron pocket into a dxz dominated peanut, elongated
along the ky axis, and a larger outer dxy dominated ellipse was
not consistent with experiment [16, 38, 41–44]. It was realised
that a sign change in the nematic order parameter between the
hole and electron pocket, involving the dxz and dyz orbitals
was required [16, 42, 43]. Interestingly, this sign change of
the nematic order between electron and hole pockets is analo-
gous to the sign-changing s±-wave superconducting gap and
indicates that the same electronic interactions are most likely
in play [28, 29].
The second and third terms, Φ2 and Φ3, describe non-local
nematic ordering between nearest neighbour atoms involving
the dxz and dyz states. Φ2 describes an anisotropic hopping
potential such that hopping is favoured in the x direction,
but disfavoured in the y direction for both orbitals. This has
been referred to as d-wave nematic order within the literature
[17, 18, 42, 45, 46]. Conversely, Φ3 describes a global in-
crease in the hopping of the dxz orbital, and a global decrease
in the hopping of the dyz orbital, often referred to as extended
s-wave nematic order [16–18]. As shown in Table 1, Φ2 only
affects the hole pocket at the Γ point, and Φ3 only affects the
electron pockets at the X/Y point. We present the Fermi sur-
face generated by the inclusion of Φ2 or Φ3 in Fig. 2(b) and
2(c) respectively.
The fourth term, Φ4 is a purely non-local nematic ordering
between the dxy states of nearest neighbour atoms, analogous
to that of Φ2. This term, has been mentioned as a previously
possible form of nematic order [28], however it was assumed
to only produce a minor effect on the electronic band disper-
sion [31, 45] and is often neglected entirely. If however, Φ4
is made sufficiently large (> 50 meV) then it would be possi-
ble to generate a Liftshitz transition, which can induce a one-
electron pocket Fermi surface. We show the generated Fermi
surface obtained from the inclusion of Φ4 > 50 meV in Fig.
2(d).
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FIG. 2. Individual consequence of the nematic order parameters
on the Fermi surface of the tetragonal state model of FeSe. a)
Φ1=26 meV. b) Φ2 = -26 meV. c) Φ3=15 meV. d) Φ4 >50 meV.
As mentioned above, these are the only four symmetry al-
lowed order parameters that can describe the evolution of the
nematic state within the P4/nmm space group. Therefore,
some combination of these four order parameters should be
able to reproduce the Fermi surface of the nematic state of
FeSe as measured by ARPES. As shown in Table 1, Φ1 con-
tributes equally to both the states around the Γ point and the
X/Y point. However Φ2 and Φ3 contribute solely to the Γ
and X/Y point respectively. It is therefore not possible to fit
the magnitude of Φ1, Φ2 and Φ3 directly to experiment. This
is because experimental measurements can only extract the to-
tal change in the band dispersion, which for the hole pocket
is defined as Φhxz,yz = Φ1 + Φ3 and for the electron pocket
is Φexz,yz = Φ1 + Φ2. In this model we therefore write the
nematic order parameters as
HΓ/Znem =
∑
kσ
Φhxz,yz(d
†
xz,kσdxz,kσ − d†yz,kσdyz,kσ) (3)
for the hole pocket, and
HA/Mnem =
∑
k
[
Φexz,yz(d
†
xz,k+QY σ
dxz,k+QY σ
− d†yz,k+QXσdyz,k+QXσ)
+Φ4(d
†
xy,k+QY σ
dxy,k+QY σ
− d†xy,k+QXσdxy,k+QXσ)
]
. (4)
for the electron pocket. We then fit the parameters Φhxz,yz ,
Φexz,yz and Φ4 directly to experimental values [20, 21, 47].
In Fig 3(a-c), we present the Fermi surface and band disper-
sion around the Gamma and M point for the tetragonal state,
i.e Φhxz,yz=Φ
e
xz,yz =Φ4=0. In Fig, 3(d-f) we next present the
Fermi surface and band dispersion’s using Φhxz,yz=15 meV,
Φexz,yz = -26 meV and keep Φ4 = 0 meV. This purely dxz/dyz
nematic order correctly describes the 37 meV band separation
of the two hole bands (which is obtained by a combination of
the nematic splitting and spin orbit splitting where the spin or-
bit coupling parameter, λhSOC = 23 meV [36]) and correctly
describes the shape and orbital character of the dxz dominated
elliptical hole pocket. Additionally, the experimentally ob-
served peanut shaped electron pocket with dyz orbital content
along the length of the peanut, and dxy orbital content at the
tips, is also quantitatively captured. However, this scenario,
with Φ4 = 0 meV, also describes a second large electron pocket
of predominantly dxy orbital character, which is not detected
in experimental measurements. This type of order parameter
is the main form considered within the literature [3, 8, 48].
In Fig. 3(g-i) we now present our new scenario, where we
use the same values of Φhxz,yz and Φ
e
xz,yz as in Fig. 3(d-f) but
now we set Φ4 = 45 meV. We note that the Φ4 term, as it
is discussed in Table I, lifts the degeneracy of the dxy saddle
point located at -50 meV at the M (A)-point in the tetragonal
state. This term alone however would ensure that the splitting
of the saddle point is symmetric, such that the lower branch of
the dxy band would also be pushed to a lower binding energy.
Since a large shift in the lower dxy band is not observed in
the experimental data [8] we add a finite energy shift to the
on-site dxy energy in the nematic state
H
M/A
0 → HM/A0 +
∑
k,σ
∆xy(d
†
xy,k+QY σ
dxy,k+QY σ
+ d†xy,k+QXσdxy,k+QXσ)
(5)
which then generates an asymmetric nematic splitting. This
term has the consequence that the lower branch of the dxy sad-
dle point, remains in place, whilst the upper branch increases
in energy by Φ4 + ∆xy where a value of ∆xy = 40 meV
was found to best fit the experimental data. The result of this,
is that the upper dxy band is placed 36 meV above the Fermi
level as shown in Fig. 3(i). Note that in general the onsite
energy xy can change when entering the nematic state which
corresponds to a Hartree shift of the dxy states. While we do
not explicitly calculate this Hartree shifts of the orbitals self-
consistently, we do calculate the renormalization of the total
chemical potential when entering into the nematic phase and
show that it is indeed strongly affected by the transition. It
is important to note that this shift of the onsite energy only
affects the precise size of the peanut shaped electron pocket
and is not needed to obtain the correct Fermi surface topol-
ogy of FeSe, which may be obtained if we set Φ4 larger than
50 meV. It is however important to yield the correct position
of the dxy dominated bands far below the Fermi energy, which
is our reason for including it here.
Finally, we point out that the exact values for Φexy and ∆xy
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FIG. 3. Comparison of the Fermi surface and band dispersions around the Z, (0, 0, pi), point and A, (pi, 0, pi), point for a-c) The tetragonal
electronic structure, with Φhxz,yz=Φexz,yz =Φ4=0. d-f) A purely dxz/dyz nematic scenario where Φhxz,yz=15 meV, Φexz,yz = -26 meV and
Φ4=0. g-i) A scenario with additional non-local dxy nematicity and Hartree shift Φhxz,yz=15 meV, Φexz,yz = -26 meV, Φ4=45 meV and
∆xy=40 meV.
are not particularly well constrained as ARPES data can not
detect the actual position of the upper dxy band. However,
as we will discuss below, a value of roughly this magnitude
is required to correctly describe experimental properties as a
function of temperature and sulphur doping.
The importance of a sizeable nematic order between dxy
orbitals in the correct description of the electronic structure of
FeSe is the main feature of our model of nematicty in FeSe.
In contrast to the previous proposals [31, 48, 49] this scenario
does not require strong incoherence of the dxy-dominated
electron pocket. Furthermore, as we also discuss below, this
nematic order between dxy orbitals is also required to resolve
the multiple discrepancies between theory and experiment dis-
cussed in the literature [11, 25, 26, 49, 50].
EXPERIMENTAL EVIDENCE FOR NON-LOCAL dxy
NEMATICITY
The main consequence of a sizeable non-local dxy nematic
term is the generation of a Lifshitz transition at the corner of
the Brillouin zone shortly after the onset of the nematic state.
This Lifshitz transition is directly responsible for the evolution
between a two-electron pocket Fermi surface in the tetragonal
state into a one-electron pocket Fermi surface in the nematic
state. Here we discuss available experimental data which can
be interpreted in terms of a Lifshitz transition driven by ne-
matic order and compare these experiments to our model cal-
culations.
In Fig. 4 we now compare our simulated electronic structure
of the A-point of FeSe, using the parameters discussed in Fig.
3(g-i), with the experimental ARPES data of detwinned crys-
tals of FeSe from Ref. [19]. In Fig. 4(d) we present a close
up of the Fermi surface predicted around the A-point of our
model which consists of a single peanut shaped pocket with
dominant dyz orbital character along the length of the peanut,
and dominant dxy orbital character at the tips, the shape and
size of this pocket is in direct agreement with the experimental
measurement shown in Fig. 4(a) as well as the data published
in Ref. [20, 21, 24]. In Fig. 4(e,f) we present a cut of the band
dispersion centred at the A-point along the kx and ky axis, re-
spectively. Our model exhibits a dyz saddle point located at
-5 meV below EF , which can be observed along the kx axis
as a hole like dispersion that almost reaches EF and along the
ky axis as a very shallow electron like dispersion. A second
saddle point of dxy orbital content is also present at -55 meV,
which can equivalently be observed as an electron like disper-
sion along kx and a hole like dispersion along ky . Finally, a
hole-like dxz band is also located around -60 meV along both
the kx and ky axis. This simulated band dispersion is entirely
consistent with the ARPES data presented in Fig. 4(b,c), as
well as the data published on detwinned crystals of FeSe in
64
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simulated Fermi surface topology and band dispersions of the theoretical model with the nematic order parameter used in Fig. 3(g). (g)
Change in the chemical potential as a function of temperature using a mean field temperature dependence Φi(T ) = Φi(0)
√
1− ( T
Ts
). (h)
Corresponding change to the band positions at the A-point as a function of temperature. (i) Experimental temperature dependence of the
spectral function taken from Ref. [16]. (j) Simulated spectral function as a function of temperature calculated using Eq. (6) with a broadening
parameter of Γ ∼ 10meV.
Ref. [20, 21, 24]. However in the experimental data the dxy
and dxz bands at ∼-50 meV can not be separately resolved
due to self energy broadening effects [51, 52]. This electronic
structure is also fully consistent with ARPES measurements
on “twinned” crystals, [11, 12, 16, 40, 42, 43, 53].
Despite the removal of an entire electron pocket within
the nematic state, we find that the Luttinger theorem is con-
served within this model. In Fig. 4(g) we plot the change
in chemical potential µ(T ) self consistently calculated at a
fixed number of particles and using a mean field tempera-
ture dependence of the nematic order parameter of the form
Φi(T ) = Φi(0)
√
1− ( TTs ), see Ref. [36] for details. We find
that, within our parametrization, a shift of 13 meV is required
to ensure particle number conservation between the tetrago-
nal and nematic state, which is in good agreement with the
10 meV shift extracted from ARPES measurements [40, 54].
Additionally, in Fig. 4(h) we present the evolution of the band
positions at theA-point calculated using the same temperature
dependence and chemical potential shift. Under this assump-
tion, we see that the Lifshitz transition occurs at TLT ∼70 K,
shortly after the nematic transition at Ts = 90 K.
Finally, in Fig. 4(j) we plot the temperature dependence of
the spectral function,
A(k, ω) = − 1
pi
Tr{ImG(k, ω)}f(ω, T ), (6)
at the A point, where G(k, ω) = [ω − (H(k) − µ) + iΓ]−1
and f(ω, T ) is the Fermi function. Here we have used an
energy broadening parameter of Γ = 10 meV for all bands
to simulate self energy broadening. We see that between 0 <
T < 70 K the dxy band below the Fermi level resides very
close in energy to the dxz band. Consequently, in the spectral
function these two bands merge to a single broad peak at low
temperatures, which together with the dyz excitation near EF
suggests that two peaks would be observed by the spectral
function, which is in good agreement with the experimental
measurements reported in Ref. [16, 20, 42, 43]. We show
the experimental measurement of Ref. [16], in Fig. 4(i) for
comparison.
We note that there has been some ambiguity as to the exper-
imental interpretation of this spectral function, particularly re-
garding the orbital content of the lower peak at -50 meV. With
some authors claiming that the lack of a clearly observable
splitting of the peak closest to EF in the spectral function at
100 K indicates that the dxz and dyz states must remain degen-
erate [11, 16, 19, 43]. However, in our simulation, we find that
the direct observation of this splitting would be challenging,
particularly with large self energy broadening effects that are
present at the A point in the tetragonal state [16, 42, 43, 52].
Coupled with the observation of dxz spectral weight of the
band at -50 meV [20, 41, 42], as well as the symmetry al-
lowed possibility of an orbital transmutation of dxz and dxy
weight as a function of temperature [31], we find that our in-
terpretation is entirely consistent with the measured ARPES
7(a)
(b)
FIG. 5. a) ARPES measurements from Ref. [20], Spectral intensity
divided by the Fermi function taken at +10 meV aboveEF as a func-
tion of temperature. The disappearance of a band can be inferred at
T=60 K. b) Simulated evolution of the momentum of states near the
A-point, along the kx axis k = (kx, pi, pi), which have an energy of
E = +10 meV as a function of temperature.
data.
Further evidence of a Lifshitz transition of the dxy orbital
can be found in Ref. [20]. There, Yi. et. al. reported tem-
perature dependent ARPES measurements of the A-point of
detwinned crystals of FeSe, where the orthorhombic domains
were aligned along a given axis by uniaxial strain. When
studying the temperature dependence of the spectral function
around theA-point at +10 meV above the Fermi level, they re-
port the observation of a shrinking inner electron band which
disappears at this particular energy at approximately T = 60 K,
as shown in 5(a). Our calculation of the momenta at which the
electronic dispersion crosses the energy of +10 meV above
the Fermi level is presented in Fig. 5(b). Indeed, it yields the
same result as shown in Fig. 5 (a) with excellent agreement
on temperature dependence and band position. This agree-
ment between theory and experiment can be interpreted as a
smoking gun for the dxy Lifshitz transition, however, we cau-
tion that there are some experimental technicalities, which can
complicate the interpretation. For example, changing the tem-
perature of a uniaxially strained system, as was performed in
Ref. [20], may alter the relative ratio of the orthorhombic do-
main orientations, due to additional thermal contraction. This
could imply that the disappearing intensity may instead arise
from a change in population of orthorhombic domains, rather
than a band shifting above EF . Nevertheless, if confirmed
by other experimental measurements, this could be the most
direct evidence for a dxy Lifshitz transition. A similar obser-
vation has also been made for the sulphur doped FeSe0.9S0.1
system [22, 23].
Alternate evidence for a Lifshitz transition, which does not
require uniaxial strain, can be found by studying Quantum Os-
cillation measurements of the sulphur doped, FeSe1−xSx, sys-
tems. Isovalent sulphur doping is known to suppress the ne-
matic state whilst leaving the underlying electronic structure
effectively equivalent to that of the tetragonal state of FeSe
[8, 56, 57]. Thus, by varying the sulfur content in FeSe1−xSx
it is possible to indirectly study the temperature dependence
of the nematic order. Recently, Shubnikov-de Haas oscillation
measurements of the sulphur doped series have been reported
by Coldea et. al. [55]. These experiments detect extremal
areas of Fermi surface pockets, which in FeSe corresponds to
the 2D area of the hole and electron pockets at both kz = 0
and kz = pi respectively. A Lifshitz transition associated with
the dxy band should lead to a sharp sudden change in extremal
areas measured by this experimental technique. We illustrate
this in Fig. 6. In Fig. 6(a-h) we plot the Fermi surface pockets
in the pure nematic (x=0%) and pure tetragonal (x=18%) state
which should give rise to extremal areas detected by Quan-
tum Oscillations. By again assuming a mean field dependence
of the nematic order parameter (Φi(x) = Φi(0)
√
1− ( xx0 ),
where x0 = 18%) we find that the four unique extremal areas
present in the nematic state remain relatively consistent be-
tween 0% and 13% sulphur doping, with the inner hole pocket
of the Z point crossing the Fermi level at 10%. However, at
the Lifshitz transition of the dxy band, we find that all ex-
tremal areas sharply increase in magnitude and two additional
extremal areas are generated. Bringing the total number of
unique extremal areas in the tetragonal state to seven. The
reason for this sharp increase is twofold, the first is the sud-
den change of chemical potential as discussed in Fig. 4(g),
which mainly affects the hole pockets, and the second is the
sudden change of the electron pockets from a two-fold sym-
metric, peanut-like, dispersion to a four-fold symmetric, petal-
like, dispersion. Whilst the two largest areas corresponding to
the kz = pi hole pocket and the outer electron pocket are well
separated from the kz = 0 pockets, the other five extremal
areas are likely to have very similar (and very small) values.
Although a Lifshitz transition of the electron band was not
the interpretation of Ref. [55], we observe that the data points
measured for x > 15% are in fact consistent with a re-entering
dxy pocket at theA andM point, we display the experimental
data of Ref. [55] in Fig. 6(j) for comparison. Note that very
similar results can also be observed by suppressing nematic
order under application of physical pressure to FeSe [58].
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MOMENTUM DEPENDENCE OF THE
SUPERCONDUCTING GAP
We now consider how the superconducting state will be af-
fected by the presence of non-local dxy nematicity.
Superconductivity in the iron-based superconductors is be-
lieved to be driven by the interband repulsive interactions en-
hanced by spin fluctuations, and indeed the numerous com-
parisons between theory and experiment have shown that this
assumption can correctly capture the symmetry of the su-
perconducting gap [59–61]. The gap symmetry of the ne-
matic state of FeSe has been a subject of intense experi-
mental investigation, with multiple ARPES and scanning tun-
nelling microscopy (STM) measurements reporting a highly
anisotropic momentum dependence of the superconducting
gap [9–14]. These measurements revealed regions in momen-
tum space which are either nodal or posses a very small su-
perconducting gap. Previously, it was shown that the solu-
tion of the linearised superconducting gap equation assum-
ing a one-electron pocket Fermi surface and random phase
approximation (RPA) correctly reproduced the experimental
data in the nematic state [11], however this was achieved
by phenomenologically removing the second electron pocket
that was still present in the underlying band structure. Our
scenario presents a microscopic foundation for this electron
pocket to disappear. In the scenario we have considered here,
with sizeable dxy nematicity, the second electron pocket is
shifted well above the Fermi level and we are now in a posi-
tion to study how the momentum dependence of the supercon-
ducting gap evolves as nematicity is suppressed and a Liftshitz
transition occurs.
We utilize our orbital projected band model which allows
for an analytical treatment of the pairing problem by solv-
ing mean-field BCS gap equations self-consistently at zero
temperature. Within the projected band model we adopt the
interaction Hamiltonian of Ref. [62] which combines Kohn-
Luttinger and spin-fluctuation approaches. This leads to a pro-
jection on those pairing channels which contain intra-orbital
Uhe and inter-orbital J ′he and J
′
ee pairings that results in inter-
band Cooper-pair hopping between hole and electron pockets,
corresponding to (pi, 0), (0, pi) spin fluctuations, and between
both electron pockets, corresponding to (pi, pi) fluctuations,
respectively. The interaction Hamiltonian then reads
Hint = Uhe
∑
k,k′,µ
d†µ,k,↑d
†
µ,−k,↓dµ,−k′+Qµ,↓dµ,k′+Qµ,↑
+J ′he
∑
k,k′,µ 6=ν
d†µ,k,↑d
†
µ,−k,↓dν,−k′+Qν ,↓dν,k′+Qν ,↑
+J ′ee
∑
k,k′,µ6=ν
d†µ,k+Qµ,↑d
†
µ,−k+Qµ,↓dν,−k′+Qν ,↓dν,k′+Qν ,↑
+ h.c (7)
where µ, ν ∈ {xz, yz}. Even though our results suggest a
sizeable contribution of dxy orbitals to nematicity here, moti-
vated by Ref. [45], we assume that dxy orbitals play a minor
role in superconductivity. In what follows the contribution
of the dxy orbitals to superconductivity is neglected in our
model, however, later in the manuscript we discuss its contri-
bution to superconductivity within a 10-orbital tight binding
model.
We define superconductivity in orbital space, perform a
mean-field decoupling and solve the BCS-gap equations to-
gether with the particle number equation self-consistently for
the constant orbital pairing gaps assuming Uhe  J ′he = J ′ee.
In the gap equations we focus on the large hole pocket, the
peanut shaped electron pocket and the incipient electron band
above the Fermi level. We further neglect contributions from
inter-band Cooper-pairing and integrate within an energy cut-
off of 50 meV around the Fermi level. Further details are
given in Ref. [36]. The superconducting gap on the outer hole
pocket is given by
∆hout(k) = ∆
h
xz|ahxz(k)|2 + ∆hyz|ahyz(k)|2 (8)
with the constant orbital gaps ∆hxz/yz and the k-dependent or-
bital dressing factors |ahxz/yz(k)|2 = |〈dxz/yz|hout〉|2, which
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FIG. 7. Simulated momentum dependence of the superconducting gap of FeSe. Evolution of the orbital weight as a function of the Fermi
angles θ(kF ) and φ(kF ) on the (a) outer hole pocket and (b) peanut shaped electron pocket. (c) Solution of the self consistent gap equations,
see Ref. [36], as function of Uhe. (d) Superconducting density of states obtained for Uhe = 431 meV. (e) Magnitude of the superconducting
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definition of Fermi angles θ(kF ) and φ(kF ) at Z and A point, respectively, as measured with respect to kx direction. (f) Band gaps of the
outer hole pocket (red) and peanut shaped electron pocket (blue) as function of the Fermi angle corresponding to (e). The colored circles are
data taken from quasiparticle interference experiments [10]. In all figures J ′he = J
′
ee = 10 meV.
correspond to dxz/yz orbital content of the hole pockets, re-
spectively. Assuming small SOC at the A-point the band-gap
on peanut shaped pocket is given by in good approximation
by
∆eout(k) ≈ |aeyz(k)|2∆eyz + |aexy(k)|2∆exy
≈ |aeyz(k)|2∆eyz (9)
, with |aeyz/xy(k)|2 = |〈dyz/xy|eX〉|2 the dyz/xy orbital
weight on the peanut [36].
In Fig. 7(a) we show the orbital weight |ahxz/yz(k)|2 on
the hole pocket as function of the Fermi angle measured with
respect to kx direction. In experiment, the gap at the hole
pocket exhibits deep minima (and possibly accidental nodes)
at θ(kF ) = ±/pi/2 and has a maximum at θ(kF ) = 0 re-
sembling the dyz orbital weight. According to Eq. (8) this
behaviour requires ∆hxz  ∆hyz . In Fig. 7(b) we present the
solution of the BCS gap equations as function of Uhe, which
yield the large ratio ∆hyz/∆
h
xz necessary to reproduce the cor-
rect angular dependence of ∆hout(k). A similar result for the
hole pocket was also obtained in Ref. [45] where nematicity
was solely given by Φexz,yz . Within their model, however, the
authors were not able to correctly reproduce the angular de-
pendence of the gap at the peanut shaped electron pocket.
The weight |aeyz/xy(k)|2 of the dxz and dxy orbitals on the
peanut shaped electron pocket is shown in Fig. 7 (b). Experi-
mental results suggest that the angular dependence of the gap
follows the dyz orbital weight of the peanut which has a min-
imum at φ(kF ) = 0 and is almost isotropic elsewhere. This
behaviour is captured by Eq. (9).
Furthermore, in Fig. 7(c) we show that |∆hyz| > |∆eyz|,
which leads to max(|∆hout(kF )|) > max(|∆eout(kF )|) as it is
seen in experiment. In Fig. 7(e) and (f) we show the order
parameters ∆hout(kF ) and ∆
e
out(kF ) projected onto the Fermi
surface and as a function of the Fermi angle and find excel-
lent agreement with experimental data [9–14], of which we
show data extracted from STM measurements of Ref. [10],
depicted as red and blue circles in Fig 7(e). For complete-
ness, in Fig. 7(d) we present the total density of states (DOS)
ρ(ω) = − 1pi
∑
k Tr
τ0+τ3
2 ImGˆ(ω,k) calculated for the gap
values that correspond to Fig. 7 (d). The DOS is nearly V-
shaped, dedicated to the almost nodal gaps, and exhibits two
peaks at energies ∼ 1.5 meV and ∼ 2.2 meV, which cor-
respond to the gap maximum of the electron and hole gap,
respectively.
Finally, in Fig. 8 we make a prediction about how the Fermi
surface gap structure in the orthorhombic state of FeSe1−xSx
will evolve upon decreasing the nematic order parameter,
for example as a function of increasing sulphur content. A
schematic phase diagram highlighting the doping induced Lif-
shitz transition is shown in Fig. 8 (d). Here, we model
the doping dependence of the nematic order parameters as
Φi(x) = Φi(0)
√
1− ( xx0 ), where x0 = 18%, and self con-
sistently calculate the pairing gaps as well as the chemical
potential. Note, however, that at this stage we keep the in-
teractions momentum-independent and do not alter its value
as the doping increases and thus do not account for altering
nesting conditions which will affect the pairing strength and
gap size but not the momentum dependence. We observe that
throughout the entire doping range the overall pairing sym-
metry exhibits a sign-change between the hole and electron
pockets.
At the same time, we find that within a scenario of the dxy-
dominant non-local nematicity there is a clear impact of the
Lifshitz transition on the angular dependence of the gap on the
electron pockets as can been seen in Fig. 8(b,c). In particular,
additional maxima/minima or accidental nodes for x = 0.17
of the gap on the inner and outer electron pockets at θ = ±pi/2
develop near the Lifshitz transition presumably due to en-
hanced (pi, pi) interaction between them. This could be an ex-
planation for the two distinct superconducting gaps detected
10
as a function of sulphur doping [63, 64]. This specific angular
dependence may be verified by ARPES/STM measurements
and is one of the predictions of our dxy-nematic scenario. Ob-
serve also that the angular dependence of the superconducting
gaps in the tetragonal phase, x > 0.18 is probably more com-
plex due to recent observation of the time-reversal symmetry
breaking [4].
COMPARISONWITH 10-ORBITAL TIGHT BINDING
MODEL
Throughout this manuscript we have used a minimal orbital
projective model to describe the electronic dispersion around
the Fermi level. To confirm the generality of our conclusions
and to correctly account for dxy contribution to superconduc-
tivity we have also studied a 10-orbital tight binding model
that has additionally been fit to ARPES data in the tetrago-
nal state [35]. We then use the same form of nematic order
parameter which for the hole pockets can be written as
HΓ/Znem = Φ
h
xz,yz[d
†
yzAdyzB − d†xzAdxzB ](cos(kx) + cos(ky)
+ h.c.
(10)
and for the electron pockets can be written as
HM/Anem =Φ
e
xz,yz[d
†
yzAdyzB − d†xzAdxzB ](cos(kx)− cos(ky))
+ d†xyAdxyBΦ4(cos(kx)− cos(ky) + h.c (11)
where d†xyA/B (dxyA/B ) is the creation (annihilation) oper-
ator for the dxy orbital on sublattice A or B in the two-atom
unit cell respectively. Here we use the values Φhxz,yz=14 meV,
Φexz,yz = -28 meV and keep Φ4 = 28 meV.
To account for the Hartree term introduced in Eq. (5) we
additionally include the two equations
∆xy[d
†
xyAdxyB (cos(kx) + cos(ky)
−d†xyAdxyA(cos(k1) + cos(k2)] + h.c,
(12)
This term ensures the asymmetric splitting of the two dxy
bands around the M (A) point are captured whilst leaving the
additional dxy band, located around -50 meV at the Γ (Z)
point, unaffected. As with the case of the orbital projective
model, Eq. (12) does not break any additional symmetries,
or change the Fermi surface topology, however it is required
to reproduce the fine details of the band dispersions below
the Fermi level. We set ∆xy = 28 meV within this formal-
ism. We present the Fermi surface and band dispersion for this
model in Ref. [36] showing nearly identical band dispersions
to the orbital projective model of Fig. 1.
We now study the momentum dependence of the supercon-
ducting gap predicted from this model. To do this we solve
the standard linearized superconducting gap equation [65],
− 1
4pi2
∑
ν
∮
Cν
dk′‖
vF (k′)
Γµν(k,k
′)gα(k′) = λαgα(k). (13)
Here, we integrate the pairing vertex, Γµν(k,k′) over all
k′ states on the Fermi surface for each band, ν. The eigen-
vectors corresponding to the largest eigenvalue then describe
the symmetry of the leading superconducting instability sug-
gested by the pairing vertex. Importantly, within this frame-
work we treat all orbitals, including the dxy orbital, as equally
coherent.
We use a pairing vertex that describes spin-fluctuation me-
diated superconductivity utilising the random phase approxi-
mation (RPA) in the presence of spin orbit coupling [11, 66].
The exact form of the pairing vertex is rather long and left
to the appendix, however the important properties that con-
trol this pairing vertex are i) the orbital content present at the
Fermi level and ii) the form of the spin susceptibility used to
generate pairing.
One has to bear in mind, however, that the RPA approxi-
mation is only valid in the regime where ωsfEF < 1, where ωsf
is the spin fluctuation frequency and EF is the Fermi energy
[67], which is not true for FeSe where the Fermi energy is
¡10 meV [40].
However, the exact details of the spin susceptibility, and
pairing vertex, are less important to the superconducting prop-
erties of FeSe than the available states present around the
Fermi level. To emphasise this, we solve the linearised super-
conducting gap equation using two distinct forms of the spin
susceptibility. In the first we employ the RPA pairing vertex,
calculated explicitly from the itinerant electronic structure in
the tetragonal and nematic state,
χ0pq;st(q, ω) = −
1
N
∑
k,µν
asµ(k)a
p∗
µ (k)a
q
ν(k+ q)a
t∗
ν (k+ q)
ω + Eν(k+ q)− Eµ(k)
×[f(Eν(k+ q))− f(Eµ(k))].
(14)
where, asµ(k) describe the eigenvector of orbital s and band µ
at momentum k, Eµ(k) is the corresponding eigenvalue and
f(E) is the Fermi function calculated at T=10 K in the ne-
matic state and 100 K in the tetragonal state.
In the second form, we employ a greatly simplified phe-
nomenological form of the spin susceptibility,
χ0(q, ω) =
∑
i
XQi
1 + ξ2(q−Qi)2 − i(ω/Ωmax) , (15)
such as has been used to study the cuprates and other iron-
based superconductors [68, 69]. Here, Qi are the antiferro-
magnetic wavevectors (pi, 0) and (0, pi) and XQi is a constant
proportional to the real part of the spin response at the corre-
sponding Qi, with units eV −1, which we set to 1 for each Qi
for illustrative purposes.
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We additionally set ξ (a measure of the correlation length of
the spin fluctuations) to unity and neglect inter-orbital contri-
butions in this approximation. The spin susceptibility calcu-
lated using Eq. (14) and Eq. (15) are presented in Fig. 9 (a) and
(d) respectively. We observe that the itinerant form of the spin
susceptibility predicts maximum spin fluctuations to occur at
(pi, pi), in agreement with previous models of the tetragonal
state [15, 27, 46, 49], and that the nematic order parameter
only induces a slight increase (decrease) to the spin suscepti-
bility at (pi, 0) ((0, pi)). Although this form of spin susceptibil-
ity does not correctly describe the fully dynamics of the spin
response as seen in inelastic neutron scattering experiments
[7, 70] we find that remarkably, the correct highly anisotropic
momentum dependence of the superconducting gap is still ob-
tained as the leading solution to the linearised gap equation
of the nematic state, as shown in Fig. 9 (b). This is equiva-
lently the case for the phenomenological spin susceptibility in
Fig. 9 (e). The reason for this agreement is that superconduct-
ing pairing in the nematic state is controlled by approximately
only two scattering vectors Q ≈ (0, 0) and Q ≈ (pi, 0), such
that the rest of the spin susceptibility structure does not impact
the superconducting properties.
However, in the nominally tetragonal state, with two elec-
tron pockets, we find that the form of spin susceptibility does
have an effect on the leading pairing symmetry. The itiner-
ant pairing vertex, with maximum spin fluctuations at (pi, pi),
suggests d-wave superconductivity will be the leading insta-
bility, as shown in Fig. 9 (c). However, if (0, pi) and (pi, 0)
fluctuations are assumed to be dominant then s± becomes the
leading instability (Fig. 9 (f)).
Additionally, we find that the only contribution of the dxy
orbital in superconducting pairing is the possible generation
of accidental nodes at the tips of the electron pockets, similar
to the orbitally-projected scenario, see Fig. 8 (a)-(c). This ob-
servation emphasizes the robustness of our prediction for the
impact of the Liftshitz transition due to dxy−nematicity on the
superconducting gap near the nematic to tetragonal transition.
DISCUSSION AND CONCLUSIONS
The dxy orbital has been largely underestimated within the-
ories of the nematic state for the iron-based superconduc-
tors. With most theories focusing solely on the degeneracy
lifting of the dxz and dyz orbitals. Although, the possibil-
ity of anisotropic hopping between the dxy orbitals of nearest
neighbour atoms have been also considered [28, 30, 31], it
was thought to have a minor role for the electronic structure
modification in the nematic state. The resulting contradic-
tion of theoretically predicted Fermi surface topology in the
nematic state with that experimentally measured by ARPES
had previously been attributed to the incoherence of the dxy-
dominated electron pocket. This was indirectly supported by
DMFT calculations, arguing about the stronger correlations
effect on the dxy orbital [71], yet we are not aware of DMFT
calculations that would correctly reproduce the measured one-
electron pocket Fermi surfaces of the nematic state of FeSe.
In order to generate the experimentally observed Fermi sur-
face, we adopted another scenario where the sizeable dxy ne-
matic order parameter is larger than the dxz/dyz term and find
that it allows consistent explanation of several existing ex-
perimental controversies. In addition, this scenario predicts
a Lifshitz transition in the sulphur doped FeSe1−xSx systems,
which should occur prior to the orthorhombic to tetragonal
transition. This may explain recent resistivity measurements
in high magnetic field which have reported quantum-critical
behaviour at a sulphur doping value of x = 0.16 [72], two
percentage points lower than the disappearance of the nematic
state which occurs at x = 0.18 [2], as well as the sudden
change in superconducting gap observed in specific heat and
STM measurements [63, 64]. Assuming that the nominal dop-
ing values are correct between different experiments, we ex-
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results obtained from the phenomenological spin susceptibility de-
fined in Eq. (15). Here we set U=0.5 eV, U ′ = U
6
,J = 0.1U and
J ′ = J throughout and use the unfolded 1-Fe unit cell [35]. Further
details can be found in the supplemental material.
pect that the observed quantum critical behaviour is associated
with the Lifshitz transition predicted here.
Apart from the interest on its own, the sizeable dxy-
nematicity poses further constraints for microscopic theories
of nematicity. The anisotropic hopping pathway of the dxy
orbital, coupled with the experimental observation of a mo-
mentum dependent dxz/dyz rearrangement suggest that ne-
maticity is a strongly non-local phenomena (likely of mag-
netic rather than purely orbital origin) and may be governed
by nearest neighbour interactions [73]. Observe also that this
order needs to be re-examined within the RG weak-coupling
analysis performed previously[28, 29, 74]. It is also interest-
ing to note that local ab-initio calculations, such as LDA, LDA
+ DMFT, and even QSGW+DMFT are unable to account for
such a prominent evolution of the bands upon entering the
nematic state [43, 47, 52]. Although a recent DFT calcula-
tion proposed an Eu symmetry nematic order parameter, us-
ing symmetry preconditioned wavefunctions [75], that gener-
ates an electronic structure where one of the electron pockets
is above the Fermi level. The lack of a consistent ab-initio de-
scription of the nematic state, coupled with our observation of
a maximum nematic order parameter on the most correlated
dxy band strongly suggests that nematicity arises from a non-
local strongly-correlated phenomenon.
The scenario of the dxy dominant nematicity has also im-
portant consequences for alternative theoretical explanations
for experimental properties of FeSe, such as the need for
highly anisotropic orbital-selective quasiparticle weights or
spin fluctuations to describe the momentum dependence of
the superconducting gap [10, 25–27, 76]. These theories were
born from the observation that a two-electron pocket Fermi
surface could not correctly describe experimental measure-
ments, and that some form of anisotropy was required, either
within the quasiparticle weight of the dxz and dyz orbitals,
or in the direction of the spin fluctuations. Importantly, both
ideas have the consequence that they suppress any contribu-
tion of a second electron pocket from superconducting pair-
ing. What we have shown here is that the discrepancies be-
tween theory and experiment could be simply a consequence
of starting with an incorrect Fermi surface topology. This
point has been also argued in several publications [11, 50]
where one electron pocket was phenomenologically removed,
however the microscopic foundation of the phenomenologi-
cal model employed there was still lacking. Here we have
presented a scenario of dxy-nematicity which provides such a
microscopic foundation.
To conclude, we have studied a model of FeSe and
FeSe1−xSx which exhibits dominant nematic order in the dxy
channel and have shown that this assumption can naturally ex-
plain a multitude of unusual experimental properties observed
within this system. This finding greatly constrains the pos-
sible mechanisms that can be attributed to the phenomena of
nematicity.
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The low energy model
Γ / Z-point
We model the fermionic states at the center of the Brilloin zone using the effective low energy model introduced in Ref. [34].
In the tetragonal as well as in the orthorhombic phase the states near the Fermi level at the Γ- and Z-point can be described in
terms of a two component spinor Ψ†Γ/Z,σ(k) = (d
†
xz,σ(k), d
†
yzσ(k)) with momentum k measured with respect to (0, 0, 0) at Γ
and (0, 0, pi) at Z-point,respectively The nematic order-parameter and spin-orbit coupling enter the parametrization via
HΓ/Znem =
∑
kσ
Φhxz,yzΨ
†
Γ/Z,σ(k)τ3ΨΓ/Z,σ(k) (16)
H
Γ/Z
SOC =
∑
kσ,σ′
λhSOC
2
Ψ†Γ/Z,σ(k)τ2ΨΓ/Z,σ′(k)σ
σσ′
3 (17)
Written in coordinates of the unfolded Brilloin zone the Hamiltonian is given by
HΓ/Z,σ(k) =
[
hxz,yz − µ−
k2
2mh
]
τ0 −
[
b
2
(k2x − k2y)− Φhxz,yz
]
τ3 − 2ckxkyτ1 + σλ
h
SOC
2
τ2
=
[
hxz,yz − µ−
k2
2mh
]
τ0 −
[
b
2
k2 cos(2θ)− Φhxz,yz
]
τ3 +
b
2
k2 sin(2θ)τ1 + σ
λhSOC
2
τ2, (18)
where we used c = − b2 and µ is the chemical potential that fixes the number of particles accounting for Luttinger theorem.
Exact diagonalization leads the band dispersions
ξhout/in(k) = 
h
xz,yz − µ−
k2
2mh
±
√
(
λhSOC
2
)2 + (Φhxz,yz)
2 +
b2
4
k4 − 2Φhxz,yz
b
2
k2 cos(2θ) (19)
corresponding to the larger outer and smaller inner hole pocket hin and hout, respectively. Note that the inner hole pocket sinks
below the Fermi level once hxz,yz − µ <
√
(
λhSOC
2 )
2 + (Φhxz,yz)
2.
Within our model we define superconductivity as momentum independent mean field order parameters in orbital space.
The order parameters for dyz and dxz intra-orbital onsite pairing are given by
Ψ†Γ/Z,↑(k)
(
∆hxz
∆hyz
)
Ψ∗Γ/Z,↓(−k) (20)
which in Nambu notation Ψ†k = (Ψ
†
Γ/Z,↑(k),Ψ
T
Γ/Z,↓(−k)) yields the BdG Hamiltonian HΓ/ZBdG =
∑
k Ψ
†
kH
Γ/Z
BdG(k)Ψkin
orbital space
H
Γ/Z
BdG(k) =
(
HΓ/Z,↑(k) ∆ˆh
∆ˆ†h −HΓ/Z,↑(k)
)
(21)
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with the pairing matrix ∆ˆh = τ0+τ32 ∆
h
xz +
τ0−τ3
2 ∆
h
yz . We perform a unitary transformation
Uˆ†k =
(
αhxz(k) α
h
yz(k)
−αh∗yz (k) αh∗xz(k)
)
=
(
sin(φhk)e
iα cos(φhk)
− cos(φhk) sin(φhk)e−iα
)
(22)
that diagonalizes HΓ/Z,↑(k) from orbital into band space and obtain the BdG-Hamiltonian band basis
Uˆ†kH
Z
BdGUˆk =

ξhin(k) ∆
h
in(k) ∆
h
h1h2
(k)
ξhout(k) ∆
h
h2h1
(k) ∆hout(k)
∆h∗in (k) ∆
h∗
h2h1
(k) −ξhin(k)
∆h∗h1h2(k) ∆
h∗
out(k) −ξhout(k)
 (23)
in which the intra- and inter-band gaps are given by
∆hout(k) = ∆
h
xz sin
2(φhk) + ∆
h
yz cos
2(φhk), ∆
h
in(k) = ∆
h
xz cos
2(φhk) + ∆
h
yz sin
2(φhk), (24)
∆hh1h2(k) =
1
2
sin(2φk)eiα(∆yz −∆xz), ∆hh2h1(k) =
1
2
sin(2φk)e−iα(∆yz −∆xz), (25)
respectively, and
|αhxz(k)|2 = sin2(φhk) =
1
2
1 + Φhxz,yz − b2k2 cos(2θ)√
(
λhSOC
2 )
2 + (Φhxz,yz)
2 + b
2
4 k
4 − 2Φhxz,yz b2k2 cos(2θ)
 , (26)
|αhyz(k)|2 = cos2(φhk) =
1
2
1− Φhxz,yz − b2k2 cos(2θ)√
(
λhSOC
2 )
2 + (Φhxz,yz)
2 + b
2
4 k
4 − 2Φhxz,yz b2k2 cos(2θ)
 , (27)
denotes the orbital content. We fit the dispersion to ARPES data at the Γ- and Z-point at 10 K in the orthohombic state. The
fitting parameters are listed in Tab. II.
Γ Z
hxz,yz -8 12 meV
1
2mh
4730 1998.4 meV A˚2
b 4664 1970.54 meV A˚2
c −2332 −985.27 meV A˚2
Φhxz,yz 15 15 meV
λhSOC 23 23 meV
TABLE II. Fitting parameters for the states at the Z-point fitted to ARPES data at 10 K.
M/A-point
The electronic dispersion at the M - and A-point can be described in terms of the four component spinor Ψ†M/A,σ(k) =(
Ψ†X,σ(k),Ψ
†
Y,σ(k)
)
, where Ψ†X,σ(k) = (d
†
yz,σ(k+QX), d
†
xy,σ(k+QX)) and Ψ
†
Y,σ(k) = (d
†
xz,σ(k+QY ), d
†
xy,σ(k+QY )).
At the M/A-point, in the folded Brillouin zone, X- and Y - pockets are folded upon each other and from now on we unterstand
k as the deviation from (pi, pi, 0) and (pi, pi, pi) at M and A-point, respectively. The nematic order-parameter, the Hartree term
and spin-orbit coupling enter the parametrization via
HA/Mnem =
∑
k
Ψ†M/A,σ(k)
[
Φexz,yz
(
τ3 ⊗ τ0 + τ3
2
)
+ Φexy
(
τ3 ⊗ τ0 − τ3
2
)]
ΨM/A,σ(k)
H0Hartree =
∑
k
Ψ†M/A,σ(k)
[
∆xy
(
τ0 ⊗ τ0 − τ3
2
)]
ΨM/A,σ(k)
H
M/A
SOC =
∑
k
Ψ†M/A,σ(k)
λeSOC
2
(
τ1 + iτ2
2
⊗ σxσ,σ′ +
τ1 − iτ2
2
⊗ σyσ,σ′
)
ΨM/A,σ(k). (28)
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Written in coordinates of the unfolded Brilloin zone we have
HM/A(k) =
(
HX(k) ΛSOC
Λ†SOC HY (k)
)
(29)
where
HX/Y (k) =
(
k2
2m1
− eyz/xz − µ∓ a12 (k2x − k2y)∓ Φexz,yz −iνX/Y (k)
iνX/Y (k)
k2
2m3
− exy − µ∓ a32 (k2x − k2y)∓ Φexy + ∆xy
)
(30)
= AX/Y τ0 +BX1,Y1τ1 +BX3/Y3τ3, ΛSOC =
λeSOC
2
(
i
1
)
(31)
corresponds to states with
AX/Y =
k2
2
(
1
2m1
+
1
2m3
)
− 1
2
(
eyz/xz + 
e
xy + 2µ
)
∓ 1
4
(a1 + a3)(k
2
x − k2y)∓
Φexz,yz + Φ
e
xy
2
+
∆xy
2
(32)
BX3/Y3 =
k2
2
(
1
2m1
− 1
2m3
)
− 1
2
(
eyz/xz − exy
)
∓ 1
4
(a1 − a3)(k2x − k2y)∓
Φexz,yz − Φexy
2
− ∆xy
2
(33)
BX1/Y1 = vX/Y (k). (34)
and
νX(k) =
√
2vky +
p1√
2
(
k3y + 3kyk
2
x
)− p2√
2
ky
(
k2x − k2y
)
, νY (k) =
√
2vkx +
p1√
2
(
k3x + 3kxk
2
y
)− p2√
2
kx
(
k2x − k2y
)
.
(35)
In absence of SOC, diagonalization of Eq. (30) yields the band dispersion ξreg,incX/Y = AX/Y ±
√
B2X1/Y1 +B
2
X3/Y3
with the ”+”
and ”-” solution corresponding to a regular and incipient electron band at X- and Y - point, respectively. We define supercon-
ductivity as mean field order parameters in orbital space. The order parameters for dyz and dxz intra-orbital onsite pairing are
given by
Ψ†X,↑(k)
(
∆eyz
0
)
Ψ∗X,↓(−k), Ψ†Y,↑(k)
(
∆exz
0
)
Ψ∗Y,↓(−k). (36)
Here we neglect the contribution of dxy orbitals to the pairing problem as discussed in the main text. In the Nambu basis
Ψ†1(k) = (Ψ
†
X↑(k),Ψ
†
Y ↓(k),ΨX↓(−k),−ΨY ↑(−k)) the BdG Hamiltonian reads HM/ABdG =
∑
k Ψ
†
1(k)H
M/A
BdG (k)Ψ1(k), where
H
M/A
BdG =
∑
k
Ψ†1

HX Λ ∆ˆX 0
Λ† HY 0 ∆ˆY
∆ˆ†X 0 −HX −Λ
0 ∆ˆ†Y −Λ† −HY
Ψ1 (37)
with the pairing matrices ∆ˆX(k) = τ0+τ32 ∆
e
yz and ∆ˆY (k) =
τ0+τ3
2 ∆
e
xz . A unitary transformation
Uˆ†k =
(
αexyX/xyY (k) α
e
xz/yz(k)
−αe∗xz/yz(k) αe∗xyX/xyY (k)
)
=
(
sin(φ
X/Y
k ) i cos(φ
X/Y
k )
i cos(φ
X/Y
k ) sin(φ
X/Y
k )
)
(38)
transforms HX/Y from orbital into band space with two eigenvalues of which ξ
reg
X/Y = AX/Y +
√
B2X1/Y1 +B
2
X3/Y3
describe
the regular bands with the corresponding eigenvectors |Xreg,σ〉 and |Yreg,σ〉. Following Ref. [34] we define the projector UFS =
diag(|Xreg,↑〉 , |Yreg,↓〉 , |Xreg,↓〉 , |Yreg,↑〉) and treating SOC as a small perturbation we can transform Eq. (37) to the reduced basis
which involves states near the Fermi level only.
U†FSH
M
BdG(k)UFS =

ξregX (k)
λeSOC
2 |κ| ∆eX(k)
λeSOC
2 |κ| ξregY (k) ∆eY (k)
∆e†X (k) −ξregX (k) −λ
e
SOC
2 |κ|
∆e†Y (k) −λ
e
SOC
2 |κ| −ξregY (k)
 (39)
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where the intra-band gaps and the orbital content are given by
∆eX(k) = ∆
e
yz cos
2(φXk ) (40)
∆eY (k) = ∆
e
xz cos
2(φYk ) (41)
and
|aexyX/xyY (k)|2 = sin2(φX/Yk ) =
1
2
[
1− BX3/Y3√
(BX2/Y2)
2 + (BX3/Y3)
2
]
(42)
|aexz/yz(k)|2 = cos2(φX/Yk ) =
1
2
[
1 +
BX3/Y3√
(BX2/Y2)
2 + (BX3/Y3)
2
]
. (43)
The parameter λ
e
SOC
2 |κ| = 12
[
1− BY3BX3√
B2Y3
+B2X2
√
B2X3
+B2Y2
]1/2
determines the SOC induced splitting between inner and outer
electron pocket.
By performing another unitary transformation we bring Eq. (39) into band basis desribing the states at M and A-point in
presence of weak SOC.
U†HA/MBdG (k)U =

ξein(k) 0 ∆
e
in(k) ∆
e
inter(k)
0 ξeout(k) ∆
e
inter(k) ∆
e
out(k)
∆e∗in (k) ∆
e∗
inter −ξein(k) 0
∆e∗inter ∆
e∗
out(k) 0 −ξeout(k)
 (44)
The normal state band dispersion of Eq. (44) is given by ξein/out(k) =
ξregX (k)+ξ
reg
Y (k)
2 ±
√
(ξregX (k)−ξregY (k))2
4 + (
λeSOC
2 |κ|)2 and the
superconducting intra- and inter-band order parameters can be parameterized as
∆eout(k) = ∆
reg
X (k) sin
2(φek) + ∆
reg
Y (k) cos
2(φek) (45)
∆ein(k) = ∆
reg
X (k) cos
2(φek) + ∆
reg
Y (k) sin
2(φek) (46)
∆einter(k) =
1
2
(∆regX (k)−∆regY (k)) sin(2φek). (47)
where
sin2(φek) =
1
2
1− ξregX (k)− ξregY (k)√
(ξregX (k)− ξregY (k))2 + (λeSOC|κ|)2
 , cos2(φek) = 12
1 + ξregX (k)− ξregY (k)√
(ξregX (k)− ξregY (k))2 + (λeSOC|κ|)2
 .
(48)
For the gap at the peanut shaped pocket we find for small SOC ∆eout(k) ≈ ∆regX (k).
The fitting parameters for the dispersion near the A-point listed in Tab. (III).
Pairing Interaction
We assume superconductivity to be driven by repulsive onsite interactions involving only intra-orbital interactions that trans-
late mostly into pure inter-band pair-hopping interaction between hole and electron pockets and between both electron pockets
corresponding to (pi, 0), (0, pi) and (pi, pi) spin-fluctuation mediated pairing, respectively. Moreover, we neglect interaction
within xy orbitals. The Hamiltonian was introduced in Ref. [62] and is given by
Hint =Uhe
∑
k,k′,µ
d†µ,k,↑d
†
µ,−k,↓dµ,−k′+Qµ,↓dµ,k′+Qµ,↑
+J ′he
∑
k,k′,µ6=ν
d†µ,k,↑d
†
µ,−k,↓dν,−k′+Qν ,↓dν,k′+Qν ,↑
+J ′ee
∑
k,k′,µ 6=ν
d†µ,k+Qµ,↑d
†
µ,−k+Qµ,↓dν,−k′+Qν ,↓dν,k′+Qν ,↑ + h.c (49)
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M A
eyz/xz 30.6 30.6 meV
exy 48.6 48.6 meV
1
2m1
10.2060 4.54 meV A˚2
1
2m3
1355.9 602.64 meV A˚2
α1 991.44 440.64 meVA˚2
α3 −2937.9 −1305.7 meV A˚2
v −329.4 −219.6 meV A˚
pz1 −2700.9 −800.27 meV A˚3
pz2 −229.7 −68.06 meV A˚3
λeSOC 4 4 meV
Φexz,yz −26 −26 meV
Φexy 45 45 meV
∆xy 40 40 meV
TABLE III. Fitting parameters for the states at the M and A-point fitted to ARPES data at 10 K.
We treat Eq. (49) using a mean-field decomposition into the pairing terms introduced above:
Ψ†Γ/Z,↑(k)
(
∆hxz
∆hyz
)
Ψ∗Γ/Z,↓(−k) , Ψ†M/A,↑(k)

∆eyz
0
∆exz
0
Ψ∗M/A,↓(−k) (50)
From now on we neglect contributions from inter-band pairing gaps (such as Eq. (25) and (47)) and write the free energy as
F = −∆ˆ†Uˆ−1∆ˆ−
∑
k,α
Eα(k) + 2T ln
(
1− exp
(
−Eα(k)
T
))
+
∑
k,α
ξα(k) (51)
where α ∈ {hin, hout, ein, eout, einc1 , einc2} labels the bands in presence of SOC and ∆ˆ =
(
∆hxz,∆
h
yz,∆
e
yz,∆
e
xz
)T
the gaps in
orbital space and Eα(k) =
√
ξα(k)2 + |∆α(k)|2. The pairing matrix is given by
Uˆ =

0 0 J ′he Uhe
0 0 Uhe J
′
he
J ′he Uhe 0 J
′
ee
Uhe J
′
he J
′
ee 0
 . (52)
Minimizing the free energy with respect to ∆ˆ† and focusing on the larger hole pocket and the two electron bands near the Fermi
surface (i.e {hin, ein, eout}) yields the BCS gap-equations
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∆hxz = −
∑
k
[
J ′he
[
cos2(φXk ) cos
2(φek)∆
e
in(k)
Eein(k)
tanh
(
Eein
2T
)
+
cos2(φXk ) sin
2(φek)∆
e
out(k)
Eeout(k)
tanh
(
Eeout
2T
)]
+Uhe
[
cos2(φYk ) sin
2(φek)∆
e
in(k)
Eein
tanh
(
Eein
2T
)
+
cos2(φYk ) cos
2(φek)∆
e
out(k)
Eeout(k)
tanh
(
Eeout
2T
)]]
∆hyz = −
∑
k
[
Uhe
[
cos2(φXk ) cos
2(φek)∆
e
in(k)
Eein
tanh
(
Eein
2T
)
+
cos2(φXk ) sin
2(φek)∆
e
out(k)
Eeout(k)
tanh
(
Eeout
2T
)]
+J ′he
[
cos2(φYk ) sin
2(φek)∆
e
in(k)
Eein
tanh
(
Eein
2T
)
+
cos2(φYk ) cos
2(φek)∆
e
out(k)
Eeout(k)
tanh
(
Eeout
2T
)]]
∆eyz = −
∑
k
[
J ′he
sin2(φhk)∆
h
out(k)
Ehout(k)
tanh
(
Ehout
2T
)
+ Uhe
cos2(φhk)∆
h
out(k)
Ehout(k)
tanh
(
Ehout
2T
)
+J ′ee
[
cos2(φYk ) sin
2(φek)∆
e
in(k)
Eein(k)
tanh
(
Eein
2T
)
+
cos2(φYk ) cos
2(φek)∆
e
out(k)
Eeout(k)
tanh
(
Eeout
2T
)]]
∆exz = −
∑
k
[
Uhe
sin2(φhk)∆
h
out(k)
Ehout(k)
tanh
(
Ehout
2T
)
+ J ′he
cos2(φhk)∆
h
out(k)
Ehout(k)
tanh
(
Ehout
2T
)
+J ′ee
[
cos2(φXk ) cos
2(φek)∆
e
in(k)
Eein(k)
tanh
(
Eein
2T
)
+
cos2(φXk ) sin
2(φek)∆
e
out(k)
Eeout(k)
tanh
(
Eeout
2T
)]]
.
(53)
Note that the system of equations (53) is not a closed one, as the chemical potential µ depends on the total number of particles
(N) which we fix at 10 K in the non-superconducting orthohombic state as
N(∆(T ), µ(T )) = N(0, µ(10K)) = −∂F
∂µ
=
∑
α,k
1− ξα(k)
Eα(k)
tanh
(
Eα(k)
2T
)
. (54)
A self-consistent treatment of the pairing problem requires solving the coupled set of equations (53) and (54).
Pairing vertex for linearised superconducting gap equation
Here we discuss the mathematical form for the pairing vertex used to solve the linearised superconducting gap equation of
Eq. (13) in the main text for the 10-orbital tight binding model. The pairing vertex for spin fluctuation mediated superconductivity
in the presence of spin orbit coupling is defined [11, 66] as
ΓSOCµν (k,k
′) =
[
Γ⇑⇓⇑⇓µν (k,k
′)− Γ⇑⇓⇓⇑µν (k,k′)
]
, (55)
where
ΓΣΣ¯ΛΛ¯µν (k,k
′) =
∑
stpq
∑
σσ¯λλ¯
atσ∗µΣ (k)a
sσ¯∗
µΣ¯ (−k)Re[Γpq;λλ¯st;σσ¯ (k,k′)]apλ¯νΛ¯(−k′)a
qλ
νΛ(k
′). (56)
Here atσµΣ(k) is the eigenvector of the original Hamiltonian in the presence of spin orbit coupling which connects the orbital and
spin basis (s, p, q, t and σ, λ) with the band and pseudospin - band basis (µ, ν and Σ,Λ).
The pairing vertex in orbital space [66] is then defined as
Γpq;λλ¯st;σσ¯ (k,k
′) = V cpq;stδσλδσ¯λ¯ + V
s
pq;stσ˜σλσ˜σ¯λ¯. (57)
Here, σ˜σλ is a vector of Pauli matrices. By performing the spin sum we obtain a conditional pairing vertex
Γpq;λλ¯st;σσ¯ (k,k
′)] =

V cpq;st + V
s
pq;st, σ = λ = σ¯ = λ¯
V cpq;st − V spq;st, σ = λ 6= σ¯ = λ¯
2V spq;st, σ = λ¯ 6= λ = σ¯
0, otherwise.
(58)
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FIG. 10. Electronic structure of the tetragonal and nematic state of FeSe calculated from a tight binding model fit to ARPES data. a) Fermi
surface at kz = pi for the tetragonal state, the black solid line describes the Brillouin zone boundary of the two atom unit cell. b) Equivalent
Fermi surface with the inclusion of the nematic order parameter. c,d) Band dispersions along the path Ax-Z-Ay , which corresponds to
(pi, 0, pi)− (0, 0, pi)− (0, pi, pi) in k-space, for the tetragonal and nematic state respectively.
Where V c/s = 12U
c/sχc/sU c/s, χc/s = χ0[1 ± U c/sχ0]−1 is the RPA enhanced spin susceptibility in the charge (c) or spin
(s) channel and
Us =

U, p = q = s = t
U ′, p = s 6= q = t
J, p = q 6= s = t
J ′, p = t 6= q = s
0, otherwise,
(59)
U c =

U, p = q = s = t
−U ′ + 2J, p = s 6= q = t
2U ′ − J, p = q 6= s = t
J ′, p = t 6= q = s
0, otherwise.
(60)
In these calculations we assume spin rotational invariance, U ′ = U − 2J , J = U6 and J ′ = J . U is set to 0.5 eV.
