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This study examines the encoding of multiple object locations into spatial memory by comparing local-
ization accuracy for stimuli presented at different exposure durations. Participants in the longest dura-
tion condition viewed masked displays containing 1–10 discs for 1–10 s (durations typically used in
simple span tasks), and then reported the locations of these discs on a blank screen. Compared to condi-
tions that presented the same stimuli brieﬂy for 50 or 200 ms (exposures more typical of simultaneous
spatial arrays), localization accuracy did not improve signiﬁcantly under longer viewing durations. Addi-
tionally, a clustering analysis found that responses were spread among different clusters of discs and not
focused on individual clusters, regardless of viewing duration. A second experiment tested this perfor-
mance for displays containing two distinct clusters of discs to determine if clearly grouped subsets of
objects would improve performance, but there was no substantial improvement for these two-cluster
displays when compared to displays with one cluster. Overall, the results indicate that spatial informa-
tion for a set of objects is extracted globally and quickly, with little beneﬁt from extended encoding dura-
tions that should have favored some deliberative form of grouping. Such results cast doubt on the validity
of Corsi blocks or equivalent common neuropsychological tests purportedly designed to evaluate specif-
ically spatial short-term memory spans.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
Visual memory is often studied to identify the stages in percep-
tion with information processing limitations. The capacity limit in
memory, for example, can affect the quality of simultaneous object
representations, where having to remember more objects reduces
the amount of detail that can be encoded about those objects (e.g.,
Alvarez & Cavanagh, 2004; Ma, Husain, & Bays, 2014). Others argue
that there is a limit on the total number of objects remembered
regardless of the amount of information encoded per object—the
often cited ‘‘four slots’’ limit found in working memory studies
(e.g., Cowan, 2001; Luck & Vogel, 1997; Zhang & Luck, 2008). Such
processing limits also relate to the fast and error-free counting of
up to four items, called ‘‘subitizing’’, where enumeration errors
and response latencies increase substantially for sets larger than
four (e.g., Burr, Turi, & Anobile, 2010; Dehaene & Cohen, 1994;Kaufman et al., 1949; Pylyshyn, 1989; Revkin et al., 2008; Trick &
Pylyshyn, 1993, 1994). Thus, it may be possible that both visual
memory for objects and enumeration share a common resource
with similar capacity limitations and variations that correlate
between subjects (Cutini & Bonato, 2012; Piazza et al., 2011). This
has been hypothesized to result from an initial competitive process
of the individuation of the objects present in a visual scene
(Melcher & Piazza, 2011).
The number of items that can be processed quickly (i.e., the sub-
itizing range), however, tends to vary depending on the stimuli and
reporting methods used. For example, there is an interaction
between the intensity of the stimulus and the duration of exposure
to it, with higher intensity stimuli requiring less time for detection
(Hunter & Sigler, 1940) while also facilitating the detection of lar-
ger sets of items (Palomares & Egeth, 2010). Typical verbal reports
produce a subitizing range of around four items (e.g., Revkin et al.,
2008; Trick & Pylyshyn, 1993, 1994), with higher ranges when
polygons forming prototypical conﬁgurations of dots are used, like
the patterns found on a dice (e.g., Mandler & Shebo, 1982; Yantis,
1992). A recent localization study also identiﬁed a higher subitiz-
ing range when participants reported numerosity by marking the
locations of brieﬂy-viewed objects (Haladjian & Pylyshyn, 2011).
In that study, participants were shown masked displays with ran-
domly-placed discs at brief durations (50–350 ms), and then
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addition to measuring spatial memory for sets of objects, this
reporting method provided a numerosity estimate. Enumeration
performance was high for displays with up to six items when using
the localization method, but only up to four items (the ‘‘typical’’
subitizing limit) when using a conventional reporting method with
Arabic numerals in that study.
The motivation for the current study is to better understand the
factors that may enhance spatial memory for a number of simple
objects (e.g., Franconeri, Alvarez, & Enns, 2007; Haladjian &
Pylyshyn, 2011) when using this location-based reporting method.
One explanation for a higher capacity for remembering object loca-
tions may be related to the act of ‘‘pointing’’ to the locations of the
discs, since this also engages a memory involved in motor
responses (e.g., Goodale &Milner, 2004). Another possible explana-
tion for this increased capacity is perceptual grouping, where
nearby discs are grouped together for more efﬁcient storage (e.g.,
Anderson, Vogel, & Awh, 2013; Brady & Tenenbaum, 2013;
Feldman, 1999; Korjoukov et al., 2012). Effectively, a grouping pro-
cess involves the ability for proximal discs to form a group and pro-
duce non-independent spatial information for those discs, which
could be encoded compactly into a single ‘‘slot’’ in memory. This
would allow the encoding of information about other discs (or
groups of discs) into the remaining free ‘‘slots’’, and thereby
increase the number of individual items that can be encoded. Such
abilities for information processing systems to overcome capacity
limitations whenever relational information can be computed has
received particular attention recently in the visual short-term
memory literature (e.g., Alvarez & Cavanagh, 2004; Bays, Catalao,
& Husain, 2009; Bays, Wu, & Husain, 2011; Brady, Konkle, &
Alvarez, 2009, 2011; Fougnie & Alvarez, 2011; Sargent et al.,
2010; Wheeler & Treisman, 2002; Xu, 2002). The present study
tests this possible explanation within a localization task by
enhancing grouping effects with longer viewing durations (Exper-
iment 1) and by presenting displays that have clearly groupable
sets of objects (Experiment 2).
The manner in which object locations are encoded into memory
can be described in two different ways. One view proposes that
resource allocation is continuous (e.g., Alvarez & Cavanagh, 2004;
Bays & Husain, 2008; Gorgoraptis et al., 2011; Ma, Husain, &
Bays, 2014; Wilken & Ma, 2004), which suggests that the key factor
for memorization is the accuracy with which all the material is
encoded. A contrasting view is that resource allocation is discrete,
or slot-based, which proposes that the key factor for memorization
is the number of objects that can be encoded (e.g., Donkin et al.,
2013; Luck & Vogel, 1997; Zhang & Luck, 2008).
Resource allocation also can be framed in terms of information
compression (e.g., Brady, Konkle, & Alvarez, 2009). One informa-
tion compression method encodes information in a ‘‘lossless’’ man-
ner (e.g., Mathy & Feldman, 2012), which allows the exact original
data to be reconstructed from memory. In terms of spatial mem-
ory, it is possible that exact information about groups of items
can be compressed in a lossless manner so that a greater number
of items can be unpacked from a few groups. Similar to the ability
to recall a series of 50 numbers, such as 2-4-6-8-10-, . . ., 100, by
retaining the shorter description ‘‘even numbers from 2 to 100’’,
it might be possible to retain the coarse locations of several groups
of items (e.g., Aksentijevic´, Elliott, & Barber, 2001; De Lillo, 2004;
Dry, Preiss, & Wagemans, 2012; Feldman, 1999; Korjoukov et al.,
2012) without the loss of the original information regarding the
number of items within each group. This process that supports
the encoding of local perceptual structures, however, does not pre-
vent any subsequent forms of distortion of the represented struc-
tures within groups. If present, this preliminary encoding of local
structures can be detected using speciﬁc analyses. For example,
this lossless encoding of local groups would produce a correctreport of a limited number of items, with total loss of information
for items that could not be encoded due to capacity limitations
(essentially indicative of a slot-based ﬁxed resource). One example
is when an observer is shown a display with seven items, and she
could encode a group of three items on the top of the screen and
another group of two items on the left bottom part of the screen.
This observer would in this case perfectly report the presence of
two groups, and would report ﬁve discs with great accuracy, but
would not correctly report the presence of the two other remaining
discs on the right bottom part of the screen (again, this approach
does not expect the individual locations to be reported perfectly
for any of the discs).
An alternative encoding method that may help increase capac-
ity can be described as ‘‘lossy’’. This may include the computing of
a summary statistic, such as a global summary of spatial relation-
ships (e.g., Jiang, Olson, & Chun, 2000; Sargent et al., 2010). Repro-
ducing this information will result in more systematic errors
distributed among all objects in memory and would be indicative
of a more continuous and ﬂexible resource model (e.g., see
Franconeri, Alvarez, & Cavanagh, 2013). This would suggest a
non-independent encoding of spatial information. (By analogy,
these two forms of compression are similar to digital ﬁle formats
such as .png/.gzip or .jpeg/.mpeg, which are respectively lossless
and lossy.)
In the current study, we examine whether or not perceptual
grouping of proximal objects improves spatial memory and capac-
ity, and also characterize how spatial information tends to be
encoded (i.e., lossless or lossy). Clustering measures were used to
determine if participants use grouping to remember the number
of items and possibly encode more precise spatial information
about multiple object locations. A ﬁrst hypothesis is that displays
with more groupable arrays generally will facilitate spatial mem-
ory by inducing the grouping of a limited set of proximal objects,
thus increasing capacity. A second hypothesis is that longer view-
ing durations enhance grouping by enabling more deliberate
grouping processes. In this case, more objects are encoded more
precisely due to the perception of a local structure since the focus
of attention can be directed on individual groups. Alternatively,
spatial information may be encoded globally in a quick ‘‘snapshot’’
and if so, would not beneﬁt from longer exposures. In this latter
case, object locations are encoded via the perception of a global
structure (i.e., from a more diffuse or global focus of attention).
To investigate these questions, we used the localization task
described above that required participants to remember object
locations on displays containing randomly-placed discs, and we
compared performance between exposure durations typical of
simple span tasks (Shipstead, Redick, & Engle, 2012, p. 629) and
change detection or continuous report tasks (Brady, Konkle, &
Alvarez, 2011, p. 3). This essentially corresponds to comparing per-
formance when local encoding is encouraged, to performance
when global encoding is likely to occur. Note that we use a
‘‘pseudo-opposition’’ between the short-term memory durations
only to reﬂect the fact that, generally, simple span tasks use longer
presentation rates (to aid neuropsychological assessment and to
facilitate instructions and computation of memory span) while
rapid displays prevent the use of various conscious strategies. In
typical simple short-term memory span tasks, the stimulus (verbal
or spatial) is usually presented at a rate of one item per second
(e.g., Gmeindl, Walsh, & Courtney, 2011 for the Corsi block-tapping
test; see also the computerized spatial short-term memory tests of
Lewandowsky et al. (2010)); the present study examines the gain
that is expected with such longer durations. To ﬁnd a common pro-
cedure for reporting the locations in the present study, however,
both our conditions used a free recall procedure of the whole dis-
play in order to focus on grouping processes, rather than using
either single-probe or whole-display recognition (see Rouder
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simple span tasks for our slow condition.
The Corsi block-tapping test, for example, requires a participant
to repeat a sequence of blocks that have been identiﬁed by an
experimenter (or illuminated on a computer screen; Gmeindl,
Walsh, & Courtney, 2011) at a rate of one item per second until
the participant makes a mistake (Berch, Krikorian, & Huha, 1998;
Richardson, 2007). A more complex visuospatial span task would
include a concurrent processing task between the presentation of
each to-be-remembered item (e.g., judging the symmetry of a
matrix), but still, both spans are deﬁned as the amount of informa-
tion one can recall in the correct order over a brief period of time
(Aben, Stapert, & Blokland, 2012; Shipstead, Redick, & Engle,
2012). The slow speed at which the material is presented in a sim-
ple task allows deliberative processes to occur (e.g., since there is
no concurrent task, participants can rehearse the to-be-remem-
bered material) and is known to increase capacity up to seven
items (Miller, 1956) in contrast to more recent studies using either
faster procedures such as simultaneous spatial arrays or complex
span tasks, which have been both devised to prevent rehearsal
and grouping processes and have shown a capacity limit of four
items (Cowan, 2001). Such a difference in capacity may indicate
that visual memory and subitizing processes share resources
(Miller, 1956), which could account for the higher capacity in some
cases when presentation duration allows short-term memory
encoding, but also more rarely for faster presentations.
The distinction between short-term memory and other tempo-
rary memory processes is arguably hard to distinguish (see Aben,
Stapert, & Blokland, 2012), but we generally take the long exposure
condition as one that allows more deliberate or serial attentional
processing to better encode local information into memory while
the short exposure condition limits attentional processing to a
brief global ‘‘snapshot’’. Although previous work has studied how
memory precision declines in a sequence (e.g., Gorgoraptis et al.,
2011), to the best of our knowledge, we are not aware of a study
that has attempted to characterize simultaneously ‘‘short-term
memory capacity’’ under long viewing durations (typical of a Corsi
task) and under short durations (typical of simultaneous spatial
array tests).
In our long exposure condition, participants viewed masked
displays containing 1–10 discs using typical short-term memory
exposures, that is, 1-s per item (e.g., used in the spatial span task
by Lewandowsky et al. (2010), although their presentation of the
stimuli is serial while ours is simultaneous). In Experiment 1, we
compared these results to our previous studies that presented
the same stimuli for 50 or 200 ms for all items (using data from
Haladjian & Pylyshyn, 2011; Haladjian et al., 2010). We expect that
with longer viewing exposures, intentional grouping strategies
may be used to increase the local grouping of objects and thus
improve spatial memory. In Experiment 2, we used a within-sub-
jects design to test the differences between exposure durations
as well as how displays with two clear groups of discs would affect
performance. Therefore, we examined if longer and more group-
able displays produce both better accuracy in reporting locations
and less spatial distortions within reporting patterns.
Spatial distortion was studied through spatial compression
effects that tends to result in participants remembering objects
as being closer to each other than they actually were on the stim-
ulus displays. This spatial compression is different from the infor-
mation compression discussed above, in which compression was
associated with many potential encoding processes that can make
one spatial representation more economical. Spatial compression
is only one form of distortion or bias that can be present in the
report of locations (e.g., Haladjian et al., 2010; Sheth & Shimojo,
2001), which we thought could be useful to identify whether the
distortions could occur locally or globally. The hypothesis was thata better encoding of local structures with longer durations would
reduce a global form of compression around the display’s centroid.
Although enumeration was not of primary interest (because longer
durations obviously offered enough time to count the discs), we
still report this measure to contrast it with another more reﬁned
measure that determined how many clusters were missed by par-
ticipants under the hypothesis that a more local encoding of spatial
information is associated with a greater risk of missing speciﬁc
regions. The two experiments in this study aimed at characterizing
the encoding of spatial information into memory and addresses
questions regarding the ﬁxed-slot versus ﬂexible resources models
of memory.2. Experiment 1
2.1. Methods
2.1.1. Participants
Thirty-four students and staff members from the Université de
Franche-Comté were recruited for voluntary participation in this
experiment and provided their informed consent; no payment
was given. This research was approved by the university ethics
board and carried out in accordance with the Code of Ethics of
the World Medical Association (Declaration of Helsinki).
2.1.2. Apparatus
The experiment was programmed in MATLAB using Psycho-
physics Toolbox (Brainard, 1997). The stimuli were presented on
a laptop running Windows XP, with a 38  22 cm LCD screen
(1600  900 pixels; 60 Hz refresh).
2.1.3. Stimuli
The stimuli were comprised of 1–10 identical dark gray discs on
a slightly lighter gray background (1 viewing angle in diameter).
The discs were randomly placed within a 22  13 (960  540 pix-
els) region in the center of the laptop screen with a minimum dis-
tance of 3 between discs; this minimum distance was used to
avoid crowding effects even at the periphery of our viewing dis-
plays (Bahcall & Kowler, 1999; Intriligator & Cavanagh, 2001).
The discs were presented simultaneously for 1–10 s for a total
duration of 1-s per disc (e.g., a display with 2 discs was presented
for 2 s, and a display with 9 discs was presented for 9 s); all discs
were presented simultaneously for the full duration of the trial.
These low-contrast stimuli were designed to optimize the effec-
tiveness of the subsequent random-dot texture mask that was pre-
sented for 1 s, which was used to prevent any after-images that
could be used to aid localization.
2.1.4. Procedure
Except for the longer stimulus duration, the procedure is iden-
tical to that implemented in our previous studies using this local-
ization task (Haladjian & Pylyshyn, 2011; Haladjian et al., 2010).
Participants sat approximately 60 cm in front of the display; head
movement was not restricted, therefore any visual degree angle
computation is approximate. Each trial began with a 2-s presenta-
tion of a blank gray screen with a central ﬁxation cross. The stim-
ulus then appeared for the designated duration that was based on
the number of discs (stimulus durations ranged from 1 to 10 s).
This display was followed by a 1-s random-dot texture mask to
limit viewing durations and prevent after-images. Finally, a blank
gray screen appeared and participants used a computer mouse to
place markers (‘‘’’) on each of the perceived disc locations, and
pressed the space bar to initiate the next trial. They were
instructed to place markers for each object they saw, even if they
were unsure about the exact location in order to provide us with
+Fixation
(2 seconds)
Test Display
(1 to 10 seconds)
ISI
(16 ms)
Mask
(1 second)
x
x
x+
Response Screen
(unlimited duration)
Fig. 1. Schematic of the experimental design for the localization task. This is an example of the long exposure condition in Experiment 1; this 5-disc display would be shown
for 5 s (all discs shown simultaneously).
136 H.H. Haladjian, F. Mathy / Vision Research 107 (2015) 133–145an estimate of enumeration accuracy. See Fig. 1 for a schematic of a
trial in this experiment. The program presented 10 trials for each of
the numerosities in a randomized order, for a total of 100 trials
(with 9 separate practice trials). The experimental session lasted
less than 30 min.
2.1.5. Analyses
Enumeration accuracy was determined by comparing the num-
ber of discs on a stimulus display to the number of markers placed
on the response display. For localization accuracy, stimulus–
response pairs were established in MATLAB (see Appendix Fig. A
for examples of the stimuli and responses). For each trial, the
responses were ﬁrst transformed using Procrustes methods
(Goodall, 1991) so that the response locations better ﬁt the stimu-
lus locations—these transformations included uniform expansion,
translation, or rotation of the responses. Next, using nearest-neigh-
bor methods with Delaunay triangulation, each response was indi-
vidually matched to its most likely stimulus disc; any duplicate
matches were corrected so that only one response was paired to
a unique stimulus disc. Once these pairs were established, the
Euclidian distance (from the raw data before the Procrustes trans-
formations) between these two locations was computed to provide
an estimate of the localization error. Outliers were removed from
these analyses (i.e., errors >500 pixels, which accounted for 0.2%
of cases). Note that trials with the incorrect number of responses
were not included in some of the localization analyses in order
to only report data from correctly-matched trials (although the
overall results do not differ); this will be indicated in the relevant
results section. Overall, in trials that had response number errors
(20% of all trials), the majority of errors were undercounts (i.e.,
86% of the miscounts were undercounts).
To capture a more global form of distortion, we computed a spa-
tial compression measure by determining the distance between
the centroid (center of mass of all the stimulus discs) and each
stimulus disc for a trial, and compared it to the distance between
the responses and their centroid in that trial. This allowed us to
characterize localization errors in terms of whether spatial com-
pression occurred, which would be indicated by shorter average
distances to the centroid in the responses when compared to the
stimulus distances. Such systematic compression of space is not
uncommon in visual memory studies (e.g., Sheth & Shimojo,
2001) and was seen in the localization data from a previous study
(Haladjian et al., 2010) where the shortest exposure duration pro-
duced the most spatial compression. (See Appendix Fig. A for anexample of this spatial compression in a participant’s response.)
Another way to examine systematic errors is to detect whether
or not responses were biased toward the central ﬁxation cross on
the displays (instead of the center of mass of the discs), since that
is where the participants were instructed to look during the exper-
iment. When examining this measure in a preliminary analysis, we
found less error in smaller numerosities under long viewing dura-
tions, but overall the trend did not indicate any substantial differ-
ences. Therefore, we use the centroid computation as it better
reﬂects the relationships among the object locations in our stimuli.
Since the only difference between the current study and our
previous studies is the longer presentation durations, we compared
the results among these studies to determine if increased exposure
to the stimuli improved task performance in Experiment 1. That is,
we wanted to measure the beneﬁt of increasing the presentation
durations from 200 ms or less to several seconds for displays with
multiple discs. In all the ANOVA models reported, subject ID was
included as a random factor to control for between-subject vari-
ability. Multiple pairwise comparisons were adjusted using the
Bonferroni method. Effect sizes are reported as partial eta-squared
(g2p). All errors bars represent 95% conﬁdence intervals.
2.2. Results
2.2.1. Enumeration accuracy
Although enumeration accuracy is not the main focus of this
study, the errors do provide some insights on how these stimuli
are encoded into memory. We take the number of locations that
were marked on the response screen as an indirect measure of enu-
meration accuracy, since the observers are placing a discrete num-
ber of items to represent the items they saw on the stimulus
displays. With longer viewing durations, we naturally expected
better performance on reporting the correct number of items. A
mixed model ANOVA on the proportion of trials that were enumer-
ated correctly indicated signiﬁcant main effects for numerosity
(F(7,1706) = 451.2, p < .001, g2p ¼ :65) and duration (F(1,151) =
261.0, p < .001, g2p ¼ :63), with an interaction (F(7,1057) = 43.4,
p < .001, g2p ¼ :22). See Fig. 2.
Additionally, pairwise comparisons were performed to examine
duration effects within each of the numerosity conditions. The only
signiﬁcant differences in performance among the three duration
conditions appeared for numerosities of 6 and greater (F’s > 15,
p’s < .01), with performance near ceiling for displays with 1–5 discs
(>95% accuracy). These results indicate, not surprisingly, that
Fig. 2. Enumeration accuracy. Proportion of trials with the correct number of
responses; long exposure (N = 34) and short/very short exposures (for both,
N = 152; data from Haladjian and Pylyshyn (2011) and Haladjian et al. (2010)).
Note: all error bars in this manuscript represent 95% conﬁdence intervals.
Fig. 3. Localization errors. Performance shown for (a) all responses in a trial, and
also for (b) the ﬁrst response made in a trial; long exposure (N = 34) and short/very
short exposures (N = 152).
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number of items present on stimulus displays with 6 or more
items, and that there was a signiﬁcantly increasing rate of error
for larger sets especially for short durations. Although this is not
a surprising result, this indicates that there is not much loss of
information during the long duration condition, which could
potentially be aided by a lossless form of grouping. This process
could thus potentially be involved in the almost perfect enumera-
tion of 6 discs observed across durations. The primary interest of
this study, however, is localization performance, which will be
the focus of the remainder of the analyses that will target whether
several groups of discs were effectively encoded to increase
capacity above the four-item limit.
2.2.2. Localization accuracy
Localization accuracy was measured as the pixel distance
between paired response markers and stimulus discs (only cor-
rectly enumerated trials were used in this analysis). Again, we
expected that longer viewing durations would improve localiza-
tion accuracy. Fig. 3a plots this experiment’s results along with
results from the previous studies with 50-ms and 200-ms expo-
sures. The ANOVA examining the magnitude of localization errors
indicated signiﬁcant main effects for numerosity (F(7,1864) =
195.4, p < .001, g2p ¼ :42) and duration (F(1,156) = 101.9, p < .001,
g2p ¼ :40), but with no interaction (F(7,994) = 1.7, p = .11,
g2p ¼ :01). Pairwise comparisons indicated that errors increased
signiﬁcantly with each additional disc present on displays with
2–5 items in the 50-ms and 200-ms conditions (p’s < .01); errors
did not increase signiﬁcantly on displays with 5–9 items. For the
long durations, errors increased signiﬁcantly with each item for
displays with 1–4 items (p’s < .05), after which the errors did not
increase signiﬁcantly. Comparing the effect of duration for each
numerosity, the longest duration showed a decrease in errors com-
pared to the 50-ms condition for displays with 2, 3, and 5 items
(p’s < .01); there was no signiﬁcant decrease in errors between
the longest and 200-ms displays except for those with 7 items
(p’s < .01). These results suggest that spatial information can be
encoded globally in 200 ms, since there was little improvement
in accuracy for longer viewing conditions where participants had
time to visit all locations individually. [Note: when analyzing the
precision of responses, which we calculated as the standard devia-
tion of the localization responses (i.e., the variability in responses),
we observed similar results, with more variability in responses as
the display numerosity increased (F(7,1967) = 75.9, p < .001,g2p ¼ :21), and more variability as duration decreased (F(1,157) =
10.2, p = .002, g2p ¼ :06), with no interactions.]
The magnitude of localization errors also was examined for the
ﬁrst response made on a display (Fig. 3b). This analysis intended to
test whether similar encoding quality for all discs in a trial occurs
by spreading attention among them, which would be shown by
increasing errors in the ﬁrst response for greater numbers because
resources would be spread among all the discs within a numerosity
condition. The alternate prediction is that a more local focus of
attention would function serially (especially with longer dura-
tions), thus resulting in a better allocation of attention on the ﬁrst
object in memory and would produce ﬂat performance for objects
encoded within the proposed four-slot capacity limit. The ANOVA
on the magnitude of localization errors for the ﬁrst response made
on the display indicated a similar trend as above, with signiﬁcant
main effects for numerosity (F(7,1874) = 30.8, p < .001, g2p ¼ :10)
and duration (F(1,155) = 64.5, p < .001, g2p ¼ :29, with no interac-
tion (F(7,994) = 0.4, p = .92, g2p ¼ :003). Pairwise comparisons indi-
cated signiﬁcant increases in error in the ﬁrst response for the 50-
ms and 200-ms conditions as numerosities increased between 2
and 3, and 4 and 5 (p’s < .01), after which errors leveled out; for
the long durations, errors increased signiﬁcantly for each display
for up to 3 items (p’s < .05), after which the errors did not increase
signiﬁcantly. Additionally, pairwise comparisons among durations
for each numerosity indicated less error in the longest duration
than in the 50-ms displays with 2 items (p < .001) and 200-ms
138 H.H. Haladjian, F. Mathy / Vision Research 107 (2015) 133–145displays with 4 items (p < .05), but otherwise the longest duration
did not differ from the other two.
These results suggest that the longer exposure decreases local-
ization errors minimally, and that errors tend to increase along
with the number of items that needed to be encoded within the
smaller numerosity conditions. Since this trend in errors was gen-
erally true even for the ﬁrst response made on the screen, it sug-
gests that the reproduction of locations for making these
responses is obtained from a global representation or some type
of non-independent representation of disc locations (e.g., by
encoding spatial relationships instead of individual items or clus-
ters into separate ‘‘slots’’). The reduction in the magnitude of errors
(or ‘‘leveling out’’ of errors) observed in Fig. 3b for greater numer-
osities may be due to some sort of density effect with larger num-
erosities, since the possible magnitude of localization errors would
decrease when there are more stimulus discs on the display (i.e.,
the possible distance between a response and a stimulus disc
would be reduced when there are more items on the display due
to the constraints of the screen size). Nevertheless, we can still
make conclusions from the increase in errors within the smaller
numerosities and among the different durations.
2.2.3. Spatial compression effects
As described above, a global form of distortion was measured by
determining the centroid of the discs on each of the stimulus dis-
plays and calculating the distance of each disc from that display’s
centroid, as well as the distances of the responses from the cen-
troid of the response coordinates. Shorter distances from the cen-
troid in the responses (compared to the stimulus) would indicate
that participants reported disc locations as being closer to each
other than they actually were. Fig. 4 plots the magnitude of these
spatial compression effects as the average of the stimulus-to-cen-
troid distances minus the response-to-centroid distances in a trial.
A larger value on Fig. 4 indicates a greater degree of compression in
participant responses. We expected that longer viewing durations
would reduce spatial distortion in the responses due to better
encoding into short-term memory. The hypothesis was that a bet-
ter encoding of local structures with longer viewing durations
would reduce the global spatial compression around the centroid.
An ANOVA on this compression measure found signiﬁcant main
effects for numerosity (F(7,1718) = 43.1, p < .001, g2p ¼ :15) and
duration (F(1,155) = 39.8, p < .001, g2p ¼ :20), with an interaction
(F(7,998) = 4.7, p < .001, g2p ¼ :03). Overall, these results suggest aFig. 4. Magnitude of spatial compression. Estimate of the spatial compression in
responses based on the stimulus and response distances from the display and
response centroids. Note: the values represent the average distances of the stimulus
discs from the stimulus display centroid minus the distances of the responses from
the response centroid; a larger value indicates greater compression errors.slight reduction in compression when the stimuli were viewed for
longer durations (a decrease in compression of between 5 and 15
pixels on average, or 0.1–0.3, in the longest duration condition).
Although the overall localization errors (in Fig. 3) were comparable
in the short and long conditions, they were qualitatively different
since performance was less compressed in the longer duration.
(See Appendix Fig. B for an example of this pattern of error.) Fur-
thermore, when taking into account the overall dispersion of the
stimuli on a display (measured as the radius of the minimally
enclosing circle) as a covariate in the ANOVAmodels, we get similar
trendswith signiﬁcantmain effects for numerosity (F(7,1815) = 2.5,
p = .01, g2p ¼ :01) and duration (F(1,156) = 34.4, p < .001, g2p ¼ :18),
with an interaction (F(7,993) = 6.4, p < .001, g2p ¼ :04). Although
there is a reduced effect of numerosity (due to the overall spread
of the stimuli), we still get an effect of duration, where longer dura-
tions reduce spatial compression regardless of the amount of dis-
persion of the stimuli discs. This supports the idea that items
recalled from memory with shorter encoding time are more prone
to a systematic global distortion (Sheth & Shimojo, 2001).
2.2.4. Grouping analysis
To examine whether or not grouping strategies were used to aid
spatial memory, the discs on the stimulus displays were grouped
into four regions using k-means clusteringmethods (for related top-
ics, see Pothos & Chater, 2002). We used a k = 4 constraint based on
the idea that workingmemory capacity is commonly said to be lim-
ited to four slots, and we hypothesized that the encoding process
would likely rely on any available clusters that could be used to
maximize encoding efﬁciency. (Furthermore, performing this anal-
ysis at k = 3 producedno variation in performance,with participants
responding in one of the three cluster regions in 99% of trials.) For
trials containing 5–9 discs, this clustering method designated a
stimulus disc’s membership to one of four cluster regions on a dis-
play based on themean distances between the discs—a process that
identiﬁed the discs most likely to be grouped together based on
proximity. Each response was then assigned to one of these four
regions by associating itwith the nearest centroid of a clusterwithin
a region. (See Appendix Fig. C for an example of this clustering pro-
cedure.) If observers encoded spatial information locally, we expect
some cluster regions to be missed; if spatial information is encoded
globally, then a responsewould bemade in each cluster region even
when responding with an incorrect number of items.
The ANOVA on the proportion of trials with no missed clusters
(for numerosities 5–9) indicated signiﬁcant main effects for
numerosity (F(4,1184) = 11.8, p < .001, g2p ¼ :04) and duration
(F(1,158) = 30.0, p < .001, g2p ¼ :16), with a nearly signiﬁcant inter-
action (F(4,632) = 2.2, p = .07, g2p ¼ :01). See Fig. 5. To examine the
effects of duration, pairwise comparisons were conducted by num-
erosity and indicated signiﬁcantly more missed clusters on 50-ms
displays than 200-ms displays for 5-item (p < .05) and 6-item dis-
plays (p < .001); no other differences were signiﬁcant, including
those for the longest viewing condition.
These results also support a global encoding of spatial locations
instead of a sequential encoding of locations by cluster region: in
approximately 90% of trials with 5 or more objects on the screen,
there was at least one response in all four cluster regions.
Responses being distributed across the display is consistent with
the idea that more stimulus discs would also be distributed across
space, thus more cluster regions are likely to have responses. In
other words, participants noticed that something was present in
each of the four cluster regions but, as we will discuss later, they
did not remember the exact content within these regions. An
opposite strategy favoring the deliberate grouping of objects into
short-term memory for the longer duration condition would have
shown a constant proportion of missed regions given that the par-
ticipant would have targeted a sequential report of a constant
Fig. 5. Grouping analysis. Proportion of trials with a response made in each of the
four cluster regions for the different exposure durations.
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ple, a capacity of three clusters would always miss the encoding
of one cluster, no matter the numerosity (the reasoning is similar
for lower capacities, where a ﬁxed number of clusters would be left
unreported no matter the numerosity). Since responses were made
in all four regions in a majority of the trials (with a minor effect of
duration), a local encoding of each cluster is not a likely strategy
used.3. Experiment 2
In order to conﬁrm and extend the results from Experiment 1,
we designed Experiment 2 to replicate the ﬁrst experiment using
a within-subjects design that directly compares performance
between the short and long duration conditions. We also tested
2-cluster displays containing two clear subgroups of discs that
appeared on the right and left sides of the display. Experiment 1
examined grouping effects for groups that could inadvertently
appear due to the random placement of discs, and although our
k-mean clustering method necessarily provides a separation of four
clusters in such situations, it does not mean that those clusters
were clearly perceived by the participants. We therefore designed
more identiﬁable 2-cluster displays in Experiment 2 and compared
performance to 1-cluster displays that minimized grouping. The
2-cluster displays were hypothesized to enhance a local encoding
process that is potentially an account for the higher capacity to
enumerate with the localization method. Our test conditions
included two display durations that were presented in separate
blocks (200-ms total or 1-s per item), with three numerosities (1,
5, and 9) and two display types (1-cluster and 2-cluster displays)
that were intermixed within the duration blocks.Fig. 6. Example stimuli used in Experiment 2. Panel (a) shows a 1-cluster display
and panel (b) shows a 2-cluster display.3.1. Methods
3.1.1. Participants
Thirty-six new participants were recruited for this experiment
and provided informed consent. Twenty-nine students from the
Université de Franche-Comté (UFC) participated voluntarily, and
seven students from the University of Western Sydney (UWS) par-
ticipated for course credit; there were no statistically signiﬁcant
differences in performance between these two groups of
participants. The research protocol was approved by the ethics
committees at both universities (in accordance with the Declara-
tion of Helsinki).3.1.2. Apparatus
The experiment was programmed in MATLAB using Psycho-
physics Toolbox (Brainard, 1997). At UFC, the stimuli were pre-
sented on a laptop running Windows XP, with a 38  22 cm LCD
screen (1600  900 pixels; 60 Hz refresh). This was identical to
the setup of Experiment 1. For the participants at UWS, an Apple
MacBook Pro laptop was used, running OS10.7.5 (2.4 GHz Intel
Core i7 with 8 GB memory), with a 33.5  21 cm LCD screen
(1600  1000 pixels; 60 Hz refresh).3.1.3. Stimuli
The test stimuli were identical to those used Experiment 1,
except that only numerosities of 1, 5, and 9 were tested. These
low-contrast stimuli were designed to minimize after-images and
optimize the effectiveness of the subsequent random-dot texture
mask that was presented for 1 s. There were two display duration
conditions in Experiment 2. The discs were either presented simul-
taneously for a total of 200-ms (short condition) or they were pre-
sented simultaneously at a ﬁxed duration that corresponded to the
number of discs on the display at 1-s per disc, as in Experiment 1
(e.g., a display with 1 disc, which served as a baseline, was pre-
sented for 1 s, and a display with 9 discs was presented for 9 s).
Again, we chose this 1-s-per-item timing since it is typically used
in short-term memory experiments, and we wanted to avoid
presenting low-numbered stimuli for the maximum duration to
maintain participant engagement in the task.
To examine grouping effects in a more controlled manner, there
were two display types in this experiment, either 1-cluster dis-
plays or 2-cluster displays (which only included the numerosities
of 5 and 9 in this condition). For the 2-cluster displays, the discs
appeared in two groups on each side of the display (left or right
side) and were separated by a minimum of 5 (horizontally cen-
tered at the ﬁxation cross). This created two clearly segregated sets
of discs, which appeared in any number of combinations that
would equal the total numerosity condition (e.g., for 5-item
displays the panels were comprised of either 1 and 4, 2 and 3, 3
and 2, or 4 and 1 discs). For 1-cluster displays, the discs were scat-
tered around the center of the screen in a manner that produced
one group of discs and minimized the occurrence of subgroups.
See Fig. 6 for an example of these stimulus displays. The discs were
randomly placed within a 22  13 (960  540 pixels) region in
the center of the screen with a minimum distance of 3 between
discs to avoid crowding, as in Experiment 1. All stimuli were gen-
erated before testing and conﬁrmed for clarity of the grouping by
one of the experimenters.3.1.4. Procedure
The procedure was identical to Experiment 1, except for the
following modiﬁcations. All participants received the same two
sets of stimuli that were presented in two separate blocks by stim-
ulus presentation duration (short and long durations), which were
counter-balanced for order. Within each block, the order of the
numerosity and cluster conditions was randomized for each partic-
ipant. The complete experimental session (consisting of 100 test
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ment, 18% of trials had enumeration errors (with 86% of these
errors being undercounts).
3.2. Results
3.2.1. Enumeration accuracy
We expected that longer viewing durations would allow better
enumeration performance, with 2-cluster displays improving per-
formance under longer viewing conditions if grouping strategies
were used to enhance performance. A within-subjects 2 (cluster)
by 3 (numerosity) by 2 (duration) ANOVA on the enumeration
accuracy measure indicated no signiﬁcant main effect for the num-
ber of clusters, but there were main effects for numerosity
(F(2,70) = 132.6, p < .001, g2p ¼ :79), and duration (F(1,35) = 174.4,
p < .001, g2p ¼ :83), with a three-way interaction (F(1,35) = 11.3,
p = .002, g2p ¼ :25), indicating better performance for longer dura-
tions and smaller numerosities. See Fig. 7. We do not detail the
repeated-measures ANOVA that we performed to examine differ-
ences among the different conditions (they were all signiﬁcant
including interactions), but we will mention the most interesting
result from the pairwise comparisons (Bonferroni corrected). For
5-item displays, the short 2-cluster condition was signiﬁcantly
worse than the short 1-cluster condition (p = .03) and both the long
1-cluster and 2-cluster conditions (p = .001). This decrease in accu-
racy for short 2-cluster 5-item displays might be because the ﬁve
discs were better encoded under brief presentations when they
formed a single cluster due to the proximity of the discs when they
formed only one cluster. This result might be due to the effect of
the increased viewing eccentricity on 2-cluster displays, which
might reduce the ability to detect items in the periphery under
brief presentation durations (e.g., see Palomares et al., 2011).
3.2.2. Localization accuracy
Again, we expected that longer viewing durations would
improve localization performance, with 2-cluster displays possibly
improving performance under longer viewing conditions. The
ANOVA results on average localization errors (for correctly enu-
merated trials) indicated a signiﬁcant main effect for the number
of clusters (F(1,36) = 120.0, p < .001, g2p ¼ :77), numerosity
(F(2,71) = 148.5, p < .001, g2p ¼ :81), and duration (F(1,35) = 44.6,
p < .001, g2p ¼ :56), with no interactions. Pairwise comparisons
found signiﬁcantly larger localization errors in the short compared
to the long durations in both the 1-custer and 2-cluster conditionsFig. 7. Enumeration accuracy. Proportion of trials with correct number of responses
in Experiment 2; short and long exposures (N = 36).(p’s < .05). The 2-cluster displays showed signiﬁcantly higher
errors than the 1-cluster displays for each duration condition
(p’s < .05). Also, there was a signiﬁcant increase in error as numer-
osity increased (p’s < .05). See Fig. 8a.
The ANOVA for the ﬁrst response (Fig. 8b) indicated a similar
trend in localization errors, with a signiﬁcant main effect for the
number of clusters (F(1,36) = 23.4, p < .001, g2p ¼ :39), numerosity
(F(2,71) = 32.0, p < .001, g2p ¼ :47), and duration (F(1,35) = 15.5,
p < .001, g2p ¼ :30), with no interactions. The pairwise comparisons
for this measure were not as clear, with the only signiﬁcant trend
being the effect of numerosity in the long duration condition, with
errors increasing as numerosity increases (p’s < .05). The only sig-
niﬁcant effect of duration was in the 1-cluster 1-item displays
(p < .01), with longer durations producing more accurate localiza-
tion than the short duration. These results again suggest that spa-
tial information for multiple objects tends to be encoded quickly
and globally. First, longer presentation durations only decreased
localization errors for 1-cluster displays. Second, the results do
not support the idea that spatial information from more groupable
sets of discs is better encoded, since there were systematically
more errors in the 2-cluster displays, particularly under short
viewing durations. Again, this supports the view that the encoding
of spatial information into memory is more characteristic of a glo-
bal and ﬂexible resource.3.2.3. Spatial compression effects
We examined the spatial compression effects for both 1-cluster
and 2-cluster displays. This was computed using the same methodFig. 8. Localization errors. Performance shown for (a) all responses in a trial, and for
(b) the ﬁrst response made in a trial.
Fig. 9. Magnitude of spatial compression. Spatial compression is based on the
computation of the distance of each stimulus disc from the display centroid minus
the distance of each response from that centroid (the centroids are computed
separately for each cluster of discs on 2-cluster displays); a larger value indicates
greater overall spatial compression.
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computed for 2-cluster displays (one for each side of the display). A
larger value in Fig. 9 indicates greater compression in participant
responses. Again, we expected less compression under longer
viewing durations and two-cluster displays (indicating that local
encoding was prioritized). The ANOVA on this compression mea-
sure found a signiﬁcant main effect for the number of clusters
(F(1,40) = 49.9, p < .001, g2p ¼ :56) and numerosity (F(1,38) = 9.8,
p = .003, g2p ¼ :21), but no effect of duration or interactions. Pair-
wise comparisons indicate slightly less compression in the 2-clus-
ter displays compared to the 1-cluster displays (p’s < .05) and less
compression in 5-item displays when compared to the 9-item dis-
plays of the same condition (p < .05), but this advantage is small
(with reductions of roughly 0.2–0.5).
These results indicate that extended viewing durations do not
signiﬁcantly reduce compression effects, but 2-cluster displays
may help in producing a less spatially compressed representation
overall (see Appendix Fig. B for similar errors). It may be possible
that such errors are based on a summary statistic computation that
tends to produce overall shifts in localization (as would be
detected as translation errors), but the most relevant distortion is
that of spatial compression in our data overall. No effect of dura-
tion was observed here, unlike in Experiment 1, although the trend
toward higher errors in the short duration is present in the
1-cluster condition, which was signiﬁcantly higher than the other
2-cluster conditions (p’s < .01).4. General discussion
The present study focused on whether or not there are different
processes for memorizing spatial information under short and long
exposure durations—a test that we thought could explain the
higher subitizing capacity when using a location-based reporting
method (Haladjian & Pylyshyn, 2011). We therefore focused our
analyses on the memory for spatial information from stimuli pre-
sented for long durations that allowed participants enough time
to encode the number of objects into short-term memory, and
we compared these data to the results from more rapid stimuli
presentations. Speciﬁcally, our analyses examined how grouping
can affect the number of items that can be remembered and the
accuracy of spatial information, which could indicate whether
encoding is local or global. The rationale was that a global form
of perceptual grouping allows items to be aggregated into a largerstructure. An alternative prediction was that a more local form of
perceptual grouping allows items to be grouped into smaller sepa-
rate groups, which may improve localization performance. Our
hypothesis was that the long exposure durations would enhance
a sequential encoding of the available groups (based on a more
lossless encoding process of the different groups, even if relative
imprecision was expected within groups) and thus result in more
accurate memorization of spatial information, especially for the
ﬁrst groups encoded into the capacity-limited working memory
slots. Also, the faster presentation durations may encourage a glo-
bal encoding of spatial information resulting in more systematic
errors typical of a lossy compression process, which would suggest
that spatial information is encoded in a ‘‘snapshot’’. Spatial com-
pression was used as a proxy to a global form of encoding of spatial
information under the hypothesis that several local spatial com-
pressions (for instance, one per cluster) would cancel out a global
form of compression around the display’s centroid.
The results from Experiment 1 indicate that the encoding of
spatial information occurs globally and quickly (by 200 ms), but
beneﬁts little from the extended exposure to the stimulus.
Although we found that spatial information was more prone to a
global distortion with shorter durations (cf. Section 2.2.3), the
longer viewing duration in this study, which provided ample
opportunity to encode locations into short-term memory, did not
improve localization performance when compared to the results
from displays with shorter viewing durations. In Experiment 2,
we only found a signiﬁcant improvement of localization accuracy
in the longer viewing duration for 1-item displays, with no other
substantial improvement in spatial memory under longer viewing
durations. Experiment 2 also found no improvement in enumera-
tion or localization accuracy on displays with two clear groups of
objects, which suggests that local grouping strategies are not sys-
tematically used to enhance spatial memory, or if so, they do not
prove efﬁcient. When looking at systematic spatial transformations
(e.g., scaling, translations, or rotational shifts), the primary effect
was that of spatial compression, which supports previous studies
that found similar biases (e.g., Sheth & Shimojo, 2001).
These results suggest that there is no substantive optimization
of spatial memory for longer durations that a priori offers more
time for the effortful encoding of spatial information locally (that
would allow a lossless memory compression process). Participants
tend to encode global spatial properties and not individual items or
individual groups of discs—even when the number of items to
recall was below the capacity of short-term memory (around four,
if we refer to the theories mentioned in the introduction). This
implies that the resource for processing spatial information is dis-
tributed across all items rather than divided into slots dedicated to
encoding a few items more precisely, which may be indicative of a
mechanism without a ﬁxed slot-based capacity but rather with
ﬂexible shared resources (e.g., Franconeri, Alvarez, & Cavanagh,
2013). As a result, we only observed a lossy global compression
effect. If each subgroup was assigned a memory slot in a more loss-
less manner, there should be no performance difference (i.e., ﬁnd-
ing ceiling effects, regardless of the degree of accuracy within
subgroups) within the capacity of short-term memory—contrary
to our results that indicate an increase in localization errors for dis-
plays with small numerosities (1–4 items). Since this localization
error is even present in the ﬁrst response made on a display
(similar to the errors found in the last response in the study by
Gorgoraptis et al., 2011), it is likely that spatial memory relies on
a ﬂexibly allocated resource whose quality will be affected overall
by the total number of items that must be remembered. This
limited resource is distributed according to task demands and
the type or amount of information that is being processed (see
Ma, Husain, & Bays, 2014). Furthermore, our results also support
the idea that the visual memory span limit observed in the Corsi
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merely encoding spatial locations serially in short-term memory
(e.g., Della Sala et al., 1999; Gmeindl, Walsh, & Courtney, 2011;
Page & Norris, 1998), such as remembering both the temporal
order and the locations of the items. Such results question the
validity of Corsi blocks or equivalent tests that purport to measure
spatial short-term memory processes (see Colom et al., 2006;
Unsworth & Engle, 2007). The extra time that is given in the Corsi
block task in comparison to our fast presentation times might only
be detecting the ability to use conscious verbal strategies that
interact with the visual memorization of spatial information.
In terms of participant strategies to facilitate object encoding,
we did not ﬁnd evidence that the randomly-placed discs on the
stimulus displays in Experiment 1 were clustered into subsets
and encoded as separate groups into short-term memory. When
dividing the stimulus displays into four regions using k-means
clustering (to match the proposed four ‘‘slots’’), it was evident that
participants tended to report that something was present in all
regions of the display, even when making errors as to the precise
number of items present within each region. The results indicate
that there is no grouping effect for either short or long viewing
durations, but rather there is a global encoding that is inﬂuenced
by the overall spread of discs on a display and susceptible to spatial
compression (see Sheth & Shimojo, 2001). Since the stimuli were
designed to avoid crowding by maintaining a distance of at least
3 between discs (Bahcall & Kowler, 1999; Intriligator &
Cavanagh, 2001), as opposed to previous manipulations in which
the items were organized in accordance with Gestalt grouping
principles (e.g., Woodman, Vecera, & Luck, 2003), we cannot attri-
bute crowding as the reason for participants missing some items
within regions. Even in Experiment 2 with clear 2-cluster displays
(below the ﬁxed slot capacity of working memory), there was no
beneﬁt of grouping to the overall localization accuracy, although
there was a slight reduction in spatial compression.
A possible limitation of the current stimuli is that since they
were designed to prevent crowding in Experiment 1, the presence
of groupable subsets of objects was limited and thus grouping strat-
egies would not be beneﬁcial. In Experiment 2, however, we created
2-cluster displays to test grouping strategies for instances when the
groups were well under the purported capacity limit of memory
slots, and we found that displays with two clear groups of discs
did not improve enumeration accuracy substantially or the encod-
ing of spatial information. Furthermore, although the detection of
individual items (i.e., enumeration accuracy) might not be affected
greatly when the items appeared in the periphery, the accuracy of
localization might be affected on 2-cluster displays since the view-
ing eccentricity pushes more objects into the periphery (Palomares
et al., 2011). Another possible reason why localization accuracy
may have not improved in this study is due to the lack of landmarks
to aid spatial memory, which have been shown to increase localiza-
tion accuracy in previous studies (e.g., Lee, Shusterman, & Spelke,
2006). This may also account for the increase in localization error
found with each additional response made, as there is no stable
frame of reference to constrain or bias such errors, for example,
as the tendency to mislocalize items away from boundaries
(Huttenlocher, Hedges, & Duncan, 1991). The borders of our display
screens, however, could have been used as such a frame of refer-
ence, but we placed the stimuli at least 5 away from the edges to
minimize this possibility (see Huttenlocher et al., 2004). Versions
of this experiment using constant landmarks to guide localization
may reveal further useful information about how information is
encoded into spatial memory under varied presentation durations.
Based on the ﬁxed capacity and the ﬂexible resource views,
there were two possible predictions for the resulting localization
performance in this study. Regarding the view where there is a
memory limit of four ‘‘slots’’, memory accuracy would have showna plateau before ﬁxed-item capacity limits are exceeded. Such a
result would support the hypothesis that each perceptual group
is counted as a discrete item and that a lossless compression pro-
cess occurs to encode these perceptual groups (e.g., Anderson,
Vogel, & Awh, 2013), especially if the participant is allowed enough
time to memorize the display. This would produce localization
errors that are similar for each response made for stimuli within
the capacity limits (again, this does not imply that the lossless
encoding of the subgroups leads to a perfect report of the locations
within groups, but only that constant magnitudes of errors would
be expected within groups across the available span). Alternatively,
the ﬂexible resource view would predict that accuracy progres-
sively decreases as a function of the number of stored items
(including groups), since memory resources are thought to be dis-
tributed across an ‘‘unlimited’’ number of items. Consequently, this
encoding would suffer from a more lossy form of compression pro-
cess and would especially be evident in the shorter exposure dura-
tions due to the lack of time to encode the discs and their locations.
In other words, a rapid stimulus presentation is likely to drive a
more lossy compression process, whereas longer durations should
drive a more lossless compression process.
Overall, the current localization results indicating a lossy com-
pression process do not support a ﬁxed slot theory of short-term
memory for spatial memory because the encoding of spatial infor-
mation is not clearly allocated for each viewed item or groups of
items, but rather encoded on a more global scale. This decrease
in spatial accuracy based on memory load indicates a shared lim-
ited resource that is applied to all items in memory (e.g., see
Gorgoraptis et al., 2011). That localization accuracy seems to be
near optimal in as little as 200 ms suggests that an overall snap-
shot of locations is extracted quickly and is used as the primary
guide for localization. This supports the idea of hierarchical encod-
ing of scene features (e.g., Brady & Alvarez, 2011), where the loca-
tion of objects is a global property that is encoded ﬁrst, separate
from individual features.5. Conclusion
The results from the current study suggest that the greater sub-
itizing range observed in our previous studies (Haladjian &
Pylyshyn, 2011; Haladjian et al., 2010) is not due to grouping strat-
egies that could have been used to enhance information processing
capacity. Additionally, it appears that even when given plenty of
time to study a stimulus array, spatial information is encoded glob-
ally in a ‘‘snapshot’’ and not likely encoded separately for each
individual item (or each group) into a limited number of slots in
short-term memory. The observed lossy-type encoding compres-
sion errors support the idea that object locations are not encoded
in representations independently of each other (see Brady &
Alvarez, 2011). Two-cluster displays may help reduce spatial com-
pression errors, as shown in Experiment 2, but little other beneﬁt
from clearly groupable stimuli was observed. Since no evidence
for grouping was found, further research is required to determine
what characteristics of object arrays may help encode more items
during localization, which appears to rely on a mechanism with
ﬂexible resources.
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H.H. Haladjian, F. Mathy / Vision Research 107 (2015) 133–145 143AppendixFig. C. Example of regions created by the k-means clustering for an actual trial in
Experiment 1 (where k = 4). The black circles represent the locations of the stimulus
discs on a display. The lighter crosses correspond to the participant’s responses. To
determine whether or not a response was made within a region, each response was
paired with the nearest centroid of the cluster in a region (designated by an
asterisk); the dotted lines indicate to which region centroid a response was linked.
Note that regions containing only one disc will share the exact same disc and
centroid location. In this trial, a response was made in all four regions.
Fig. A. Example of stimulus locations and responses from an actual trial, with
compression effects. The dark circles correspond to the stimulus discs and the
lighter crosses correspond to the responses (the x and y axes correspond to screen
dimensions). The connections between the circles or crosses are the segments
identiﬁed from the Delaunay triangulation procedure. As this image shows, the
distances between the responses are closer to each other than the distances
between the stimulus discs, which indicates a spatial compression. The asterisks in
the center of the screen correspond to the centroids (color-coded). (For interpre-
tation of the references to color in this ﬁgure legend, the reader is referred to the
web version of this article.)Fig. B. Example of compression errors versus localization errors. The dark dots are the locations of the stimulus discs and the dark asterisk is the centroid of the stimulus
discs. The lighter crosses correspond to the participant’s responses and the lighter asterisk is the centroid of these responses. The dashed line to the centroid represents the
distance used for the compression measure. The dotted lines between the stimulus and response pairs represent the localization error. The left ﬁgure shows errors with
compression (from an actual trial), and the right ﬁgure shows an example of hypothetical responses with the same magnitude of localization errors but without any
compression. The errors in the right ﬁgure shift all responses in one direction (to the right) instead of shifting toward the centroid in several directions as seen in the left
ﬁgure.
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