ABSTRACT. We introduce a class of p-absolutely summing operators which we call p-extending.
kind of functional calculus which will be used to establish later results.
In §3
we introduce p-absolutely summing operators and the particular properties of them that we shall require. In §4 we show how the theory of p-absolutely summing operators can be applied to the functional calculi obtained in §2, to derive several results concerning a weak form of similarity between operators. We close this section with an example to show that such results cannot in general be improved to similarity. In §5, we introduce p-extending operators, and use these to give necessary and sufficient conditions under which such operators are similar, by an isometry, to multiplication by z on LP(K, p) and HP(K, p) respectively. Finally, in §6, we apply our results to the special case of multiplication by z on Ll(oiT),n).
Notation. X and Y will always denote complex Banach spaces, and L(X) the Banach algebra of bounded linear operators on X (with the usual norm). By "operator" we shall always mean an element of L(X). The spectrum of an operator T will be denoted by o\T). The complex numbers will be denoted by C and the reals by R. K will denote a compact Hausdorff space and C(K) (resp. CR(K)) the Banach algebra of complex (resp. real) valued continuous functions on K. A(K)
will denote a closed subalgebra of C(/0, and if p is a positive measure on K, AP(K, p) will denote the closed subspace of LP(K, p) generated by A(K). When KCC, P{K) will denote the closed subalgebra of C(K), and HP{K, p) the closed subspace of LP(K, p) generated by the polynomials on K.
By a probability measure on K we mean a positive Borel measure on K of total mass one.
2. Scalar and subscalar operators. For a complete discussion of scalar operators we refer the reader to Dunford and Schwartz [8] . In particular we refer to them for a discussion of spectral measures. We shall consider the domain of any spectral measure to be the Borel sets of the complex plane and shall be concerned only with those spectral measures whose support (that is the intersection of all those closed sets on whose complement the measure vanishes) is compact.
Definition 2.1. An operator T e L(X) is called a scalar operator if there
exists a spectral measure E( •) such that ( 
1) T-fczEidz).
This spectral measure is unique [8] . It is called the resolution of the identity for T and its support is o{T). We can therefore replace C by o(T) in (1) . Furthermore, we can integrate any Borel measurable function on C with respect to £(•).
To lend some perspective to this observation we give the following definition. If h: B(oiT)) -* L(X) is functional calculus for T we define for each Borel set a of ct(T), B(a) = hiy^, where Xa ls tne characteristic function of a. Since h is a bounded algebra homomorphism it follows easily from the Boolean algebra properties of characteristic set functions that E( •) is a spectral measure, except for weak countable additivity. This latter property follows from the weak compactness of the maps h . Now, by using simple functions and passing to limits of simple functions one can prove that for each / e BioiT)) *(/) = famf(z)E(dz).
Applying this result to the function /(z) = z shows that T is scalar.
As an improvement of this result we quote without proof the following theorem due to P. G. Spain [17] . it has a C(K)-calculus h:
for each x 6 X the map * : C(X) -. X, (**) * hx(f) = h{f)x, is weakly compact.
Observe that if X is weakly complete, then by a theorem of Grothendieck [ll], condition (**) is automatically satisfied.
The connection between K and the spectrum of T is given by the following theorem which may be found in [3] .
Theorem 2.5. If T e L(X) has a C(K)-calculus h, then oiT) C K and the support of h is oiT). / £ C(K). Obviously Z itself is such a subspace.
The restriction S of S to Z has the C(K)-calculus Moreover, no proper closed subspace of Z containing X is invariant under b(j)
for every / € C(K), since such a subspace would then be invariant under b(f) for / e C(K) and so must contain Z. It follows that 5 is a minimal quasi-scalar extension of T with a minimal C(K)-calculus b.
To obtain a satisfactory functional calculus for subscalar operators one requires the spectral inclusion theorem 2.9. The most important argument in this theorem is covered by the following lemma.
Lemma 2.8. Let T be a subscalar operator, and S a minimal quasi-scalar extension of it. If T is invertible then so is S.
Proof. Let h be a minimal C(K)-calculus for S relative to T. We assume 0 e K, otherwise, by Theorem 2.6, S is already invertible. Now, using Theorem 2.6 again, we must show that if T is invertible, 0 does not lie in the support of h.
Choose f < llT-1!!"1 and let Df be the closed disc of radius e and centre 0.
Let rp e C(K) have its support contained in D( fl K. For any x € X and positive = ;(/0) for each / e C(X), so that for any such <f> (8) n/(/)ii < m sup \f(t)<f>{t)\. (9) wn< ii/ii sup Using (9), the spectral inclusion theorem, and the fact that for any polynomial p(z), p(T) is the restriction to X of p(S), we obtain (10) HpWII < 11pCS>n < II/II sup |pW| < II/H sup |p(f)|.
teo\S) tecr{T)
The algebra homomorphism which takes p(z) to p(T) may therefore be extended to an algebra homomorphism
with ||*|| < ||/||. is similar by an isometry to multiplication by z on some L*"(K, p) we must construct an isometry U: LP(K, p) -» X. If T is scalar, Theorem 2.4 provides a map h%: C(cKr)) -» X. Our line of approach will be to determine conditions under which there exists a probability measure p on a{T) such that h extends to an isometry of Lp(o(T), p) onto X. This will not be possible unless the range of b is dense.
Therefore before discussing the extension problem we introduce the following concepts.
Definition 3.1. Let A(K) be a closed subalgebra of C(K) and h: /4(K)-»L(X), a bounded algebra homomorphism.
A vector x € X is called a topologically cyclic vector for h if the set of vectors h(f)x is dense in X as / ranges through A(K).
Equivalently we could require that the range of hx: A(K) -» X, where hj.f) = h{f)x, be dense in X. 
But the range of hx is dense in X. Therefore h(f) = 0 and so / = 0 which shows that h is a monomorphism. Definition 3.3. A scalar operator T is said to be simple if some C(cr(T))-calculus for T has a topologically cyclic vector.
We remark that if T is a normal operator on a Hilbert space our terminology is that of Dieudonne" [5] .
Definition 3.4. A vector x e X is said to be cyclic for T £ L{X), if the subspace of X generated by T"x, »2 = 0, 1, 2, • • •, is dense in X. Equivalently we could require that the subcpace p(T)x where p(z) ranges though all polynomias, be dense in X.
Lemma 3.5. Let T e L(X) have a functional calculus h: P(K) -» L(X) (where K C C). A vector x € X is topologically cyclic for h if and only if it is cyclic for T.
In particular a functional calculus for a subscalar operator, such as derived in Theorem 2.10, has a topologically cyclic vector if and only if T has a cyclic vector.
Proof. Let x e X be cyclic for T. For any polynomial p(z), h(p)x = p(T)x.
The set h(f)x where / ranges through P(X) contains the set p(T)x where p(z) ranges through all polynomials, and is therefore dense in X. Therefore x is topologically cyclic for h.
Suppose x e X is topologically cyclic for h. If u e X, there exists a sequence of functions f in P(X) such that hJ,Q converges to u. Given some f > 0 we choose n such that l|^x(/n) -"II < f/2. Since any / e P(K) is a uniform limit of polynomials, we choose a sequence of polynomials pm such that pm converges to / . Since h is continuous h (p ) converges to h (f ). We therefore choose m so
But hx(pm) = pJ,T)x. For any e > 0 we can find a polynomial p(z) such that ||p(T)x -a|| < £. Since u was chosen arbitrarily, this shows that p(T)x is dense in X as p ranges through all polynomials; that is x is cyclic for T. where X* is the weak star closure of the set of extreme points of the unit ball of X*. The infimum of Cl/p over all C> 0 for which (13) holds is denoted ap{S).
Using sets consisting of only one element in (13) shows that S is bounded, and \\S\\<ap{S). (2) A is similar to B if S has a bounded inverse.
(3) A is isometrically equivalent to B if S is an invertible isometry.
We point out that while (2) and (3) Ap{K, p)
A(K)-f-»X By Lemma 3-2, h is a monomorphism, and, since x is topologically cyclic for h, hx also has dense range. It therefore has a densely defined inverse which, composed with i, provides a densely defined inverse for U. Now let w = hx(g) for some g € A(K). We have
and, since the range of z is dense, U(z ■ f) = TU(f) for all / € AP{K, ft).
Denoting multiplication by z as Mz this gives UMz = TU which concludes the proof. Proof. Replace A{K) by P(oiT)) in the proof of Theorem 4.3. Proof. If S: X -» Y is p-absolutely summing then it is tj-absolutely summing for every q > p (Pietsch [16] ). If x is a p-summing cyclic vector for a C(o{T))-calculus and 1 < p < 2 then'it is a 2-summing cyclic vector. By Corollary 4.3
there exists a probability measure ft on o{T) such that multiplication by z on L2(a(T), ft) is weakly similar to T. This-is the normal operator N which we are required to find. The spectrum of N is the support of ft which is obviously contained in oi.T). Further, every normal operator of this form is known to be simple [5] . Proof. We follow through the proof of Corollary 4.6 with P(cr(T)) and H2(o(T), ft) in place of C(a{T)) and L2(a(T), ft) respectively. Multiplication by z on H2(a(T), ft) is known to be a subnormal operator with cyclic vector whose spectrum is contained in a{T) [2] .
We now demonstrate a large class of simple scalar operators to which Corollary 4.6 applies. There exists a probability measure p ontbeSilov boundary si.T) of P(o-(T)) such that multiplication by z on H2{s(T), p) is weakly similar to T.
Proof. P(s(T)) is isometrically isomorphic to P(a(T)), so we can regard T as having a functional calculus h: P(s(T)) -> L(X), where b is a monomorphism and has a topologically cyclic vector x. Now P(s(T)) is a Dirichlet algebra, hence, by Lemma 1 of Foias, and Suciu [9] , h is 2-absolutely summing. The result follows by Corollary 4.7.
Example 4.11. We conclude this section with an example to show that under our hypotheses, weak similarity cannot in general be strengthened to similarity.
We choose for our Banach space X, the Hilbert space L2(K, p) where p is a probability measure on X, and K is some infinite compact subset of C. Denote is not isomorphic to L2(X, ft), so multiplication by z on LP(.K, ft) cannot be similar to M . We denote by bp(S), the supremum of Cl^p over all those C > 0 for which (9) holds.
The importance of p-dominating maps will appear in the next two theorems.
Compare Theorem 5.2 with Theorem 3.8.
Theorem 5.2. // S: A{K) -» X is p-dominating there exists a probability measure v on X such that fi)(fK\mp*>y/p<wi (17) Conversely, if (10 holds with some ß > 0 in place of b (S), S is p-dominating and b^S) > ß.
Proof. We modify the proof of Theorem 2.8 given in [15] .
To prove the second part, suppose (17) so that S is p-dominating and bp(S) > ß. Now assume that S is p-dominating and consider the set g e CR{K)g(t) = £ \f.(t)\p and £ \\Sf.\\p = 1 for some /,.
•
W is a convex set. Put y = (fc,,(S))p and define V = \w e CR{J()\wU) = 2 -y • g(t) for some g e Wi.
V also is convex, and from (17) (18) inf (£ \fit)A < £ iS/y <s*p(£ \fft)\p) .
The major result concerning these maps is Theorem 5.7. We observe that S is both p-absolutely summing and p-dominating. We point out that our definition is slightly weaker than the usual one when A(X) is a uniform algebra [10] . In that case / e A(K) is required to be invertible A(X) before log |/| is considered admissible. Here we merely require it to be invertible in C(K).
Observe that any Dirichlet algebra is logmodular. In particular for any X, C(X) is logmodular. Moreover if X C C and s(X) is the Silov boundary of P(X), then P(s(K)) is Dirichlet and hence logmodular. For these and similar results we refer the reader to the books by Gamelin [10] and Hoffman [13] . Proof. Let p be a probability measure on X such that T is isometrically equivalent, by an isometry U: AP(K, p) -» X, to multiplication by x on AP(K, p). inf ii/,w<z:w< sup z\fß\>.
tes(.T) i=l inl tes(T) i=l
Proof. We apply Theorem 5.10 noting that P(s{T)) is logmodular and that, since P(s(T)) and PiaiT)) are isometrically isomorphic, any P(<r(T))-calculus for T is a P(s(T))-calculus and vice versa. To grove sufficiency we first note that by the proof of Lemma 5.4, the map bx(p) = p{T)x satisfies ||*x(p)|| < ||p|| where ||p|| is the norm in C(s(D). We extend bx to a bounded map bx: P{s(T)) -► X. Now P{s(T)) is a logmodular algebra. If, hx is p-extending we will be able to extend it in the usual way to an isometric isomorphism U: Hp{s{T), p) -> X by which T is isometrically equivalent to multiplication by z on Hp(s{T), p). We must show that b% is p-extending. Let (14) show that for any e > 0 inf I: i/,wi*-*< z: n*x(/f)p< sup £\fft)\p+(
which is enough to prove that hx is p-extending.
Corollary 5.14. Let T be an operator on a Hilbert space X, with a cyclic vector x. T is a subnormal operator whose minimal normal extension has its spec- 
Proof. From our hypotheses T has a functional calculus h: P(s(T)) -» L(X)
which is an isometry. By Lemma I "in [9] we have for any cyclic vector with = 1
and polynomials p1,"-,pn
The result follows from this and (22) The following theorem is a special case of a theorem due to Diestel [4] . We offer a simpler proof in this case. where p is a probability measure such that <f> = ||F|| j. This shows that 5 is absolutely summing and that flj(S) < ||F||j (Theorem 3.8).
If S is absolutely summing then it is weakly compact [16] and can therefore be written S(f) = JK f dF where F is an X-valued measure on X. By Theorem 3.8
there exists a probability measure p on X such that jjKfdF <fl,(S) Jj/Up for every / e C(X), and hence using weak compactness for every / £ B(X). Let faK^fc-i be any partition of X into pairwise disjoint Borel sets. If Xak ls tne characteristic function of Consequently F is of bounded variation and ||F||j <flj(S).
We conclude with the following characterisation.
Theorem 6.6. Let T e L(X) be a simple scalar operator and E( •) be the resolution of the identity. There exists a probability measure p on oiT) such that T is isometrically equivalent to multiplication by z on Ll{o{T), p) if and only if the following conditions are satisfied:
(i) E{ •) has semivariation one.
(ii) There exists an x € X such that \\x\\ = 1 and the total variation of E{a)x is one. Since U is an isometry it follows that u{o~) = \\E{a)x\\.
Remarks in conclusion. We consider that the approach we have used to obtain our results should be capable of producing many more. By perhaps introducing different techniques of proof one could deal with operators whose functional calculi are based on algebras such as F(X) for a general X, or the uniform closure of rational functions on some K C C. By considering the algebra of k times continuously differentiate functions one could also give conditions under which an operator can be represented as multiplication by z on certain types of Sobolev spaces. The material concerning scalar operators can all be generalised to the case of unbounded scalar operators, but we shall defer a discussion of this to a later publication.
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