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EXTENSION OF PROJECTION MAPPINGS
PIERRE DE JAGER AND JURIE CONRADIE
Abstract. We show that a map between projection lattices of semi-finite von
Neumann algebras can be extended to a Jordan ∗-homomorphism between the
von Neumann algebras if this map is defined in terms of the support projections
of images (under the linear map) of projections and the images of orthogonal
projections have orthogonal support projections. This has numerous funda-
mental applications in the study of isometries and composition operators on
quantum symmetric spaces and is of independent interest, since it provides
a partial generalization of Dye’s Theorem without the requirement that the
initial von Neumann algebra be free of type I2 summands.
1. Introduction
In [19], Yeadon showed that an isometry between quantum (non-commutative)
Lp-spaces associated with semi-finite von Neumann algebras can essentially be char-
acterized as a weighted non-commutative composition operator. A fundamental
component of the proof of this result is using the support projections of the im-
ages (under the isometry) of projections of finite trace to define a mapping of
projections that can be extended to a Jordan ∗-homomorphism. This extension
procedure uses both the linearity of the isometry and aspects of the Lp-space struc-
ture. In order to characterize isometries in other settings it is desirable to have a
more general framework for these extension procedures. We will therefore be inter-
ested in describing conditions under which a mapping between projection lattices
of von Neumann algebras (we will call such a map a projection mapping) can be
extended to a Jordan ∗-homomorphism between the von Neumann algebras. It will
be shown in [7], [8] and [9] that the extension procedures developed herein can be
used in the characterizations of positive surjective isometries on quantum symmet-
ric spaces, surjective isometries on Lorentz spaces and isometries on Orlicz spaces
respectively. (These results form part of the first author’s thesis [5].) Furthermore,
the procedures developed herein will also facilitate the characterization of quantum
composition operators between symmetric spaces ([6]), which requires the extension
of a projection-preserving mapping from a certain subalgebra of a von Neumann
algebra to the whole algebra.
It is important to note the work of Dye, who showed ([12]) that a projection
ortho-isomorphism (bijective mapping between projection lattices of von Neumann
algebras preserving orthogonality in both directions) is necessarily implemented by
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a Jordan ∗-isomorphism. Unfortunately, projection ortho-isomorphisms have sig-
nificantly more structure than the projection mappings typically obtained in the
characterization of isometries. It is also worth noting that in [2] it is shown that
any map between projection lattices of von Neumann algebras, where the domain
von Neumann algebra has no type I2 direct summand, is a restriction of a Jordan
∗-homomorphism if and only if it is additive on orthogonal projections. An impor-
tant related topic is the Mackey-Gleason problem, which deals with determining
conditions under which bounded vector measures can be extended to bounded lin-
ear maps (see [1] and [3], for example, or the introduction to Hamhalter’s article
([13]) for an overview and some historical background). Significantly and unsur-
prisingly solutions of the Mackey-Gleason problem are also confined to the setting
where the initial von Neumann algebra is free of type I2 summands. Since we do
not wish to have this restriction and with our particular applications in mind, we
will proceed with the special case where the projection mapping is given in terms
of the support projections of images of projections under a linear mapping. We
will also confine ourselves to semi-finite von Neumann algebras. Before describing
in more detail the aims and structure of this paper, we first introduce the notation
we will be using and provide some background information.
2. Preliminaries
Throughout this paper we will use A ⊆ B(H) and B ⊆ B(K) to denote semi-
finite von Neumann algebras, equipped with faithful normal semi-finite traces τ
and ν respectively. Let P(A) denote the lattice of projections in A, and P(A)f
the sublattice consisting of projections with finite trace. The set of all finite linear
combinations of mutually orthogonal projections in P(A) (alternatively P(A)f ) will
be denoted G (respectively Gf ). We will use xα → x, xα
SOT
→ x and xα
WOT
→ x to
denote convergence with respect to the norm topology, strong operator topology
(SOT) and weak operator topology (WOT) respectively. We will repeatedly use the
facts that addition is jointly SOT-continuous, and multiplication is jointly SOT-
continuous provided one of the variables is restricted to a bounded set. In these
situations we will typically omit the details regarding the indexing sets and write
xα + yβ
SOT
→ x + y (or xαyβ
SOT
→ xy) if xα
SOT
→ x and yβ
SOT
→ y. Further details
regarding von Neumann algebras may be found in [14].
The set of all trace-measurable operators affiliated with A and B will be denoted
S(A, τ) and S(B, ν), respectively. Equipped with the measure topology Tm, these
spaces are complete metrisable topological ∗-algebras. If H is a collection of trace-
measurable operators, then we will use Hsa to denote the self-adjoint elements in H
and H+ to denote the positive ones. If {xλ}λ∈Λ ∪ {x} is a collection of self-adjoint
trace-measurable operators, then we will write xλ ↑ x if {xλ}λ∈Λ is an increasing
net and x = sup
λ
xλ. If H ⊆ S(A, τ) and T : H → S(B, ν) is a linear map such that
T (xλ) ↑ T (x) whenever {xλ}λ∈Λ ∪ {x} ⊆ Hsa is such that xλ ↑ x, then T will be
called normal (on H). The support and range projections of a trace-measurable
operator x will be denoted s(x) and r(x), respectively. For background and further
details regarding trace-measurable operators the interested reader is directed to
[10].
The following consequence of the spectral theorem is well-known and will play a
significant role in our extension procedures.
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Proposition 2.1. If x ∈ Asa, then there exits a sequence (xn)∞n=1 ⊆ G
sa such that
xn → x; s(xn) ≤ s(x) for all n ∈ N+ and the xn’s commute with each other and
with x. If, in addition τ(r(x)) < ∞, then xn ∈ Gsaf for every n ∈ N
+. If x ≥ 0,
then xn ≥ 0 for every n ∈ N.
A linear mapping Φ : M → N between C∗-algebras is called a Jordan homo-
morphism if Φ(yx + xy) = Φ(y)Φ(x) + Φ(x)Φ(y) for all x, y ∈ M. If, in addition,
Φ(x∗) = Φ(x)∗ for all x ∈ M, then Φ is called a Jordan ∗-homomorphism.
Remark 2.2. Some authors define a Jordan ∗-homomorphism to be ∗-preserving
linear map such that Φ(x2) = Φ(x)2 for all x ∈ Msa. Noting that (x + y)2 =
x2 + xy + yx + y2 for all x, y ∈ M and recalling that any element x ∈ M can be
written in the form x = x1 + ix2, where x1, x2 ∈ Msa, it is easily checked that
these definitions are equivalent.
We will often be interested in maps with similar properties to Jordan ∗-homomor-
phisms, but defined on F(τ) = {x ∈ A : τ(s(x)) <∞}, which is a (not necessarily
closed) subalgebra of the von Neumann algebra A. The following details properties
of such maps.
Proposition 2.3. If Φ : F(τ)→ B is a positive linear map such that Φ(x2) = Φ(x)2
for all x ∈ F(τ)sa, then, for all x, y ∈ F(τ),
(1) Φ(x∗) = Φ(x)∗;
(2) Φ(xy + yx) = Φ(x)Φ(y) + Φ(y)Φ(x);
(3) Φ(xn) = Φ(x)n for all n ∈ N+;
(4) Φ(xyx) = Φ(x)Φ(y)Φ(x);
(5) Φ(p) is a projection for every p ∈ P(A)f ;
(6) Φ(p)Φ(q) = 0 whenever p, q ∈ P(A)f with pq = 0;
(7) Φ(x)Φ(y) = Φ(y)Φ(x) and Φ(xy) = Φ(x)Φ(y) whenever xy = yx;
(8)
∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
whenever x ∈ F(τ)sa.
Proof. It is easily checked that (1) follows from the fact that Φ is linear and pos-
itive. A similar argument to the one used in Remark 2.2 shows that (2) holds.
Properties (3) to (7) are algebraic in nature and can therefore be shown using the
same techniques as in the proofs of the corresponding properties in [16, Exercises
10.5.21 and 10.5.22]. To prove (8), let x ∈ F(τ)sa. It follows by [14, Proposition
4.2.3] that −
∥∥x∥∥1 ≤ x ≤ ∥∥x∥∥1. Since x is self-adjoint, s(x)xs(x) = x, and therefore
−
∥∥x∥∥s(x) ≤ x ≤ ∥∥x∥∥s(x),
by [10, Proposition 1(iii)]. Since x ∈ F(τ)sa, τ(s(x)) < ∞ and therefore s(x) ∈
F(τ). Since Φ is positive and linear we therefore have
−
∥∥x∥∥Φ(s(x)) ≤ Φ(x) ≤ ∥∥x∥∥Φ(s(x)).
By [14, Proposition 4.2.8], this implies that
∥∥Φ(x)∥∥ ≤ ∥∥x∥∥∥∥Φ(s(x))∥∥. This com-
pletes the proof, since Φ(s(x)) is a projection (using (5)) and therefore
∥∥Φ(s(x))∥∥ =
1. 
Suppose Φ is a map from P(A)f into P(B). Ideally, one would like to know
the conditions on Φ which would ensure that it is uniquely extensible to a Jordan
∗-homomorphism from A into B (or preferably, in certain instances, from A onto
B). There appears to be several difficulties. The first is in ensuring that the
extension to linear combinations of projections is linear (and not just linear on
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commuting elements). This can be overcome if there exists a linear map U : F(τ)→
S(B, ν) with the property that Φ(p) = s(U(p)) for all p ∈ P(A)f . This condition
is restrictive, but is sufficiently general for the extension procedure based on it to
be useful in the characterization of isometries between various non-commutative
spaces. The second difficulty is in extending Φ from F(τ) to A, which appears to
require normality of the map Φ on F(τ) to ensure that the extension to A is linear.
Motivated by this and also the desire to determine conditions for the extensibility
of a projection-preserving mapping on F(τ), we have divided the extension process
into several steps. In section 3 we will describe conditions on a projection mapping
on P(A)f which ensures that it can be extended to a map on F(τ) with Jordan
∗-homomorphism-like properties. In section 4 such a map will be extended to a
Jordan ∗-homomorphism on the whole von Neumann algebra; this can be done if
the map is also normal. It is worth noting that in the study of isometries it is often
the case that the interaction of the properties of the isometry and the spaces under
consideration can be used to show the normality of the extension obtained in section
3 and hence ensure its further extension. We will, however, also consider conditions
on a projection mapping which ensures its extension to a Jordan ∗-homomorphism
(see section 5). In the final section we consider sufficient conditions to ensure the
surjectivity of a Jordan ∗-homomorphism.
3. Extending projection mappings to F(τ)
In this section we show that under certain conditions a projection mapping Φ
defined on P(A)f can be extended to a positive square-preserving linear contraction
on F(τ). The proof is fairly lengthy and so we have divided it into a number of
lemmas. We start by showing that a projection mapping on an arbitrary lattice of
projections can be extended to the set of finite real linear combinations of those
projections. This will be used for the extension of a map defined on the set of all
projections of finite trace in the present section and also for the extension of a map
defined on the set of all projections in the sequel. Surprisingly and unfortunately
this result only guarantees the linearity of this extension on commuting elements.
We will therefore prove a sequence of lemmas that will enable us to show the
linearity of this extension on all elements in its domain, in the case where Φ(p) =
s(U(p)), for all p ∈ P(A)f , for some linear map U : F(τ) → S(B, ν). This will
enable us to further extend this map to a complex linear map on all of F(τ). We
will then show that this extension has the desired properties.
Lemma 3.1. Suppose E ⊆ P(A) is a lattice of projections containing the zero
projection and let H denote the set of all finite linear combinations of mutually
orthogonal projections from E. If Φ : E → P(B) is a map such that Φ(p + q) =
Φ(p)+Φ(q), whenever p, q ∈ E with pq = 0, then Φ(0) = 0, Φ(p)Φ(q) = 0 whenever
p, q ∈ E with pq = 0, and Φ(p) ≥ Φ(q) whenever p, q ∈ E with p ≥ q. Furthermore,
Φ can be extended to a map (still denoted Φ) from Hsa into B, which is real linear on
commuting elements, and has the properties Φ(x2) = Φ(x)2 and
∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
for all x ∈ Hsa.
Proof. It is easily checked that the additivity of Φ yields Φ(0) = 0, Φ(p)Φ(q) = 0,
whenever p, q ∈ E with pq = 0, and that Φ(p) ≥ Φ(q) whenever p, q ∈ E with p ≥ q.
For 0 6= x =
k∑
i=1
αipi ∈ Hsa, let Φ(x) :=
k∑
i=1
αiΦ(pi). We show that Φ is well-defined.
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Suppose x =
m∑
j=1
βjqj is another representation of x. Note that
k∑
i=1
pi =
k
∨
i=1
pi ∈ E
and
m∑
j=1
qj =
m
∨
j=1
qj ∈ E , since these are sums of mutually orthogonal projections.
Furthermore,
k∑
i=1
pi =
m∑
j=1
qj , since we can assume, without loss of generality, that
αi 6= 0 for all i and βj 6= 0 for all j. These sums are therefore representations of
the support projection of x. This implies that
k∑
i=1
Φ(pi) = Φ(
k∑
i=1
pi) = Φ(
m∑
j=1
qj) =
m∑
j=1
Φ(qj). Since, for i 6= j, pjpi = 0 implies that Φ(pj)Φ(pi) = 0 and therefore
m∑
j=1
Φ(qj) ∈ P(B) and Φ(pi) ≤
m∑
j=1
Φ(qj), we have that, for all 1 ≤ i ≤ n,
Φ(pi) = (
m∑
j=1
Φ(qj))Φ(pi) =
m∑
j=1
(Φ(qj)Φ(pi)).(3.1)
We can similarly show that for every 1 ≤ j ≤ m,
Φ(qj) = Φ(qj)(
k∑
i=1
Φ(pi)) =
k∑
i=1
(Φ(qj)Φ(pi)) .(3.2)
Furthermore, if 1 ≤ i′ ≤ k and 1 ≤ j′ ≤ m, it follows that
αi′qj′pi′ = qj′ (
k∑
i=1
αipi)pi′ = qj′(
m∑
j=1
βjqj)pi′ = βj′qj′pi′
and hence that αi′ = βj′ or qj′pi′ = 0. Since Φ maps orthogonal projections onto
orthogonal projections, we have that for every i, j, either αi = βj or Φ(qj)Φ(pi) = 0.
Therefore, using (3.1) and (3.2), we obtain
k∑
i=1
αiΦ(pi) =
k∑
i=1
αi
m∑
j=1
Φ(qj)Φ(pi) =
k∑
i=1
m∑
j=1
αiΦ(qj)Φ(pi) =
k∑
i=1
m∑
j=1
βjΦ(qj)Φ(pi)
=
m∑
j=1
k∑
i=1
βjΦ(qj)Φ(pi) =
m∑
j=1
βj
k∑
i=1
Φ(qj)Φ(pi) =
m∑
j=1
βjΦ(qj).
It follows that Φ is well-defined on Hsa. Next, we show that Φ is real linear on
commuting operators in Hsa. It clearly suffices to show that Φ is additive. Suppose
x =
k∑
i=1
αipi and y =
m∑
j=1
βjqj are commuting operators in Hsa. Put p =
k∑
i=1
pi and
q =
m∑
j=1
qj . Define ri,j := piqj , si := pi − piq and tj := qj − qjp. Note that since we
can assume, without loss of generality, that αi 6= αj and βi 6= βj if i 6= j, the pi’s
and qi’s are spectral projections of x and y, respectively. Since xy = yx, we have
that piy = ypi for all i, by [11, Theorem 1.5.12] and [18, Corollary 15]. It therefore
follows by the same corollary that piqj = qjpi for all i, j and so ri,j , si and tj are
projections for all i, j. Furthermore, these are mutually orthogonal, since (pi)
k
i=1
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and (qj)
m
j=1 are families of mutually orthogonal projections. It is easily verified that
x+ y =
k∑
i=1
m∑
j=1
(αi + βj)ri,j +
k∑
i=1
αisi +
m∑
j=1
βjtj ∈ H
sa.
Furthermore, pi = si +
m∑
j=1
ri,j implies that Φ(pi) = Φ(si) +
m∑
j=1
Φ(ri,j), since Φ
is additive on orthogonal projections. Similarly, Φ(qj) = Φ(tj) +
k∑
i=1
Φ(ri,j). A
straightforward calculation using these facts and grouping appropriate terms, yields
Φ(x) + Φ(y) = Φ(x+ y).
We show that Φ is a square-preserving contraction. If x =
n∑
i=1
αipi ∈ Hsa, then
x2 = (
n∑
i=1
αipi)
2 =
n∑
i=1
α2i pi ∈ H
sa. Therefore, using the fact that Φ(pi)Φ(pj) = 0
for i 6= j, we obtain
Φ(x2) =
n∑
i=1
α2iΦ(pi) = (
n∑
i=1
αiΦ(pi))
2 = Φ(x)2
and
∥∥x∥∥
A
=
∥∥
n∑
i=1
αipi
∥∥
A
= max{|αi| : i = 1, 2, ..., n} ≥
∥∥
n∑
i=1
αiΦ(pi)
∥∥
B
=
∥∥Φ(x)∥∥
B
.

Remark 3.2. If, in addition to the assumptions of Lemma 3.1, we have that p = 0
whenever Φ(p) = 0, then Φ will be isometric on Hsa.
For the remainder of this section, we will suppose that Φ : P(A)f → P(B) is a
map such that
• Φ(p+ q) = Φ(p) + Φ(q) whenever p, q ∈ P(A)f with pq = 0;
• Φ(p) = s(U(p)) for all p ∈ P(A)f , for some linear map U : F(τ)→ S(B, ν)
with the property that U(xn)
Tm→ U(x) whenever (xn)∞n=1 ∪ {x} ⊆ F(τ) is
such that xn → x and s(xn) ≤ s(x) for all n ∈ N+.
Remark 3.3. It is natural to ask if such projection mappings exist. The condi-
tions listed above are motivated by the proof of Yeadon’s Theorem ([19, Theorem
2]), where an isometry U between non-commutative Lp-spaces is used to define a
projection-mapping Φ by letting Φ(p) = s(U(p)). It will be shown ([7], [8] and
[9]) that the projection mappings considered here arise naturally in the study of
isometries between various types of non-commutative spaces.
Since P(A)f is a lattice and Φ satisfies the conditions of Lemma 3.1, Φ can be
extended to a map Φ1 : Gf → B, which is square-preserving on Gsaf , real linear on
commuting elements and a contraction on Gsaf . It follows from Proposition 2.1 that
for any x ∈ F(τ)sa there exists a sequnce (xn)∞n=1 ⊆ G
sa
f such that xn → x. Since
B is complete and Φ1 a contraction, which is real linear on commuting elements,
letting Φ2(x) := lim
n→∞
Φ1(xn) yields a well-defined contraction Φ2 : F(τ)sa → B.
Unfortunately, Lemma 3.1 only guarantees real linearity of Φ1 on commuting self-
adjoint elements and hence also the real linearity of Φ2 is restricted to commuting
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self-adjoint elements. We will prove two lemmas (using the linear map U) that will
enable us to show the linearity of Φ2 on all elements in its domain. To simplify
notation, we will use Φ to denote both of the extensions Φ1 and Φ2.
Lemma 3.4. If x ∈ F(τ)sa, then U(x) = U(p)Φ(x) for any p ∈ P(A)f with
p ≥ s(x).
Proof. Suppose x = q for some q ∈ P(A)f . If p ∈ P(A)f with p ≥ s(q) = q,
then p − q ∈ P(A)f and s(U(p − q)) = Φ(p − q). Since q(p − q) = 0 implies
Φ(q)Φ(p − q) = 0, it follows that U(p − q)Φ(q) = 0. Using this and the fact that
Φ(q) = s(U(q)), we obtain
U(p)Φ(x) = (U(p− q) + U(q))Φ(q) = U(q)Φ(q) = U(x).(3.3)
Using the real linearity of Φ on commuting elements in Gsaf , we can extend (3.3) to
x ∈ Gsa and p ∈ P(A)f with p ≥ s(x). For a general x ∈ F(τ)sa and p ∈ P(A)f
with p ≥ s(x), we can use Proposition 2.1, to find a sequence (xn)∞n=1 ⊆ G
sa
f such
that xn → x, s(xn) ≤ s(x) ≤ p for every n ∈ N+, and the xn’s commute with
each other and with x. Since Φ is real linear on commuting elements and is a
contraction, it follows that Φ(xn)→ Φ(x). Therefore U(p)Φ(xn)→ U(p)Φ(x) and
hence U(p)Φ(xn)
Tm→ U(p)Φ(x), by [10, Proposition 20]. However, U(p)Φ(xn) =
U(xn) for all n ∈ N+, by what has been shown already. It follows that U(xn)
Tm→
U(p)Φ(x). However, by the assumption on U we also have that U(xn)
Tm→ U(x).
Since the measure topology is Hausdorff, we obtain U(x) = U(p)Φ(x). 
Lemma 3.5. If x ∈ F(τ)sa, then r(Φ(x)) ≤ s(U(p)) = Φ(p) for any p ∈ P(A)f
with p ≥ s(x).
Proof. Suppose x = q ∈ P(A)f and p ∈ P(A)f with p ≥ s(x) = q. This implies
that s(U(p)) = Φ(p) ≥ Φ(q) = r(Φ(q)), by Lemma 3.1. If x =
n∑
i=1
αipi ∈ G
sa
f and
p ≥ s(x) =
n∑
i=1
pi, then
r(Φ(x)) = r(
n∑
i=1
αiΦ(pi)) =
n∑
i=1
Φ(pi) = Φ(
n∑
i=1
pi) ≤ Φ(p) = s(U(p)),(3.4)
since the Φ(pi)’s are orthogonal projections, Φ is additive on orthogonal projections
and p ≥
n∑
i=1
pi. Suppose x ∈ F(τ)sa and p ∈ P(A)f with p ≥ s(x). By Proposition
2.1, there exists a sequence (xn)
∞
n=1 ⊆ G
sa
f such that xn → x, s(xn) ≤ s(x) ≤ p
for all n ∈ N+, and the xn’s commute with each other and with x. It follows by
(3.4) that r(Φ(xn)) ≤ s(U(p)) for all n ∈ N+. Furthermore, Φ(xn) → Φ(x), since
Φ is real linear on commuting elements and a contraction. For a trace-measurable
operator y, let ker(y) denote the projection onto the kernel of y. Suppose η is in
the kernel of (U(p)). Note that for any n ∈ N+,
ker(U(p)) = [s(U(p))]⊥ ≤ [r(Φ(xn))]
⊥ = [r(Φ(xn))
∗)]⊥ = ker(Φ(xn)),(3.5)
using [15, Exercise 2.8.45] and the facts that r(Φ(xn)) ≤ s(U(p)) (see (3.4)) and
that Φ(xn) is a real linear combination of projections. Furthermore, Φ(xn) →
Φ(x) implies that Φ(xn)
SOT
→ Φ(x) and so
∥∥Φ(x)(η)∥∥ = lim
n→∞
∥∥Φ(xn)(η)
∥∥ = 0,
8 PIERRE DE JAGER AND JURIE CONRADIE
since η is in the kernel of (Φ(xn)) for every n ∈ N+, using (3.5). Furthermore,
since Bsa is closed in B and Φ(Gsaf ) ⊆ B
sa, we have that Φ also maps into Bsa.
Using these facts and [15, Exercise 2.8.45], it follows that η ∈ ker(Φ(x))(K) =
[r(Φ(x)∗)]⊥(K) = [r(Φ(x))]⊥(K). Therefore s(U(p))⊥ = ker(s(U(p))) ≤ r(Φ(x))⊥
and hence r(Φ(x)) ≤ s(U(p)). 
We are now in a position to show that Φ is real linear on F(τ)sa. Suppose
x, y ∈ F(τ)sa and α, β ∈ R. Let p = s(x) ∨ s(y). Then using Lemma 3.4 and the
linearity of U , we have
U(p)[Φ(αx + βy)− αΦ(x) − βΦ(y)] = U(αx+ βy)− αU(x) − βU(y) = 0.
Furthermore,
r([Φ(αx+ βy)− αΦ(x)− βΦ(y)]) ≤ r(Φ(αx + βy)) ∨ r(Φ(x)) ∨ r(Φ(y)) ≤ s(U(p)),
by Lemma 3.5, since s(x), s(y), s(αx + βy) ≤ p. It follows that [Φ(αx + βy) −
αΦ(x)− βΦ(y)] = 0 and therefore Φ is real linear on F(τ)sa.
Before extending Φ to all of F(τ), we show that Φ is positive and square-preserving.
Lemma 3.6. Φ is positive and if x ∈ F(τ)sa, then Φ(x2) = Φ(x)2.
Proof. Since Φ is real linear and maps projections onto projections, it follows that
Φ(x) ≥ 0, whenever x ∈ G+f . If x ∈ F(τ)
+, then approximating x by positive
elements in Gf (see Proposition 2.1), using the continuity of Φ and closedness of
B+ ([14, Theorem 4.2.2]), we obtain Φ(x) ≥ 0.
To show that Φ is square-preserving on F(τ)sa, we start by noting that Φ is
square-preserving on Gsaf , by Lemma 3.1. If x ∈ F(τ)
sa, we can once again use an
approximation argument (and the joint continuity of multiplication in A and B) to
show that Φ(x2) = Φ(x)2. 
Finally, since any element x ∈ F(τ) has a unique decomposition x = x1 + ix2,
where x1, x2 ∈ F(τ)sa, we can extend Φ to a well-defined complex linear map on
F(τ) (with the properties claimed in Theorem 3.7). We have therefore proven the
following result.
Theorem 3.7. Suppose Φ : P(A)f → P(B) is a map such that Φ(p+ q) = Φ(p) +
Φ(q) whenever p, q ∈ P(A)f with pq = 0. If there exists a linear map U from
F(τ) into S(B, ν) such that Φ(p) = s(U(p)) for all p ∈ P(A)f , and which has the
property that U(xn)
Tm→ U(x) whenever (xn)∞n=1 ∪ {x} ⊆ F(τ) is such that xn → x
and s(xn) ≤ s(x) for all n ∈ N
+, then Φ can be extended to a positive linear map
(still denoted Φ) from F(τ) into B such that
∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
and Φ(x2) = Φ(x)2
for all x ∈ F(τ)sa.
4. Projection-preserving maps on F(τ) that can be extended to
Jordan ∗-homomorphisms
In this section we show that the extension of the projection mapping obtained in
the previous section can be extended to a normal Jordan ∗-homomorphism from A
into B, provided the extension obtained in the previous section is normal. We also
wish to show that a normal projection-preserving linear mapping from F(τ) into B
can likewise be extended to a normal Jordan ∗-homomorphism from A into B. It
follows from the next result that these tasks can be accomplished concurrently.
EXTENSION OF PROJECTION MAPPINGS 9
Theorem 4.1. If Φ : F(τ)→ B is a continuous linear operator, then the following
are equivalent:
(1) Φ maps projections in F(τ) onto projections in B;
(2) Φ is adjoint-preserving and Φ(xy + yx) = Φ(x)Φ(y) + Φ(y)Φ(x) for every
x, y ∈ F(τ);
(3) Φ(x) ≥ 0 and Φ(x2) = Φ(x)2 for any x ∈ F(τ)+;
(4) Φ(x) ≥ 0 for every x ∈ F(τ)+, Φ(x2) = Φ(x)2 for any x ∈ F(τ)sa and∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
for every x ∈ F(τ)sa.
Proof. The equivalence of the first three statements can be shown using a similar
technique to the one employed in the proof of [17, Theorem 3.6]. Furthermore, it is
clear that (4) implies (3). To see that (3) implies (4), we note that if x ∈ F(τ)sa,
then x = x+ − x−, with x+, x− ∈ F(τ)+. Expanding Φ(x2) using x = x+ − x−,
the linearity of Φ and the fact that Φ preserves Jordan products and products of
positive elements yields Φ(x2) = Φ(x)2. It now follows from Proposition 2.3 that∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
for every x ∈ F(τ)sa. 
Throughout this section we will let Φ : F(τ) → B denote a linear, positive and
normal map such that Φ(x2) = Φ(x)2 for every x ∈ F(τ)sa. Note that it follows
from Proposition 2.3(8) that Φ is automatically continuous. In order to extend Φ,
we start by defining a map Φ1 on projections. If p ∈ P(A), then it follows from
the semi-finiteness of A that D(p) := {q ∈ P(A)f : q ≤ p} is an increasing net
whose supremum is p. For the sake of convenience we will use an indexing set and
let D(p) = {pα : α ∈ Ip}. Note that Φ is positive and therefore {Φ(pα)}α∈Ip is
increasing. By Proposition 2.3(5), Φ(pα) is a projection for every α ∈ Ip and so the
SOT-limit of {Φ(pα)}α∈Ip exists and is a projection. We define Φ1(p) to be this
limit. Note that Φ1(p) = Φ(p) for p ∈ P(A)f .
In order to apply Lemma 3.1 to extend Φ1 to Gsa we need to show that Φ1 is
additive on orthogonal projections. Suppose p and q are orthogonal projections in
P(A). Note that if pα ∈ D(p) and qβ ∈ D(q), then pα + qβ ∈ D(p+q), since pα and
qβ are orthogonal projections, each with finite trace. Furthermore pα + qβ ↑ p+ q
and so if r ∈ D(p+q), then there exists an (α, β) ∈ Ip × Iq such that pα + qβ ≥ r.
It follows, using the positivity of Φ, that {Φ(pα + qβ) : α ∈ Ip, β ∈ Iq} is a subnet
of {Φ(r) : r ∈ D(p+q)} and hence Φ(pα) + Φ(qβ) = Φ(pα + qβ)
SOT
→ Φ1(p + q),
since Φ1(p + q) := lim
r∈D(p+q)
Φ(r). However, we also have that Φ(pα) + Φ(qβ)
SOT
→
Φ1(p)+Φ1(q), by definition of Φ1(p) and Φ1(q) and the SOT-continuity of addition.
Therefore Φ1(p + q) = Φ1(p) + Φ1(q). By [4, Exercise 2.3.4] this further implies
that Φ1(p) and Φ1(q) are orthogonal if pq = 0.
For x =
n∑
i=1
αipi ∈ Gsa, define Φ2(x) :=
n∑
i=1
αiΦ1(pi). It follows by Lemma 3.1
that Φ2 is well-defined and real linear on commuting operators in Gsa. Furthermore,
Φ2 is a square-preserving contraction on Gsa. Similarly to before, one can therefore
use Proposition 2.1 to extend Φ2 to a contraction Φ3 : Asa → B. Since Φ1(p) = Φ(p)
for each p ∈ P(A)f , we have that Φ2(x) = Φ(x) for every x ∈ Gsaf and therefore
Φ3 agrees with Φ on F(τ)sa. We will therefore also denote this extension Φ. Note
that Φ is real linear on commuting elements, but need not be linear on all elements
of Asa. Recall that in section 3 we showed that the existence of a linear map
U : F(τ) → S(B, ν) such that Φ(p) = s(U(p)) for all p ∈ P(A)f could be used,
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under certain circumstances, to show that the extension is linear. A similar idea
is not applicable in this context, since the maps U we will be interested in for
applications of these results will typically not be defined on projections with infinite
trace. We can however use the normality of Φ to prove that Φ(x) can be written
as a SOT-limit for any x ∈ Asa and hence demonstrate the real linearity of Φ on
Asa. We need the following preliminary result.
Lemma 4.2. If p ∈ P(A), then
(1) Φ(qpq) = Φ(q)Φ(p)Φ(q) for all q ∈ P(A)f ;
(2) Φ(1)Φ(p)Φ(1) = Φ(p).
Proof. (1) Note that pα ↑α∈Ip p implies that qpαq ↑α∈Ip qpq and therefore Φ(qpαq) ↑α∈Ip
Φ(qpq), using [10, Proposition 1(vi)] and the normality of Φ. By [14, Lemma 5.1.4],
this implies that Φ(qpαq)
SOT
→
α∈Ip
Φ(qpq). Furthermore, by Proposition 2.3(4), [14,
p.115] and the definition of Φ, we obtain
lim
α∈Ip
Φ(qpαq) = lim
α∈Ip
Φ(q)Φ(pα)Φ(q) = Φ(q)( lim
α∈Ip
Φ(pα))Φ(q) = Φ(q)Φ(p)Φ(q).
Combining these yields Φ(qpq) = Φ(q)Φ(p)Φ(q), since SOT-limits are unique.
(2) If α ∈ Ip, then pα ∈ D(1) ≡ D and so Φ(pα) ≤ sup
q∈D
Φ(q) = Φ(1). It follows
that Φ(pα) = Φ(1)Φ(pα)Φ(1)
SOT
→
α∈Ip
Φ(1)Φ(p)Φ(1), by [4, Proposition 2.5.2(3)],
[10, Proposition 1(vi)] and [14, Lemma 5.1.4]. However, Φ(pα)
SOT
→
α∈Ip
Φ(p) and so
Φ(1)Φ(p)Φ(1) = Φ(p). 
We show that for any self-adjoint element x, Φ(x) can be viewed as a SOT -limit.
Lemma 4.3. If x ∈ Asa, then pxp ∈ F(τ) for every p ∈ P(A)f and
Φ(x) = lim
p∈D
Φ(pxp).
Proof. Suppose x = q ∈ P(A). Then
Φ(pqp) = Φ(p)Φ(q)Φ(p)
SOT
→
p∈D
Φ(1)Φ(q)Φ(1) = Φ(q),(4.1)
using Lemma 4.2 and the fact that Φ(p)
SOT
→
p∈D
Φ(1). If x =
n∑
i=1
αiqi ∈ Gsa, then for
p ∈ P(A)f
Φ(pxp) =
n∑
i=1
αiΦ(pqip)
SOT
→
p∈D
n∑
i=1
αiΦ(qi) = Φ(x),(4.2)
using the linearity of Φ on F(τ), (4.1) and the fact that the SOT is a vector topology.
Next, suppose that x ∈ Asa. Let (xn)∞n=1 ⊆ G
sa be the sequence described in
Proposition 2.1 such that xn → x (and hence Φ(xn) → Φ(x)). Let ǫ > 0 and fix
η ∈ K, with
∥∥η∥∥
K
= 1. It follows that there exist n0, n1 ∈ N+, such that
∥∥xn − x
∥∥
A
<
ǫ
3
for all n ≥ n0 and(4.3)
∥∥Φ(xn)− Φ(x)
∥∥
B
<
ǫ
3
for all n ≥ n1.(4.4)
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Furthermore, for p ∈ P(A)f and n ≥ max{n0, n1}, we have
∥∥(Φ(p(x− xn)p))η
∥∥
K
≤
∥∥p(x− xn)p
∥∥
A
∥∥η∥∥
K
<
ǫ
3
,(4.5)
by Proposition 2.3(8) and (4.3). Fix n ≥ max{n0, n1}. By (4.2), we have that
Φ(xn) = lim
p∈D
Φ(pxnp). We can therefore find q ∈ P(A)f such that p ∈ P(A)f and
p ≥ q implies that
∥∥(Φ(pxnp)− Φ(xn))η
∥∥
K
<
ǫ
3
.(4.6)
Then for p ∈ P(A)f with p ≥ q, application of (4.5), (4.6) and (4.4) yields
∥∥(Φ(pxp)− Φ(x))η∥∥
K
≤
∥∥(Φ(pxp)− Φ(pxnp))η
∥∥
K
+∥∥(Φ(pxnp)− Φ(xn))η
∥∥
K
+
∥∥(Φ(xn)− Φ((x))η
∥∥
K
< ǫ.
It follows that Φ(pxp)η →
p∈D
Φ(x)η for any η ∈ K with
∥∥η∥∥
K
= 1 and therefore also
for any 0 6= η ∈ K by considering η˜ = η∥∥η∥∥ . Therefore Φ(x) = limp∈DΦ(pxp). 
Using Lemma 4.3 (repeatedly), the fact that the SOT is a vector topology and
the linearity of Φ on F(τ), we can show that
αΦ(x) + βΦ(y) = α lim
p∈D
Φ(pxp) + β lim
p∈D
Φ(pyp) = Φ(αx+ βy),
whenever x, y ∈ Asa and α, β ∈ R. We have therefore shown the real linearity of Φ
on Asa. As in the previous section we can now extend Φ to a complex linear map
on A. Furthermore,
Φ(x) = lim
p∈D
Φ(pxp) ∀x ∈ A.(4.7)
Lemma 4.4. Φ is a normal Jordan ∗-homomorphism from A into B.
Proof. Recalling the definition of Φ1 and noting that Φ is an extension of Φ1, it
follows that Φ maps projections onto projections. Furthermore, if x ∈ A, then
x = x1 + ix2 for some x1, x2 ∈ Asa and so∥∥Φ(x)∥∥
B
≤
∥∥Φ(x1)
∥∥
B
+
∥∥Φ(x2)
∥∥
B
≤
∥∥x1
∥∥
A
+
∥∥x2
∥∥
A
≤ 2
∥∥x∥∥
A
,
since Φ is a contraction on self-adjoint elements. It follows that Φ is continuous
(and projection-preserving) and hence a Jordan ∗-homomorphism, by [17, Theorem
3.7]. Next, we show that Φ is normal. Suppose {xγ}γ ∪{x} ⊆ A+ such that xγ ↑ x.
In this case, we have that for any p ∈ P(A)f , pxγp ↑ pxp, by [10, Proposition 1(vi)].
Therefore Φ(pxγp) ↑ Φ(pxp), since Φ is normal on F(τ). It follows by [14, Lemma
5.1.4] that
Φ(pxp) = lim
γ
Φ(pxγp).(4.8)
Since Φ is positive, we have that {Φ(xγ)}γ is increasing and 0 ≤ Φ(xγ) ≤ Φ(x) ≤∥∥Φ(x)∥∥
B
1 for all γ, by [14, Proposition 4.2.3]. Therefore lim
γ
Φ(xγ) exists, by [14,
Lemma 5.1.4]. Furthermore, for any p ∈ P(A)f ,
Φ(p)Φ(x)Φ(p) = Φ(pxp) = lim
γ
Φ(pxγp) = lim
γ
[Φ(p)Φ(xγ)Φ(p)] = Φ(p)[lim
γ
Φ(xγ)]Φ(p),
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by [16, Exercise 10.5.21(ii)] and (4.8). We also have that Φ(p)
SOT
→
p∈D
Φ(1) and so
Φ(p)Φ(x)Φ(p)
SOT
→
p∈D
Φ(1)Φ(x)Φ(1) = Φ(x), by [16, Exercise 10.5.21(ii)]. Similarly,
Φ(p)[lim
γ
Φ(xγ)]Φ(p)
SOT
→
p∈D
lim
γ
Φ(xγ). By combining these facts, we obtain Φ(x) =
lim
γ
Φ(xγ). Since, lim
γ
Φ(xγ) = sup
γ
Φ(xγ), by [14, Lemma 5.1.4], we therefore have
that Φ(xγ) ↑ Φ(x). 
We conclude by showing that the extension we obtained in this section is unique.
For this exercise, let Φ0 denote the original map from F(τ) into B and suppose
Ψ : A → B is another normal Jordan ∗-homomorphism extending Φ0. Let x ∈
A. Since Ψ is normal, we have that Ψ(p) ↑p∈D Ψ(1) and hence it follows from
[14, Lemma 5.1.4] that Ψ(p)
SOT
→
p∈D
Ψ(1). Therefore, Ψ(pxp) = Ψ(p)Ψ(x)Ψ(p)
SOT
→
p∈D
Ψ(1)Ψ(x)Ψ(1) = Ψ(x), by [16, Exercise 10.5.21]. Similarly, Φ(pxp)
SOT
→
p∈D
Φ(x), but
Φ(pxp) = Φ0(pxp) = Ψ(pxp) for every p ∈ P(A)f and so Φ(x) = Ψ(x). Since this
holds for every x ∈ A, we have that Ψ = Φ. We summarize the results of this
section in the following theorem.
Theorem 4.5. Suppose (A, τ) and (B, ν) are semi-finite von Neumann algebras.
If Φ : F(τ) → B is linear, positive, normal and square-preserving on self-adjoint
elements (equivalently, continuous, linear, normal and projection-preserving), then
Φ can be extended uniquely to a normal Jordan ∗-homomorphism (also denoted Φ)
from A into B. Furthermore, in this case, Φ(x) = lim
p∈D
Φ(pxp) for all x ∈ A, where
the limit is taken in the SOT, and
∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
for all x ∈ Asa.
Remark 4.6. If, in addition to the assumptions of Theorem 4.5, p = 0, whenever
p ∈ P(A)f with Φ(p) = 0, then the extension obtained by Theorem 4.5 will be
isometric on Asa. The reason is as follows. Recall that Φ is used to define Φ1 on
projections. If p > 0, then there exists a β ∈ Ip such that 0 6= pβ ∈ D(p), since
A is semi-finite. {Φ(pα)}α∈Ip is an increasing net and so Φ1(p) ≥ Φ(pβ) > 0. It
follows by Remark 3.2 that Φ2, the extension of Φ1 to G, is isometric on self-adjoint
elements. Since Gsa is dense in Asa it follows that the extension of Φ2 to Asa is
isometric.
5. Projection mappings that can be extended to Jordan
∗-homomorphisms
Thus far we have extended a projection mapping firstly to a linear map from F(τ)
into B (using the linearity of another map U) and then subsequently to a Jordan
∗-homomorphism from A into B, provided the first extension is normal on F(τ).
Our motivation was two-fold. Firstly, there are occasions (the characterization of
non-commutative composition operators, for example) where one is interested in
extending a projection-preserving mapping which is defined on all of F(τ) and not
just on projections with finite trace. The second reason is that there are situations
where the normality of the first extension can be shown using particular proper-
ties of the map U or the space on which U is defined. In this section, however,
we provide sufficient conditions for a projection mapping, defined on the lattice of
projections with finite trace, to be extended directly to a Jordan ∗-homomorphism
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on the whole von Neumann algebra.
Theorem 5.1. Suppose Φ : P(A)f → P(B) is a map such that Φ(p+ q) = Φ(p) +
Φ(q) whenever p, q ∈ P(A)f with pq = 0. Suppose further there exists a positive
normal linear map U from F(τ) into S(B, ν) such that Φ(p) = s(U(p)) for all
p ∈ P(A)f , and which has the properties
• U(xn)
Tm→ U(x) whenever (xn)∞n=1 ∪ {x} ⊆ F(τ) is such that xn → x and
s(xn) ≤ s(x) for all n ∈ N+,
• ν(s(U(p))) <∞ for every p ∈ P(A)f (equivalently Φ(P(A)f ) ⊆ P(B)f).
Let Φ : F(τ)→ B denote the extension obtained in Theorem 3.7.
(1) If x ∈ F(τ)sa and p ∈ P(A)f with p ≥ s(x), then Φ(x)U(p) = U(x) =
U(p)Φ(x) = U(p)1/2Φ(x)U(p)1/2;
(2) If x ∈ F(τ)sa and p ∈ P(A)f with p ≥ s(x), then there exists a vp ∈ S(B, ν)
such that U(p)1/2vp = Φ(p) = vpU(p)
1/2 and Φ(x) = vpU(x)vp;
(3) Φ can be extended to a normal Jordan ∗-homomorphism (still denoted
Φ) from A into B. Furthermore, in this case, Φ(x) is the SOT-limit of
{Φ(pxp)}p∈D for any x ∈ A and
∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
for all x ∈ Asa.
Proof. (1) The second equality is given by Lemma 3.4. Since, in addition, U is
positive, we have that r(U(p)) = s(U(p)) = Φ(p), in this case. A similar argument
to the one employed to prove Lemma 3.4 can therefore be used to obtain the first
equality. Since Φ(x) and U(p) commute and Φ(x) ∈ B, the same is true of Φ(x) and
U(p)1/2, by [11, Theorem 5.12] and [18, Corollary 15]. Using this commutativity,
we obtain the third equality.
(2) We start by showing the existence of vp ∈ S(B, ν) such that U(p)1/2vp =
Φ(p) = vpU(p)
1/2. Let M denote the reduced von Neumann algebra generated
by Φ(p)BΦ(p) and let ϕ denote the isometric ∗-isomorphism from Φ(p)BΦ(p) onto
M. (See [10, p.211,212] for details regarding reduced spaces.) Note that ϕ extends
to a ∗-isomorphism from Φ(p)S(B, ν)Φ(p) onto S(M) = S(M, τM), the set of all
trace-measurable operators affiliated withM, equipped with the reduced trace τM.
Since ν(s(U(p))) < ∞, M is a trace-finite von Neumann algebra. Furthermore,
since s(U(p)1/2) = s(U(p)) = Φ(p) and ϕ(Φ(p)) is the identity of M, ϕ(U(p)1/2)
has a closed densely defined inverse. It is easily checked that this inverse is affiliated
with M. It follows that ϕ(U(p)1/2) is invertible in S(M) using the trace-finiteness
of M. Let v denote the inverse of ϕ(U(p)1/2). By [10, Proposition 1], v ≥ 0. It
follows that vp := ϕ
−1(v) ≥ 0 and U(p)1/2vp = Φ(p) = vpU(p)1/2. Note that by
Lemma 3.5 s(Φ(x)) = r(Φ(x)) ≤ s(U(p)) = Φ(p). We therefore have that
vpU(x)vp = vp
(
U(p)1/2Φ(x)U(p)1/2
)
vp = Φ(p)Φ(x)Φ(p) = Φ(x).
(3) It was shown in section 3 that the map Φ : F(τ)→ B is a positive linear map
such that
∥∥Φ(x)∥∥
B
≤
∥∥x∥∥
A
and Φ(x2) = Φ(x)2 for all x ∈ F(τ)sa. We show that
Φ is normal. Suppose {xλ}λ∈Λ ∪ {x} ⊆ F(τ)+ is such that xλ ↑ x. Let p = s(x).
Then p ∈ P(A)f , since x ∈ F(τ). Furthermore, p ≥ s(xλ) for each λ, since xλ ↑ x.
Since U is normal, we have that U(xλ) ↑ U(x). Using [10, Proposition 1] and (2)
this implies that
Φ(xλ) = vpU(xλ)vp ↑ vpU(x)vp = Φ(x).
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Since Φ is normal, it follows by Theorem 4.5 that Φ can be extended to a normal
Jordan ∗-homomorphism from A into B, with the desired properties. 
6. Surjectivity
We have seen that the result of the extension procedures we have detailed is a
normal Jordan ∗-homomorphism. In this section we describe sufficient conditions
to ensure that such a map is surjective. We need a preliminary result. To prove
this result we will need some information regarding the ultra-weak operator topol-
ogy (UWOT). The ultra-weak operator topology is the locally convex Hausdorff
topology on B(H) generated by the semi-norms ρ(ξ),(η), where
ρ(ξ),(η)(x) := |
∞∑
n=1
〈xξn, ηn〉 |
and (ξ) = (ξn)
∞
n=1 and (η) = (ηn)
∞
n=1 are sequences in H satisfying
∞∑
n=1
∥∥ξn
∥∥2 <
∞ and
∞∑
n=1
∥∥ηn
∥∥2 < ∞. The ultra-weak operator topology is stronger than the
weak operator topology and the two topologies coincide on norm bounded sets. A
positive linear mapping between von Neumann algebras is normal if and only if it
is continuous with respect to the ultra-weak operator topologies ([11]).
Lemma 6.1. Suppose Φ : A → B is a normal Jordan ∗-homomorphism. If there
exists a k > 0 such that
∥∥x∥∥ ≤ k∥∥Φ(x)∥∥ for all x ∈ A, then Φ(A) is WOT-closed.
Proof. Since Φ is positive, linear and normal, it is therefore continuous with respect
to the ultra-weak operator topologies on A and B. Suppose b ∈ Φ(A)
WOT
with∥∥b∥∥ = 1. It follows from the Kaplansky density theorem ([14, Theorem 5.3.5]) that
there exists a net {bλ}λ∈Λ ⊆ Φ(A) such that
∥∥bλ
∥∥ ≤ 1 for each λ and bλ WOT→ b.
Let {aλ}λ∈Λ ⊆ A be such that Φ(aλ) = bλ for each λ. Then∥∥aλ
∥∥ ≤ k∥∥Φ(aλ)
∥∥ = k∥∥bλ
∥∥ ≤ k
for each λ. The unit ball (and hence any multiple of the unit ball) in A is WOT-
compact and so there exists a subnet {aλ′}λ′∈Λ′⊆Λ ⊆ {aλ}λ∈Λ such that aλ′
WOT
→ a
for some a ∈ A with
∥∥a∥∥ ≤ k. Since the weak operator topology and ultra-
weak operator topology coincide on norm-bounded sets, aλ′
UWOT
→ a. Using the
continuity of Φ, we have that Φ(aλ′ )
UWOT
→ Φ(a). It follows that Φ(aλ′)
WOT
→ Φ(a),
since the ultra-weak operator topology is stronger than the weak operator topology.
However, Φ(aλ′)
WOT
→ b and so Φ(a) = b, since the weak operator topology is
Hausdorff. 
We are now in a position to describe conditions which ensure that a normal
Jordan ∗-homomorphism is surjective.
Proposition 6.2. Suppose Φ : A → B is a unital normal Jordan ∗-homomorphism
which is isometric on Asa. If Φ(p)BΦ(p) ⊆ Φ(A) for all p ∈ P(A)f , then Φ is a
Jordan ∗-isomorphism.
Proof. Suppose b ∈ B. Since Φ is normal and unital, we have that Φ(p) ↑p∈D
Φ(1) = 1. It therefore follows from [14, Lemma 5.1.4] that Φ(p)
SOT
→ 1. Note that
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Φ(p)bΦ(p)
SOT
→ 1b1 = b and therefore Φ(p)bΦ(p)
WOT
→ b. Since Φ(p)bΦ(p) ∈ Φ(A)
for all p ∈ P(A)f , it follows that b ∈ Φ(A)
WOT
.
We wish to apply Lemma 6.1 to show that Φ(A)
WOT
= Φ(A) and hence that
b ∈ Φ(A). We therefore show that there exists a k > 0 such that
∥∥x∥∥ ≤ k∥∥Φ(x)∥∥
for all x ∈ A. Let x ∈ A. Then x = x1 + ix2 for some x1, x2 ∈ Asa. Φ is Jordan
∗-homomorphism and so Φ(x∗) = Φ(x)∗ for all x ∈ A. It follows that Φ(x1) and
Φ(x2) are the real and imaginary parts of Φ(x). Furthermore,∥∥x∥∥
A
=
∥∥x1 + ix2
∥∥
A
≤
∥∥x1
∥∥
A
+
∥∥x2
∥∥
A
=
∥∥Φ(x1)
∥∥
B
+
∥∥Φ(x2)
∥∥
B
=
∥∥Re(Φ(x))∥∥
B
+
∥∥Im(Φ(x))∥∥
B
≤
∥∥Φ(x)∥∥
B
+
∥∥Φ(x)∥∥
B
= 2
∥∥Φ(x)∥∥
B
,
where we have used the fact that Φ is isometric on Asa. This shows that Φ is
injective and allows application of Lemma 6.1 to show that Φ(A)
WOT
= Φ(A) and
hence that b ∈ Φ(A). 
Conclusion
The conditions required for the extension procedures in this article may seem
restrictive, but it will be shown that they are sufficiently general to facilitate struc-
tural descriptions of isometries between various non-commutative spaces ([7],[8]
and [9]) and are useful in the characterization of quantum composition operators
between symmetric spaces associated with semi-finite von Neumann algebras ([6]).
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