Abstract. In this paper, we establish a multi-parameter version of Bellow and Losert's WienerWintner type ergodic theorem for dynamical systems not necessarily being commutative. More precisely, we introduce a weight class D, which is shown to strictly include the multi-parameter bounded Besicovitch weight class, thus including the set
introduction
In classical ergodic theory, (X, F , µ, T ) is called a finite measure-preserving dynamical system if (X, F , µ) is a finite measure space and T a measure preserving transformation on X. In 1941, Wiener and Wintner [WW41] showed that for any such dynamical system (X, F , µ, T ) and any f ∈ L 1 (µ), there exists a set X f of full measure in X such that for any x ∈ X f , the sequence
converges for all λ ∈ T (1-dimensional complex torus). This result proved by Wiener and Wintner is highly non-trivial. It is because the intersection of the sets of convergence X f,λ (from the application of Dunford-Schwartz ergodic theorem associated with the contraction λT to the function f ) written as ∩ λ∈T X f,λ may be empty.
To describe further development of Wiener-Wintner's theorem, let us introduce the following notion. Let B(µ) be a set of functions constructed from finite measure space (X, F , µ). Definition 1.1. A set A of sequences of complex numbers a = {a(k)} ∞ k=0 is called B-WienerWintner type (in short B-WW type), if for any measure preserving system (X, F , µ, T ) and any f ∈ B(µ), there exists X f of full measure in X, such that for any x ∈ X f , the sequence 1 n + 1 n k=0 a(k)f T k x converges for all a ∈ A.
Using this definition, Wiener-Wintner's theorem can be reformulated as: The set Λ 1 = {(λ k ) important advances have been made since the appearance of Wiener-Wintner's theorem but there is still no description of the largest B-WW type set for any B so far as we know until the moment of writing the paper. The first important advance was made by Bellow and Losert in 1985 [BL85] , who used the notion of correlation and spectral measures of weight sequences to construct a set D which strictly includes bounded Besicovitch class (c.f. [Bes54] ) thus the set Λ 1 , and proved in their Theorem 3.15 that D is of L 1 -WW type.
The second important advance lies in Bourgain's return times theorem (c.f. [Bou88] [Bou89] [Bou90] [BFKO89] ). This was motivated by the close relationship between Wiener-Wintner type set and good universal weights. It is defined by Bellow and Losert [BL85] that a sequence of complex numbers a = {a(k)} ∞ k=0 is called a good universal weight if for any finite measure-preserving dynamical system (Y, G, ν, S) and any g ∈ L 1 (ν), the weighted ergodic averages 1 n + 1 n k=0 a(k)g S k y
converges a.e. y ∈ Y ; then they proved that: For any finite measure-preserving dynamical system (X, F , µ, T ) under the condition that T has countable Lebesgue spectrum, for every f ∈ L ∞ (µ), there exists a set of full measure X f in X such that for every x ∈ X f , the sequence a = {f (T k x)} is a good universal weight. In 1989, Bourgain removed this extra condition and showed Bellow and Losert's result holds for all measure-preserving dynamical systems.
Bourgain's result impacts both ergodic theory and harmonic analysis, and now is called Bourgain's return times theorem. Based on his result, using the Banach principle and Hölder's inequality, it is easy to show that: For any (X, F , µ, T ), any f ∈ L p (µ) and a.e. x ∈ X, {f (T k x)} is a good universal weight for any function from L q with 1 p + 1 q ≤ 1. In our language using Definition 1.1, this result can be restated as follows: Suppose 1 ≤ p, q ≤ ∞ with : ∀(Y, G, ν, S), ∀g ∈ L q (ν), a.e. y ∈ Y is of L p -WW type. Then it is easy to observe that if we restrict the dynamical system (Y, G, ν, S) to be the rotation on the torus and take p = 1, we get Wiener-Wintner's theorem. There are still many other important and interesting developments related to Wiener-Wintner's theorem and Bourgain's return times theorem, we refer the reader to the survey paper by Assani and Presser [AP12] for more information.
Motivated by the development of quantum physics, noncommutative mathematics have been taking steps forward rapidly. As an important constituent part of noncommutative analysis, noncommutative ergodic theory has been developed since the very beginning of the theory of "rings of operators". However at the early stage, only mean ergodic theorems have been obtained. It is until 1976 after Lance's pioneer work [Lan76] that the study of individual ergodic theorems really took off. Lance proved that the ergodic averages associated with an automorphism of a σ-finite von Neumann algebra which leaves invariant a normal faithful state converge almost uniformly. On the other hand, Yeadon [Yea77] obtained a maximal ergodic theorem in the preduals of semifinite von Neumann algebras. Yeadon's theorem provides a maximal ergodic inequality which might be understood as a weak type (1, 1) inequality. This inequality is the ergodic analogue of Cuculescu's [Cuc71] result obtained previously for noncommutative martingales. In contrast with the classical theory, the noncommutative nature of these weak type (1, 1) inequalities seems a priori unsuitable for classical interpolation arguments. The breakthrough was made in 2007 by Junge and Xu [JX07] . In this paper, they established a sophisticated real interpolation method, which together with Yeadon's weak type (1, 1) inequality allows them to obtain the noncommutative DunfordSchwartz maximal ergodic theorem, thus the noncommutative individual ergodic theorem.
In the mean time, some results on noncommutative weighted ergodic theory have also appeared. By means of the Banach principle [GL00] , pointwise convergence of the bounded Besicovitch weighted averages in noncommutative L 1 -spaces was obtained in [CLS05] . While in the multi-parameter case, some results has been shown in [Ska05] and [MMT08] . However, it is until very recently that Litvinov [Lit14] proved a noncommutative version of Wiener-Wintner's theorem.
Our first goal in this paper is to establish a noncommutative multi-parameter analogue of the advance made by Bellow and Losert [BL85] , as an intermediate step to fully understand noncommutative version of Bourgain's return times theorem and related results.
To state our main results, we introduce the system of notation on multi-parameter noncommutative dynamical system. Let C be the set of all complex numbers, R all real numbers, N all natural numbers (including 0), d be any positive integer and T d the complex torus of dimension d:
Let M be a von Neumann algebra equipped with a normal faithful finite trace τ . In this case, we will often assume that τ is normalized, i.e., τ (1) = 1, thus we call (M, τ ) a noncommutative probability space. Let L p (M)(1 ≤ p ≤ ∞) be the associated noncommutative L p -space and L p log r L(M)(r > 0) the associated noncommutative Orlicz space. The set of all projections in M is denoted as P (M).
Let T = (T 1 , · · · , T d ) be a vector of d mutually commuting normal trace preserving * -automorphisms on M. Every T j naturally extends to a trace preserving * -automorphism on L p (M) for all 1 ≤ p < ∞ (c.f. Lemma 1.1 [JX07] ). Then we call (M, τ, T) a finite trace preserving dynamical system. The dynamical system is called ergodic if at least one
The ergodic averages of our multiple map T are defined as follows:
To simplify the notation, whenever no confusion arises we will write
for any x ∈ L p (M) (1 ≤ p ≤ ∞). For any multi-parameter weight sequence a = {a(k) ∈ C} k∈N d , the corresponding weighted ergodic averages of T acting on some x ∈ L p (M) (1 ≤ p ≤ ∞) is defined as:
We also define the convergence of a multi-parameter sequence {x n } n∈N d in any Banach space. We say x n converges to x and denote as lim n x n = x, if given any ε > 0, there is an
The notion of Lance's almost uniform convergence is a nice analogue of the usual pointwise convergence, and plays an important role in individual ergodic theorem. We recall this concept in multi-parameter case. Let x n , x ∈ L 0 (M), the space of measurable operators (see e.g. Section 1.4 of [Xu07] ). A multi-parameter sequence {x n } is said to converge bilaterally almost uniformly (resp. almost uniformly) to x, if for any ε > 0, there exists e ∈ P (M), such that τ (e ⊥ ) ≤ ε and {e(x n − x)e} (resp. {(x n − x)e})
converges to 0 in M. Usually we denote it as b.a.u. (resp. a.u.) convergence.
Let B(M) be a subset of L 0 (M) constructed from a given probability space (M, τ ). Motivated by the concept of a.u. convergence, we define the noncommutative Wiener-Wintner type weights as follows. Definition 1.2. A set A of d-parameter sequences of complex numbers a = {a(k)} k∈N d is called B-noncommutative bilateral Wiener-Wintner type (resp. noncommutative Wiener-Wintner type), in short B-NCbWW type (resp. B-NCWW type), if for any finite trace preserving dynamical system (M, τ, T) and for any x ∈ B and any ε > 0, there exists e ∈ P (M), such that τ (e ⊥ ) ≤ ε and {eM n (x, a)e} (resp. {M n (x, a)e})
converges in M for all a ∈ A.
The multi-parameter generalization of Bellow and Losert's class [BL85] is still denoted by D (see the exact definition in Section 3). Now we can formulate our main result.
As one expect, a natural consequence follows using some standard arguments (see the end of Section 3).
and any ε > 0, there exists e ∈ P (M) such that τ (e ⊥ ) ≤ ε and
Restricted to the one-parameter case, our result is more general than the noncommutative Wiener-Wintner's theorem obtained by Litvinov [Lit14] , since the set Λ 1 is strictly contained in D.
In the multi-parameter case, Theorem 1.3 is much stronger than the weighted pointwise ergodic theorem associated to the bounded Besicovitch class established in [MMT08] from the three aspects. Firstly, we show the convergence holds for the functions in L 1 log
, which includes all the L p spaces with p > 1 (resp. p > 2) and is the largest space for the result to be true in terms of Junge and Xu's optimal noncommutative maximal inequality; Secondly, the present convergence is uniform with respect to the weights; Lastly, the bounded Besicovitch class is strictly included in D as shown in Section 5.
The multi-parameter and noncommutativity present some new difficulties, even though the main sketch of the proof follows from the one provided by Bellow and Losert. Their strategy starts with the introduction of the notion of correlation in defining D, which unfortunately can not be directly generalized to the multi-parameter case. In Section 2.2, we introduce a new definition which coincides with the one in the one-parameter case. Then a commutative multi-parameter version of Wiener-Wintner's theorem follows from the relation between two weight sequences, see Section 2.2. However since the notion "point" disappears in the general noncommutative setting, the ergodic average M n (x, a) cannot be reduced to the affinity of spectral measures of two weight sequences. Thus in Section 2.3, we introduce the notion of correlation associated to one noncommutative dynamical system for elements in L 2 , and the final arguments in Section 3 are very different. Also due to the noncommutativity, classical extrapolation argument does not work in establishing multiparameter maximal inequality. In the present paper, we make use of Tao's atomic decomposition of Orlicz space [Tao01] to carry out the extrapolation argument. It turns out that our argument is much easier than that in [Hu09] , which seems only applicable to some special cases.
However, our result is not so satisfactory in the sense that our T is restricted to be automorphisms. But in the classical case, T could be any Dunford-Schwartz operators due to the dilation theory, see for instance [BO83] . The reader can find the classical dilation theory in [Pel76] . But the noncommutative counterpart fails for completely contractive operators, see [JRS10] and the references therein. Therefore it remains an open problem that whether our definition of B-NCWW type is equivalent to the one defined through completely contractive operators.
Considering the multi-parameter version of the set Λ 1 , we obtain the noncommutative multiparameter Bourgain's uniform Wiener-Wintner theorem [Bou90] . Theorem 1.5. Given an ergodic finite trace preserving system (M, τ, T), define K as the · 2 -closure of E-the linear span of
For any x ∈ K ⊥ ∩ M and any ε > 0, there exists e ∈ P (M) that
Theorem 1.5 is in a sense stronger than Thoerem 1.3, since we get convergence of sup λ∈T d M n (x, λ)e ∞ . In one-parameter case, Litvinov used a noncommutative Van der Corput's inequality, which was discovered in [NSZ05] , to obtain the convergence independent of weights in Λ 1 . In the present paper, we firstly establish a multi-parameter Van der Corput's inequality, which cannot be deduced from one-parameter case by iteration due to the noncommutativity. Then the rest of argument relies on a spectral characterization of K ⊥ and the ergodic theorems by Junge and Xu [JX07] .
2. preliminaries 2.1. Noncommutative vector-valued L p spaces. We use standard notions for the theory of noncommutative L p spaces. Our main references are [PX03] and [Xu07] . Let M be a von Neumann algebra equipped with a normal finite faithful trace τ . Let L 0 (M) be the spaces of measurable operators associated to (M, τ ). For a measurable operator x, its generalized singular number is defined as
The trace τ can be extended to the positive cone
and for x ∈ L p (M),
is a Banach space (or quasi-Banach space when p < 1). This is the noncom-
we set L ∞ (M, τ ) = M equipped with the operator norm. The noncommutative Orlicz spaces are defined in a similar way as commutative ones. Given an Orlicz function Φ, the Orlicz space L Φ (M) is defined as the set of all measurable operators x such that Φ( |x| λ ) ∈ L 1 (M) for some λ > 0. Equipped with the norm
. From the definition, it is easy to check that whenever (M, τ ) is a probability space, we have
play an important role in the formulation of noncommutative maximal inequalities. A sequence {x n } n≥0 ⊂ L p (M) belongs to L p (M; ℓ ∞ ) if and only if it can be factored as x n = ay n b with a, b ∈ L 2p (M) and a bounded sequence {y n } ⊂ L ∞ (M). We then define
Following [JX07] , this norm is symbolically denoted by sup n + x n p . It is shown in [JX07] that a positive sequence {x n } n belongs to L p (M; ℓ ∞ ) if and only if there exists a ∈ L
Here and in the rest of the paper, L
is defined to be the set of sequences {x n } n≥0 with {|x n | 2 } n≥0 belonging to L p/2 (M; ℓ ∞ ) equipped with (quasi) norm
. We refer to [Jun02] , [JX07] and [Mus03] for more information on these spaces and related facts.
The vector-valued Orlicz spaces L p log r L(M; ℓ ∞ ) (1 ≤ p < ∞, r > 0) are firstly introduced by Bekjan et al in [BCO13] . The key observation is that L p (ℓ ∞ )-norm has an equivalent formulation:
where the infimum is taken over the same parameter as before. Given an Orlicz function Φ, let {x n } be a sequence of operators in L Φ (M), we define
where the infimum is taken over all the decompositions
equipped with the norm
) is a Banach space. It was proved in [BCO13] that a similar characterization holds for sequences of positive operators:
which implies a similar characterization for the norm
From the definition, it is not difficult to check that whenever (M, τ ) is a probability space, we have
for q > p ≥ s ≥ 1. We refer the reader to [BCO13] for more information on the vector-valued Orlicz spaces.
2.2. Correlation and spectral measure associated to a weight. In the one parameter case, as it is defined in [BL85] , a weight sequence {a(k)} ∞ k=0 has a correlation if
exists for all m ∈ N. Then one can extend γ a to a positive definite function on Z by setting γ a (−m) = γ a (m), m ∈ N, and the spectral measure on T associated with a comes from Bochner's theorem. However, in the multi-parameter case, this way of extending γ a to be defined on Z d simply does not work. Instead, we start with extending the weight sequence to be defined on Z d , then define its correlation on the whole Z d using two-sided averages which is positive definite, thus the associated spectral measure is defined naturally by Bochner's theorem. Let us give some necessary details.
Let a = {a(k)} k∈N d be a multi-parameter weight sequence. We extend a to a complex function on
Definition 2.1. Given a multi-parameter weight sequence a on N d , we say it has a correlation if
exists for all m ∈ Z d . We define the space S to be the set of all sequences having correlations.
Remark 2.2. Restricted to the one-parameter case, it is easy to check that our new definition of correlation coincides with the one given in [BL85] , which was first introduced by Wiener. It is also easy to verify that the correlation function γ a is positive definite on Z d (see Proposition 5.3 in Section 5 for details). Then by Bochner's Theorem [Rud62] , we have a representation
where the positive Borel measure σ a is uniquely determined by a; we call σ a the spectral measure associated with the weight a ∈ S.
In the following, we introduce some multi-parameter analogues of the approximation results related to the spectral measure theory. We omit the proofs, since the arguments are parallel to the ones in the one parameter case, see for instance [CKF77] . 
such that P and Q are absolutely continuous with respect to ν. Then the affinity of P and Q is defined by
As in the one-parameter case, it is easy to check that ρ(P, Q) is independent of ν and ρ(P, Q) = 0 if and only if P and Q are mutually singular, which is denoted by P ⊥Q. Proposition 2.6. Let {P n }, {Q n } be two multi-parameter sequences of elements in M + (T d ), and
If the sequences {P n } and {Q n } converge weakly to P and Q respectively, then
Let the above measures be specialized to the ones arising from a and b in S, namely taking 
In particular,
if σ a and σ b are mutually singular.
Specializing Corollary 2.7 further-by taking
So by the Fourier inverse transform we get the spectral measure σ b = δ z , which is the Dirac measure at z. Then we have the following result.
Corollary 2.8. Let a ∈ S. Then for each z ∈ T d we have
Corollary 2.8 is quite suggestive in deducing the following multi-parameter version of classical Wiener-Wintner's theorem. A d-parameter commutative dynamical system is denoted by (X, F , µ, T), where T is a d-tuple of mutually commuting measure preserving transformations on finite measure space X. The d-parameter version of B-WW type is defined in a similar way as Definition 1.1.
Proof. Fix any d-parameter commutative dynamical system (X, F , µ, T). Using decomposition into ergodic parts, we can assume the dynamical system is ergodic. For any λ ∈ T d , we have
, from the individual ergodic theorem, we know that there exists a set X g of full measure satisfying
for all ω ∈ X g and all m ∈ Z d . So for all ω ∈ X g , the sequence {g(T k ω)} has a correlation and we have the same spectral measure σ g . Then let E be the span of eigenfunctions of T, and let
On the other hand, obviously for g ∈ E, the limit
And for g ∈ V , by Corollary 2.7
for all ω ∈ X g . Now since in this classical multi-parameter case the maximal inequality and Banach principle are well known results, we deduce that Λ d is of
2.3. Correlation and spectral measure associated to an operator in a dynamical system. Let (M, τ, T) be a finite trace preserving system. Since all
, we can consider the sequence of operators {T k x} k∈Z d .
Definition 2.10. Given any x ∈ L 2 (M), we define the correlation as
, and N a positive integer, we have
which implies the positive definiteness by definition. The existence of a spectral measure comes from Bochner's theorem.
As usual, we will write dσ
3. proof of Theorem 1.3
As usual, we will deduce the desired bilateral almost uniform convergence for all operators in L 1 log 2d−1 L using the Banach principle. That is, we will first prove the bilateral almost uniform convergence for operators from a dense subspace of L 1 log 2d−1 L, then establish maximal inequality on the space L 1 log 2d−1 L, which will allow us to apply the Banach principle. In the present case, the Banach principle we need is slightly different from the previous known ones, so we formulate it in Lemma 3.6, and Theorem 1.3 follows immediately. Let us start with the a.u convergence for operators in a dense subset.
3.1. Almost uniform convergence for operators from a dense subset. In the WienerWintner type theorem, this part is considered as the most difficult part of the whole proof. For a given ergodic dynamical system(M, τ, T), we will make use of the Kronecker factor K = E · 2 , which has been identified in the statement of Theorem 1.5 in the Introduction, and break the operator in L 2 (M) in order to prove the a.u. convergence independently for the eigenfunctions and those functions in the orthocomplement of the Kronecker factor. Due to the noncommutativity, the dense subset of
. Yet we need a lemma in advance which concerns the weak convergence of operator valued measure sequence {σ n x }.
Lemma 3.1. Given an ergodic dynamical system (M, τ, T) and let
Proof.
Step 1. We calculate the Fourier-Stieltjes transform of σ
Here, we only deal with the case m 1 ≤ 0, m 2 , · · · , m d ≥ 0, and the other cases are of the same nature. We calculate the correlation in the following,
Thus by the multi-parameter individual ergodic theorem [JX07] , σ n x (m) a.u. converges to
We restate the previous conclusion: Given m ∈ Z d , for any ε > 0, there exists e m ∈ P (M), such that
Step 2. From Step 1, we know immediately that the desired result holds when f is a trigonometric polynomial. For general continuous function, we proceed with an approximation argument.
Fix f ∈ C(T d ), by Weierstrass approximation theorem we can find a sequence of polynomials {ϕ l } ∞ l=0 uniformly converges to f. On the other hand, from equality (3.1), we know that sup
Note that for any complex valued continuous function g defined on T d , we have
Hence for any δ > 0, there exists l 0 and n 0 such that when l > l 0 and n > n 0 , we have
Then it follows that,
for any l > l 0 and n > n 0 . Thus we complete the proof.
Proposition 3.2. If x ∈ K ⊥ , then σ x is a continuous measure.
Proof. We only prove the case d = 2, and other cases follow from the similar argument. It is sufficient to show that σ x ({(z 1 , z 2 )}) = 0 for every (z 1 , z 2 ) ∈ T 2 . Using a two dimensional version of Theorem 7.13 [Kat76] , we have
Then using mean ergodic theorem, we get that 1 (2n 1 + 1)(2n 2 + 1)
converges in L 2 sense to some element in K. On the other hand, by the fact that
is an element in K ⊥ . Therefore σ x ({(z 1 , z 2 )}) is equal to 0 for any (z 1 , z 2 ) ∈ T 2 , and we complete the proof.
We introduce the definition of D here, and its relationship with bounded Besicovitch class will be shown in Section 5. Definition 3.3. We define D to be the set of all a ∈ S ∩ℓ ∞ (N d ) satisfying the following conditions:
(1) The spectral measure σ a corresponding to a is discrete; (2) The amplitude lim n 1 |n+1| n k=0 a(k)z k exists for all z ∈ T d .
Proposition 3.4. Let (M, τ, T) be a finite trace preserving ergodic dynamical system. Given
, for any ε > 0, there exists e ∈ P (M) such that τ (e ⊥ ) ≤ ε and {M n (x, a)e}
. We separate the proof into two parts. Part 1. Let x ∈ E ∩ L ∞ (M), by linear combination, we can assume x ∈ d i=1 E i . Then the result follows trivially from condition (2) of Definition 3.3 since
Part 2. Now let x ∈ K ⊥ ∩L ∞ (M). We first give a construction of partitions of T d associated with spectral measure. This construction is first used by Coquet [CKF77] in realizing approximation process of the affinity between measures.
Let σ a , σ n a , σ x , σ n x be the corresponding positive measures we defined in Section 2.2. Let ν = σ a + σ x , so that σ a and σ x are absolutely continuous with respect to ν. For any δ > 0, we define the following sets,
The series l σ a (U l ) is convergent, so that r(n) = |l|≥n σ a (U l ) tends to zero when n tends to infinity. For any positive integer N , We consider the following sets:
The family {V 0 , V 1 , · · · , V 2N } is a partition of T d , and σ a (V 0 ) = r(N ).
Now we choose
x (V 0 ) < δ, and it is obvious that σ 1/2
So we can find a family of continuous non-negative functions f l : T d → R (l = 0, 1, . . . , 2N ) which satisfies:
Then from (3.2) we get:
From condition (1) of Definition 3.3 and Proposition 3.2, we know σ a and σ x are respectively discrete and continuous thus mutually singular, which means the affinity ρ(σ a , σ x ) = 0. Then with δ arbitrary, we have
Now we calculate the following for some projection e which will be fixed later:
Then by triangle inequality and Kadison-Schwarz inequality, we have
Apply Lemma 3.1 to x: For any ε > 0, there exists a projection e such that τ (e ⊥ ) < ε and
converges to 0. Now that e is fixed, by Proposition 2.4
by (3.3).
Maximal inequality.
The maximal inequality in proving the classical one-parameter WienerWintner's theorem follows from a trivial argument. The desired multi-parameter noncommutative maximal inequality requires new ideas since the classical extrapolation argument and the existed noncommutative one [Hu09] do not work. We make use of the atomic decomposition of Orlicz space discovered by Tao [Tao01] .
Theorem 3.5. Let (M, τ, T) be a finite trace preserving dynamical system and a
, for any λ > 0 there are positive constant C and a projection e ∈ P (M) such that
we have the following estimates
Proof. We first prove a non-weighted version of the maximal inequalities for positive operators.
We start with the following one-parameter maximal inequality between Orlicz spaces, which is the key point of the whole arguments. Let T be any
, the author establish atomic characterization of commutative Orlicz space L 1 log r L, r > 0. Starting with the generalized singular numbers, we note that the same arguments work well in the noncommutative setting. That is, every positive x ∈ L 1 log s+2 L(M) can be decomposed into convex linear combination of atoms:
where x e 's are atoms of the form 1 τ (e) (log( 1 τ (e) )) −(s+2) e with e being projection as well as 0 < τ (e) ≪ 1, and x L1 log s+2 L is equivalent to e λ e . Thus we are reduced to the estimate over every atom
and applying Junge and Xu's ergodic maximal inequality [JX07] , we have So finally we get
By Proposition 3.1 in [BCO13] we obtain en equivalent formulation: There exists an operator a such that
Applying d times the previous equivalent formulation, there exists an operator x d−1 such that
Then by Yeadon's weak type (1, 1) maximal inequality, it implies for any λ > 0, there is a projection e ∈ P (M) such that
with C being a constant independent of x and λ. When x ∈ L 2 log 2(d−1) L, we apply the previous estimate to |x| 2 . That is, for any η > 0, there is a projection e ∈ P (M) such that
with C being a constant independent of x and η. Then for any λ > 0, taking η = λ 2 , we get the desired estimate since on the one hand |x|
, on the other hand by Kadison-Schwarz inequality
With the previous non-weighted estimates, the following arguments allow us to complete the proof. Given
for each j = 1, 2, 3, 4. So using previous nonweighted result, for any λ > 0, there exists e j ∈ P (M) satisfying
with C an absolute constant. Take e = ∧ 4 j=1 e j , we have
Thus using triangle inequality again,
3.3. Banach principle. In the following, we give a result which plays the role of the Banach Principle as in classical ergodic theory.
Lemma 3.6. If for any fixed finite trace preserving dynamical system
such that for x ∈ B, for any ε > 0, there exists e ∈ P (M) such that τ (e ⊥ ) ≤ ε and {M n (x, a)e}
Taking any
2C λε, C is the positive constant from the application of the first maximal inequality in Theorem 3.5 to the element x − y: there exists a projection e 1 ∈ P(M) such that
On the other hand, by the assumption, there exists an projection e 2 , such that τ (e ⊥ 2 ) ≤ ε/2 and {e 2 M n (y, a)e 2 } converges in M, which means that there exists N ∈ N d , whenever m, n ≥ N, we have e 2 M m (y, a)e 2 − e 2 M n (y, a)e 2 ∞ < λ. Now take e = e 1 ∧ e 2 , then we have τ (e ⊥ ) ≤ ε and
which means {eM n (x, a)e} is Cauchy sequence, thus converges in M for all a ∈ A. Therefore, we conclude that A is of L 1 log
L-NCWW type can be shown using a similar argument. The only difference is that we use the second maximal inequality in Theorem 3.5. We omit the details.
After we finish all the preparing work, we can now conclude the proof of Theorem 1.3.
Proof of Theorem 1.3. Fix any dynamical system (M, τ, T). Using decomposition into ergodic parts, we can assume the dynamical system is ergodic. By Proposition 3.4, we can take B = L ∞ (M) ∩ (E ⊕ K ⊥ ) in Lemma 3.6, together with Theorem 3.5, we get the conclusion of Theorem 1.3.
Finally, we introduce the concept of convergence in measure (see for instance [CLS05] ) and give a quick proof of Corollary 1.4 to finish this section. We say that a sequence {x n } ∈ L 0 (M) converges in measure (resp. bilaterally in measure) to x ∈ L 0 (M), if, for any ε > 0, δ > 0, we can find N = N(ε, δ) ∈ N d such that for every n > N, there exists e n ∈ P (M) satisfying τ (e ⊥ n ) ≤ ε and (x n − x)e n < δ (resp. e n (x n − x)e n < δ). However, by a multi-parameter version of Theorem 2.2 [CLS05] , it is known that convergence in measure is equivalent to convergence bilaterally in measure, thus we treat the two notions as the same.
Proof of Corollary 1.4. From Theorem 1.3, we know for any finite trace preserving dynamical system (M, τ, T), for any x ∈ L 1 log 2(d−1) L(M) and any ε > 0, there exists e ∈ P (M) such that τ (e ⊥ ) ≤ ε and {eM n (x, a)e} is a Cauchy sequence in M for all a ∈ D. Therefore, fix any a, there exists x a,e ∈ M such that eM n (x, a)e → x a,e in M. Hence {eM n (x, a)e} converges to x a,e in measure. On the other hand, it is easy to see that {M n (x, a)} is also a Cauchy sequence relative to the convergence in measure. Then from the completeness of L 0 (M) with respect to the measure topology, one can find F (x, a) ∈ L 0 (M) such that {M n (x, a)} converges to F (x, a) in measure, which implies that {eM n (x, a)e} converges to eF (x, a)e in measure. Thus we get x a,e = eF (x, a)e. And the fact
For the case of x ∈ L 2 log 2(d−1) L(M), similar arguments are applicable and thus we complete the proof.
proof of Theorem 1.5
To simplify notation, we only prove the two-parameter case, and similar arguments work also for other cases. As explained in the Introduction, we need a noncommutative Van der Corput's inequality in multi-parameter case, which should be regarded as a multi-parameter analogue of the one established in [NSZ05] .
Lemma 4.1. Let 1 ≤ n i ≥ h i ≥ 0 (i = 1, 2) are natural numbers and {a j1,j2 } 1≤j1≤n1,1≤j2≤n2 are elements of a C * -algebra with the norm · , denote H = (h 1 + 1)(h 2 + 1), then
.
We need two basic formulas without proof, which are variants of Formula 8.2 and Formula 8.4 in [NSZ05] .
Formula 1. If 1 ≤ n ≥ h ≥ 0 are natural numbers and a 1 , · · · , a n are elements of a * -algebra then, putting a j = 0 for j ≤ 0 and for j ≥ n + 1, we have
Formula 2. If 1 ≤ n ≥ h ≥ 0 are natural numbers and a j,j ′ , 1 ≤ j, j ′ ≤ n are elements of a * -algebra, putting a j,j ′ = 0 for j or j ′ ≤ 0 and for j or j ′ ≥ n + 1, then we have
(a j,j+d + a j+d,j ).
Proof. Using twice Formula 1, we have
Then by the Kadison-Schwarz inequality, we have
A.
Denote N h = (n 1 + h 1 )(n 2 + h 2 ) and use Formula 2, we get
Now use once more Formula 2, we have respectively
(a * j1,j2 a j1+d1,j2 + a * j1+d1,j2 a j1,j2 ), and
(a * j1,j2 a j1+d1,j2+d2 + a * j1+d1,j2 a j1,j2+d2 ).
Take the norm, use the assumption n i ≥ h i (i = 1, 2), and do some simple calculations,
With the above preparation, we can give the proof of our second main result now.
Proof of Theorem 1.5. Let x ∈ K ⊥ ∩ M and fix ε > 0. Use the multi-parameter ergodic theorem in [JX07] and ergodic property of (T 1 , T 2 ) (also c.f. Proposition 5.1 [Lit14]), we have M n1,n2 (x) → τ (x) · I a.u. In other words, we can construct a projection e ∈ P (M) such that τ (e ⊥ ) ≤ ε, and
2 (x)e and employing Lemma 4.1, we have
(1) is a direct result by the definition, and (2) is easy to verify. We only prove (3). Taking any z 1 , z 2 , · · · , z N ∈ C, any m 1 , m 2 , · · · , m N ∈ Z d , and any positive integer N , by (2) we have
which finishes the proof.
Let H 0 be the space of all trigonometric polynomials as P = {P (k)} k∈N d , where 
(2) If {a ℓ (k)} has a mean for every ℓ, and {a ℓ (k)} → {a(k)} in the semi-norm of space M 1 , then {a(k)} has a mean. (3) If {a ℓ (k)} → {a(k)} in the M p semi-norm, and {a ℓ (k)b(k)} has a mean for every ℓ where
} has a mean. (4) For any sequence {a(k)} ∈ B(p) and any z ∈ T d , the sequence {a(k)z k } ∈ B(p) and has a mean. In particular, each sequence in B(p) has a mean.
Definition 5.6. Given a finite sequence of positive integers {n 1 , n 2 , . . . , n r } and a corresponding set of real numbers {β 1 , β 2 , . . . , β r } which are linearly independent over the rationals, denote B = B(n 1 , n 2 , . . . , n r ; β 1 , β 2 , . . . , β r ) and denote by K B the kernel
This Kernel is called Bochner-Fejér Kernel, and for simplicity, we denote d B (ν 1 , . . . , ν r ) = 1 − |ν 1 | n 1 · · · 1 − |ν r | n r .
In the d-parameter case, define K B (t) = K B1 (t 1 )K B2 (t 2 ) · · · K B d (t d ), where each B j is as above and t = (t 1 , . . . , t d ). Let t = k ∈ N d , the Bochner-Fejér Kernel in discrete case becomes (1) K B * a is a trigonometric polynomial; (2) K B * a ∞ ≤ a ∞ ; (3) K B * a 1 ≤ a 1 ; (4) For any ε > 0, there is a Bochner-Fejér polynomial K B * a such that a − K B * a ∞ < ε.
With all the previous preparations, we give the following key result which characterizes the multi-parameter bounded Besicovitch sequences by spectral measure. Proof. Assume first that a ∈ B(1) ∩ M ∞ . From the definition of B(1), we know there exists a sequence of trigonometric polynomials {P l } that converges to a in the semi-norm · 1 , then by (2) of Remark 5.5 we know a has a mean. Now consider m-translation of a for any m ∈ N d . As a m ∈ B(1) so there also exists a sequence of trigonometric polynomials {P ′ s } that converges to a m in the semi-norm · 1 . Thus using (3) of Remark 5.5 twice we know γ a (m) exists. So we conclude that a has a correlation. And the existence of Γ a follows easily from (4) of Remark 5.5. It remains to check the second half of (1) and (3). We divide the proof into two steps.
Step 1. Let ψ be a trigonometric polynomial ψ = { α c α z k α }, then a direct calculation shows that its correlation
In particular, the spectral measure σ ψ is discrete and is given by σ ψ = α |c α | 2 δ zα , and Γ ψ (z) = α c α δ zα (z) so |Γ ψ (z)| 2 = α |c α | 2 δ zα (z). That is, σ ψ (z) = |Γ ψ (z)| 2 .
Step 2. By Remark 5.7, let {ψ n } be a sequence of Bochner-Fejér polynomials such that a − ψ n 2 → 0 and ψ n ∞ ≤ a ∞ for all n ∈ N. Thus σ a ({z}) = lim n σ ψn ({z}) = lim n |Γ ψn (z)| 2 = |Γ a (z)| 2 , so (3) is satisfied. Also we know γ a is a uniformly almost periodic function (c.f. Theorem 8 P.3 [Bes54] ), and the Bohr-Fourier coefficients are nonnegative. Thus by the Bochner-Fejér summing process as P.21 [Bes54] , the Bohr-Fourier series is absolutely and uniformly convergent, i.e., if γ a (m) ∼ Thus we have confirmed that the class of sequences D is strictly larger than the class of bounded Besicovitch sequences.
It follows that

