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1GENERAL INTRODUCTION
Lighting affects directly our visual perception, as well as how we see and interpret
the environment around us. During the 1960s and 1970s a few lighting researchers and
designers led by John Flynn started studying the effects of lighting upon people. Flynn
considered that lighting design was focusing too much on the visual task, instead of
having a much broader approach that should include also the viewer’s perception of the
entire room. He noted that lighting can also influence motivation, orientation, mood,
social interaction and well-being.
With proper understanding of light, and by using different levels of lighting that
can be adjusted to reflect a certain mood and atmosphere, today interior designers and
architects can use it to influence the perception of any interior spaces. The architectural
features, materials, and the color palette of any environment can also be enhanced by
adding and manipulating the light and shadow which can increase the visual excitement
of the space.
Lighting can also help create the most appropriate atmosphere to an
establishment, whether the goal is to communicate luxury, or just comfort and safety.
Lighting should satisfy not only the functional needs of the space, but it also plays an
important role in influencing attitudes and behaviors.
Lighting designers have the ability to show, and help everyone visualize more
clearly the outcome of the lighting design by using tools such as calculations, mock-ups,
and renderings. Mock-up installations are extremely useful, but they are expensive and
take time to build. In recent years, the use of digital renderings instead of mock-up
2installations has become increasingly popular. If reliable and valid images of simulated
environments can be generated, they could be used as predictive tools in a very efficient
way. Unfortunately, there has been little work done about the perception of computer
graphics simulations versus real scenes.
Computer generated images are only approximations of real scenes, and visual
perception of a generated image depends on the extent to which human vision is able to
translate these images. Even though the rendering methods that exist today offer the
possibility to accurately simulate a scene, this does not guarantee that the images will be
interpreted and perceived by viewers as realistic. Increased applications of computer
graphics which demand high levels of realism has made it necessary to examine the
manner in which these images are evaluated and validated.
Objective of the study
The objective of our research is to determine if classic lighting studies can be
explored in a contemporary setting by using computationally rendered images, and to
identify to what extent the subjective evaluation of the lighting conditions of an interior
space can be reproduced using these images.
3Research Hypothesis
To accomplish our objective of determining if classic lighting studies can be
explored in a contemporary setting by using computationally rendered images, and of
identifying to what extent the subjective evaluation of the lighting conditions of an
interior space can be reproduced using these images, a research study was designed to
test the following null hypothesis:
There is no difference between the perceptions of the lighting conditions of the
physical space under investigation, and the analogous digital images, for five factors
(evaluative perception, perceptual clarity, spaciousness, formality, and spatial
complexity) under three different lighting conditions:
1. a combination of diffuse and peripheral lighting installation-45 footcandles
2. diffuse lighting installation-32 footcandles
3. peripheral lighting installation-15 footcandles
4LITERATURE REVIEW
Introduction
Interior design improves and sustains the quality of life by creating environments
that support the physiological and psychological needs of the users. How one perceives an
environment is greatly influenced by the way in which the environment is presented to
them. Lighting plays an important role in the psychological response of an individual to an
environment. The primary function of lighting is to enable people to see. Lighting also has
the capacity to influence human behavior such as impressions, emotional reactions, and
attention.
Lighting practitioners believe that the quality of light in a built environment can
influence the task performance, comfort, and well-being of users. There is not a clear
agreement about what good quality lighting really is, but the general consensus is that
illuminance, luminance distribution, uniformity, glare control, and spectral power
distribution are important factors in the built environment.
Many lighting studies have included mood and satisfaction ratings in order to
determine which lighting conditions are preferred. Thus, one goal of lighting design is to
create conditions in which people feel comfortable. The literature review in this chapter
includes sections that address lighting studies in relation to behavioral outcomes such as
visual comfort, task performance, preferences, and well-being.
5Physiological Structure of the Human Visual System
Visual perception refers to detecting light, and interpreting it as sight or vision.
Vision has a specific sensory system, the visual system, that evolved for the purpose of
detecting and using information from reflected light. Vision has the great advantage of
allowing us to obtain information about our environment without the need of any physical
contact as required by other senses like touch, taste, and smell.
Vision is a conscious act deeply involved in the functioning of the brain. The visual
sense combines memory with external stimulation in a very complex way. Most of our
vision takes place in the brain, where the information is provided and made available. The
brain usually registers the familiar aspects of a place, while simultaneously searching for
new stimuli. The brain absorbs the information that exists beyond the immediate focus of
attention, and goes to the large context in which people find themselves. The coded signals
sent to the brain, down the optic nerves, are used to recognize objects. The recognition is
necessary for sight, and depends on past experiences and learning.
There are certain characteristics of the human visual system which suggest that our
attention is always drawn to areas of brighter illumination, and our peripheral vision is
much more sensitive to light and rapid changes in brightness, than our center vision (Hall
1966; Rea 1993; Rea 1999). This explains why we automatically redirect our visual focus
if we sense movement of brightness at the corner of our eye. This hypothesis is also
supported by research that suggests that increases in illumination result in greater arousal
(Gifford 1988).
6Light
The direct physical stimulus for visual perception is reflected light of different
wavelengths. The extreme range of a single wavelength is from 380 nm to 780 nm (Egan
1983). The human eye responds to energy within the limits of the visible spectrum (a small
portion of the electromagnetic spectrum between ultraviolet and infrared). Humans
perceive light wavelengths of 400 to 700 nanometers, with the peak sensitivity near 555
nanometers (Egan 1983). This physical stimulation is the result in our psychological
impression of the color spectrum ranging from blue to red.
Each visible spectrum varies in length, and the different wavelengths determine the
color. Within the light spectrum there are all colors of the rainbow. The light at the shortest
visible wavelength appear as violet. The light at the longest wavelength appear as red. The
rest of the colors (indigo, blue, green, yellow, and orange) are of intermediate wavelengths
(Egan 1983).
Light that has a balanced radiant energy of all wavelengths appear as white to the
eye. Light however, is not visible until it hits an object, and then it is reflected into the
human eye, absorbed by photoreceptors in the cones, and transformed into neural signals to
the brain (Baucom 1996). The true color of an object will never be visible if the light
source does not contain a matching wavelength (Sorcar 1987).
The most common variations of wavelengths within a given light source are
described as “cool” or “warm”. Incandescent light for example is considered to be warm
because of the existence of the wavelengths from the end spectrum which has color tones
that range from orange to red (Gordon and Nuckolls 1995).
7According to the Lighting Handbook (Rea 1999) a light source can be characterized
by two measurements: color temperature and color rendering index.
Color Temperature
Color temperature describes the color appearance of the light produced by a lamp,
by comparing it with the color of a blackbody radiator. This is an approximate way of
characterizing a source of light as “cool” or “warm”. Color temperature is measured in
Kelvin (K) degrees. When a blackbody is heated, the color of it changes from red (around
800 K), to yellow-white (around 2,800 K), to white (around 5,000 K), to bluish-white
(around 8,000 K) and to brilliant blue (around 60,000 K). Incandescent sources of light
have the color temperature between 2,600 K and 3,100 K, and fluorescent lamps are
available with correlated color temperature from 2,700 K to 7,500 K (North American
Philips Lighting Corporation 1984). For incandescent lamps, the color temperature is a
"true" value; for fluorescent and high-intensity discharge (HID) lamps, the value is
approximate, and it is called correlated color temperature.
Soft incandescent lighting has been used to create a luxury image in retail service
settings, while bright fluorescent lighting is often associated with a lower quality image
(Baker et al. 1994; Roush 1994). Hughes and Neer (1981) indicated that a full spectrum
fluorescent light is recommended rather than cool white fluorescent light, because it
stimulates natural sunlight for indoor illumination.
The ranges of color temperature under which objects appear natural and pleasant
was measured and studied by Kruithof (1941). His experiments of the psychological effects
8of the correlated color temperature and illuminance, suggested that lamps with high
correlated color temperature values at low illuminances, create the perception of a space as
cold and dim. Using lamps with low correlated color temperature values at high
illuminances, create the perception of a space as artificial and overly colorful. The studies
conducted by Baron et al. (1992) confirmed Kruithof’s findings, but other investigators
failed to find similar results of correlated color temperature and illuminance (Boyce 1973;
Boyce 1977; Davis and Ginthner 1990).
Color Rendering Index (CRI)
The color rendering index (CRI) compares the color rendition of a given source to a
standard light source. The comparison is expressed as numbers from 0 to 100. As CRI
increases, the color of the given light source is more closer to the standard light source.
Any CRI rating of 80 or above is considered high, and indicates that the source has good
color properties. Comparisons that determine the CRI are valid only for similar color
temperature of two light sources (Gordon and Nuckolls 1995).
Lamps with good color rendering properties (CRI 80 or higher) allow abject to look
“natural”. CRI ratings for fluorescent lamps have steadily increased during the last years
due to improvements in the phosphorus technology. High CRI lamps are ideal for color
critical applications where color rendering and matching is important, such as retail stores,
groceries, design studios, and other similar applications.
9Lighting studies
Light is one major contributing factor in interior atmospherics (Cutler and
Brandston 1995; Garner and Siomkos 1986; Lopez 1995; Rea 1999). The interplay of light
and architecture influences the behavior that occurs within the man made environment,
including interactions among people, the performance of tasks, and the visual aesthetic
experiences. Designers and builders have used lighting in interior spaces to provoke certain
reactions and generate aesthetic impressions (Fitchen 1986; Moore 1985). The effects of
lighting conditions are context-dependent. Different environments have been used for
investigations focusing upon lighting’s effect on perceived well-being and behaviors.
Manipulating indoor lighting conditions is intended to result in positive changes targeted to
those living in the environment. Lighting exposure over the course of a day can
substantially improve the performance of tasks, and it can become a useful tool to
maximize the potential of any built environment.
How the luminance of a visual stimulus is translated into perceived brightness has
been debated since the middle of the 19th century. Even though it seems that the perception
of brightness should be in direct correlation with the intensity of light, this is not the case.
Doubling the luminance of a stimulus in laboratory conditions does not double its
perceived brightness (Nundy et al. 2001). The exponential relationship between luminance
and brightness is referred to as the Weber-Fechner Law. The law is perhaps the best known
result from nineteenth-century psychophysics, and it is a mathematical description of how
differences in illuminance of the stimulus are related to differences in brightness of the
percept (Fechner 1877; Fechner 1882). 
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Many researchers consider that the perception of brightness is related to the
perception of public versus private spaces. Some studies have shown that the non-uniform
spatial distribution of light increases the perception of both privacy and intimacy (Flynn et
al. 1973; Flynn 1977; Flynn and Subisak 1978; Flynn and Spencer 1979; Flynn et al. 1979).
A sense of privacy is emphasized even more if the immediate area around a viewer has low
light intensities in comparison to remote areas of the visual field that have higher
intensities. But some researchers (Tiller 1990; Veitch and Newsham 1996) suggest that the
above relationships may not be completely true, because those supportive studies ignored
differences in the perception of lighting due to both cultural (Bellizzi et al.1983) and
individual (Heerwagen 1990) preferences.
The tendency to direct our attention to the source of light makes it more likely for
brightness to be associated with active and public areas of the built environment. This is
supported by research that shows that there is a general preference for higher illumination
(Aarts 1994; Barnaby 1980; Begemann et al. 1994; Boyce 1973; Hughes and McNelis
1978; Leslie and Hartleb 1990; Saunders 1969; Veitch and Newsham 1996).
Some studies have shown that lighting can be used to direct attention, orientation,
and circulation (Flynn 1977; Taylor and Socov 1974; Yorks and Ginthner 1987). Taylor
and Sucov (1994) found that light attracted people by increasing the illuminance level.
They suggested that higher illumination levels could lead people to the desired locations in
spaces such as retail stores and museums.
There is also substantial evidence to suggest that lighting influences the arousal
factor. The lighting-arousal relationship is complex, and dependent on many environmental
conditions. Kallman and Isaac (1977) found that noise and illuminance interact in such a
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way that quiet conditions increase the arousal in people; noisy conditions have no effect of
light on arousal.
Mehrabian (1976) also analyzed the impact of lighting in terms of its ability to
arouse individuals. An individual who is aroused becomes “stimulated, jittery, and alert”. A
person who is not aroused feels “relaxed, calm, sluggish, and sleepy”. Moreover, a highly
aroused individual exhibits increased heart rate, muscle tension, and lower skin
temperature. Mehrabian (1976) suggested that lighting is a very important factor in any
environment because “brightly lit rooms are more arousing than dimly lit ones”. In support
of this concept about the effect of light, Gifford (1988) found that college students
increased their effort on an experimental task when illumination the levels were higher.
Many researchers studied the relationship between lighting and general human
behavior, and have used laboratory conditions to conduct their studies rather than real setting
lighted environments. Butler and Biner (1987) concluded based on a study done in laboratory
conditions that the preference for lighting levels depends on various behaviors and settings.
They found that preferred lighting levels vary with visual activities, non-visual activities, and
social situations. Smith (1988) mentioned that different lighting levels should be considered
depending on the types of space used. For example, clothing stores need soft general lighting,
while food and drug stores need bright general lighting.
Rowlands et al. (1985) also concluded that it is very important in a lighting study to
identify the areas of the visual field that influence the assessments of the space. The
Rowlands team also found that the interpretation of lightness and interest were described
by the luminance contrast and the average luminance. By using luminance mapping
instrumentation, they found the judgments of lightness and interest within a horizontal
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band of 40 degrees wide and centered at the eye height of a seated viewer. However, this
study suggested that brightness and interest are independent constructs, but other
researchers still believe that there is a relationship between them (Perry et. al. 1987). In a
related work, Birren (1988) also observed that the eye always concentrates on brightness
rather than dimness.
Cuttle and Brandston (1995) experimented by comparing a new lighting design
with the old one (existing) at two different furniture galleries. The measurements were
made by assessing six aspects of lighting performance: illumination, power density,
lighting costs, sales, customer perception, and sales staff perception. The old lighting
provided low illuminance with low efficiency in both galleries. The new lighting raised the
light level and increased the system efficacy, but the power density was affected only
slightly. Both customers and sales staff responded positively to the new lighting conditions
in both galleries compared to the old ones. The sales staff believed that the new lighting
design helped them perform their jobs better.
Cuttle and Brandston (1995) also suggested that high quality lighting is achieved
when the mood created is consistent with the function of the space, provides visual clarity,
and promotes productivity. The quality of light has been described as a very complex
concept that has biological, psychological, and aesthetic implications in contrast to the
quantity of light. Researchers agree that different lighting patterns and color provoke
certain reactions, various feelings, and subjective responses, and appear to influence task
performance, human comfort, and a sense of well being (Flynn et al. 1973; Flynn and
Spencer 1979; Heerwagen 1990).
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Marans (1988) studied the effects of different lighting designs and glare problems
in offices environments. The study involved 1000 workstations, sampled from 13 office
buildings, and focused on how factors such as lighting systems and proximity to windows
can affect workers perceptions about the overall lighting quality. The suggestion was that
future studies should focus more on measuring the visual quality of the lighting
environment rather than simply its lighting qualities.
Theeman (2004) investigated the extent to which daylight simulating fluorescent
light is preferred over other fluorescent tubes. The studies were executed in general-use
conference rooms, and the data was collected from sixty offices. The preference was
indicated by the selection of light based on correlated color temperature (CCT) and
brightness from fifteen light pairs. The results revealed that the color temperature had a
significant effect on lighting preference. Cool light, recorded the highest overall mean
preference scores. Overall, preference for warm conditions was low but significantly
influenced by gender. The effects of color temperature were amplified by variations in
brightness. Brighter conditions were preferred over dimmer conditions. Cool lights were
preferred over daylight tubes only when lights were dim. The results of the study suggest
that as the brightness increases, the preference for light with even spectral distribution may
also increase.
People are drawn to light sources, and tend to prefer brightly lit spaces. In two
informal studies, it was observed that people tended to move towards lighted areas. In a
room with adequate lighting everywhere, but with only a few chairs next to a lamp, the
majority of people sat in one of the chairs next to the lamp. Another study found that
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people tend to walk in the lighted areas of a hallway, whether the light was at the center or
at the side of the hallway (Mehrabian and Russell 1974).
During the 1970s, a group of lighting researchers led by John Flynn at Kent State
University studied the psychological effects of lighting. Flynn and his colleagues published
several papers on this subject during the 1970s. Lighting designers have been using the
results of his studies since then, but there has been only little additional research done in
this area.
Flynn considered that contemporary lighting design was focusing only on the visual
task. He proposed that lighting design should be more complex, and also it should include
the viewer’s perception of the entire room. He noted that lighting, in addition to providing
task visibility, also influences motivation, orientation, mood, social interaction and well-
being. Therefore lighting should provide an appropriate illuminance level, and a pleasant
atmosphere, and the lighting design should be considered for the entire space (room), not
just for the work area in front of the user.
Flynn collected ratings on 34 semantic differential scales in response to six lighting
configurations (Flynn et al.1973). He used factor analysis to reduce the scales to three
interpretable factors: perceptual clarity, evaluative impressions, and spaciousness. In order
to identify the three dimensions (“lighting modes”) a multidimensional scale was used. The
“lighting modes” were accounted for the judgments of similarity or difference regarding:
uniformity, brightness, and overhead/peripheral lighting. Flynn also presented a technique
for relating the “lighting modes” to the factors (Flynn et al. 1979). For example, relaxation
is said to be cued by nonuniformity, particularly nonuniform wall lighting. Perceptual
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clarity is said to be reinforced by higher horizontal luminances in a central location.
Spaciousness is cued by uniform lighting and bright walls.
The lighting modes and subjective impressions based on Flynn’s work were also
included in subsequent editions of the IESNA Lighting Handbook with few modifications
(Kaufman and Christensen 1987; Kaufman and Haynes 1981).
The researchers from Bartlett School of Architecture at University College London
also did a series of experiments similar to Flynn’s work. In their study (Hawkes et al.
1979), they tested the perception of 18 lighting configurations for a windowless two-person
office. The results were inconclusive: they were unable to obtain an interpretable result in
their multidimensional scaling analysis.
Research about the work environment has consistently reported that lighting is
among the most important factors in office design (Spreckelmeyer 1993). Also in the
professional community of lighting designers, there is the assumption that the quality of the
luminous environment can influence task performance, comfort, and well-being (Miller
1994; Wagner 1985). Even though the general illumination provides brightness, the spot
and flood lights are necessary to be able to see clearly and to provide character and depth to
a space. In general, lighting studies conclude that a good lighting design requires well-
combined quality and quantity to provide focus, safety and security (Roush 1994;
Sorcar1987).
Baron et al. (1992) also studied the lighting conditions that affect the cognitive task
performances and social behaviors. He hypothesized, that lighting conditions which
generate positive affect among subjects would influence behavior and cognition. The
results of the study offered partial support for this hypothesis. He found that lower
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illuminances were generally associated with positive affect. The conclusion was that
further research is needed to identify the lighting conditions that create a positive affect,
and demonstrate that the affect mediates lighting-behavior relationships.
Preferences for illuminance levels in the work environment are in general higher
than the recommended levels. In a study conducted by Kaye (1988), high illuminance was
rated more favorably than lower illuminance by both male and female university students,
but had no effect on stress, well-being, and fatigue.
Mood checklists have been used to assess affective response to different
illuminance conditions. One constant finding is that higher illuminances are preferred over
lower ones. Nelson et al. (1983) found that the highest illuminance level in their study was
lower than the preference of the male participants in an office; there were no effects of
illuminance on other mood or satisfaction measures. Nelson et al. (1984) also found that
the increase of the illuminance level from 100 to 300 lx, decreased men’s scores on three
mood factors (concentration, activation and good mood), but increased women’s scores on
the same mood factors.
Perry et al. (1987) considered that nonuniform luminance distributions might lead
to the perception of a gloomy space if there is an adaptation shift from rod to cone retinal
processing. In their study Shepherd et al. (1989), used an adjective checklist to rate the
appearance of the lit environment. The data indicated that gloomy spaces were associated
with lighting conditions at low luminances, particularly when the vertical luminances were
low. These findings were extended to a larger range of luminous conditions in a later
experiment (Shepherd 1992). Low surround luminances, high task illuminance with a dim
periphery, and conditions that obscured details in the periphery, were associated with
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gloomy spaces. But, as predicted by Perry et al. (1987), not all nonuniform distributions of
light produce the perception of gloomy spaces.
Luminance distribution effects on brightness perception have been obtained by both
brightness matching, and self-report techniques (Tiller and Veitch 1995a; Tiller and Veitch
1995b). A small enclosed office with a nonuniform distribution produced by parabolic
louvered luminaires was perceived as 5-10% brighter than an identical office with a
uniform distribution produced by flat-lensed troffers. The average luminance was the same
in both cases, but the variability was different. Participants’ opinions suggested that the
contrast between bright and dark portions of the wall led to the perception that the
nonuniform room was brighter.
For some researchers, the aesthetic judgment about a space refers to the lighting
quality (Bean and Bell 1992; Hawkes et al. 1979). “Aesthetic judgment” refers to the
appearance of the space, and “preference judgment” refers to an emotional component
(how the space makes the viewer feel). “Satisfaction” refers to the feeling that one’s needs
are fulfilled. Conditions and environments that produce satisfaction and comfort are most
preferred.
It is obvious from many studies that vertical surfaces are very important to
satisfaction (for example people prefer brighter walls to dark ones). Collins et al.(1990)
concluded that the low ratings given by office occupants to the combination of indirect
furniture-mounted fluorescent luminaires with under shelf task lamps was related to the
high task illuminance and low peripheral brightness of the workstations. Satisfaction was
higher when the same furniture was lit with a direct system, and the vertical luminances
were higher.
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Ooyen et al. (1986) studied preferences for various luminance distributions at a
fixed task illuminance by varying the reflectance of room surfaces. They concluded that the
wall luminance is the main factor when experiencing a room, with wall luminance
preferences depending on the type of task (reading paper, conference, or VDT work). The
wall luminance also determines the vertical illuminance at the eye of a person looking at
the wall. Therefore the findings of the study were consistent with those of Iwata et al.
(1994). They concluded that both horizontal and vertical illuminance at the eye level
predicts visual comfort judgments.
Miller (1994) has reported the results of one of his studies in which conference
attendees rated their preference of five scenes in simulated offices. The most-preferred
scene had approximately equal amounts of lighting directed at the walls and the working
plane. Also for direct/indirect luminaires, higher desktop illuminance was preferred; for the
ceiling/wall luminance, ratios between 1/3 and 3/1 were preferred over the extremes of 1/5
and 5/1. For low-brightness recessed parabolic louvered luminaires, the participants
preferred having light on the walls and ceiling, with the luminance ratios of 1/3 and 1/5
preferred over 1/1. The study also found that the best predictor of judgments was the
average of the wall and ceiling luminance, which they called volumetric brightness. The
higher this value, the more acceptable the lighting was. This study concluded that there is a
need for further investigations for a more detailed examination of ceiling and wall
luminances in relation to acceptability judgments (Miller 1994; Miller et al. 1995).
The luminance distribution between a task and its background, and horizontal
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illuminance ratios across a space have become more and more important. It is suggested
that rather than having a single level of general illumination, the ambient level should be
lower and the task illuminance should be increased using a local luminaire or a task lamp.
Bean and Hopkins (1980) found that the highest percentage of raters was satisfied
with task lighting when the illuminances for the task and background lighting were equal.
They recommended that the task/background illuminance ratios should to be close to 1/1.
McKennan and Parry (1984) also found that nonuniform distributions can be
acceptable. All the installations (the ones directed from the ceiling to the desk, and the task
lamps) were considered as satisfactory, even though they produced illuminance ratios for
desk surfaces and wall/tasks that were much lower than the recommended ones.
Nonuniform distributions from task/ambient combinations can create comfortable
environments particularly for VDT work (Inui et al.1989). The degree of acceptable
nonuniformity is not determined yet. The relationship appears to be depending on the level
of overall illuminance. Slater et al. (1993) found that illuminance ratios of at least 0.7 were
unlikely to cause problems, but also suggested that lower illuminance ratios might well be
satisfactory.
Tabuchi et al. (1995) also studied the preference of participants’ for the ambient
illuminance and the lower limit of acceptable ambient illuminance for a range of task
illuminance levels. The preferred levels were much higher than the lower limits. For task
illuminances up to 500 lx, participants preferred equal levels of task and ambient
illuminance. For levels above 500 lx, the preferred conditions of the ambient illuminance
were slightly lower than the task illuminance. The participants’ lower limits of
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acceptability showed that environments with ambient illuminance much lower than the task
illuminance can be acceptable.
A space usually appears interesting or pleasant when it is associated with
nonuniform luminance distributions in the field of view. Yearout and Konz (1989) found
that VDT operators prefer to highlight a painting on the wall beyond the VDT screen, over
the same wall with uniform illumination. Yorks and Ginthner (1987) also found that
workers in an office preferred to have a bright wall in front of the desk, and they also
tended to move closer towards the brighter wall. Tregenza et al. (1974) found that preferred
wall/desk illuminance ratios were different for the front, rear, left and right walls.
Participants preferred a brighter wall behind the desk.
Hawkes et al. (1979) found that 8 configurations with diffuse light sources were all
rated as uninteresting. Ten configurations with one or more focused source were
considered interesting or neutral. Loe et al. (1994) also determined that ratings of interest
and pleasantness were related to the maximum/minimum luminance ratio in a 40-degree
band centered at the eye height of a seated viewer. The higher this value, the more
interesting and pleasant the space appeared.
Many investigations consistently found that lighting systems with an indirect
component are preferred over direct-only systems. Yearout and Konz (1989), and Harvey
et al. (1984) found that indirect systems were preferred over parabolic louvered systems for
VDT work. Hedge et al. (1995) also found that lensed-indirect lighting was consistently
favored over parabolic louvered lighting, and the overall satisfaction was higher with the
indirect lighting. Ellis and Cave (1982) found that the energy-efficient indirect lighting
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systems using high-intensity-discharge sources were considered an improvement by
occupants over the previous lighting system.
Katzev (1992) compared performance and satisfaction in four identical enclosed
offices where different lighting systems were used. Depending on the way the preference
was assessed, the recessed direct-indirect luminaries were the preferred ones for enclosed
offices. In that particular room, where the recessed system was used, the reading
comprehension was the highest; however, the typing performance was the lowest. It
appears that positive affect influences certain behaviors more than others, and the lighting
preferences differ for various tasks, but these questions remain for future research to
answer.
Computationally rendered images
From the 1960's, when computer graphics appeared for the first time, the quality of
these images has improved tremendously, from simple spaces to complex ones with
shadows, shading, and global inter-reflections. But are these images reliable? Do they
accurately represent of the physical environment they represent?
If there can be generated accurate and reliable simulations, they could be used as
investigative tools. This would be a major shift for the computer graphics industry, and the
applicability would be much broader than just picture making. But in order to be used as
investigative tools, there must be a validation that the simulations are reliable. This task
requires experimental measurements and comparisons, and also the input of many
disciplines such as: physics, computer science, and psychology of visual perception.
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Unfortunately, there has been relatively little work done in correlating the results of
computer graphics simulations with real scenes (McNamara et al. 2000)
There have been many approaches related to the creation of realistic images. One of
them, which unfortunately has had a limited success, is to analyze and simulate the process
that forms a real-world image (light transport, tone mapping, etc…). There are very few
studies that were able to create images that were indistinguishable from photographs, but
they do not reveal which are the visual factors that the viewer expects to see in order to
perceive the image as real (Pattanaik et al. 1997).
Another approach to the creation of realism is image-based rendering (Lengyel
1998), from photographs. This method rearranges image samples taken directly from
photographs.
There has been also a lot of work done on human vision and classical perception
(Bruce et al. 1996; Gordon 1997) that includes low-level vision, classical psychophysics,
object recognition, and scene understanding (Hagen 1980). But the question about how
people really differentiate photographs from computed-generated images has not been
raised in the classical perceptual literature. Kenneth Chiu (1994) offered an informal essay
about how visual realism in computer graphics works. In his essay he describes the
limitations and difficulties of display technologies when trying to simulate direct vision.
Recent works in the computer graphics literature make reference to human visual
perception. Chalmers, (2000) described various image quality metrics, and Rushmeier
(1995) proposed different image metrics in order to differentiate between a pair of images
that would evaluate the accuracy of synthetic renderings of real-world scenes. In his
research, Horvitz (1997) measured the subjects’ response to various settings of image
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quality, for helping to create more efficient renderings. Mayer (1986) and McNamara
(2000) compared computer-generated images with real, physical scenes in order to evaluate
the perceptual fidelity of the renderings. None of this research studied the visual causes for
the perception of the digital images as photographic or synthetic.
Progress towards photorealism in rendering involves the development of an
algorithm for physically accurate light transport simulation. Photorealistic renderings
require accurate input models for object geometry, lighting, and the reflective properties of
surfaces (Ramamoorthi and Hanrahan 2001). Even though the rendering methods that exist
today make it possible to accurately simulate a scene, this physical accuracy does not
guarantee that the images displayed will have a realistic visual appearance. The reason for
that is the fact that the current display devices are limited regarding spatial resolution,
temporal resolution, absolute and dynamic luminance range, and color gamuts. The fact
that display devices are able to create acceptable visual representations is due to the fact
that the human visual system is also limited.
Visual perception is a key component of computer graphics. Understanding visual
perception helps us save significant rendering time by avoiding those parts of a scene
which the human will fail to notice. Computer generated images are only approximations
of real scenes; therefore visual perception of the synthetic images depends on the way
humans compare these images to reality.
One of the findings in visual science is the fact that visual resolution quickly
degrades from the fovea into the visual periphery. This drop-off in resolution can be
measured in terms of acuity. The most precise measure of visual performance uses
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sinusoidal gratings. Any visual stimulus can be decomposed into a set of sine waves and
the human visual system is tuned to spatial resolution channels (Graham 1992).
Many studies have analyzed the relationship between sensitivity to visual contrast
as a function of spatial frequency and retinal eccentricity (Cannon 1985; Pointer and Hess
1989; Robson and Graham 1981).They have shown that contrast sensitivity exponentially
decreases to zero for higher spatial frequencies as retinal eccentricity increases. In their
study, Loschky et al. (1996), measured the viewers’ image quality judgments, and their eye
movement parameters. They found that photographic images created at or below the
perceptual threshold, produced results that were not statistically different from that of a full
high-resolution display.
Applications of photorealistic renderings have a wide range, including
visualization and computer-aided design and modeling. Design firms consider the use of
computer aided design tools essential for design analysis, and also for preparing high
profile presentations. Architects and designers are also responsible for showing accurate
representations of proposed buildings to prospective clients. In order to achieve the best
results they must rely on simulations to predict the impact of the proposed buildings. Over
the past two decades, there has been a significant improvement in computer graphics
regarding accurate light transport algorithms, with very good results that led to increasing
realism of computer-generated images (Debevec 1998; Debevec et al. 2000; Ramamoorthi
and Hanrahan 2001). But in spite of this impressive progress, it is still difficult to create
photorealistic computer-generated images, due to the fact that the real-world illumination is
highly complex.
25
Designers consider that it is necessary to insert light sources into the presentations
to achieve “realistic” simulations, but they need a way to evaluate the luminous
performance of their designs. In the past they used scale models for evaluating qualitative
assessments, and hand computations for quantitative assessments. Today, there are several
computer-based daylighting and lighting simulation tools available (Ward and Shakespeare
1998; Baty 1996; Hitchcock 1995; Sillion and Peuch 1994). These methods use the
description of the geometry of the space, and the photometric characteristics of the surfaces
and light sources, and provide information about the light that arrives on a surface
(illuminance distribution), and the light that leaves from a surface (luminance
distributions).
Computer graphics and studies of human perception have usually relied on models
of illumination such as: a single point light source, a small set of point light sources, or a
uniform hemispherical source. But the real-world illumination is highly complex, and
surfaces are illuminated not only by luminous sources, such as the sun, sky, or indoor
lights, but also by the light that is reflected from other surfaces in the environment.
These patterns of illumination share certain statistical properties, some of which are
used by the human visual system in estimating the reflective properties of materials.
The properties of real-world illumination are important for graphics because illumination,
along with reflectance properties and geometry, influences the appearance of a surface in a
computer rendered image (Dror et al. 2004).
The characteristics of real-world illumination have a very important role in the
perception of material properties. Humans are able to match surface reflectance properties
from isolated images of surfaces under different real-world illuminations, but they perform
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much worse in similar conditions of reflectance under artificial illumination maps (Fleming
2003; Dror et al. 2004).
Humans also depend on statistical properties to judge any surface reflectance
(Fleming 2003; Dror et al. 2004). Hartung and Kersten (2003), and Fleming et al. (2003)
found that humans take advantage of similar properties of illumination in order to identify
different shapes under unknown illumination conditions.
One of the most common problems regarding the use of computer lighting
simulation tools is the time requirement. As a result, these tools are mostly used after the
design is usually finished. The creation of renderings usually requires a significant amount
of time depending on the number of surfaces and light sources, and the size and quality of
the rendered image. The time requirements can range from a few minutes for small images
of simple spaces, to many hours and days for large and complex images of large spaces.
Buildings can benefit from different design tools that can reliably simulate visibility
conditions in the proposed environment before it is built, but sometimes such systems are
inaccessible because of a difficult user interface. A simulation algorithm such as Radiance
is very important to evaluate the visual environment of daylit architectural spaces.
Radiance uses the pcond as a display method which is based upon human subject studies
performed by Stevens and Stevens (1960), and by Moon and Spencer (1945). The Radiance
Lighting Simulation and Rendering System (Ward 1994) is one of the most reliable tools
for architectural visualization due to its accuracy and its physically-based rendering system,
but there is still a significant limitation to the use of it.
A virtual lighting simulator has been also developed to help architects and lighting
designers assess the effect of the parameters on daylighting and lighting performance in
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different spaces (Papamichael et al. 2002). The virtual lighting simulator allows the use of
a large database of images and data, generated through parametric lighting simulations. The
lighting simulator has two main modules, one for daylighting and one for electric lighting.
The tool can also be used for a wide range of latitudes, and can also be expanded to include
skylights, electric lighting designs, dimming and switching combinations for electric
lighting.
Even though many areas of classical perception, realistic rendering, and
perceptually-based rendering have been studied, the factors which contribute to a digital
simulation being interpreted as equivalent to a photograph was yet to receive needed
attention.
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MATERIALS AND METHODS
Research Design
The objective of our research is to determine if classic lighting studies can be
explored in a contemporary setting by using computationally rendered images, and to
identify to what extent the subjective evaluation of the lighting conditions of an interior
space can be reproduced using these images.
The experiment was designed, supervised, and evaluated in one of the conference
rooms in the Design College Building at Iowa State University. Three different lighting
installations were under investigation: a combination of overhead diffuse and peripheral
lighting, overhead diffuse lighting, and peripheral lighting. The only physical alterations
made to the space from one evaluation to another were those of the lighting design. The
descriptions of the settings, and the lighting arrangements of the space used for the
experiment are shown in Figure 1-Figure 9.
Figure 1. Schematic Drawing-Floor Plan. Finishes and Colors: Conference Room in the
Design College Building at Iowa State University
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Figure 2. Floor Plan. Dimensions-Conference Room in the Design College Building at
Iowa State University
Figure 3. Schematic Drawing-North Elevation. Finishes and Colors: Conference Room in
the Design College Building at Iowa State University
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Figure 4. North Elevation. Dimensions-Conference Room in the Design College Building
at Iowa State University
Figure 5. Schematic Drawing-West Elevation. Finishes and Colors: Conference Room in
the Design College Building at Iowa State University
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Figure 6. West Elevation. Dimensions-Conference Room in the Design College Building at
Iowa State University
Figure 7. Picture of the Conference Room: Overhead Diffuse Lighting Installation-32
footcandles
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Figure 8. Picture of the Conference Room: Peripheral Lighting Installation-15 footcandles
Figure 9. Picture of the Conference Room: Overhead Diffuse and Peripheral Lighting
Installation-45 footcandles
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In order to accurately recreate the digital representations, the intensity of light in the
physical space was measured for each of the three different lighting installations. The
measurements for determining the intensity of light on the main work surface in the
conference room were done by using a lighting meter. The results obtained were: 32
footcandles for the overhead diffuse lighting installation, 15 footcandles for the peripheral
lighting installation, and 45 footcandles for the combination of overhead diffuse and
peripheral lighting installation (Figure 10). The analogues computationally rendered
images of the conference room were created using the footcandles measurements obtained
for each of the three different lighting arrangements.
Overhead Diffuse Lighting Peripheral Wall-Lighting
Intensity-32 footcandles Intensity-15 footcandles
Overhead Diffuse Lighting and Peripheral Wall-Lighting
Intensity-45 footcandles
Figure 10. Lighting Arrangements
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The lamps used for creating the peripheral lighting installation in the physical
environment (conference room) as well as those used by the lighting rendering software for
recreating the analogous digital images, were the MR16 lamps (Table 1). The photometrics
of the MR16 lamps are presented in Appendix. The peripheral lighting installation in the
physical environment used ten MR16 lamps attached to gimbal rings (Table 1) on two track
rails (Table 1). Five lamps evenly distributed were used on each track rail. The track rails
were suspended 30” from the ceiling using stem ceiling supports (Table 1) and positioned
30” apart. The analogous computationally rendered images were also created by using
MR16 lamps with the same photometrics as those used in the physical space.
The lamps used for creating the overhead diffuse lighting installation in the physical
environment (conference room), as well as those used by the lighting rendering software
for recreating the analogous digital images were the linear fluorescent lamps F42T12
(Table 1). They were distributed to four groups, with two lamps in each group. The lamps
were protected by a fluorescent light cover which created the diffuse effect. The
photometrics of the linear fluorescent lamps are presented in Appendix.
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Table 1. Lamps and Accessories Characteristics
Type Characteristics
MR 16 lamp
BK Lighting
2 inch diameter, 50Watt, 12 Volt, Halogen
Bi-Pin lamp, 40 degrees Flood, Covered
Glass Front
Track rails
LX Stabilizer Track White
Sea Gull Lighting
Width: 0.8125" - Height: 0.375" - Length:
48", Materials: Noryl, 12 volt, Usage:
interior dry.
Stem Ceiling Support
Prima Lighting Inc.
Materials: metal, Usage: interior dry,
Length: 30 inches.
Gimbal Ring
Sea Gull Lighting
Lamp options: 50w MR16, Dimensions:
Width: 5.875" - Length: 2.125", 12 Volt,
Usage: interior dry.
Fluorescent lamp
Lamp type: F42T12
Lamar Lighting
Wattage: 12W, Ballast type: Magnetic
T12, 120V.
Computer Generated Images
AGI32 is a computational program, capable of generating accurate color images of
specified lamps within any environment. It is used for accurately reproducing the lighting
conditions in a variety of indoor and outdoor applications, and for visualizing different
lighting arrangements before they are purchased and installed. AGI32 performs numerical
point-by-point calculations of incident direct or reflected light on any real or imaginary
surface. The software is capable of predicting and quantifying the distribution of artificial
or natural light in any architectural environment.
AGI32 program provides ray-tracing capabilities, advanced surface editing, color
bleed control, and the ability to adjust individual surface meshes. These features enhance
the ability of AGI32 to produce realistic, high-quality renderings, and photometrically
accurate lighting calculations.
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Ray tracing of surface reflections provides extremely crisp shadows that make the
presentation images almost lifelike, and delivers specular reflections from materials such as
polished marble, wood floors, tile, and mirrors which adds realism to any architectural
lighting rendering (www.agi32.com).
Advanced surface editing provides the user with a great degree of control over the
properties of individual surfaces. This capability controls the assignment of specularity,
color bleeding, surface meshing, texture application, color, and reflectance of any single or
multiple surfaces (www.agi32.com).
Color bleeding from surfaces close to one another can appear exaggerated in
rendered images in comparison to what the human eye sees in real life. The human visual
system compensates for this color bleeding by “perceiving” the correct color even when
it’s not there (www.agi32.com). AGI32 includes a color bleed control that allows
renderings to resemble what we expect to see.
The replications of the conference room settings and lighting arrangements for the
experiment were modeled using the AGI32 program, and are presented in Figure 11-
Figure13.
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Figure 11. Digital Image: Overhead Diffuse Lighting Installation-32 footcandles
Figure 12. Digital Image: Peripheral Lighting Installation-15 footcandles
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Figure 13. Digital Image: Overhead Diffuse and Peripheral Lighting Installation-45
footcandles
The Semantic Differential Scale as a Method
The Semantic Differential Scale measures people's reactions to stimulus words
and concepts in terms of ratings on bipolar scales defined with contrasting adjectives at
each end. The bipolar adjectives are usually seven-point rating scales (Osgood et al.
1957). This technique offers a quick, easy, and reliable method that measures the
emotional connotation of concepts (El-Dash and Tucker 1975). The scales are extremely
easy to construct and administer, and provide valid and reliable quantitative data
(Agheyisi and Fishman 1970). The validity of the method is achieved by reducing biased
responses associated with lengthy sentences, reading difficulty, and statement ambiguity.
This type of scale has been applied to problems in marketing, clinical psychology,
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personality measurement, and cross-cultural communications (Osgood et al. 1962;
DiVesta 1966; Kagan et al. 1961; Wright 1958; Wells and Smith 1960; Triandis 1959;
Gordon et al. 1963; Suci 1960). They can be used with adults or children, and persons
from any culture. An example of a Semantic Differential Scale is:
Good ___:::___:::___:::___:::___:::___:::___ Bad
3 2 1 0 1 2 3
The position marked 0 is labeled "neutral," the 1 positions are labeled "slightly,"
the 2 positions "quite," and the 3 positions "extremely." The scale measures directionality
of a reaction (e.g., good versus bad), and also the intensity (1-slightly, 2-quite, 3-
extremely, etc) (Alford and Strother 1990). How far a rating is from the middle of the
scales indicates the intensity (slight to extreme) of the person's attitude.
One of the first steps in the construction of a Semantic Differential Scale is the
selection of the concept that will be rated with bipolar adjectives. The chosen concept
must be relevant to the research problem, and also it must represent part of the semantic
space. The second step is to select appropriate adjective pairs. The main criterions in the
selection include factor representatives, and relevance to the concept used (Williams
1974; Gallois and Callan 1981). Adjective pairs are selected according to the objectives
of the survey.
Ratings on Semantic Differential Scales are related to three basic dimensions of a
response. The three dimensions which have been labeled Evaluation, Potency, and
Activity (EPA), have been verified, and replicated in an impressive variety of studies
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(Osgood et al. 1957; Wright 1958; Heise 1965; Jenkins et al. 1959). Usually, a concept is
rated on several scales associated with a single dimension, and the results are averaged to
provide a single factor score for each dimension. Measurements of a concept on the EPA
dimensions are referred to as the concept's profile. EPA measurements are appropriate
when there is an interest in affective responses, and it is applicable to any concept or
stimulus, allowing in this way comparisons of affective reactions on many different
things.
Evaluation is associated with the adjective contrasts like: nice-awful, good-bad,
sweet-sour, helpful-unhelpful, positive-negative, pleasant-unpleasant, worthless-valuable,
and dirty-clean. Some scales which define the Potency dimension are: big-little,
powerful-powerless, strong-weak, deep-shallow, heavy-light, hard-soft, simple-complex,
submissive-assertive, difficult-easy. Activity scales are: fast-slow, alive-dead, and noisy-
quiet.
The technique of the semantic differential scale is conceptually easy to
implement. First, respondents are presented with the concept. The concept can be a noun,
term, phrase, or picture. A set of bipolar adjectival scales is used to differentiate the
concept. The task of the respondent is to indicate his or her level of association between
the adjectives and the concept. The measurement of the association is usually assessed
using a seven-step intensity scale. Respondents have to check the box closest to the
adjective that characterizes their attitude about the concept. Those who have no opinion
or are neutral about it should mark the middle box (0-“neutral”).
The semantic differential technique offers many advantages as a method that
measures people's reactions. Respondents consider the scales easy and fast because the
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level of understanding needed to complete a typical scale is usually low. A 100-item test
can be completed in less than 15 minutes. Also, respondents’ level of boredom can be
reduced by mixing the bipolar adjectives for a concept. Probably one of the greatest
advantages of the technique refers to its validity (Tittle and Hill 1967). The validity is
achieved by reducing confusing responses associated with lengthy items, reading
difficulty, statement ambiguity, and social desirability.
In their first reported lighting experiment during the 1970s, Flynn et al. (1973)
used the semantic differential rating scale method to group adjective pairs that gave
similar results, allowing them in this way to reduce the data to three significant factors
(Evaluative, Perceptual Clarity, and Spaciousness).
Survey development for Semantic Differential Scaling
To test the proposed hypotheses of this study, which assumes that there is no
difference between the perceptions of the lighting conditions of the physical space under
investigation, and the analogous digital images for three different lighting installations,
respondents rated the environmental lighting conditions, and the analogous digital images
by using the survey presented in Figure 14.
The survey was created using the same pairs of adjectives and tested the same
factors that Flynn et al. (1973) used in their experiment (Evaluative-pleasantness of the
space, Perceptual Clarity-spatial brightness of the space, Spaciousness-size and
greatness of the space, Formality-shape of the space, and Spatial Complexity-visual
clutter of the space).
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Friendly ___::::___::::___::::___::::___::::___::::___ Hostile
Pleasant ___::::___::::___::::___::::___::::___::::___ Unpleasant
Like ___::::___::::___::::___::::___::::___::::___ Dislike
Harmony ___::::___::::___::::___::::___::::___::::___ Discord
Satisfying ___::::___::::___::::___::::___::::___::::___ Frustrating
Beautiful ___::::___::::___::::___::::___::::___::::___ Ugly
Sociable ___::::___::::___::::___::::___::::___::::___ Unsociable
Relaxed ___::::___::::___::::___::::___::::___::::___ Tense
Interesting ___::::___::::___::::___::::___::::___::::___ Monotonous
Large ___::::___::::___::::___::::___::::___::::___ Small
Long ___::::___::::___::::___::::___::::___::::___ Short
Spacious ___::::___::::___::::___::::___::::___::::___ Cramped
Clear ___::::___::::___::::___::::___::::___::::___ Hazy
Bright ___::::___::::___::::___::::___::::___::::___ Dim
Faces Clear ___::::___::::___::::___::::___::::___::::___ Faces Obscure
Distinct ___::::___::::___::::___::::___::::___::::___ Vague
Focused ___::::___::::___::::___::::___::::___::::___ Unfocused
Radiant ___::::___::::___::::___::::___::::___::::___ Dull
Simple ___::::___::::___::::___::::___::::___::::___ Complex
Uncluttered ___::::___::::___::::___::::___::::___::::___ Cluttered
Rounded ___::::___::::___::::___::::___::::___::::___ Angular
Informal ___::::___::::___::::___::::___::::___::::___ Formal
extremely quite slightly neural slightly quite extremely
Figure 14. Survey Sample
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Experimental Procedure
The method for evaluating the subjective responses was the semantic differential
rating scale. The subjects in our study were freshman and sophomore students in the Art
and Design Department from Iowa State University, with no experience or knowledge
about lighting design. The students were randomly distributed to five groups of eight
respondents in each group.
The Semantic Differential Scale Procedure was applied in two steps. In one of the
steps were presented the three different lighting arrangements of the conference room; in
the other step were presented the three analogous computationally rendered images of the
space. For each group, the order of the steps, and the sequence in which the digital
images, and the lighting installations in the physical space were presented, was different.
The steps followed the same protocol that Flynn (1973) used in his lighting experiment.
First step. During this step the respondents were asked to rate each of the three
lighting conditions of the actual physical space. The lighting arrangements were viewed
from the outside through an existing window placed on the west side of the conference
room. All three lighting arrangements were shown initially for 15 seconds to provide a
general frame of reference. The step proceeded by using one of the three lighting
arrangements at a time in a different order for each of the five groups, followed by
ratings. For a better adaptation, each lighting arrangement was shown again this time for
one minute.
Second step. During this step the respondents were asked to rate the
computationally rendered images that were each presented on a 8.5 X 11 inch
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photographic paper. The digital images were presented on photographic paper instead of
being projected on a full high-resolution display, because the viewer’s perception about
the quality of the image between those two different presentations is indistinguishable
(McNamara et al. 2000). All three digital images were shown initially for 15 seconds to
provide a general frame of reference. The step proceeded by using one of the three
images at a time in a different order for each of the five groups, followed by ratings. For a
better adaptation, each of the computationally rendered images was shown this time for
one minute.
Inferential Statistics
Whenever two observations are linked in such a way that they should be more
similar to one another than to the rest of the data, they are considered paired observations.
Paired observations might be before and after samples are collected from the same
individual. It is not the before-after that makes them paired, but the fact that they came
from the same individual. Therefore, a paired sample t-test is used in our study to analyze
the data. The test is used to determine whether there is a significant difference between
the average values of the same measurement made under two different conditions
(Tamhane and Dunlop 2000). Both measurements are made on each unit in a sample, and
the test is based on the paired differences between these two values. The null hypothesis
for the paired sample t-test refers to the fact that there is no significant difference
between the means of the two variables. The alternate hypothesis refers to the fact that
there is a significant difference between the means of the two variables.
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RESULTS
To test the null hypothesis of this study, which assumes that there is no difference
between the perceptions of the lighting conditions of the physical space under
investigation, and the analogous digital images for three different lighting installations,
we used the paired sample t-test. The assumptions of the paired sample t-test are: the
observations are independent of each other, the dependent variable is measured on an
interval scale, the differences are normally distributed in the population, and each
person’s score has not been influenced by other people’s scores.
For each of the three different lighting conditions, five factors of the physical
space and the analogous digital images were analyzed by the paired sample t-test. The
factors were: evaluative (friendly-hostile, pleasant-unpleasant, like-dislike, harmony-
discord, satisfying-frustrating, beautiful-ugly, sociable-unsociable, relaxed-tense, and
interesting-monotonous), spaciousness (large-small, long-short, and spacious-cramped),
perceptual clarity (clear-hazy, bright-dim, face clear-face obscure, distinct-vague,
focused-unfocused, and radiant-dull), spatial complexity (simple-complex, and
uncluttered and cluttered), and formality (rounded-angular and informal-formal).
Overhead diffuse and peripheral lighting instalation-45 footcandles
The output for the paired sample t-test analysis of the data for the perception of
the combination of the overhead diffuse installation and peripheral lighting is presented
in tables 2, 3, 4, and 5.
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Table 2. Paired samples statistics for the combination of the overhead diffuse and
peripheral lighting installation
Mean N Std.
Deviation
Std. Error
Mean
Pair 1 Evaluative-d* 3.934 39 0.753 0.120
Evaluative-p* 3.626 39 1.138 0.182
Pair 2 Spaciousness-d 4.230 39 0.862 0.138
Spaciousness-p 3.692 39 1.024 0.164
Pair 3 Perceptual clarity-d 4.029 39 0.633 0.101
Perceptual clarity-p 3.923 39 1.057 0.169
Pair 4 Spatial complexity-d 2.794 39 0.915 0.146
Spatial complexity-p 2.756 39 0.616 0.098
Pair 5 Formality-d 4.589 39 1.037 0.166
Formality-p 4.410 39 0.902 0.144
d*-digital image
p*-physical space
Table 2 presents the descriptive statistics for each of the five pairs of factors:
evaluative, spaciousness, perceptual clarity, spatial complexity, and formality. The data
shows that there are no major extremes or unusual distributions.
Table 3. Paired samples correlations for the overhead diffuse and peripheral lighting
installation
N Correlation Sig.
Pair 1 Evaluative d* & p* 39 -0.071 0.666
Pair 2 Spaciousness d & p 39 -0.020 0.903
Pair 3 Perceptual clarity d & p 39 -0.126 0.444
Pair 4 Spatial complexity d & p 39 0.107 0.516
Pair 5 Formality d & p 39 -0.019 0.907
*d-digital image
*p-physical space
Table 3 presents the paired statistical correlations for each of the five pairs of
factors: evaluative, spaciousness, perceptual clarity, spatial complexity, and formality.
Correlations measure the linear relationship between two different variables. The
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correlation coefficient can take values ranging from -1 to 1. Values that are close to 1
indicate that there is a strong positive relationship between the variables, therefore as one
variable increases in value, so does the other; values close to 0 indicate that there is little
or no linear relationship; values close to -1 indicate that there is a strong negative
relationship. The expectation is that a person who has a low score for the first evaluation,
also has a low score for the second evaluation, relative to the rest of the population
sample. Similarly, someone who has a high score for the first evaluation is expected also
to have a fairly high score for the second evaluation relative to the rest of the population
sample.
In Table 3, pair 4 which describes the spatial complexity factor, shows a small
positive correlation between the perceptions of the two different evaluations. Pairs 1, 2, 3
and 5, which describe the evaluative, the spaciousness, the perceptual clarity, and the
formality factors, show a small negative correlation between the perceptions of the two
different evaluations. However, the magnitude of the correlations for all five pairs is very
week, all values being extremely close to 0. This indicates that there is not enough
evidence for a consistent pattern of change for the factor comparison between the two
evaluations.
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Table 4. Paired samples test-1 for the combination of the overhead diffuse and peripheral
lighting installation
Paired Difference
95% Conf.
inter.
Mean
Std.
Dev.
Std.
Error
Mean Lower Upper t
Pair 1 Evaluative(d*-p*) 0.307 1.409 0.225 -0.149 0.764 1.364
Pair 2 Spaciousness(d-p) 0.538 1.352 0.216 0.100 0.976 2.487
Pair 3 Perceptual clarity(d-p) 0.106 1.299 0.208 -0.314 0.528 0.513
Pair 4 Spatial complex.(d-p) 0.038 1.047 0.167 -0.301 0.378 0.229
Pair 5 Formality(d-p) 0.179 1.388 0.223 -0.270 0.629 0.807
*d-digital image
*p-physical space
Table 4 presents descriptive statistics for each of the five pairs of factors:
evaluative, spaciousness, perceptual clarity, spatial complexity, and formality. The
information presented in this table is critical for the evaluation of the current research
question. An important piece of information presented in this table is the 95% confidence
interval. The 95% confidence interval shows that 95% of the most likely values of the
mean difference lie between: -0.149 and 0.764 for the evaluative factor, 0.100 and 0.976
for the spaciousness factor, -0.314 and 0.528 for the perceptual clarity factor, -0.301 and
0.378 for the spatial complexity factor, and -0.270 and 0.629 for the formality factor.
Based on this information, we can say that because the 95% confidence interval for the
spaciousness factor does not contain the 0 value, there is suggestive evidence that our
null hypothesis will not be true for this comparison.
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Table 5. Paired samples test-2 for the combination of the overhead diffuse and peripheral
lighting installation
df Sig. (2-tailed)
Pair 1 Evaluative (d*-p*) 38 0.181
Pair 2 Spaciousness (d-p) 38 0.017
Pair 3 Perceptual clarity (d-p) 38 0.611
Pair 4 Spatial complexity (d-p) 38 0.820
Pair 5 Formality (d-p) 38 0.424
*d-digital image
*p-physical space
Table 5 presents the most important piece of information that gives us the answer
to the research question: p-value, which measures the credibility of the hypothesis. The
results show that for the evaluative factor (p=0.181), the perceptual clarity factor
(p=0.611), the spatial complexity factor (p=0.820), and the formality factor (p=0.424),
there is no significant difference between the two sets of evaluations. As expected, there
is a significant difference for the spaciousness factor (p=0.017) between the two sets of
evaluations. This information confirms what we speculated previously based on the 95%
confidence interval, that the null hypothesis is actually not true.
Overhead diffuse lighting instalation-32 footcandles
The output for the paired sample t-test analysis of the data for the perception of
the overhead diffuse lighting installation is presented in tables 6, 7, 8, and 9:
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Table 6. Paired samples statistics for the overhead diffuse lighting installation
Mean N Std.
Deviation
Std. Error
Mean
Pair 1 Evaluative-d* 3.98 40 0.549 0.086
Evaluative-p* 3.45 40 0.853 0.134
Pair 2 Spaciousness-d 4.00 40 0.708 0.111
Spaciousness-p 3.41 40 0.989 0.156
Pair 3 Perceptual clarity-d 3.87 40 0.765 0.120
Perceptual clarity-p 2.48 40 0.545 0.086
Pair 4 Spatial complexity-d 2.61 40 0.996 0.157
Spatial complexity-p 2.45 40 0.658 0.104
Pair 5 Formality-d 4.57 40 1.071 0.169
Formality-p 4.21 40 1.224 0.193
*d-digital image
*p-physical space
Table 6 presents the descriptive statistics for each of the five pairs of factors:
evaluative, spaciousness, perceptual clarity, spatial complexity, and formality. The data
shows that there are no major extremes or unusual distributions.
Table7. Paired samples correlations for the overhead diffuse lighting installation
N Correlation Sig.
Pair 1 Evaluative d* & p* 40 0.072 0.288
Pair 2 Spaciousness d & p 40 -0.049 0.765
Pair 3 Perceptual clarity d & p 40 0.210 0.193
Pair 4 Spatial complexity d & p 40 0.067 0.679
Pair 5 Formality d & p 40 0.510 0.001
*d-digital image
*p-physical space
Table 7 presents the paired statistical correlations for each of the five pairs of
factors: evaluative, spaciousness, perceptual clarity, spatial complexity, and formality.
Correlations measure the linear relationship between two different variables. The
correlation coefficient can take values ranging from -1 to 1. Values that are close to 1
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indicate that there is a strong positive relationship between the variables, therefore as one
variable increases in value, so does the other; values close to 0 indicate that there is little
or no linear relationship; values close to -1 indicate that there is a strong negative
relationship. The expectation is that a person who has a low score for the first evaluation,
also has a low score for the second evaluation, relative to the rest of the population
sample. Similarly, someone who has a high score for the first evaluation is expected also
to have a fairly high score for the second evaluation relative to the rest of the population
sample.
In Table 7, pair 2 which describes the spaciousness factor, shows a small negative
correlation between the perceptions of the two different evaluations. Pairs 1, 3, 4, and 5
which describe the evaluative, the perceptual clarity, the spatial complexity, and the
formality factors, show a small positive correlation between the two different evaluations.
However, the magnitude of the correlations for four of the five pairs (1, 2, 3, and 4) is
very week, all values being extremely close to 0. This indicates that there is not enough
evidence for a consistent pattern of change for the factor comparison between the two
assessments. The correlation for pair 5 is stronger (0.510); this indicates some pattern for
the factor comparison between the two evaluations.
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Table 8. Paired samples test-1 for the overhead diffuse lighting installation
Paired Difference
95% Conf.
inter.
Mean
Std.
Dev.
Std.
Error
Mean Lower Upper t
Pair 1 Evaluative (d*-p*) 0.528 0.932 0.147 0.230 0.826 3.586
Pair 2 Spaciousness (d-p) 0.583 1.244 0.196 0.185 0.981 2.965
Pair 3 Perceptual clarity (d-p) 1.395 0.841 0.133 1.125 1.664 10.488
Pair 4 Spatial complex. (d-p) 0.162 1.156 0.182 -0.207 0.532 0.888
Pair 5 Formality (d-p) 1.143 0.180 0.222 -0.003 0.728 2.005
*d-digital image
*p-physical space
Table 8 presents descriptive statistics for each of the five pairs of factors:
evaluative, spaciousness, perceptual clarity, spatial complexity, and formality. The
information presented in this table is critical for the evaluation of the current research
question. An important piece of information presented in this table is the 95% confidence
interval. The 95% confidence interval shows that 95% of the most likely values of the
mean difference lie between: -0.230 and 0.826 for the evaluative factor, 0.185 and 0.981
for the spaciousness factor, 1.125 and 1.664 for the perceptual clarity factor, -0.207 and
0.532 for the spatial complexity factor, and -0.003 and 0.728 for the formality factor.
Based on this information, we can say that because the 95% confidence intervals for the
evaluative, the spaciousness, and the perceptual clarity factors do not contain the 0 value,
there is suggestive evidence that our null hypothesis will not be true for these three
comparisons. The 95% confidence interval for the formality factor does not contain the 0
value, but it is extremely close to it, which might suggest that the result for this factor
will be inconclusive.
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Table 9. Paired samples test-2 for overhead diffuse lighting installation
df Sig. (2-tailed)
Pair 1 Evaluative (d*-p*) 39 0.001
Pair 2 Spaciousness (d-p) 39 0.005
Pair 3 Perceptual clarity (d-p) 39 0.000
Pair 4 Spatial complexity (d-p) 39 0.380
Pair 5 Formality (d-p) 39 0.052
*d-digital image
*p-physical space
Table 9 presents the most important piece of information that gives us the answer
to the research question: p-value, which measures the credibility of the hypothesis. The
results show that for the spatial complexity factor, there is no significant difference
between the two sets of evaluations (p=0.380). As expected, there is a significant
difference for the evaluative factor (p=0.001), the spaciousness factor (p=0.005), and the
perceptual clarity factor (p=0.000) between the two sets of evaluations. This information
confirms what we speculated previously based on the 95% confidence interval that the
null hypothesis is actually not true. For the formality factor (p=0.052) the difference
between the two sets of evaluations is suggestive, but the significance is inconclusive.
Peripheral lighting installation-15 footcandles
The output for the paired sample t-test of the data for the perception of the
peripheral lighting installation is presented in the following tables 10, 11, 12, and 13:
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Table 10. Paired samples statistics for the peripheral lighting installation
Mean N Std.
Deviation
Std. Error
Mean
Pair 1 Evaluative-d* 3.961 40 1.166 0.176
Evaluative-p* 2.883 40 0.768 0.121
Pair 2 Spaciousness-d 4.350 40 0.939 0.148
Spaciousness-p 4.091 40 0.823 0.130
Pair 3 Perceptual clarity-d 4.241 40 1.203 0.190
Perceptual clarity-p 3.995 40 0.756 0.119
Pair 4 Spatial complexity-d 2.462 40 0.922 0.145
Spatial complexity-p 2.612 40 0.909 0.143
Pair 5 Formality-d 4.712 40 1.170 0.185
Formality-p 4.050 40 1.290 0.203
*d-digital image
*p-physical space
Table 10 presents the descriptive statistics for each of the five pairs of factors:
evaluative, spaciousness, perceptual clarity, spatial complexity, and formality. The data
shows that there are no major extremes or unusual distributions.
Table 11. Paired samples correlations for the peripheral lighting installation
N Correlation Sig.
Pair 1 Evaluative d*& p* 40 0.022 0.893
Pair 2 Spaciousness d & p 40 0.101 0.535
Pair 3 Perceptual clarity d & p 40 0.099 0.544
Pair 4 Spatial complexity d & p 40 0.403 0.010
Pair 5 Formality d & p 40 0.816 0.000
*d-digital image
*p-physical space
Table 11 presents the paired statistical correlations for each of the five pairs of
factors: evaluative, spaciousness, perceptual clarity, spatial complexity, and formality.
Correlations measure the linear relationship between two different variables. The
correlation coefficient can take values ranging from -1 to 1. Values that are close to 1
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indicate that there is a strong positive relationship between the variables, therefore as one
variable increases in value, so does the other; values close to 0 indicate that there is little
or no linear relationship; values close to -1 indicate that there is a strong negative
relationship. The expectation is that a person who has a low score for the first evaluation,
also has a low score for the second evaluation, relative to the rest of the population
sample. Similarly, someone who has a high score for the first evaluation is expected also
to have a fairly high score for the second evaluation relative to the rest of the population
sample.
In Table 11, all pairs show a positive correlation between the two factors.
However the magnitude of the correlations for the pairs 1, 2, and 3 which describe the
evaluative, the spaciousness, and the perceptual clarity factors are very week, the values
being extremely close to 0; this indicates that there is not enough evidence for a
consistent pattern of change for the factor comparison between the two evaluations. The
correlation for pair 4 is stronger (0.403), getting even stronger for pair 5 (0.816); this
increase of the correlation indicates a pattern for the factor comparison between the two
evaluations.
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Table 12. Paired samples test-1 for the peripheral lighting installation
Paired Difference
95% Conf.
inter.
Mean
Std.
Dev.
Std.
Error
Mean Lower Upper t
Pair 1 Evaluative(d*-p*) 1.077 1.341 0.212 0.648 1.506 5.081
Pair 2 Spaciousness(d-p) 0.258 1.185 0.187 -0.120 0.637 1.379
Pair 3 Perceptual clarity(d-p) 0.245 1.356 0.214 -0.188 0.679 1.146
Pair 4 Spatial complex.(d-p) -0.150 1.001 0.158 -0.470 0.170 -0.94
Pair 5 Formality(d-p) 0.662 0.754 0.119 0.421 0.903 5.554
*d-digital image
*p-physical space
Table 12 presents descriptive statistics for each of the five pairs of factors:
evaluative, spaciousness, perceptual clarity, spatial complexity, and formality. The
information presented in this table is critical for the evaluation of the current research
question. An important piece of information presented in this table is the 95% confidence
interval. The 95% confidence interval shows that 95% of the most likely values of the
mean difference lie between: 0.648 and 1.506 for the evaluative factor, -0.120 and 0.637
for the spaciousness factor, -0.188 and 0.679 for the perceptual clarity factor, -0.470 and
0.170 for the spatial complexity factor, and 0.421 and 0.903 for the formality factor.
Based on this information, we can say that because the 95% confidence intervals for the
evaluative and formality factors do not contain the 0 value, there is suggestive evidence
that our null hypothesis will not be true for these two comparisons.
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Table 13. Paired samples test-2 for the peripheral lighting installation
df Sig. (2-tailed)
Pair 1 Evaluative(d*-p*) 39 0.000
Pair 2 Spaciousness(d-p) 39 0.176
Pair 3 Perceptual clarity(d-p) 39 0.259
Pair 4 Spatial complexity(d-p) 39 0.349
Pair 5 Formality(d-p) 39 0.000
*d-digital image
*p-physical space
Table 13 presents the most important piece of information that gives us the
answer to the research question: p-value, which measures the credibility of the
hypothesis. The results show that for the spaciousness factors (p=0.176), the perceptual
clarity factor (p=0.259), and the spatial complexity factor (p=0.349) there is no
significant difference between the two sets of evaluations. As expected, there is a
significant difference for the evaluative factor (p=0.000), and the formality factor
(p=0.000) between the two sets of evaluations. This information confirms what we
speculated previously based on the 95% confidence interval that the null hypothesis is
actually not true.
58
DISCUSSION
The purpose of our research is to determine if classic lighting studies can be
explored in a contemporary setting by using digitally rendered images, and to identify to
what extent the subjective evaluation of the lighting conditions of an interior space can be
reproduced using these images. The results of our study would suggest that digital
renderings have the potential to reliably present important characteristics of interior
spaces under certain illumination conditions. In this chapter we are going to discuss some
of the findings of our study under three different lighting situations: a combination of
overhead diffuse and peripheral lighting-45 footcandles, overhead diffuse lighting-32
footcandles, and peripheral lighting-15 footcandles.
For a better understanding of our results we are going to use Flynn’s results
(Flynn et al. 1973), as an important reference point in our discussion. The classic work in
the area of aesthetic impressions is represented by Flynn’s investigations of the
appearance of various lighting conditions in conference rooms. Flynn obtained different
ratings on semantic differential scales in response to six lighting configurations (Flynn et
al. 1973). He reduced the semantic differential scales to three interpretable factors:
perceptual clarity, evaluative impressions, and spaciousness. Later, he presented
techniques for relating the lighting modes to factors (Flynn et al. 1979). Lighting modes
and subjective impressions based on Flynn’s work have also been included in IESNA
Lighting Handbook (Rea 1993). Some of his findings are:
• perceptual clarity is reinforced by high levels of overhead diffuse lighting, and a
combination of high levels of overhead diffuse and peripheral lighting
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• spaciousness is reinforced by a combination of peripheral and low overhead
lighting (diffuse or direct). Overhead lighting alone, especially at low levels is
not effective in producing the impression of spaciousness
• evaluative perception is reinforced by a combination of overhead (diffuse or
direct) supplemented by peripheral lighting, but overhead diffuse lighting,
regardless of intensity is not effective in enhancing the perception of this factor
• formality and spatial complexity factors were not statistically significant in
Flynn’s studies; there were little fluctuations on the adjective scales among
different lighting installations for these two factor.
Next, we are going to discuss the findings of our study by making references to
Flynn’s results.
Overhead diffuse and peripheral lighting installation-45 footcandles
Under the first scenario, emphasizing a combination of overhead diffuse and
peripheral lighting, the statistical analysis suggests that the subjects in our study
perceived four of the five factors under investigation: evaluative, perceptual clarity,
spatial complexity and formality, as being the same when viewed in the physical space
and in the analogous digital image. However, the spaciousness factor was perceived as
being different under the same lighting conditions.
The spaciousness factor, which refers to the size and greatness of the space, is
represented in our study by the following sets of adjectives: large-small, long-short, and
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spacious-cramped. One of the findings of Flynn’s study (1973) was that the perception of
this factor can be created in a physical space by using a combination of peripheral and
low overhead lighting (diffuse or direct). Assuming that the space in our study was
perceived spacious under the current lighting conditions, as expected from Flynn’s study
(1973), and because of the significant statistical difference between the perceptions of the
physical space and the digital image, we can conclude that the latter did not create the
perception of spaciousness. One reason for obtaining such a significant statistical
difference can be related to the use of a higher intensity of light (45 footcandles) in our
study than in Flynn’s study (10 footcandles). If the intensity of light was able to create
the expected perception of spaciousness in the physical space, the statistical results imply
that the digital image was not able to create the same effect. Lowering the intensity of
light to the one used by Flynn in his study (10 footcandles) could change the outcome of
the results and create the same perception in both the physical space and the digital
image. This outcome could be related to the two-dimensional nature of a digital
representation, which might not be able to capture all the necessary features of a physical
space required to create a similar perception.
Flynn tested the subjective impressions of lighting using two extreme values for
the intensity of light: 10 footcandles, and 100 footcandles. For most of the six lighting
arrangements that he tested, the intensity of light played an important role in emphasizing
the visual factor under analysis. This finding from Flynn’s study makes us believe that at
a certain value for the intensity of light (threshold level) between 10 and 100 footcandles,
the perception of the factor under investigation can change. Furthermore, the threshold
level for the intensity of light is different depending on the existing lighting arrangement
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investigated. Thus, another possible reason for the difference found in our results is the
unknown threshold level of the intensity of light under the current lighting arrangement
which might be coincidently close to the value that we tested. This assumption might
explain the occurrence of the significant difference.
In out study, the value of the intensity of light (45 footcandles) under the current
lighting arrangement: a combination of overhead diffuse and peripheral lighting, could be
very close to the threshold level of the intensity of light around which the perception of
the spaciousness factor is not consistent. This fact might have influenced the outcome of
the results, allowing the respondents to be uncertain and confused about their perception
of this factor under the current lighting conditions in the physical space and in the digital
image. Lowering the intensity of light bellow the threshold level, to values closer to the
one that Flynn used in his study (10 footcandles) could result in consistent perceptions of
spaciousness in both the physical space and the digital image. Increasing the intensity of
light above the threshold level, to values closer to what Flynn used in his study (100
footcandles) also could result in consistent perception of a space that is not spacious.
Overhead diffuse-32 footcandles
Under the second scenario, emphasizing the overhead diffuse lighting, our
statistical analysis suggests that the subjects in our study perceived only one factor,
spatial complexity, as being the same when viewed in the physical space and in the
analogous digital image. Three of the five factors under investigation: evaluative,
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perceptual clarity, and spaciousness were not perceived as being the same when viewed
under similar lighting conditions.
The perceptual clarity factor refers to the spatial brightness, and it is represented
in our study by the following sets of adjectives: clear-hazy, bright-dim, face clear-face
obscure, distinct-vague, focused-unfocused, and radiant-dull. The evaluative factor refers
to the pleasantness of the space, and it is represented in our study by the following sets of
adjectives: friendly-hostile, pleasant-unpleasant, like-dislike, harmony-discord,
satisfying-frustrating, beautiful-ugly, sociable-unsociable, relaxed-tense, and interesting-
monotonous. As stated in the first scenario, the spaciousness factor refers to the size and
greatness of the space.
One of the conclusions of Flynn’s study was that the overhead diffuse lighting at
low levels of intensity is not effective in creating the impression of spaciousness,
pleasantness, or perceptual clarity in a space. Using the same analogy from the first
scenario, based on Flynn’s study we can assume that under the current lighting
conditions, our physical space was perceived cramped, unpleasant, and having low
clarity. Given the significant statistical differences found between the two perceptions for
all three factors we can hypothesize that the digital images created the opposite
impression: spaciousness, pleasantness, and clarity.
Different intensities of lighting from overhead diffuse systems affect the
impressions of perceptual clarity, and tend to increase the perceived spaciousness
(Flynn et al. 1973). One reason for obtaining the significant statistical difference for the
perceptual clarity and spaciousness factors, can be related to the use of a higher
intensity of light (32 footcandles) in our study compared to Flynn’s study (10
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footcandles). Lowering the intensity of light to the one used by Flynn in his study, could
change the outcome of the results and create the same perception in both the physical
space and the digital image. Also, as explained in the previous scenario, the unknown
threshold level of the intensity of light, which might be coincidently close to the value of
the intensity of light that we tested, could have played a role in obtaining significant
differences for these two factors under the current lighting conditions.
However, the intensity of light has no effect upon the evaluative impression
under overhead diffuse lighting systems (Flynn et al. 1973). The threshold level under the
current conditions does not seem to have been the potential cause for confusing
perceptions of this factor in the physical space and the digital image.
Peripheral lighting-15 footcandles
Under the third scenario, which emphasizes the peripheral lighting, the results of
the statistical analysis suggests that the subjects in our study perceived three of the five
factors under investigation: spaciousness, perceptual clarity and spatial complexity, as
being the same when viewed in the physical space and in the analogous digital image.
However, the perceptions of two factors: evaluative and formality were different under
the same conditions under investigation.
One of the conclusions of Flynn’s study was that peripheral lighting by itself is
not effective in creating the impression of pleasantness in a space; the addition of
peripheral lighting just enhances the evaluative factor. Also peripheral lighting does not
affect the formality factor. However, our statistical results show that these two factors
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were perceived differently when viewed in the physical space and the analogous digital
image. These results were somewhat paradoxical in the sense that the responses were not
consistent to what we expected to obtain. For example, in Flynn’s study, the spatial
complexity and formality factors were eliminated from the final analysis because they
turned out not to be statistically significant. In our study we obtained similar results for
the spatial complexity factor: the perceptions of this factor were consistently the same in
the physical space as well as in the digital images for all three lighting conditions under
investigation. However, for the formality factor some of the results were inconclusive or
showed significant differences.
Some additional factors that could have influenced the outcomes obtained in our
study are the number of subjects used, as well as their age. In comparison to Flynn’s
study, which used 96 subjects from the General Electric “Lighting Institute” Nela Park,
Cleveland, our study was smaller, using only 40 freshman and sophomore students in the
Art and Design Department from Iowa State University, with no experience or
knowledge about lighting design. Similarly, age could have also played a role in
influencing our results. As apposed to Flynn’s study where the subjects were between 20
and 60 years old, in our study the subjects were between 20 and 28 years old. The human
visual system changes with age causing reduced visual acuity, contrast sensitivity, color
discrimination, and increased time taken to adapt to large and sudden changes in
luminance and increased sensitivity to glare, which can affect the perception of lighting
in an interior space.
Probably the most significant influence on our results was determined by the
difficulty of creating digital images that captured correctly the perception of the physical
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space used in our study. The creation of images that are realistic and physically
indistinguishable from an actual scene is the main goal of computer graphics work.
However, the physical accuracy of a digital image is not necessarely equivlent to
perceptual fidelity. Some experiments, already discussed in the literature review
(Rademacher et al. 2002), have shown that even photographs (which are “photo-real”)
are not always perceived as equivalent to the space they were taken of. Therefore, the
creation of synthetic images that would be not only physically, but also perceptually
accurate, and thus produce a similar visual response as the one of a real scene, becomes a
great challenge. Achieving this goal implies that many aspects of the human visual
system must be considered in order to identify the perceptual effects that a realistic
rendering must have to be able to induce a similar visual response as a real scene.
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GENERAL CONCLUSION
In this study we have presented a first attempt towards understanding the potential
of computationally rendered images for the evaluation of subjective impressions of
lighting quality in interior spaces. Our experiment confirms some of the common
assumptions about the perception of lighting through the use of quantitative data, but it
also casts doubt regarding some common notions about realistic renderings.
In our study we have utilized human responses to evaluate three different
illumination conditions in order to assess the simulation fidelity of computer graphics
scenes. The five visual factors of the interior space under investigation were: evaluative
impression, spaciousness, perceptual clarity, spatial complexity, and formality. These
factors were evaluated under three different lighting conditions: a combination of
overhead diffuse and peripheral lighting (45 footcandles), overhead diffuse lighting
(32 footcandles), and peripheral lighting (15 footcandles).
The results of our study indicate that of the factors under investigation, some of
them can be accurately captured in the analogous digital image of an interior space, but
only under certain illumination conditions. As shown in Table 14, these factors by
illumination interactions are: spatial complexity under all three lighting conditions
analyzed, evaluative perception under one lighting condition (a combination of
overhead diffuse and peripheral lighting-45 footcandles), perceptual clarity under two
lighting conditions (peripheral lighting-15 footcandles, and a combination of overhead
diffuse and peripheral lighting-45 footcandles), formality under one lighting condition (a
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combination of overhead diffuse and peripheral lighting-45 footcandles) and
spaciousness under one lighting condition (peripheral lighting-15 footcandles).
Table 14. Overall summary of the results of the five visual factors for the three different
lighting conditions under investigation
Evaluative
Perception
Spaciousness Perceptual
Clarity
Spatial
Complexity
Formality
Overhead
diffuse +
peripheral
No
significant
difference
Significant
difference
Intensity of
light might
influence the
result
No
significant
difference
No
significant
difference
No
significant
difference
Overhead
diffuse
Significant
Difference
Further
research
needed
Significant
difference
Intensity of
light might
influence the
result
Significant
difference
Intensity of
light might
influence the
result
No
significant
difference
Inconclusive
results
Peripheral
lighting
Significant
Difference
Further
research
needed
No
significant
difference
No
significant
difference
No
significant
difference
Significant
Difference
Further
research
needed
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Even though the results of our experiment can be seen as holding good promise
for reliable evaluations of the lighting quality through the use of digital images, there is a
clear need for further investigations to fully understand what other variables might have
caused the occurrence of significant differences for some factors by illumination
condition interactions.
Further investigations are needed to understand the role that the intensity of light
plays in the subjective evaluation of a space for all of the lighting conditions presented,
and to evaluate the threshold level of the intensity of light that determines the shift of the
perception of an environment for certain visual factors.
Possible reasons for the inconsistent or inconclusive results found in our research
can be related to the two-dimensional nature of a digital image, which might not have
been able to capture all the necessary features of the physical space that are required for
creating a similar perception. Because of the complexity of the human visual system and
the nature of computational rendering algorithms that exist today, future work should
focus on developing and improving efficient methods that will simulate the behavior of
light in an environment. To produce such images there is a need for modeling not only
the physical behavior of light, but also the characteristics of the perceptual response. In
order to achieve this goal, it is extremely important to take into account the existing
scientific knowledge regarding the human visual perception in the rendering and the
display process. Understanding how different visual factors determine if an observer
perceives an image as photographic would allow in the future the development of
rendering algorithms that will specifically target these visual cues.
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Another goal of realistic image synthesis should be the optimization of
computations by avoiding rendering details that would not be perceived by the human
visual system. Lighting in digital images is expensive in terms of computation. There is
the potential of improving the efficiency of algorithms by focusing only on the features of
a scene that are obvious to the human eye. Features that are below the perceptual
visibility threshold could be eliminated from such images, increasing in this way the
efficiency without causing any noticeable difference to the image.
Even though the lighting conditions were accurately represented in the digital
images in our study, the simulation of the physical space was just a good approximation
regarding the design of the furniture and the representation of materials that existed in the
conference room. A further study is needed to explore even in more depth if an accurate
simulation of the design of the physical space in the digital renderings would provide
better results. The existing literature confirms that there is a positive correlation between
the feeling of comfort and warmth associated with high quality renderings, and a high
level of comfort and warmth is also associated with a high level of positive subjective
impressions of lighting (Mania and Robinson 2004).
Even though existing research assures us that the perception of a photographic
image is indistinguishable from the one of an image presented on high-resolution screen
(McNamara et al. 2000), it would be interesting to further explore if replicating our
current experiment but presenting the digital images on a high resolution display instead
of photographic images would find similar results. Such a follow-up study would greatly
expand the range of hypotheses that can be tested. The possibility of a different outcome
could be explained by the fact that a display device has certain limits such as: spatial
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resolution, temporal resolution, luminance range, and color gamuts. The luminance
distributions that can be produced on displays are small relative to the ranges that can be
measured in real scenes. Also, for color, the displays are trichromatic and have limited
gamuts. Furthermore, the scene observer and the display observer might be in very
different visual states influencing in this way how the visual information is perceived.
As more visual factors and techniques for measuring the perception of realism in
digital images are investigated, a more complete understanding of what it really means
for synthetic images to be perceptually equivalent to the scene they represent, will be
achieved.
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APPENDIX
MR16 Photometrics-BK Lighting
MR16 Halogen
Lamp Watts Description Rated Life Center Beam
Cnd/pwr.
Beam Angle Beam
Type
50 EXN 5000 1.750 40 degrees Flood
Dist.
from
lamp
Flood BAB FMW EYP EXN EYC
24’
20’
16’
12’
8’
4’
0’
1.0
1.4
2.1
3.7
8.2
33
2.1
3
4.7
8.3
19
75
2.1
3
4.7
8.3
19
75
3
4.4
6.8
12
27
109
4.2
6
9.4
17
38
150
10’ 8’ 6’ 4’ 2’ 0 2’ 4’ 6’ 8’ 10’
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F42T12 Photometrics-Lamar Lighting
Lamp: F42T12
Ballast Valmont E132PI120G01
Total Input Watts=35.6 at 120.0Volts
Lumen o Candela Ratio Used: 9.17
Indoor Report Characteristics
Total Rated Lamp Lumens: 2900
Efficiency: 95.1 %
CIE Type Semi-Direct
Spacing Criteria (0-180 Degree): 1.3
Spacing Criteria (90-270 Degree): 1.6
Basic Luminous Shape RECTANGULAR
Luminous Width (90-270 Degree): 0.2292 Feet
Luminous Length (0-180 Degree): 4 Feet
Luminous Height: 0.125 Feet
Luminance Data (cd/m²)
Angle in Average Average Average
Degrees 0-Deg 45-Deg 90-Deg
45 3199 4678 7657
55 2610 4821 9181
65 1855 4931 11419
75 1045 5014 15991
85 279 397 34806
Zonal Lumen Summary
Zone Lumens %Lamp %Fixt
0-30 379.51 13.1 13.8
0-40 644.1801 22.2 23.4
0-60 1273.38 43.9 46.2
0-90 2095.61 72.3 76.0
90-120 566.08 19.5 20.5
90-130 638.98 22.0 23.2
90-150 661.97 22.8 24.0
90-180 661.97 22.8 24.0
0-180 2757.58 95.1 100.0
Efficiency = 95.1%
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