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Abstract - -This  paper deals with the selection problem of a flexible manufacturing cell feeding 
several production lines. Sufficient conditions on optimal selection policies, which maximize the total 
amount of time that all the production lines are simultaneously active, are derived. A procedure for 
computing a suboptimal feedback selection policy is also propo6ed. 
1. INTRODUCTION 
Continuous-time Markov chain models have been applied, in recent years, in optimal control 
problems for automated manufacturing systems; see, for example [1, pp. 104-110, 145-155, 
156-161,319-326] and [2-6]. However, most of the work in these papers is confined to the steady 
state stage and effort is directed toward analytical treatment. On the other hand, time-dependent 
optimal control problems are considered in [7], where intensity control of point processes i dis- 
cussed, stochastic Hamilton~3acobi sufficient conditions on optimal controls are derived, and the 
case of Markovian control is dealt with. However, in this case, only closed form solutions are 
sought after there. 
Some types of manufacturing systems, such as flexible manufacturing systems, must have 
the ability to make rapid changes from one mode of operation to another one (see, for example 
[1, pp. 1-9] to solve scheduling problems, etc. These tasks call for applying on-line time-dependent 
optimal feedback control aws. 
In this work the following problem is considered. Given: a flexible manufacturing cell and M 
production lines (or servers), each of them having a finite input buffer space of Bk, k = 1,. . . ,  M 
(actually, one part in processing and Bk - 1 in the buffers). The cell produces one part at a time. 
It processes parts of type k, k = 1,. . . ,  M and forwards them to line k, k = 1,. . . ,  M. The time 
for the cell to produce one part of type k is assumed to be exponentially distributed with mean 
a~" 1, k = 1, . . . ,  M. The cell remains idle when all buffers are full. The production time of line k 
is also assumed to be exponentially distributed with mean v~ 1, k = 1,. . . ,  M. 
When the manufacturing cell completes a part, its controller has to determine which part 
type has to be produced next. The optimal control problem is to select which type of part has 
to be produced next in order to maximize some cost function. Two different cost functions are 
considered here. The first cost function is the expected value of the total time that all production 
lines are simultaneously active (that is, none of the production lines are idle) during the time 
interval [0,r), where v, 0 < r < T, is the first time that a buffer of one or more of the production 
lines is overflowed. The second cost function is the probability of the event that at some time 
A, 0 < A < r < T, all the production lines are simultaneously active. Here, again, r is the first 
time that a buffer of one or more of the production lines is being overflowed. Problems imilar to 
the problem dealt with here have been considered in [8,9]. However, in these references, different 
cost functions are used and the treatment is confined to the steady state stage. 
The outline of this paper is as follows: In Section 2, the necessary mathematical preliminaries 
are given and two lemmas, concerning the computation offeedback selection policies and optimal 
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feedback selection policies, are stated. In Section 3, the optimal selection problem is explicitly 
formulated and sufficient conditions on optimal selection policies are derived. Also, a procedure 
for computing a suboptimal feedback selection policy is proposed there. In Section 4, an ex- 
ample is solved numerically, and the suboptimal selection policy is shown there to be a good 
approximation to the optimal feedback selection policy. 
2. MATHEMATICAL PRELIMINARIES 
Let N~ := {(nx,n2,.. . ,nM) : n l , . . . ,nM = 0,1,2, . . .} and let ~ = {~(t), t _> 0} be a 
right-continuous, table and conservative Markov process with values in N~.  Denote by £t(q) 
the generator of ~, that is 
JC,(q)V(fi)=-q(t,fi;s)V(fi)+ Z q(t, fi, Fn;s)V(rh), n, meN M, t>_O, (1) 
where it is assumed that 
and 
q(t, ~; s) := ~ q(t, fi, m; s), (2) 
q(t, fi, rh ;s )>0,  for all t_>0 and all fi, rhEN M, (3) 
0 _< qCt, fi; ,) _< Q0 < oo, (t, a) e [0, oo) x N~.  (4) 
The parameter s represents the selection choice of the manufacturing cell at a given instant. 
Thus, if a part of type 1 is selected (for production) by the cell, then s = (1, 0, 0, . . . ,  0), and ff 
a part of type 2 is selected by the cell then s = (0, 1,0,... ,0), and so on. Denote by S the set 
of all selection choices. For M production lines there are M + 1 selection choices which include 
the choice s = (0, 0, . . . ,  0), that is, the case where all buffers are full and the manufacturing cell 
decides to remain idle for a while. The manner in which s appears in q(t, fi, ~; s) will be shown 
in Section 3. 
Denote by U s the class of all functions qS = {q(t, fi, m;s), t > O, fi, fn E N~} , s E S, such 
that, for each fi, rh E N M, q(t,fi, rh;s) is a measurable deterministic function, and such that 
q(t, fi, ~;  s), fi, ~ E N M satisfy (2)-(4) for any s E S. Also denote by U s, U s C U s ,  the class 
of all functions qS E Uo s such that there exists a probability measure pqS which is the solution 
to the Martingale problem for £t(qS), [10]. Denote by ~qs the Markov process on N+ M which 
corresponds to pqS. 
Let K be a subset of N M. Define the following subsets 
D0:={f iENf f :  O<ni<B, ,  i= I , . . . ,M} ,  
where B~, i --- 1, . . . ,  M, are given positive integers, and 
(5) 
D := Do-  K= {fi E NM : f iED0andf i~K}.  (o) 
Also, define the following exit time 
r(t,f i ;q s) :-" inf {A _> t : (qs(A) ~D given that ( 's(t )  = fi}. 
Thus, given qS E U s, it follows from the definition of U s that 
(~) 
d~, (S) 
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where V: [0,T] x N M --* H is a bounded and continuous function in (A,z), z E R M, and 
is continuous on [0,T) x H M. Eq,~ denotes the expectation operator with respect o P~,  where 
p~: := p,S(. i r i s (0  = ~), (0) 
Martingale problem for £t(qS). Also r = r(t,fi;q s) and and p¢S is the solution to the 
T A ~" -- rain(T, v). 
LEMMA 2.1. Let V, for a given qs E U', s E S, be n solution to the following problem: 
ov(~,r,) 
8~ + £x(qS)V(A'fi) = -L(A,fi), (A, fi) • It,T) x D, 
V(A, fi) = 1, (A, fi) • [t,7~ x K, 
V(A, fi) = 0, A • [$,T], fi~ D, f i~ K, 
V(T, fi) = 0, fi • D, 
where L : [0, T] x R M ---+ [0, 1] i8 a given bounded and measurable function. 
Then 
v(t, ~) = v(t, ~; qs) 
= P~: @(t,fi; qS)<_ T and ~,s @(t, fi; qS)) • K) 
"f'^'L( ) + E~,f .~,¢,'(~,) d~,, (~,~) • [0,~ × N+ ~. 
J t  
PROOF. The proof follows directly from (8) and (10)-(13). 
LEMMA 2.2. Let V be a solution to the following problem: 
ov(~,~) + m a~_{Zx(qS)V(A, fi) + L(A, fi)} = 0 
OA 
Then 
(10) 
(11) 
(12) 
(13) 
(14) 
l 
(A, fi) e It, T) x D, (15) 
V(A,fi) = 1, (A, fi) e It,T] x K, (16) 
V(A, fi) = 0, A e [t, T], fi 49,  fi ~g,  (17) 
V(T, fi) = 0, fi e D. (18) 
v(t, ~) = v(t, ~; q") 
= P~" (r(t, fi;q")_< r and 
. I t  
>_v(t, ~,; qS) 
for any (t,fi) e [O,T) x D and all qS e U s. 
(19) 
PROOF. The proof follows from Lemma 2.1 and by applying the dynamic programming principle 
(see for example [11]). | 
Note that (10)-(13) or (15)-(18) are solved backward in time. Assume that, for each s E S and 
each qS E U s, (10)-(13) have a solution V(., .; qS), and that (15)-(18) have a solution V(., .;q"). 
Define 
v(t, ~,; qs) (20) 
P(t;qS) := E N(D) ' 
flED 
for, qS E U s, where N(D) denotes the number of points in D. Henceforward, only the values of 
P(t, qs), for some control aws qS, will be presented here. 
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3. SOLUTION OF  THE PROBLEM 
Using the notation of Section 2 the operator £.t(qS) is given here by 
M 
Zt (qS)V( f i )  = - y '~(sk ak + fi/:)V(fi) 
k=l 
M 
+ + + - 
k- I  
(21) 
where 
vk = 1 , . . ,M;  (22) 
if nk > 0, 
~k= 0 if nk=0,  /c 
sk E {0,1}, k = 1 . . . .  ,M; and ~x = (1,0,0, . . . ,0) ,  e2 = (0 ,1 ,0 , . . . ,0 ) , . . . ,~M = (0 ,0 , . . . ,1)  
constitute the basis of an M-dimensional coordinate system. Note that s = (s l ,s2 , . . . ,SM)  
for all s E S. Denote s 1 = (1,0,0, . . . ,0) ,  s 2 = (0 ,1 ,0 , . . . ,0 ) , . . .  , s M = (0,0 , . . . ,0 ,1)  and 
s M+I = (0,0, . . . ,0 ,0) .  Hence S can be written as S = (s z , s2 , . . . , s  M,sM+I ) .  
Using Lemma 2.2, it follows that in order to find the optimal selection law s* (or the optimal 
control law q : ) ,  one has to solve (10)-(13), where f..t(q s)  is given by (21), and where at each 
(t, fi), s* (or q : )  is determined by 
M 
max ~-~ sk ak( -V( t ,  fi) -t- V(t, fi -t- ek)). (23) 
JES 
k=l  
Denote 
Zk(t ,  fi) := ak( -Y (~, f i )  + V( t ,  fi + ek)), 
ZM+l (~,a)  -- 0.0. 
Then, (23) is solved by using the following procedure 
k= 1 , . . . ,M ,  (24) 
(25) 
(i) g = argmax Zk(t ,  fi), 1 < k < M + 1, (26) 
(ii) If 1 < g < M then s* -- s l, else s* = s M ' t ' I  . (27) 
Note that if fi = (Bx ,B2 ,  . . . ,BM)  then (12) V( t , f i  + 6k) = O, k = 1 , . . .  ,M ,  and consequently 
Zk(t, fi) < 0, k = 1 , . . . ,M .  Hence in this case the optimal selection rule is s* = s M+t = 
(0,0, . . .  ,0,0). 
In the sequel, for the sake of convenience, it is assumed (without loss of generality) that 
al  < a2 <_ " "  <_ aM.  (28) 
Also, two cases will be dealt with. 
CASE 1. 
= 0, 
and K is an empty set, that is, D = Do. 
CASE 2. 
L(t, fi) -- O, 
and the set K is given by 
if nl  • n2 • n3 . .  • nM >_ 1, 
otherwise, (29) 
(t, fi) E [0, T] x Do (30) 
K={fiED0:nl .n2.. .nM>_ 1}. (31) 
Hence, by solving (10)-(13), where L($,fi) is given by (29), K is an empty set, and where 
at each (t, fi) q [0,T) x D (here D = Do) the optimal selection policy s*(t) is determined by 
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Equations (26) and (27), the functional VI(., .;q'*) is obtained: 
problem is 
V(t,  fi) = Vl(~,fi;q") 
that is, the solution V to this 
= L ~,¢q" (~)) d~ (32) 
J~ 
for any s • S and all (t, n) • [0, T) x D, (D = Do). 
In a similar manner, by solving (10)-(13), where n(t,fi) - 0, g is given by (31), and where 
at each (t, fi) • [0,T) x D the optimal selection policy s*(t) is determined by (26) and (27), the 
functional V2(., .; q'°) is obtained: that is, the solution V to this problem is 
= 
for any s e S and all (t, fi) e [0, 7] x D. 
Note that T-1/1(0, fi; q" )  is, roughly speaking, the expected value of the total time that all 
production lines are simultaneously producing during the time interval [0, r), where r, 0 < r < T, 
is the first time that a buffer of one or more of the production lines is being overflowed; given 
that the selection policy s°(t), t e [0,T) is being applied. 
On the other hand, roughly speaking, V2(0, fi; q'" ) is the probability of the event that at some 
time A, 0 < A < r < T, all the production lines are simultaneously producing. Here, again, 7" is 
the first time that a buffer of one or more of the production lines is being overflowed. 
Following the notation of Section 2 we define: 
= 
neD N(D)  ' i=  1, 2, (34) 
where N(D)  denotes the number of points in D. 
In order to get more insight into the nature and performance of the optimal selection policy 
s* (or the optimal control q" )  a selection policy s o is considered here. This policy is based on 
the assumption stated by (28). Let No be an integer satisfying No > maxl<k<M Bk. 
Consider the following procedure written in FORTRAN notation. 
0 0, i= l , .  ,Mands  °=s  M+I I Fn i=B i  fo r i= l , . . . ,MTEENs  i = .. 
ELSE 
DOJ l i= I , . . . ,M  
IF ni <_ No TEEN No := ni and im := i 
ENDIF 
J1 CONTINUE 
s° -----I 
DO J2 i=  I,...,M 
°= 0 I F i~ im THEN s i 
ENDIF 
J2 CONTINUE 
ENDIF 
In the sequel we will refer to this procedure as the selection policy s o . 
Using Lemma 2.1 it follows that in order to compute VI(-, .; q,O), one has to solve (10)-(13), 
where L(-,-) is given by (29), K is an empty set and s = s o (that is qS = q,O). In the same 
manner, in order to compute V2(., .; q,O), one has to solve (10)-(13), where L(.,-) = 0, K is given 
by (31) and s = s °. Thus Pi(.; q'°), i = 1,2, are defined in the same manner as Pi(-; q") ,  i = 1,2, 
are defined by (34). 
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4. EXAMPLE 
In this section an example is solved numerical ly where ~( . , - ;q" )  and Vi(., ,o • ;q ), i = 1,2, are 
computed. Thus it is assumed here that M -- 4 and 
CASE (i) 
CASE (ii) 
al = 0.3, a2 = 0.4, a3 = 0.5 and a4 --  0.6, 
vl = 0.03, v2 = 0.04, v3 = 0.05 and v4 = 0.06. 
al  = 0.15, a2 = 0.2, a3 = 0.25 and a4 = 0.3 
vl = 0.03, v2 = 0.04, v3 = 0.05 and v4 = 0.06 
For all cases the following parameters  have been used: T = 150 and a t ime step A = 0.25. The  
results, part  of which are presented in the following tables, suggest hat  s o is a good approximation 
to s* (or, that  q'° is a good approximation to q") .  
Table 1. The values of P l (O;qS) ,  s = s*, s ° ,  as functions of B, 
B = BI = B2 = B3 = B4 for the parameters given in Case (i). 
B N(D)  
1 16 
2 81 
3 256 
4 625 
5 1296 
6 2401 
7 4096 
8 6561 
P~(O;q o') P~(O;q `°) 
0.629035 0.625320 
0.919094 0.918282 
0.966859 0.966480 
0.977736 0.977512 
0.982515 0.982390 
0.985505 0.985416 
0.987630 0.987517 
0.988284 0.988159 
The computat ions,  using the parameters  given in Case (i) or Case (ii), yield P2(0;q ° ' )  
/'2(0; q'°) ~ 0.9999.--  for all cases. 
Table 2. The values of Pl  (O; qS),  s = s*, s o , as functions of B, 
B = B1 = B2 = B3 = B4 for the parameters given in Case (ii). 
B N(D)  
1 16 
2 81 
3 256 
4 625 
5 1296 
6 2401 
7 4096 
8 6561 
Pl(0;q o') Pl(0;q o°) 
0.386131 0.372442 
0.703508 0.695193 
0.822072 0.817130 
0.876077 0.872985 
0.907845 0.905802 
0.928883 0.927488 
0.943429 0.942436 
0.953067 0.952332 
5. CONCLUSION 
This paper addresses the problem of the performance of a queueing network which models the 
selection problem for a flexible manufacturing cell with M production lines. Using stochastic op- 
timal control sufficient conditions on optimal selection policies are derived and a simple feedback 
suboptimal selection policy is proposed. An example is solved numerically and the suboptimal 
selection policy is shown there to be a good approximation to the optimal selection policy. 
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