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Resumen 
 
La explotación del Big Data ha traído consigo una serie oportunidades y 
beneficios que han captado la atención tanto de las compañías, como los 
centros de investigación. Es por ello, que muchos esfuerzos se están 
centrando en como mejorar el procesamiento de estos grandes volúmenes 
datos, ya sea a nivel de hardware o software. 
 
El presente trabajo se enfoca en la optimización del procesamiento de datos 
del lado del software a través del incremento de la localidad de los datos 
mediante el sampling o muestreo. Para ello, haremos uso del framework 
Apache Hadoop, el cual nos provee la plataforma adecuada para el 
procesamiento del Big Data. 
 
Se realizará pruebas para medir la localidad de los datos y el tiempo de 
ejecución de trabajos usando las estrategias de sampling desarrolladas. Para 
estas pruebas se usará el benchmark HiBench, el cual cuenta con diferentes 
tipos de cargas de trabajo.  
 
Se analizará y comparará los resultados obtenidos para comprobar la eficiencia 
y la viabilidad de la optimización de la localidad mediante sampling en el 
procesamiento de datos. 
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1. INTRODUCCIÓN 
 
1.1. Contexto  
 
Con el paso del tiempo las personas han ido generando y almacenando datos  
con mayor frecuencia y en mayor volumen. Cada vez las personas requieren 
mayor espacio de almacenamiento, tanto es así que ya muchas personas 
cuentan con ordenadores personales  de 1 TB de almacenamiento, cuando 
hace 10 años, era común usar ordenadores de 80 GB de almacenamiento, 
mucho menos de lo que pesa una película de resolución 4K. Estamos hablando 
de almacenamiento de datos de 1 TB a nivel personal, pero ya podemos 
empezar a imaginar o a cuestionarnos a que volúmenes de almacenamiento 
podrían estar llegando las empresas, ahora en esta época en que todo se ha 
ido digitalizando. Los hospitales y clínicas que solo tenían los historiales 
médicos de miles de personas en papel, ya lo tienen en una versión digital, de 
manera similar el caso de muchas bibliotecas que solo tenían, a lo mucho, el 
índice de los libros digitalizado, pero ahora ya podemos acceder al contenido 
completo de muchos libros de diversas bibliotecas sin necesidad de ir 
personalmente.  
 
Cada vez más personas tienen acceso a Internet y no solo desde un ordenador 
personal, como hasta hace varios años, sino también desde teléfonos 
inteligentes y tablets, gracias a los cuales el acceso a Internet puede darse 
prácticamente desde cualquier lugar y en cualquier momento. En medio de 
todo esto y con la aparición de las redes sociales y otros servicios Web, es que 
los usuarios empezaron con mayor intensidad a crear y compartir una gran 
variedad de datos, como por ejemplo: mensajes, fotos, videos, documentos 
PDF e incluso comenzaron a desarrollar aplicaciones para dispositivos móviles, 
superando actualmente el millón de aplicaciones tanto en Google Play como en 
el App Store.  
 
Las compañías también han ido avanzando a la par de las nuevas tecnologías 
que les permiten generar, almacenar y procesar cada vez más datos. Varias 
empresas como Google se han visto en la necesidad de crear nuevos centros 
de almacenamientos de datos para no solo cumplir con sus requerimientos de 
almacenamiento sino también descentralizar de alguna manera la distribución 
de su almacenamiento, ya que no es lo mismo solicitar y obtener un dato que 
se encuentra en el mismo país a otro que se encuentra a miles de kilómetros 
en otro continente. Es por ello que la gran cantidad de datos no solo genera 
problemas de espacio de almacenamiento sino también respecto a la velocidad 
en que podemos procesarlos, transferirlos y obtenerlos. No es demasiado útil 
tener un gran volumen de datos en suficiente espacio de almacenamiento si 
cuando queremos buscar un dato específico entre una gran cantidad, tenemos 
que esperar más de lo necesario para obtener el resultado deseado. 
 
Es así que teniendo un gran volumen de datos que pueden estar en una 
variedad de formatos y que requieren una gran velocidad para su 
procesamiento y transmisión es que aparece el concepto de Big Data, el cual 
se ha vuelto un término muy usado hoy en día en el campo de las Tecnologías 
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de las Información. Big Data requiere de nuevas tecnologías que puedan 
gestionarlo y procesarlo para poder así obtener una serie de ventajas y 
beneficios que trae consigo. Es por ello, que las compañías y centros de 
investigación han empezado a explorar y/o explotar el Big Data.  
 
Big Data también trae consigo una serie de desafíos que hay que tomar en 
cuenta, así como las posibles soluciones para su almacenamiento, 
procesamiento y gestión adecuada, teniendo en cuenta la sostenibilidad, el 
cual es un factor que cada vez toma más importancia en diversos campos, ya 
que como sabemos los recursos energéticos, hoy en día, son cada vez más 
escasos. Teniendo en cuenta este último punto, es que varias empresas han 
ubicado algunos de sus data centers en lugares muy fríos para así ahorrar en 
el consumo de energía eléctrica que provoca mantener fríos los servidores ya 
que tienden a sobrecalentarse. Incluso se ha ideado reutilizar el calor que 
generan los servidores para la calefacción que se requieren en otras áreas 
cercanas. 
 
Así como la ubicación estratégica de los data centers ayuda a reducir el 
consumo de recursos, también podríamos pensar en estrategias de 
procesamiento de datos que permitan reducir el tiempo de ejecución y el uso 
de recursos. 
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1.2. Motivación 
 
El presente trabajo toma la idea que se puede hacer uso eficiente de los 
recursos usados en el procesamiento de grandes volúmenes de datos 
mediante su optimización, la cual se puede realizar desarrollando algoritmos 
que tengan en cuenta la reducción del tiempo de ejecución y el menor uso 
posible de recursos.  
 
Cuando se tienen que tomar decisiones importantes sobre la base de los 
resultados del procesamiento de un gran volumen de datos, el tiempo es lo que 
apremia y una posible solución para obtener un resultado aproximado es 
aplicar una  técnica de sampling o muestreo que permita emplear un menor 
tiempo de procesamiento. Pero así mismo se podría pensar en otras 
estratégicas que permitan optimizar aún más el procesamiento de datos como 
el incremento de la localidad de datos para obtener mejoras en el tiempo de 
ejecución y en el ahorro de recursos. 
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1.3. Objetivos del Proyecto 
 
El objetivo principal del presente trabajo es: 
 
- Optimizar el procesamiento de datos a gran escala con Apache Hadoop 
mediante técnicas de sampling y el incremento de la localidad de los datos 
para tratar de reducir el tiempo de ejecución y a la vez reducir la transferencia 
de datos entre nodos. 
 
Los objetivos específicos son: 
 
- Entender el funcionamiento del procesamiento de datos usando el framework 
Apache Hadoop. 
- Desarrollar una técnica de sampling basada en las unidades de bloques de 
datos que se almacenan en el sistema de archivos HDFS con el fin de reducir 
el tiempo de ejecución. 
- Teniendo en cuenta la técnica de sampling desarrollada, aplicar una 
optimización que permita incrementar la localidad de los datos con el fin de 
reducir el tráfico de red y aumentar aún más el rendimiento. 
- Hacer uso del benchmark HiBench para analizar y comparar el tiempo 
empleado y la localidad de los datos de la ejecución de cargas de trabajos 
aplicando las técnicas desarrolladas. 
- Evaluar la viabilidad de las técnicas desarrolladas para la optimización del 
procesamiento de datos. 
 
 
1.4. Alcance del Proyecto 
 
Desarrollo e implementación de algoritmos en el framework Apache Hadoop 
que permitan implementar sampling o muestreo y optimizar la localidad de los 
datos sobre el procesamiento de datos a gran escala. 
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2. MARCO TEÓRICO 
 
2.1. Big Data 
 
Big Data es un término que hace referencia a un conjunto de datos tan grande 
y complejo que los procesos y herramientas tradicionales no pueden procesarlo 
ni analizarlo de manera adecuada, por lo cual se hace necesario el uso de 
nuevas tecnologías que puedan hacer frente a los retos que conlleva su 
almacenamiento, procesamiento, análisis y gestión.  
 
2.1.1. Dimensiones del Big Data 
 
Big Data puede ser definido por sus tres dimensiones, también conocidas como 
las 3 V’s[1]: 
 
- Volumen: se refiere a la gran cantidad de datos generados en un determinada 
cantidad de tiempo. Actualmente, los correos electrónicos, las redes sociales y 
diversos sitios Web generan una gran cantidad de información como fotos, 
audio, video, mensajes de correos electrónicos e incluso los datos generados 
por los sensores de nuestros dispositivos móviles que compartimos con otros 
usuarios a través de Internet. Con el tiempo, el tamaño de los archivos y sus 
conjuntos han aumentado exponencialmente de tamaño pasando por gigabytes 
y terabytes, pero ahora ya se empieza hablar de zettabytes o brontobytes de 
datos. Ante la gran cantidad de datos que se debe almacenar y gestionar, las 
grandes empresas se han visto en la necesidad de usar sistemas distribuidos 
de archivos que le permita gestionar los datos de modo idóneo y seguro. Como 
ejemplo tenemos a Facebook, al cual se envían más de 10 mil millones de 
mensajes por día y se suben cientos de millones de nuevas fotos cada día, lo 
que supone una gran cantidad de datos almacenados. Según las previsiones, 
40 zettabytes de datos serán creados por el 2020, lo que representa un 
incremento de 300 veces más datos desde el 2005[2]. 
 
- Velocidad: se refiere a la velocidad a la que se genera nuevos datos y la 
velocidad a la que los datos se transmiten de punto a otro. Podemos pensar en 
el streaming de datos en sitios Web como YouTube, donde una gran cantidad 
de datos es procesada y transmitida por segundo entre sus centros de 
almacenamiento y todos los usuarios que generan y visualizan los videos. Las 
nuevas tecnologías de procesamiento de datos nos permiten ahora analizar los 
datos  en tiempo real mientras se está generando sin necesidad de ponerlo en 
una base de datos tradicional. 
 
- Variedad: se refiere a los diferentes tipos de datos como textos, aplicaciones, 
fotos, audio y videos que se generan a partir de diversas fuentes como 
cámaras digitales, grabadores de voz, teléfonos móviles, consolas de 
videojuegos, ordenadores, sensores digitales, etc. Antes, se trataba de encajar 
los datos estructurados en tablas o bases de datos relacionales pero ahora ya 
los datos no estructurados han aumentado enormemente, que ya en muchas 
empresas los datos no estructurados representan cerca del 80% del total, 
como parte de la solución a eso es que han aparecido las bases de datos 
NoSQL. Las redes sociales se han convertido en una gran fuente generadora 
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de datos en diversos formatos, a través de las cuales se comparten millones de 
mensajes, fotos y videos que permiten observar una relación de gustos o 
preferencias entre usuarios que las empresas ya han empezado a explotar o 
están en la mira de hacerlo[3]. 
 
 
 
 
 
 
Figura 1. Las 3 V’s del Big Data 
 
 
 
En estos últimos años se ha sugerido la Veracidad como la cuarta V del Big 
Data, que hace referencia a la calidad y la confiabilidad de los datos para una 
mejor toma de decisiones[4]. Sin embargo, esta cuarta V se ha vuelto un tema 
discutible en el que muchos no están de acuerdo y quizás cause confusión 
pero lo que si es ampliamente aceptado es que las 3 dimensiones esenciales 
del Big Data son: Volumen, Velocidad y Variedad. 
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2.1.2. Tipos de Datos 
 
Debido a la gran cantidad de datos que son generados por diversas fuentes, 
nos encontramos diferentes tipos de datos que podemos clasificar en tres 
grupos, que son los siguientes:  
 
- Datos estructurados: Son los datos que tienen una longitud y un formato 
definido, que pueden representar nombres, números, fechas, direcciones, 
monedas, etc. Este tipo de datos se encuentran almacenados en tablas de 
bases de datos relacionales y hojas de cálculo. Los datos estructurados tienen 
la ventaja de ser fácilmente introducidos, almacenados, consultados y 
analizados. Debido a las limitaciones del alto costo y de rendimiento de 
almacenamiento, memoria y procesamiento, las bases de datos relacionales y 
hojas de cálculo utilizando datos estructurados se volvieron una forma de 
gestionar eficazmente los datos hasta cierto punto [5]. 
 
- Datos no estructurados: Son datos que no pueden ser ordenados o 
clasificados fácilmente debido a su formato, como por ejemplos: fotos, audios, 
videos, documentos PDF, presentaciones PowerPoint, etc. Este tipo de datos 
no se pueden almacenar dentro de una base de datos relacional debido a la 
complejidad de su data. 
 
- Datos semi-estructurados: son datos que pueden ser irregulares o 
incompletos que tienen una estructura que puede cambiar de forma 
impredecible[6]. Este tipo de datos son generados abundantemente en la Web 
y los podemos encontrar en documentos o archivos basados en lenguajes de 
marcado o lenguaje de marcas que contienen marcadores para separar los 
diferentes elementos como por ejemplo los archivos HTML y XML. Además, 
podemos incluir a este tipo de datos a los archivos JSON que se han vuelto 
una alternativa al uso de archivos XML en servicios Web, debido a su reducido 
tamaño. 
 
 
2.1.3. Aplicaciones del Big Data 
 
 
Hoy en día, las nuevas tecnologías disponibles para el procesamiento de Big 
Data han permitido su aplicación en diversos campos científicos y sectores de 
la industria como: 
 
- La herramienta de Google Picasa que permite a los usuarios ordenar, 
clasificar e identificar automáticamente caras usando las avanzadas técnicas 
de análisis de Computer Vision y Machine Learning. Este es un claro ejemplo 
de como obtener valor de las aplicaciones y servicios del Big Data.  
 
- Los sistemas de recomendaciones es uno de los servicios de Big Data más 
investigados y utilizados por diversas empresas que cuenta con millones de 
clientes como son los casos de Netflix y Amazon. Básicamente este tipo de 
sistema muestra una lista de recomendaciones utilizando un enfoque conocido 
como el filtrado colaborativo, el cual usa los datos generados por los usuarios a 
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través de su interacción con el servicio ofrecido por estas empresas. Gracias a 
los sistemas de recomendaciones, las empresas pueden aumentar las ventas y 
la satisfacción del cliente, ya que, por ejemplo, el sistema puede recomendar  
la compra de un producto a un usuario que no lo tenía pensado pero que sin 
embargo tras un minucioso análisis de datos, que incluye la comparación con 
otros usuarios de un perfil parecido, el sistema lo considera una compra 
potencial para ese usuario. 
 
- El análisis base de los clientes pueden proporcionar el análisis de los 
sentimientos de los clientes basado en la información compartida en las redes 
sociales como Facebook y Twitter, en donde muchas veces los usuarios 
comparten sus opiniones sobre un determinado producto o servicio. El análisis 
de sentimientos permite identificar y extraer información subjetiva a través del 
procesamiento y análisis, en este caso, de mensajes de texto compartidos por 
los usuarios para poder clasificar dicha opiniones como positivas, negativas o 
neutras. 
 
- Máquinas generadoras de datos de fuentes como las redes de sensores que 
son un grupo de sensores que pueden encontrarse embebidos en grandes 
sistemas urbanos e industriales. Estás máquinas pueden comunicarse entre sí, 
tanto enviando como recibiendo información, generando grandes volúmenes de 
registros que pueden ser analizados con las herramientas adecuadas.  
 
- Sistemas de reservas de viajes que están mejorando mediante la 
incorporación de las preferencias del cliente, la logística y el historial para 
poder hacer sugerencias útiles a los viajeros. Además, podemos mencionar a 
los sistemas de búsquedas de vuelos como Google Fligths que procesa una 
gran cantidad de datos de diversas aerolíneas en cuestión de segundos para 
obtener así una comparación de precios de acuerdo a los parámetros de 
búsqueda, proporcionando a su vez rutas o fechas alternativas que podrían 
mejorar aún más el precio[7]. 
 
 
2.1.4. Desafíos del Big Data 
 
Big Data tiene un tremendo potencial para generar mayores beneficios a las 
empresas y nuevos descubrimientos en el campo científico y académico. Sin 
embargo, el Big Data hace frente a una serie de desafíos: 
 
- Escalabilidad: el Big Data requiere poder escalar rápida y elásticamente 
cuando y donde se necesite. Muchas entidades hacen uso de centros de datos 
o incluso de la nube para poder extender su capacidad de almacenamiento 
según lo requieran. 
 
- Rendimiento: un factor clave de las tecnologías del Big Data es que puedan 
procesar los datos de modo ultra rápido hasta donde sea posible. No será de 
tanta utilidad si el Big Data no se puede procesar de la manera tan rápida como 
se requiera para el uso de sus resultados en casos como la toma de decisiones 
o incluso en un sistema de recomendaciones. 
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- Disponibilidad: los datos se han vuelto el núcleo principal de los servicios que 
son ofrecidos a nivel mundial a través de Internet y estos requieren tener sus 
datos disponibles en todo momento para los usuarios. Por ejemplo, cuando las 
redes sociales colapsan, los usuarios no pueden acceder a sus datos y eso se 
vuelve una noticia viral a nivel mundial, que en el caso de las empresas, eso 
las afectarían muy negativamente. 
 
- Manejabilidad: debido el crecimiento de la información y la diversidad de 
formatos en que son generados, se vuelve muy complejo y difícil la gestión del 
Big Data con herramientas tradicionales como las bases de datos relacionales. 
Ante esto, nacen soluciones como las base de datos NoSQL que muchas 
grandes compañías como Facebook y Twitter usan, tal es el caso de 
Cassandra, un proyecto de Apache Software Foundation que permite 
almacenar grandes cantidades de datos de forma distribuida [8]. 
 
- Costo: el almacenamiento, procesamiento y gestión del Big Data conlleva a 
costos que muchas veces son compensados mediante los beneficios que traen 
su explotación y las nuevas oportunidades de negocio que surgen a partir de 
esta. 
 
- Seguridad de los datos: la gestión de grandes volúmenes de datos conlleva a 
algunos grandes riesgos cuando se trata de información sensible como es el 
caso de tarjetas de créditos, información bancaria, historial médico, entre otros 
más. Si no se tiene cuidado con la seguridad de los datos, se pueden producir 
robos de información que no solo puede llevar a las compañías a la quiebra, 
sino también a sanciones penales para los involucrados. Podemos encontrar 
soluciones de seguridad enfocadas al Big Data como IBM Security Intelligence 
with Big Data que proporciona una detección de riesgos y amenazas de datos 
a escala masiva [9]. 
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2.2. Hadoop 
 
Hadoop es un software de código abierto para computación distribuida, el cual 
es desarrollado y mantenido por Apache Software Foundation. Hadoop provee 
un framework escrito en Java para el procesamiento de grandes volúmenes de 
datos que puede trabajar de manera distribuida desde unas pocas máquinas 
hasta miles de máquinas, que pueden ser de diferentes arquitecturas. Hadoop 
se inspiro en los papers de Google acerca de MapReduce y de la arquitectura 
de Google File System (GFS), los cuales fueron publicados en 2003 y 2004 
respectivamente[10]. 
 
Hadoop se enfoca en el almacenamiento distribuido y el procesamiento 
distribuido de los datos a gran escala, lo cual permite procesar los datos 
localmente de estar disponibles. 
 
Este framework incluye los siguientes módulos: 
 
- Hadoop Common: las utilidades comunes que soporta a los otros módulos de 
Hadoop. 
- Hadoop Distributed File System (HDFS):  un sistema distribuido de 
almacenamiento propio de Hadoop, en donde estarán los datos a los que las 
aplicaciones accederán. 
- Hadoop YARN: módulo disponible a partir de la versión Hadoop 2.0 que se 
encarga de la programación de jobs y la gestión de recursos del clúster. 
- Hadoop MapReduce: permite el procesamiento en paralelo de una gran 
volumen de datos [11]. 
 
Actualmente, hay muchos proyectos de Apache relacionados a Hadoop como:  
Ambari, Avro, Cassandra, Chukwa, HBase, Hive, Mahout, Pig, Spark, Tez y 
ZooKeeper. 
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2.2.1. MapReduce 
 
Hadoop MapReduce es un modelo de programación que permite escribir 
fácilmente programas que Hadoop puede ejecutar para el procesamiento de 
grandes volúmenes datos en paralelo en clusters de gran tamaño (miles de 
nodos).  
 
MapReduce funciona partiendo el procesamiento de datos en dos fases: la fase 
Map y la fase Reduce. Cada una de estas fases hace uso de datos 
estructurados en tuplas del tipo (clave, valor), las cuales pueden ser definidas 
por el programador. El programador debe definir la función Map y la función 
Reduce. 
 
Función Map 
 
La función Map toma un conjunto de datos de entradas y devuelve una lista de 
tuplas de datos de dominio diferente.  
 
 
 
 
 
Figura 2. Función Map 
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El output de la función Map es procesada y ordenada por el MapReduce antes 
de ser enviado a la función Reduce. Para ello, se agrupa las tuplas con la 
misma clave en una nueva tupla con la misma clave y teniendo como valor a 
una lista de los valores de las tuplas agrupadas. 
 
 
 
Figura 3. Shuffle and Sort 
 
Función Reduce 
 
La función reduce toma como datos de entrada a las tuplas procesadas del 
output de la función Map, de las cuales devuelve una lista de valores finales. 
 
 
Figura 4. Función Reduce 
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2.2.2. Hadoop Distributed Filesystem (HDFS) 
 
HDFS es un sistema de archivos distribuidos para el almacenamiento de 
archivos a gran escala con acceso de datos streaming en un cluster de 
máquinas de hardware básico. Se puede usar tanto hardware de bajo costo 
como hardware de última generación en un cluster para ejecutar el HDFS. Este 
sistema de archivos distribuidos fue desarrollado originalmente para la 
infraestructura del proyecto del motor de búsqueda Web Apache Nutch pero 
actualmente forma parte del proyecto Apache Hadoop [12]. 
 
HDFS proporciona un alto rendimiento para el acceso a datos de aplicaciones y 
es adecuado para el procesamiento de un gran conjunto de datos.  
 
Bloques 
 
El tamaño de un bloque en un disco, es la mínima cantidad de datos que puede 
ser leída o escrita. Los bloques de sistemas de archivos son generalmente de 
tamaño pequeño y transparentes a los usuarios que solo leen o escriben 
archivos [13]. 
 
HDFS también toma este concepto de un bloque pero con un tamaño mucho 
mayor que es por defecto 64 MB. Los archivos almacenados en HDFS son 
partidos en pedazos del tamaño de un bloque. Sin embargo, si un archivo es 
más pequeño que el tamaño definido del bloque, este se almacenará en un 
bloque de manera exclusiva aunque quedase espacio restante para otro 
archivo, es decir, si hubiese otro archivo pequeño que pudiese caber en el 
espacio restante de ese bloque, no podrá almacenarse en ese bloque sino en 
uno nuevo. 
  
Los bloques del HDFS son de un tamaño grande para poder reducir el tiempo 
de búsqueda de bloques. Cuando se transfiera un archivo de gran tamaño 
compuesto por varios bloques, el tiempo de búsqueda de dichos bloques 
representará un porcentaje mínimo en comparación al tiempo de transferencia 
de los datos. Aunque el tamaño de bloque por defecto sea de 64 MB, varios 
usuarios optan por definir el tamaño de bloque en 128 MB. 
 
NameNode y DataNodes  
 
HDFS tiene una arquitectura master / slave, el cual cuenta con dos tipos de 
nodos: el namenode (nodo master) y los datanodes (nodos slaves o esclavos). 
El namenode gestiona el namespace del sistema de archivos y regula el 
acceso a los datos realizado por los clientes. El namenode mantiene la 
información de los metadatos de los directorios y archivos almacenados, la cual 
esta almacenada en dos archivos: el namespace image y el edit log. El 
namenode conoce los datanodes en los cuales están todos los bloques de un 
determinado archivo. 
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Los datanodes trabajan como nodos esclavos en el sistema de archivos, ellos 
almacenan y recuperan los bloques cuando estos son solicitados, asimismo 
reportan periódicamente al namenode la lista de bloques que tienen 
almacenados.  
 
 
 
 
Figura 5. Arquitectura HDFS 
 
 
Replicación de datos 
 
Hadoop permite definir el número de replicaciones de los datos en el HDFS, el 
cual es por defecto 3, gracias a los cual brinda un alto nivel de tolerancia a 
fallos y disponibilidad de datos. 
 
Cuando se escriben archivos en el HDFS con una configuración de replicación 
mayor a 1, los bloques que lo componen se replican en diferentes datanodes, 
así si un nodo falla, se podrán usar las réplicas disponibles en los otros nodos. 
 
 
 
 
Figura 6. Replicación de 5 bloques en 4 datanodes 
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2.2.3. Ejecución de un Job 
 
Le ejecución de un Job MapReduce se realiza a través de una serie de pasos 
en la que intervienen una serie de entidades. 
 
Podemos definir 4 entidades para la ejecución de un job: 
 
- El cliente, que lanza desde un nodo el job con una serie de parámetros que 
permiten configurar el funcionamiento del job desde el consumo del input hasta 
la generación del output. 
 
- El Jobtracker, que se encarga de gestionar los Jobs que se ejecutan. El 
Jobtracker es una aplicación Java que se ejecuta desde el nodo máster. 
 
- El Tasktracker, que se encarga de lanzar y gestionar las tasks en que se ha 
dividido un job determinado. El Tasktracker es una aplicación java que se 
ejecuta en un nodo slave o esclavo. 
 
- El HDFS, en donde se encuentran los datos que serán usados como input del 
job y en donde se almacenará el output y otros logs generados por la ejecución 
del job. 
 
 
 
 
Figura 7. Nodos Master y Slaves 
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El proceso de ejecución de un job implica las siguientes fases: 
 
Envío del job 
 
La clase JobClient usa el método runJob() mediante la línea de código 
JobClient.runJob(conf). Este método crea una nueva instancia de JobClient y 
llama al método submitJob(), con lo cual se envía el trabajo y luego de esto se 
monitorea y reporta el progreso hasta que el job sea completado o sea 
interrumpido por un fallo, en este último caso muestra información del error. 
 
El método submitJob() realiza los siguientes pasos: 
- Obtiene un nuevo job ID del JobTracker mediante el método getNewJobId(). 
- Verifica que el directorio del output no exista sino lanza un error. 
- Calcula los splits del input para el job. Si el input no existe, lanza un error. 
- Copia los recursos necesarios al sistema de archivos del jobtracker 
- Avisa al jobtracker que el job esta listo para su ejecución. 
 
Inicialización del job 
 
Luego que el JobTracker recibe el llamado del método submitJob() pone el job 
en cola para que el programador de Jobs lo escoja y lo inicialice. Este método 
del JobTracker crea un objeto JobInProgress que contiene los sub-objetos 
JobProfile y JobStatus. 
 
Luego se crea una lista de tasks para ser ejecutadas, a partir de los splits 
calculados del input. Se crea un map task por cada split y se crean reduce 
tasks determinadas por mapred.reduce.tasks. Hasta aquí cada task tiene 
definida un ID. 
 
Asignación de Task 
 
Los tasktrackers envían periódicamente un heartbeat al jobtracker, el cual sirve 
para informar que están funcionando correctamente y que están listos para 
recibir una task. Si el tasktracker estuviese listo para recibir una task, el 
jobtracker se lo enviará. Antes de enviar una task, el jobtracker debe 
seleccionar el job y luego una task de este. 
 
Los tasktrackers cuentan con slots para ejecutar map tasks, cuya número es 
por defecto 2, y slots para ejecutar reduce tasks. Si el tasktracker tiene al 
menos un slot map task libre, el jobtracker seleccionará una map task o de otro 
modo una reduce task. 
 
Ejecución de Task 
 
Una vez que ha sido asignado el tasktracker a una task, se copia los archivos 
necesarios al sistema de archivos del tasktracker y también al disco local. Se 
crea un directorio de trabajo local para la task, además se crea una instancia 
de TaskRunner para ejecutar la task. TaskRunner ejecuta un JVM (Java Virtual 
Machine)  para cada task, de este modo en caso de fallo en la ejecución de 
una task, esto no afectaría a la ejecución del tasktracker. 
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Actualización del estado y del progreso de ejecución 
 
Como la ejecución de un job puede durar desde minutos hasta varias horas, el 
usuario requiere estar informado del progreso y del estado de la ejecución. 
Tanto el estado del job (ejecutando, completado, fallado, etc.) como los 
estados de sus tasks van cambiando durante toda la ejecución. La información 
del progreso y el estado de ejecución del job y de las tasks pueden ser 
mostrado en consola así también registrados en logs que pueden ser 
accedidos por los usuarios.  
 
El progreso de una map task es calculado en función del input procesado. Sin 
embargo, el progreso de una reduce task es algo más complejo de calcular 
debido a que una reduce task puede estar ejecutandose aún cuando no se ha 
terminado de completar todas las map tasks. 
 
Terminación del job 
 
Se considera que un job a terminado cuando todas las taks terminan de 
ejecutarse. El jobtracker es notificado cuando termina de ejecutarse la última 
task. En este caso, la clase JobInProgress usa el método jobComplete() en 
donde llama al método changeStateTo(JobStatus.SUCCEEDED) para cambiar 
el estado del job a que ha sido completado exitosamente. Cuando termina el 
job, el JobClient muestra el resumen de la ejecución del job con la información 
de los contadores y retorna del método runJob(). 
 
El jobtracker y los taskstracker “limpian” los recursos usados durante la 
ejecución del job. 
 
2.2.4. Localidad en el procesamiento de datos 
 
Cuando se ejecuta un job, las tasks pueden tomar en cuenta o no la localidad 
de los datos dependiendo de su tipo. 
 
Las reduces tasks no toman en cuenta la localidad, simplemente se ejecuta la 
siguiente task pendiente de ejecutarse. 
 
En cambio, las maps tasks si toman en cuenta la localidad de los datos 
respecto a la ubicación topológica de los nodos tasktrackers en donde se 
procesarán. Los tasktracker intentarán ejecutar las tasks cuyos splits se 
ubiquen lo más cerca posible a sus nodos dentro de la red. En caso óptimo, se 
ejecutará la map task con split local. Para ello, cuando el jobtracker va a 
asignar un tasktracker a una map task, realiza los siguientes pasos: 
 
- Obtiene los nodos en los que se encuentra replicado el split del map task. A 
estos nodos los consideramos de datos locales. 
 
- Verifica si esta disponible al menos uno de los nodos tasktracker de datos 
locales y si cumple una serie de condiciones para ejecutar la map task, como: 
no haber fallado la misma map task anteriormente en la misma máquina y tener 
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al menos un slot disponible para la map task. De darse el caso, se ejecuta la 
map task en el tasktracker con los datos locales. En este caso, consideramos 
que la task es data-local y que el nivel de localidad es 0. 
 
- Si no se puede ejecutar la map task en un tasktracker en un nodo de datos 
locales, se busca en el siguiente nivel de localidad un nodo del mismo rack o 
rack-local que este disponible y en el que pueda ejecutarse la map task. Si se 
da este caso, consideramos que la task es rack-local y que el nivel de localidad 
es1. A partir de este nivel de localidad se considera que un tasktracker ejecuta 
datos no locales, ya que aunque el tasktracker y el split de la map task se 
encuentren en el mismo rack, estos se encuentran en diferentes nodos. 
 
- Si una task no es data-local ni rack-local, se intentará ejecutar en un 
tasktracker una map task con un split ubicado en otro rack. 
 
Antes de comenzar a asignar tasktrackers a las map tasks, los splits de las 
map tasks son mapeados en una variable cache que asocia cada nodo con sus 
splits locales. Así cada tasktracker comenzará a ejecutar en primer lugar todas 
las map tasks cuyos splits se encuentren localmente en su nodo, luego que 
termine de ejecutar todas las map tasks con datos locales comenzará a 
ejecutar las map tasks con datos no locales. 
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2.3. HiBench 
 
HiBench es una suite benchmark de código abierto y desarrollado por Intel. 
Esta herramienta cuenta con un conjunto de workloads o cargas de trabajo que 
nos ayudan a evaluar el framework de Apache Hadoop en términos de 
velocidad, rendimiento, ancho de banda HDFS y el uso de recursos del 
sistema. Las cargas de trabajos de HiBench las podemos clasificar en 5 grupos 
[14]. 
 
2.3.1.  Micro benchmarks 
 
Son micro pruebas que usan los ejemplos de jobs MapReduce Wordcount, Sort 
y Terasort, los cuales vienen por defecto dentro del framework Apache 
Hadoop. 
 
2.3.1.1. Wordcount 
 
Este trabajo es el más clásico y más usado por los usuarios de Hadoop para 
probar su funcionalidad. Esta carga de trabajo se encarga de contar las 
palabras a partir de una entrada de datos que es generada por 
RandomTextWriter. En la salida de datos del job se muestra una lista de tuplas 
que contienen la palabra y la cantidad de veces que se repite. 
 
2.3.1.2. Sort 
 
La carga de trabajo Sort se encarga de ordenar la entrada de datos generada 
por RandomTextWriter. 
 
2.3.1.3. Terasort 
 
Terasort es un benchmark standard  desarrollado por Jim Gray. El programa 
Terasort ordenada 10 Billones de registros de 100-byte generados por el 
programa Teragen que viene incluido por defecto en el framework Apache 
Hadoop.  
 
2.3.2. Web Search Benchmarks 
 
La indexación y la búsqueda a gran escala es uno de los más significativos 
usos de MapReduce. 
 
2.3.2.1. PageRank 
 
Esta carga de trabajo se basa en la implementación del algoritmo de PageRank 
sobre Hadoop que viene incluido en el motor de búsqueda Web Pegasus 2.0. 
Los datos fuentes se generan a partir de datos de la Web cuyos enlaces sigan 
la distribución Zipfian. Para crear la entrada de datos para el job en Hadoop, 
primero crea los nodos y luego los links. 
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2.3.2.2. Nutch Indexing 
 
Esta carga de trabajo prueba el sub-sistema de indexación de Nutch, un 
popular proyecto de motor de búsqueda de código abierto desarrollado por 
Apache Software Foundation. Este programa usa los datos Web generados 
automáticamente cuyos hiperlinks y palabras siguen la distribución Zipfian con 
los correspondientes parámetros. Para generar los textos de páginas Web usa 
el diccionario de palabras que viene por defecto en Linux en el archivo words 
dentro de la carpeta /usr/share/dict/. 
 
2.3.3. Machine Learning 
 
Las implementaciones de Bayesian Classification y K-means Clustering están 
contenidos en Mahout, un proyecto de Machine Learning de código abierto 
desarrollado por Apache. Este tipo de carga de trabajo es otro de los más 
representativos usos de MapReduce. 
 
2.3.3.1. Bayesian Classification 
 
Esta carga de trabajo implementa el trainer del popular algoritmo de 
clasificación Naive Bayesian usado para el descubrimiento de conocimiento y 
data mining. Este consiste en 4 jobs Hadoop encadenados, en donde se usa el 
algortimo N-Gram para extraer los términos usados a partir de texto de páginas 
Web usados como entradas de datos, se calcula el Tf-IdF (frecuencia inversa 
del documento por cada término) y realiza la ponderación y la normalización. El 
diccionario de palabras utilizado para la generación de texto es también el 
archivo words que viene por defecto en Linux [15]. 
 
2.3.3.1. K-means Clustering 
 
Esta carga de trabajo implementa el conocido algoritmo de clusterización K-
means que se encarga de agrupar objetos. Los datos de entradas en un 
conjuntos de samples o muestras y cada muestra es representada por un 
vector numérico de n-dimensiones. La carga de trabajo primero calcula el 
centroide de cada cluster ejecutando un job iterativamente hasta que las 
diferentes iteraciones convergen o se alcanza el número máximo de iteraciones 
definido por el usuario. Después de eso se ejecuta un job que asigna a cada 
muestra un cluster. Los datos de entrada son creados por un generador de 
datos aleatorios usando distribuciones estadísticas [16]. 
 
2.3.4. HDFS Benchmarks 
 
2.3.4.1. Enhanced DFSIO 
 
El programa Enhanced DFSIO prueba el rendimiento del HDFS en un cluster 
Hadoop mediante la generación de un gran número de tareas que realizan  
escrituras y lecturas simultáneas. Esta carga de trabajo busca medir la tasa 
promedio de entrada/salida de cada map task, el rendimiento promedio de 
cada map task y el rendimento agregado del cluster HDFS[17]. 
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2.3.5. Data Analysis 
 
2.3.5.1. Hive Query 
 
La carga de trabajo es usado para comparar el rendimiento de Hadoop y  de 
base de datos analíticas paralelas. Esta contiene consultas Hive (Aggregation y 
Join) realizando las típicas consultas OLAP [18]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	  	   	  	  	  	  	  	  	  	  	  	  	  22	  	  
3. SAMPLING 
 
El sampling o muestreo se refiere a un subconjunto de elementos o individuos 
de un conjunto o una población estadística. Con el sampling se busca inferir o 
estimar propiedades de la población total a partir de un subconjunto de este. 
 
3.1. Técnicas de sampling 
 
Para poder obtener muestras representativas de una población se debe tratar 
de usar técnicas de sampling adecuadas que permiten obtener muestras 
adecuadas para poder realizar inferencias sobre la población estadística 
estudiada. Si no se usan muestras representativas de una población, 
estaríamos hablando de una muestra sesgada cuya utilidad se vería limitada 
dependiendo del grado de sesgo. Existen muchas técnicas de sampling que 
dependiendo del tipo de estudio y población pueden ser de mayor o menor 
utilidad. 
 
Sampling aleatorio simple 
 
Esta técnica o método de sampling se basa en el hecho de que cualquier 
elemento de la población tiene la misma probabilidad de ser seleccionado. Este 
método consiste en escoger de manera aleatoria una determinada cantidad de 
elementos de la población dependiendo del tamaño de la muestra requerida. 
Este es uno de los métodos de sampling más populares debido a su simpleza, 
aunque podría no obtener una muestra representativa de la población 
dependiendo del nivel de aleatoriedad y del enfoque del estudio sobre las 
propiedades de la población. 
 
 
 
 
 
Figura 8. Ejemplo de Sampling aleatorio simple 
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Sampling sistemático 
 
El sampling sistemático se basa en la selección de elementos en intervalos 
regulares a partir de una lista ordenada de la población. Para ello, se divide en 
orden la población total en grupos de n elementos, en donde n=(población 
total/tamaño de la muestra). La selección de elementos se inicia escogiendo 
aleatoriamente un primer elemento i del primer grupo y luego se procede a 
seleccionar cada intervalo n un elemento. Por ejemplo: en una muestra de 4 
elementos se escogerían los elementos en el siguiente orden: i, i+1n, i+2n y 
i+3n. Este tipo de método nos permite tener una muestra dispersada a lo largo 
de toda la población estadística, la cual es ideal para casos tales como el 
estudio de la temperatura en un área geográfica a lo largo del tiempo. 
 
 
 
 
Figura 9. Ejemplo de Sampling sistemático en intervalos de 3 en 3 
 
 
Sampling estratificado 
 
El sampling estratificado consiste categorizar o crear subconjuntos de 
elementos de la población con alguna característica o propiedad en común y a 
partir de estos grupos de elementos similares o también llamados estratos se 
selecciona elementos que permitan tener una muestra representativa de cada 
grupo de elementos. Cada estrato se considera como una sub-población por lo 
que podría aplicarse dentro de este métodos aleatorios u otros para obtener 
elementos representativos de un determinado estrato. 
 
 
 
 
Figura 10. Ejemplo de Sampling estratificado 
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Sampling por cluster 
 
Muchas veces la población se encuentra en grupos (clusters) como es el caso 
de agrupamientos geográficos por ciudades, el cual es un tipo de agrupamiento 
natural. Este método de sampling aprovecha estos agrupamientos para 
seleccionar algunos grupos por completo hasta alcanzar el tamaño de muestra 
que se desea. El sampling por cluster es muy práctico ya que permite coger 
todos los elementos de un grupo (cluster) determinado sin requerir mayor 
desplazamiento en el caso de un agrupamiento geográfico, ahorrando así los 
recursos [19]. 
 
 
 
 
 
 
Figura 11. Ejemplo de Sampling por cluster 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	  	   	  	  	  	  	  	  	  	  	  	  	  25	  	  
3.2. Técnicas de sampling usadas 
 
Para el desarrollo del presente trabajo vamos a usar dos técnicas de sampling. 
Una primera técnica, llamada técnica de sampling inicial o sin optimizar en la 
cual no se tiene en cuenta la localidad de los datos y una segunda llamada 
técnica de sampling optimizada que se basa en la técnica de sampling inicial 
pero teniendo en cuenta la localidad de los datos, para la cual se trata de 
optimizar e incrementar la localidad de los datos. 
 
3.2.1. Técnica de sampling inicial 
 
La técnica de sampling inicial o sin optimizar se basa en el tipo de sampling 
sistemático para obtener una muestra a partir de una lista ordenada de bloques 
que conforman una entrada de datos almacenada en HDFS para la realización 
de un trabajo determinado sobre Hadoop. Esta técnica no tiene en cuenta la 
localidad de los datos y consiste en seleccionar el primer bloque de la lista  
ordenada de bloques y luego se selecciona cada un intervalo n un bloque, en 
donde la variable n se calcula en función del porcentaje o tamaño de la 
muestra deseada, mediante el siguiente calculo: 
 
 p= porcentaje de la muestra 
 
 n= intervalo 
 
  n= 1/p 
 
Por ejemplo los 4 primeros elementos de una muestra con intervalo n serían 1, 
1+n, 1+2n y 1+3n. 
 
 
 
Figura 12. Sampling inicial de una muestra de 4 bloques con un intervalo de 3 
 
 
Al seleccionar elementos cada un intervalo n, también se puede considerar que 
la población esta dividida en grupos de n elementos en donde se escoge el 
primer elemento de cada grupo. 
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Por ejemplo: Aplicando esta técnica para un sampling de 25% teniendo una 
entrada de entradas de datos de 1536 MB la cual se divide en 24 bloques de 
64 MB (tamaño por defecto de un bloque en Hadoop) almacenados en un 
HDFS de 3 datanodes con un nivel de replicación igual a 2. 
 
 Población= 24 bloques 
  
 p= 0.25   
 
 muestra = 24*0.25= 6 bloques 
 
 n= 1/0.25 
 
 n= 4 
 
 
 
Figura 13. Ejemplo de sampling de 25% de los bloques totales 
 
 
 
 
Figura 14. Distribución de los bloques sobre 3 nodos con replicación 2 
 
	  	   	  	  	  	  	  	  	  	  	  	  	  27	  	  
En la Figura 14 podemos observar que los bloques que forman parte de la 
muestra solo se encuentran replicados en el nodo 1 y nodo 3, por lo cual solo 
estos dos nodos pueden ejecutar las map tasks con splits locales (cada split 
contiene un bloque) y en cambio el nodo 2 solo puede ejecutar map tasks con 
splits no locales, ya que tendría que procesar los datos almacenados ya sea en 
el nodo 1 o el nodo 2. Si asumimos que cada map task demora el mismo 
tiempo en procesar un split (bloque), entonces para una muestra de 6 bloques, 
cada uno de los 3 nodos debería ejecutar 2 map task de manera paralela, con 
lo cual el nodo 1 procesaría 2 bloques locales, el nodo 2 procesaría 2 bloques 
no locales y el nodo 3 procesaría 2 bloques locales. En este caso, aplicando un 
sampling del 25% se obtendría un 66.67% de localidad debido a 
procesaríamos 4 bloques locales de los 6 que conforman la muestra. 
 
 
 
 
Figura 15. Bloques locales y no locales procesados por los 3 nodos 
 
 
 
3.2.2. Técnica de sampling optimizado 
 
La técnica de sampling optimizado se basa en la técnica de sampling inicial 
pero teniendo en cuenta la localidad de los datos por lo cual se aplica una 
optimización que permita incrementar la localidad. Para ello, se siguen los 
siguientes pasos. 
 
- Se procesan los splits (bloques) locales que forman parte de la muestra en 
sus nodos correspondientes. 
 
- Si un nodo no dispone de splits locales (pertenecientes a la muestra) para 
procesar, entonces se selecciona algún otro bloque local que se encuentre en 
el mismo intervalo o grupo del bloque de la muestra que falta procesar. 
 
- Si el nodo no dispone de splits locales pertenecientes a la muestra ni otros 
splits locales dentro del mismo intervalo o grupo de alguno de los splits de la 
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muestra aún por procesar, se escoge cualquier otro split local disponible en el 
nodo. 
 
- Si ya no se disponen de splits locales por procesar en el nodo, entonces se 
procesa un split no local almacenado en otro nodo. 
 
Aplicando esta técnica de sampling optimizada sobre el ejemplo anterior 
(Figura 13 y 14) se puede incrementar la localidad procesando en el nodo 2 los 
bloques locales pertenecientes al mismo grupo de los bloques de la muestra 
inicial que faltan procesar. 
 
 
 
 
Figura 16. Distribución de la muestra aplicando el sampling optimizado 
 
 
 
 
 
 
Figura 17. Distribución de los bloques sobre los 3 nodos aplicando el sampling 
optimizado 
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Figura 18. Bloques locales procesados por los 3 nodos 
 
Usando la técnica de sampling optimizada sobre el ejemplo, la Figura 18 
muestra como cada uno de los 3 nodos procesa 2 bloques locales de manera 
paralela, lo cual resulta en el procesamiento de 6 bloques locales de 6 bloques 
de muestra, obteniendo así el 100% de localidad. 
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4. DESARROLLO E IMPLEMENTACIÓN 
 
Para el presente trabajo se desarrolla algoritmos que permitan implementar la 
técnica de sampling inicial (sin optimizar) y la técnica de sampling optimizado 
en jobs sobre Hadoop 0.20.203. 
 
 
4.1. Desarrollo de algoritmos 
 
Para la llevar a cabo las técnicas de sampling descritas anteriormente se ha 
agregado y modificado el código fuente del archivo JobInProgress.java que se 
encuentra en el paquete org.apache.hadoop.mapred de Hadoop. 
 
En la clase JobInProgress va a poder usarse 3 versiones de algoritmos que 
pueden ser definida por el usuario en el archivo de configuración xml en la 
carpeta conf/ de Hadoop o en tiempo de ejecución mediante la línea de 
comando que envía el job. Las 3 versiones de algoritmos se almacenan en la 
variable version y sus valores pueden ser los siguientes: 
 
- 0: versión del algoritmo original de hadoop sin modificaciones.  
- 1: versión del algoritmo que aplica la técnica de sampling inicial (sin 
optimizar). 
- 2: versión del algoritmo que aplica la técnica de sampling optimizado para el 
incremento de la localidad de los datos. 
  
El usuario también puede definir el porcentaje de la muestra mediante el 
archivo de configuración xml o en tiempo de ejecución en la línea de comando 
que envía el job. El porcentaje de la muestra se almacena en la variable 
percentage. 
 
Primero declaramos las variables globales: 
 
 
int version; // versión del algoritmo a usar 
int completedMapTasks=0; // map tasks completadas 
int localCompletedMapTasks=0; // map tasks locales completadas 
float percentage; // porcentaje de la muestra 
int interval; // intervalo para crear la muestra 
Map<Integer, Map<String, List<Integer>>> blocks; // grupos de bloques 
Map<Integer, Integer> nonRunningBlocks; // grupos de bloques sin 
ejecutar 
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Luego creamos los siguientes métodos: 
 
public boolean isLocalData(String hostTaskTracker, TaskInProgress 
tip) { 
    if (!tip.isMapTask() || tip.isJobCleanupTask() || 
tip.isJobSetupTask()) { 
      return false; 
    } 
    int level = levelLocality(hostTaskTracker, tip); 
    if (level==0) { 
      return true; 
    }else{ 
      return false; 
    } 
} 
 
El método isLocalData() devuelve el booleano true si el tasktracker y el split 
asociado a la variable TaskInProgress tip están en el mismo nodo, es decir si la 
task es data-local, y devuelve false en caso contrario, es decir que la task no es 
data-local. Para esto, si el nivel de localidad es igual 0 (data-local) entonces 
devuelve true sino devuelve false. 
 
   
public int levelLocality(String hostTaskTracker, TaskInProgress 
tip){ 
    Node tracker = jobtracker.getNode(hostTaskTracker); 
    int level = this.maxLevel; 
    for (String local : tip.getSplitLocations()) { 
      Node datanode = jobtracker.getNode(local); 
      int newLevel = this.maxLevel; 
      if (tracker != null && datanode != null) { 
        newLevel = getMatchingLevelForNodes(tracker, datanode); 
      } 
      if (newLevel < level) { 
        level = newLevel; 
        if (level == 0) { 
          break; 
        } 
      } 
    }  
    return level; 
} 
 
El método levelLocality() devuelve el nivel de localidad entre un tasktracker y el 
split asociado a la variable TaskInProgress tip. Para ello, compara la 
coincidencia del nodo del tasktracker con uno de los nodos donde está 
replicado el bloque del split. Si tasktracker y el split coinciden en el mismo nodo 
entonces el método devuelve el nivel de localidad igual a 0. 
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private void createBlocks(int sample, int interval, Map<Integer, 
String []>splitsFull){ 
      blocks = new HashMap<Integer, Map<String, List<Integer>>> (); 
      nonRunningBlocks = new HashMap<Integer, Integer> (); 
      for (int i = 0; i < sample; i++) { 
          List<Integer>splitsSample = new ArrayList<Integer>(); 
          splitsSample.add(i*interval); 
          Map<String, List<Integer>> blockCache = new HashMap<String, 
List<Integer>>(); 
          for (int j = 0; j < interval; j++) { 
              int splitID = i*interval+j; 
              if(splitID>=splitsFull.size()) 
                  break; 
              for (int k = 0; k < splitsFull.get(splitID).length; k++) 
{ 
                List<Integer> splitsBlock= 
blockCache.get(splitsFull.get(splitID)[k]); 
                if(splitsBlock==null){ 
                    splitsBlock= new ArrayList<Integer>(); 
                    blockCache.put(splitsFull.get(splitID)[k], 
splitsBlock); 
                    splitsBlock.add(splitID); 
                }else{ 
                    splitsBlock.add(splitID); 
                } 
              } 
          } 
          blocks.put(i, blockCache); 
          nonRunningBlocks.put(i, i*interval); 
      } 
}   
 
El método createBlocks() crea grupos de splits a partir de la lista ordenada de 
splits cuyos bloques conforman la entrada de datos. El tamaño del grupo es 
igual al valor del intervalo que esta almacenado en la variable interval, la cual 
es calculada en función del tamaño de la muestra deseada. 
 
 
private synchronized TaskInProgress findMapTaskFromList( 
      List<TaskInProgress> tips, TaskTrackerStatus ttStatus, 
      int numUniqueHosts, 
      boolean removeFailedTip) { 
    if(version==0||version==1){ 
        return findTaskFromList(tips, 
ttStatus,numUniqueHosts,removeFailedTip); 
    }else{ 
        Iterator<TaskInProgress> iter = tips.iterator(); 
        while (iter.hasNext()) { 
          TaskInProgress tip = iter.next(); 
          if(tip.getIdWithinJob()%interval!=0){ 
              continue; 
          } 
          if (tip.isRunnable() && !tip.isRunning()) { 
            // check if the tip has failed on this host 
            if (!tip.hasFailedOnMachine(ttStatus.getHost()) ||  
                 tip.getNumberOfFailedMachines() >= numUniqueHosts) { 
              // check if the tip has failed on all the nodes 
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              iter.remove(); 
              nonRunningBlocks.remove(tip.getIdWithinJob()/interval); 
              return tip; 
            } else if (removeFailedTip) {  
              // the case where we want to remove a failed tip from 
the host cache 
              // point#3 in the TIP removal logic above 
              iter.remove(); 
            } 
          } else { 
            // see point#3 in the comment above for TIP removal logic 
            iter.remove(); 
          } 
        }  
        int tipID= getTipNonRunningBlocks(ttStatus.getHost()); 
        if (tipID>0) { 
            TaskInProgress tip = maps[tipID]; 
            if (tip.isRunnable() && !tip.isRunning()) { 
              if (!tip.hasFailedOnMachine(ttStatus.getHost()) ||  
                   tip.getNumberOfFailedMachines() >= numUniqueHosts) 
{ 
                nonRunningBlocks.remove(tipID/interval); 
                return tip; 
              } 
            } 
        }else{ 
            iter = tips.iterator(); 
            while (iter.hasNext()) { 
                TaskInProgress tip = iter.next(); 
                if (tip.isRunnable() && !tip.isRunning()) { 
                  if (!tip.hasFailedOnMachine(ttStatus.getHost()) ||  
                       tip.getNumberOfFailedMachines() >= 
numUniqueHosts) { 
                    iter.remove(); 
                    return tip; 
                  } else if (removeFailedTip) {  
                    iter.remove(); 
                  } 
                } else { 
                  iter.remove(); 
                } 
            } 
        } 
        return null; 
    } 
} 
 
El método findMapTaskFromList () devuelve un objeto TaskInProgress para un 
tasktracker a partir de una lista de TaskInProgress de un determinado nodo 
mapeado en la variable nonRunningMapCache. Si la versión es 0 ó 1 se llama 
al método original findTaskFromList() sino, es decir si la versión es 2, se 
prosigue con el método cuyo funcionamiento es el mismo que el descrito para 
la técnica de sampling optimizada. 
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private int getTipNonRunningBlocks(String host){ 
      int tipID=-1; 
      String node = ""+jobtracker.resolveAndAddToTopology(host); 
      for (Map.Entry<Integer, Integer> entrySet : 
nonRunningBlocks.entrySet()) { 
        List <Integer> tipIDs=blocks.get(entrySet.getKey()).get(node); 
        if(tipIDs!=null){ 
            if(tipIDs.size()>0){ 
                tipID=tipIDs.get(0); 
                tipIDs.remove(0); 
                if(tipIDs.size()==0){ 
                    blocks.get(entrySet.getKey()).remove(node); 
                } 
                return tipID; 
            } 
        } 
      } 
      return tipID; 
} 
 
El método getTipNonRunningBlocks() devuelve la variable entera tipID (id de 
un TaskInProgress). Para un nodo (host) dado se busca un split local que 
pertenezca a un grupo de bloques del input donde se encuentra un bloque 
seleccionado por defecto en la muestra inicial y que aún no ha sido procesado. 
 
4.2. Implementación en Hadoop 
 
Se hace uso de las variables y métodos desarrollados para la implementación 
de las diferentes versiones de algoritmos sobre el archivo JobInProgress.java 
en Hadoop. 
 
La versión del algoritmo se puede definir en el archivo de configuración 
mapred-site.xml en la carpeta conf/ de Hadoop. Para ello, se agrega la 
propiedad hadoop.core.version dentro de la etiqueta configuration. 
 
<configuration> 
… 
<property> 
  <name>hadoop.core.version</name> 
  <value>0</value> 
</property> 
… 
</configuration> 
 
la versión también se puede definir en tiempo de ejecución mediante la línea de 
comando que envía el job usando el parámetro “-D hadoop.core.version=0”. El 
valor por defecto de la propiedad hadoop.core.version es 0 (algoritmo original 
sin modificaciones). 
  
El porcentaje de la muestra se puede definir mediante el archivo de 
configuración mapred-site.xml. Para ello, se agrega la propiedad 
hadoop.sample.percentage dentro de la etiqueta configuration. 
	  	   	  	  	  	  	  	  	  	  	  	  	  35	  	  
 
<configuration> 
… 
<property> 
  <name>hadoop.sample.percentage</name> 
  <value>0.25</value> 
</property> 
… 
</configuration> 
 
también se puede definir en tiempo de ejecución el porcentaje de la muestra 
mediante el parámetro “-D hadoop.sample.percentage”. La propiedad 
hadoop.sample.percentage  tiene el valor por defecto de 0.25. 
 
Se obtiene el valor de las propiedades hadoop.core.version y  
hadoop.sample.percentage dentro del método JobInProgress() de la clase 
JobInProgress mediante las siguientes líneas de código. 
 
this.version=conf.getInt("hadoop.core.version", 0); 
this.percentage=conf.getFloat("hadoop.sample.percentage", 0.25f); 
 
En el método initTasks() se implementa la selección de las diferentes versiones 
de algoritmos. 
 
public synchronized void initTasks()  
  throws IOException, KillInterruptedException { 
     
... 
    
    TaskSplitMetaInfo[] splits; 
    if(version==0){ 
        splits = createSplits(jobId); 
        numMapTasks = splits.length; 
    }else{ 
        TaskSplitMetaInfo[] splits_temp = createSplits(jobId); 
        if (numMapTasks != splits_temp.length) { 
          throw new IOException("Number of maps in JobConf doesn't 
match number of " + "recieved splits for job " + jobId + "! " + 
"numMapTasks=" + numMapTasks + ", #splits=" + splits_temp.length); 
        } 
        interval = (int)Math.round(1/percentage); 
        int sample= (int)Math.ceil(splits_temp.length/(interval*1.0)); 
         
        if(version==1){ 
            splits = new TaskSplitMetaInfo[sample] ; 
            for (int i = 0; i <sample; i++) { 
                splits[i]= splits_temp[i*interval]; 
            } 
            numMapTasks = splits.length; 
        }else{//version 2 
            Map<Integer, String []> splitsFull = new HashMap<Integer, 
String []> (); 
            for (int k = 0; k <splits_temp.length; k++) { 
              String [] locations= new 
String[splits_temp[k].getLocations().length]; 
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              for (int j = 0; j <splits_temp[k].getLocations().length; 
j++) { 
                
locations[j]=""+jobtracker.resolveAndAddToTopology(splits_temp[k].getL
ocations()[j]); 
              } 
              splitsFull.put(k, locations); 
            } 
            createBlocks(sample, interval, splitsFull); 
            splits = createSplits(jobId); 
            numMapTasks = sample; 
        } 
    } 
     
    jobtracker.getInstrumentation().addWaitingMaps(getJobID(), 
numMapTasks); 
    jobtracker.getInstrumentation().addWaitingReduces(getJobID(), 
numReduceTasks); 
 
    maps = new TaskInProgress[splits.length];  
    for(int i=0; i < splits.length; i++) {  
      inputLength += splits[i].getInputDataLength(); 
      maps[i] = new TaskInProgress(jobId, jobFile,  
                                   splits[i],  
                                   jobtracker, conf, this, i, 
numSlotsPerMap); 
    } 
 
    // Set localityWaitFactor before creating cache 
    localityWaitFactor =  
      conf.getFloat(LOCALITY_WAIT_FACTOR, 
DEFAULT_LOCALITY_WAIT_FACTOR); 
    if (numMapTasks > 0) {  
      nonRunningMapCache = createCache(splits, maxLevel); 
    } 
 
... 
 
} 
 
En el método initTasks() se evalua el valor de la variable version, si es igual a 0 
se continua con el mismo algoritmo original de Hadoop, sino se procede a 
almacenar en la variable temporal splits_temp los splits creados a partir de la 
entrada de datos, luego la variable interval va almacenar el valor del intervalo 
que es calculado en función del porcentaje de la muestra y la variable sample 
almacenará el tamaño de la muestra (número de splits de muestra) que es 
calculado en función del intervalo.  
 
Si la variable version es igual a 1 se almacena en la variable splits los splits 
pertenecientes a la muestra que son tomados en un intervalo constante 
mediante la línea de código splits[i]= splits_temp[i*interval].  
 
Si la variable version es igual 2 se llama al método createBlocks() para agrupar 
los splits del input en función de la variable interval, luego se almacena en la 
variable splits los splits que conforman el input del mismo modo que en la 
versión 0. 
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private synchronized int findNewMapTask(final  
TaskTrackerStatus tts, final int clusterSize, final int 
numUniqueHosts, final int maxCacheLevel, final double avgProgress) 
{ 
 
... 
 
    // When scheduling a map task: 
    //  0) Schedule a failed task without considering locality 
    //  1) Schedule non-running tasks 
    //  2) Schedule speculative tasks 
    //  3) Schedule tasks with no location information 
 
    // 0) Schedule the task with the most failures, unless failure was 
on this machine 
    if ((version==2&&failedMaps.size()>0) || version!=2) { 
        tip = findTaskFromList(failedMaps, tts, numUniqueHosts,false); 
        if (tip != null) { 
          // Add to the running list 
          scheduleMap(tip); 
          LOG.info("Choosing a failed task " + tip.getTIPId()); 
          return tip.getIdWithinJob(); 
        } 
    }  
    Node node = jobtracker.getNode(tts.getHost()); 
     
    // 1) Non-running TIP :  
    // check from local node to the root [bottom up cache lookup] 
 
    if (node != null) { 
      Node key = node; 
      int level = 0;  
      int maxLevelToSchedule = Math.min(maxCacheLevel, maxLevel); 
      for (level = 0;level < maxLevelToSchedule; ++level) { 
        List <TaskInProgress> cacheForLevel = 
nonRunningMapCache.get(key); 
        if (cacheForLevel != null) { 
          tip = findMapTaskFromList(cacheForLevel, tts, 
numUniqueHosts,level == 0); 
          if (tip != null) { 
            // Add to running cache 
            scheduleMap(tip);  
            // remove the cache if its empty 
            if (cacheForLevel.size() == 0) { 
              nonRunningMapCache.remove(key); 
            } 
            return tip.getIdWithinJob(); 
          } 
        } 
        key = key.getParent(); 
      }  
      if (level == maxCacheLevel) { 
        return -1; 
      } 
    } 
...   
   
} 
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El método findNewMapTask busca una map Task disponible para ser 
ejecutada en un tasktracker determinado y devuelve el id del TaskInProgress 
que contiene la map task. Primero se obtiene una lista de map tasks aún no 
ejecutadas que están mapeadas al nodo del tasktracker en la variable 
nonRunningMapCache, es decir se empieza a buscar una map task desde el 
nivel de localidad 0 (task data-local), luego se llama al método 
findMapTaskFromList, el cual se encargará de buscar una map task disponible 
para ser ejecuta de la lista de map task que se le pasa como parámetro. Si ya 
no hay map task data-locales en el nivel de localidad 0, se sube al siguiente 
nivel de localidad, a partir del cual los datos ya no son locales, para ello se 
obtiene la lista de map tasks por ejecutar del nodo padre que esta mapeado en 
nonRunningMapCache. 
 
 
public synchronized boolean completedTask(TaskInProgress tip,  
                                            TaskStatus status){ 
... 
    if (tip.isMapTask() && !tip.isJobCleanupTask() &&    
 !tip.isJobSetupTask()) { 
        completedMapTasks++; 
        boolean isLocalData = isLocalData(ttStatus.getHost(), tip); 
        if(isLocalData){ 
           localCompletedMapTasks++;  
        }  
    } 
... 
} 
 
 
El método completedTask() es llamado cuando una task ha sido completada 
exitosamente. Cuando esto sucede, se comprueba que la task sea un map y 
que no sea una job-cleanup task ni una job-setup task y si es una map task 
completada entonces el contador completedMapTasks se incrementa en 1 y 
luego se verifica si la map task es data-local o no, y si esta es data-local se 
incrementa el contador localCompletedMapTasks. 
 
Cuando termina de ejecutarse el job obtenemos la localidad mediante el 
siguiente calculo. 
 
localidad = localCompletedMapTasks/completedMapTasks 
 
Y obtenemos el tiempo ejecución del job: 
 
tiempo = finishTime-startTime 
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5. PRUEBAS 
 
Para medir y evaluar las técnicas de sampling desarrolladas se ha hecho uso 
de las máquinas del Departamento de Arquitectura de Computadores (DAC) de 
la FIB que han sido adecuadas para las pruebas con grandes volúmenes de 
datos, lo cual ha sido requerido para el presente trabajo. 
 
Para realizar las pruebas se ha usado lo siguiente: 
- Apache Hadoop 0.20.203 
- Java JDK 1.6 
- HiBench 2.2 
 
Para estas pruebas se ha usado el valor de replicación en HDFS igual a 2. 
 
5.1. Clúster 
 
Se ha usado 16 máquinas (nodos) del cluster Arvei del DAC de la FIB que 
cuenta con la tecnología Sun Grid Engine, de los cuales 8 nodos son antiguos 
y 8 nodos son modernos o “nuevos”. 
 
5.1.1. Nodos Usados 
 
Para obtener información sobre la cpu de los nodos se ha usado el comando 
“less /proc/cpuinfo”. 
 
Nodos antiguos: Estos nodos no tienen HyperThreading (arvei-36, arvei-38, 
arvei-39, arvei-41, arvei-42, arvei-45, arvei-48 y arvei-59). Cada nodo tiene 2 
procesadores con las siguientes características: 
 
model name : Intel(R) Xeon(R) CPU 5148  @ 2.33GHz 
cache size  : 4096 KB 
cpu cores  : 2 
 
Nodos nuevos: Estos nodos tienen HyperThreading pero para las pruebas ha 
sido desactivado (arvei-1404, arvei-1405, arvei-1406, arvei-1407, arvei-1408, 
arvei-1409, arvei-1410 y arvei-1411). Cada nodo tiene 2 procesadores con las 
siguientes características: 
 
model name : Intel(R) Xeon(R) CPU E5-2630L v2 @ 2.40GHz 
cache size : 15360 KB 
cpu cores : 6 
  
5.1.2. Configuración y uso del clúster 
 
El sistema Sun Grid Engine del cluster Arvei permite el envió de trabajos a 
través de colas. Para la realización de las pruebas se creado una cola en 
exclusiva para evitar que otros usuarios envíen trabajos sobre los 16 nodos 
asignados, mientras se realizan las cargas de trabajo. Para el envío del job a la 
cola asignada, se ha creado un script en el archivo hibench_test_job.sh. 
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El job es enviado a través del terminal mediante el siguiente comando: 
 
qsub -pe hadoop 16 -l hadoop_master=1,excl_alcoro hibench_test_job.sh 
 
Dentro del archivo hibench_test_job.sh se llama a la ejecución de HiBench 
mediante la línea: 
 
/scratch/nas/1/alcoro/web/hibench-2.2/bin/run-all.sh 
 
 
5.2. HiBench 
 
Para las pruebas se uso diversas cargas de trabajo disponibles en HiBench, 
Para ello, en cada carga de trabajo se definieron los parámetros de 
configuración en el archivo configure.sh de su respectiva carpeta /conf. 
 
5.2.1. Configuración de las cargas de trabajo 
 
5.2.1.1. Wordcount 
 
Input de 32 GB en 512 splits. El archivo configure.sh incluye los siguientes 
parámetros: 
# for prepare 
DATASIZE=2000000000   
NUM_MAPS=16 
# for running 
NUM_REDS=1 
 
5.2.1.2. Sort 
 
Input de 32 GB en 512 splits. El archivo configure.sh incluye los siguientes 
parámetros: 
# for prepare (total) 
DATASIZE=2000000000 
NUM_MAPS=16 
# for running (total)  
NUM_REDS=48 
 
5.2.1.3. Terasort 
 
Input de 36 GB en 576 splits. El archivo configure.sh incluye los siguientes 
parámetros: 
 
# for prepare 
DATASIZE=330000000  
NUM_MAPS=96   
# for running  
NUM_REDS=48 
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5.2.1.4. Nutch indexing 
 
Input de 240000 pages en 432 splits. El archivo configure.sh incluye los 
siguientes parámetros: 
 
PAGES=240000 
NUM_MAPS=96 
NUM_REDS=48 
 
5.2.1.5. K-means clustering 
 
Input de 24 GB en 384 splits. El archivo configure.sh incluye los siguientes 
parámetros: 
 
# for prepare 
NUM_OF_CLUSTERS=32 
NUM_OF_SAMPLES=20000000 
SAMPLES_PER_INPUTFILE=4000000 
DIMENSIONS=20 
# for running 
MAX_ITERATION=1 
 
5.2.1.6. Pagerank 
 
Input de 20 GB en 517 splits. El archivo configure.sh incluye los siguientes 
parámetros: 
 
# for prepare 
PAGES=20000000 
NUM_MAPS=512 
NUM_REDS=48 
# for running 
NUM_ITERATIONS=1 
BLOCK=0 
BLOCK_WIDTH=16 
 
 
5.2.1.7. Bayesian Classification 
 
Input de 100000 pages en 512 splits. El archivo configure.sh incluye los 
siguientes parámetros: 
 
# for prepare 
PAGES=100000 
CLASSES=100 
NUM_MAPS=512 
NUM_REDS=48 
# bench parameters 
NGRAMS=1 
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6. RESULTADOS 
 
Se realizaron 5 pruebas por cada sampling de 5%, 10%, 25% y 50%, además 
del 100% del input, en donde medimos el tiempo de ejecución y la localidad. 
Luego se ha calculado el promedio de las 5 pruebas de cada tipo para la 
creación de las tablas y gráficos.  
 
En las tablas y gráficos se presentan diferentes tipos de pruebas a los que 
llamamos: 
 
- Referencia: Esta prueba no aplica las técnicas de sampling desarrolladas 
pero sirve de punto de referencia para comparar con dichas técnicas. Este 
procesa 1/20, 1/10, 1/4 y 1/2 del tamaño total del input que es equivalente a un 
sampling de 5%, 10%, 25% y 50%. 
 
- Sin Optimizar: Esta prueba aplica la técnica de sampling inicial (sin optimizar) 
en el que no se tiene en cuenta la localidad. 
 
- Optimizado: Esta prueba aplica la técnica de sampling optimizada que tiene 
en cuenta la localidad y la optimiza. 
 
El término “Original” hace referencia al tiempo original del input procesado al 
100% como referencia. 
 
El tiempo de ejecución y la localidad de un job que procesa el 100% del input 
para los tipos de prueba “Referencia”, “Sin optimizar” y “Optimizado” es el 
mismo, ya que al procesar el 100% del input no se puede aplicar ninguna 
técnica de sampling por lo que tampoco se puede optimizar la localidad y solo 
se usaría el algoritmo original de Hadoop, es decir del tipo de prueba 
“Referencia”. 
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6.1. Wordcount 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   50877	   45086	   44957	   99,71%	  
10%	   63892	   63827	   63044	   98,77%	  
25%	   96743	   94360	   93774	   99,38%	  
50%	   170530	   170727	   165345	   96,85%	  
100%	   298471	   298471	   298471	   100,00%	  
 
 
 
 
 
 
Figura 19. Worcount: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de los datos sobre el sampling, el tiempo 
de ejecución se reduce ligeramente. 
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Tabla del promedio de la localidad de los datos: 
 
 
Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   73,08%	   57,69%	   100,00%	  
10%	   86,54%	   78,85%	   100,00%	  
25%	   95,31%	   94,53%	   100,00%	  
50%	   97,27%	   96,48%	   100,00%	  
100%	   98,83%	   98,83%	   98,83%	  
 
 
 
 
 
 
Figura 20. Wordcount: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una menor 
localidad de datos en comparación con la localidad de referencia.  
 
Aplicando la optimización de localidad de los datos sobre un sampling de 5%, 
10%, 25% y 50%, se incrementa significativamente la localidad al 100%, 
gracias a lo cual se reducen los accesos remotos.  
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6.2. Sort 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   57779	   61230	   55846	   91,21%	  
10%	   83305	   73622	   69843	   94,87%	  
25%	   154221	   138285	   135075	   97,68%	  
50%	   224732	   213745	   213430	   99,85%	  
100%	   369420	   369420	   369420	   100,00%	  
 
 
 
 
 
 
Figura 21. Sort: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de los datos sobre el sampling, el tiempo 
de ejecución se reduce se reduce gradualmente hasta en un 8.79%. 
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Tabla del promedio de la localidad de los datos: 
 
 
Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   69,23%	   69,23%	   100,00%	  
10%	   84,62%	   82,69%	   100,00%	  
25%	   96,09%	   94,53%	   100,00%	  
50%	   97,66%	   96,09%	   100,00%	  
100%	   98,24%	   98,24%	   98,24%	  
 
 
 
 
 
 
 
Figura 22. Sort: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una similar 
localidad de los datos en comparación con la localidad de referencia.  
 
Aplicando la optimización de localidad sobre un sampling de 5%, 10%, 25% y 
50%, se incrementa significativamente la localidad al 100%, gracias a lo cual se 
reducen los accesos remotos.  
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6.3. Terasort 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   57499	   57759	   53216	   92,13%	  
10%	   76820	   84575	   69908	   82,66%	  
25%	   119346	   127596	   123979	   97,17%	  
50%	   206441	   197990	   194629	   98,30%	  
100%	   325460	   325460	   325460	   100,00%	  
 
 
 
 
 
 
Figura 23. Terasort: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de los datos sobre el sampling, el tiempo 
de ejecución se reduce hasta en un 17.34%. 
 
Tabla del promedio de la localidad de los datos: 
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Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   62,07%	   62,07%	   100,00%	  
10%	   82,76%	   91,38%	   100,00%	  
25%	   94,44%	   93,75%	   100,00%	  
50%	   96,18%	   96,88%	   100,00%	  
100%	   99,13%	   99,13%	   99,13%	  
 
 
 
 
 
 
 
Figura 24. Terasort: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una similar 
localidad de datos en comparación con la localidad de referencia.  
 
Aplicando la optimización de localidad de datos sobre un sampling de 5%, 
10%, 25% y 50%, se incrementa significativamente la localidad al 100%, 
gracias a lo cual se reducen los accesos remotos. 
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6.4. Nutch indexing 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   51437	   39844	   38449	   96,50%	  
10%	   61473	   43500	   42437	   97,56%	  
25%	   61533	   60875	   60728	   99,76%	  
50%	   93313	   134627	   128487	   95,44%	  
100%	   691819	   691819	   691819	   100,00%	  
 
 
 
 
 
 
 
Figura 25. Nutch Indexing: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de datos sobre el sampling, el tiempo de 
ejecución se reduce ligeramente. 
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Tabla del promedio de la localidad de los datos: 
 
 
Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   54,55%	   63,64%	   100,00%	  
10%	   81,82%	   81,82%	   100,00%	  
25%	   100,00%	   92,59%	   100,00%	  
50%	   96,76%	   95,83%	   100,00%	  
100%	   97,22%	   97,22%	   97,22%	  
 
 
 
 
 
 
Figura 26. Nutch Indexing: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una similar 
localidad de los datos en comparación con la localidad de referencia, aunque 
de manera particular se obtiene la localidad de referencia  de 100% con un 
sampling de 25% 
 
Aplicando la optimización de localidad de los datos sobre un sampling de 5%, 
10%, 25% y 50%, se incrementa significativamente la localidad al 100%, 
gracias a lo cual se reducen los accesos remotos. 
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6.5. K-means clustering 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   58352	   58576	   57557	   98,26%	  
10%	   71639	   72608	   69556	   95,80%	  
25%	   116329	   113475	   113172	   99,73%	  
50%	   176825	   173968	   172748	   99,30%	  
100%	   314596	   314596	   314596	   100,00%	  
 
 
 
 
 
 
Figura 27. K-means: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de datos sobre el sampling, el tiempo de 
ejecución se reduce ligeramente. 
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Tabla del promedio de la localidad de los datos: 
 
 
Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   55,00%	   75,00%	   100,00%	  
10%	   76,92%	   87,18%	   100,00%	  
25%	   88,54%	   95,83%	   100,00%	  
50%	   91,15%	   95,83%	   100,00%	  
100%	   97,92%	   97,92%	   97,92%	  
 
 
 
 
 
 
Figura 28. K-means: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una mayor 
localidad de datos en comparación con la localidad de referencia.  
 
Aplicando la optimización de localidad de datos sobre un sampling de 5%, 
10%, 25% y 50%, se incrementa significativamente la localidad al 100%, 
gracias a lo cual se reducen los accesos remotos. 
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6.6. Pagerank 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   126799	   124768	   118607	   95,06%	  
10%	   155259	   140576	   134455	   95,65%	  
25%	   224400	   210637	   208468	   98,97%	  
50%	   379127	   340189	   337829	   99,31%	  
100%	   784271	   784271	   784271	   100,00%	  
 
 
 
 
 
 
Figura 29. Pagerank: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de datos sobre el sampling, el tiempo de 
ejecución se reduce ligeramente hasta en un 4.94%. 
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Tabla del promedio de la localidad de los datos: 
 
 
Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   62,07%	   68,97%	   100,00%	  
10%	   78,95%	   84,21%	   100,00%	  
25%	   90,91%	   88,96%	   100,00%	  
50%	   95,21%	   94,26%	   100,00%	  
100%	   98,34%	   98,34%	   98,34%	  
 
 
 
 
 
 
 
Figura 30. Pagerank: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una similar 
localidad de datos en comparación con la localidad de referencia.  
 
Aplicando la optimización de localidad de datos sobre un sampling de 5%, 
10%, 25% y 50%, se incrementa significativamente la localidad al 100%, 
gracias a lo cual se reducen los accesos remotos. 
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6.7. Bayesian Classification 
 
 
Tabla del promedio del tiempo de ejecución: 
 
 
Sampling	  
Tiempo	  (ms)	  
T2/T1	  Referencia	   Sin	  Optimizar	  (T1)	   Optimizado	  (T2)	  
5%	   311100	   307663	   300020	   97,52%	  
10%	   312978	   315515	   312416	   99,02%	  
25%	   332631	   333031	   332793	   99,93%	  
50%	   396241	   394397	   392433	   99,50%	  
100%	   588331	   588331	   588331	   100,00%	  
 
 
 
 
 
 
 
Figura 31. Bayes: Tiempo vs Sampling 
 
 
Se observa que el tiempo de ejecución aplicando sampling se reduce 
notablemente respecto al tiempo original (100%) y según lo esperado en 
comparación con el tiempo de referencia. 
 
Aplicando la optimización de localidad de datos sobre el sampling, el tiempo de 
ejecución se reduce ligeramente. 
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Tabla del promedio de la localidad de los datos: 
 
Sampling	  
Localidad	  
Referencia	   Sin	  Optimizar	   Optimizado	  
5%	   58,33%	   52,78%	   86,11%	  
10%	   72,86%	   65,71%	   92,86%	  
25%	   89,39%	   82,83%	   96,97%	  
50%	   94,02%	   93,05%	   99,03%	  
100%	   96,63%	   96,63%	   96,63%	  
 
 
 
 
 
 
Figura 32. Bayes: Localidad vs Sampling 
 
 
Se observa que al aplicar sampling (sin optimizar) se obtiene una menor 
localidad de los datos en comparación con la localidad de referencia.  
 
Aplicando la optimización de localidad de datos sobre un sampling de 5%, 
10%, 25% y 50%, se incrementa significativamente la localidad hasta un 
99.03%, gracias a lo cual se reducen los accesos remotos. No se logra llegar  
al 100% de localidad debido a que se ejecutan varios jobs encadenados para 
procesar el input de un trabajo enviado y no es posible llegar al 100% de 
localidad en todos esos jobs. 
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7. CONCLUSIONES 
 
En el presente trabajo se ha desarrollado diferentes técnicas de sampling que 
varían en función de su optimización de localidad, las cuales han sido 
implementadas sobre Hadoop. Después de realizar las pruebas sobre 
diferentes cargas de trabajo y analizar los resultados obtenidos, se ha llegado a 
las siguiente conclusiones: 
 
- La localidad se reduce más a medida que el porcentaje de sampling es más 
pequeño cuando se aplica una técnica de sampling sin tener en cuenta la 
localidad. Esto es debido a que al reducir el tamaño de la muestra, la 
probabilidad de disponer de un bloque de la muestra inicial para procesarlo 
localmente en un nodo se reduce. 
 
- Aplicando la optimización para incrementar la localidad de los datos sobre la  
técnica de sampling, se puede lograr incrementar la localidad hasta un 100%, 
priorizando el procesamiento de bloques locales cercanos a los bloques del 
sampling inicial en lugar del procesamiento de bloques no locales 
pertenecientes al sampling inicial por defecto. Al  incrementar la localidad, se 
reduce la transferencia de datos entre nodos, gracias a lo cual se puede reducir 
la carga de la red del entorno de trabajo y mejorar aún más el rendimiento. 
 
- El tiempo de ejecución para un determinado porcentaje de sampling no es 
proporcional al tamaño del sampling debido al overhead que existe en la 
ejecución de un sampling que hace que aumente el tiempo de ejecución. Sin 
embargo, se puede procesar una muestra representativa para obtener 
resultados en un mucho menor tiempo en comparación al procesamiento  de 
un input completo. 
 
- Al aplicar la optimización de localidad de los datos sobre la técnica de 
sampling se logra reducir el tiempo de ejecución hasta en un 17% respecto a la 
técnica de sampling sin optimizar debido a que reducimos el overhead que 
implica la transferencia de bloques de un nodo a otro. Gracias a la reducción 
del tiempo de ejecución se puede lograr el ahorro de recursos del entorno de 
trabajo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	  	   	  	  	  	  	  	  	  	  	  	  	  58	  	  
 
8. RECOMENDACIONES 
 
 
El presente trabajo se han aplicado optimizaciones al sampling basadas en la 
localidad, sin embargo existen otras posibilidades de optimización que podrían 
aplicarse de manera conjunta, como la configuración de la propiedad sobre la 
cantidad de map tasks que pueden ejecutarse en paralelo en un nodo, para lo 
cual se podría aprovechar la arquitectura de cada nodo con un valor adecuado 
para dicha propiedad en función del número de cores del nodo. 
 
Sería interesante implementar los otros métodos de muestreo aplicando la 
optimización de localidad para observar y evaluar el rendimiento y como se 
distribuye la muestra a lo largo de la entrada de datos. 
 
Como trabajo futuro sería interesante evaluar o medir la calidad de los 
resultados de sampling en función de la optimización de la localidad de los 
datos. 
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