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INTEGRATED SOLUTIONS OF NON-DENSELY DEFINED SEMILINEAR
DIFFERENTIAL INCLUSIONS: EXISTENCE, TOPOLOGY AND
APPLICATIONS
RADOSŁAW PIETKUN
Abstract. Given a linear closed but not necessarily densely defined operator A on a Ba-
nach space E with nonempty resolvent set and a multivalued map F : I × E ⊸ E with
weakly sequentially closed graph, we consider the Cauchy problem
u˙ ∈ Au + F(t, u) on I, u(0) = x0 .
We focus on the case when A generates an integrated semigroup and obtain existence of
solutions in the sense of [20, Def.6.4.] if E is weakly compactly generated and F satisfies
β(F(t,Ω)) 6 η(t)β(Ω) for all bounded Ω ⊂ E,
where η ∈ L1(I) and β denotes the De Blasi measure of noncompactness. When E is
separable, we are able to show that the set of all integrated solutions is a compact Rδ-subset
of the space C(I, E) endowed with the weak topology. We use this result to investigate a
nonlocal Cauchy problem described by means of a nonconvex-valued boundary condition
operator. Some applications to partial differential equations with multivalued terms are
also included.
1. Introduction and Notation
The aim of this paper is the study of the following Cauchy problem in the Banach
space E:
(1)
{
u˙(t) ∈ Au(t) + F(t, u(t)) on I := [0, T ],
u(0) = x0,
where A : D(A) ⊂ E → E is a linear closed operator, F : I × E ⊸ E is a multivalued
perturbation and x0 ∈ E is given.
The initial value problem (1) is thoroughly examined in the case in which A is the infin-
itesimal generator of a C0-semigroup, which means, among others, that the domain D(A)
must be dense in E. However, a concept introduced in the eighties by Arendt ([1]) allow
to extend the theory to the case of abstract Cauchy problems with operators which do not
satisfy the Hille-Yosida conditions. The main idea behind this notion can be summarized
as follows: Let {Ut}t>0 be a C0-semigroup on E. Then S (t) :=
∫ t
0
U(s) ds defines a family
{S (t)}t>0 of bounded operators having the following three properties:
(i) S (0) = 0,
(ii) t 7→ S (t) is strongly continuous,
(iii) S (s)S (t) =
∫ s
0
(S (r + t) − S (t)) dr.
We call an integrated semigroup an operator family satisfying (i)-(iii) (for more informa-
tion about defined notion, please refer to [12, 14, 20]). The generator A of an integrated
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semigroup {S (t)}t>0 poses an example of such a linear operator that does not meet the
Hille-Yosida conditions.
In order to find a solution u ∈ C(I,D(A)), which is differentiable and satisfies
(2)
{
u˙(t) = Au(t) + f (t) on I,
u(0) = x0,
one usually must impose a lot of smoothness both on x0 (x0 ∈ D(A), x0 ∈ D(A2)) and on f ,
either in the form of temporal regularity (i.e. f ∈ W1,p(I, E)) or spatial regularity (i.e. f (t)
is supposed to belong to D(A) a.e. on I). Without this additional regularity assumptions one
considers problem (2) in a generalized sense, which is suggested by the formal integration
of both sides of (2). In this case we are dealing with integral solutions in the sense of Da
Prato and Sinestrari ([5]):
u(t) = x0 + A
∫ t
0
u(s) ds +
∫ t
0
f (s) ds, t ∈ I,
which means in particular that
∫ t
0
u(s) ds ∈ D(A). One easily deduces that if an integral
solution of (2) exists then necessarily x0 ∈ D(A). If we want to relax smoothness condition
for x0 even more, we can integrate (2) twice. The latter approach motivates the following
definition (compare [20, Def.6.4.]):
Definition 1. By an integrated solution of the problem (1) we mean a continuous function
u : I → E such that
(3)

∫ t
0
u(s) ds ∈ D(A),
u(t) − tx0 ∈ A
∫ t
0
u(s) ds +
∫ t
0
(t − s)F(s, u(s)) ds for t ∈ I,
where the last integral on the right is understood in the sense of Aumann.
The main results of our paper are theorems regarding the existence of integrated so-
lutions of the problem (1) and the topological characterization of their set, in the situa-
tion where operator A is a generator of a non-degenerate exponentially bounded integrated
semigroup and the multivalued perturbation term has weakly sequentially closed graph. To
avoid compactness assumptions, the weak topology and the notion of the De Blasi measure
of noncompactness is employed. Exploitation of Theorem 2.8. from [16], on the behaviour
of the measure β with respect to integration, allowed us to formulate the results also in the
context of non-reflexive Banach spaces.
In Section 2. we present some important, from the technical point of view, generaliza-
tions of the result known in the literature as the Convergence Theorem. Section 3. contains
the aforesaid main results of the paper (Theorem 5. and Theorem 6.). Consequences of the
previously described geometric structure of the set of integrated solutions to the Cauchy
problem (1) has been collected in Section 4. in the form of theorems and examples illus-
trating the use of Theorem 6.
Let us introduce some notations which will be used in this paper.
Let (E, | · |) be a Banach space, E∗ its normed dual and σ(E, E∗) its weak topology. If
M is a subset of a Banach space E, by (M,w) we denote the topological space M furnished
with the relative weak topology of E.
The normed space of bounded linear operators S : E → E is denoted by L (E). Given
S ∈ L (E), ||S ||L is the norm of S . For any ε > 0 and A ⊂ E, B(A, ε) (D(A, ε)) stands for
an open (closed) ε-neighbourhood of the set A (DC(0,R) represents the ball in the space of
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continuous functions). If x ∈ E we put dist(x, A) := inf{|x − y| : y ∈ A}. Besides, for two
nonempty closed bounded subsets A, B of E the symbol h(A, B) stands for the Hausdorff
distance from A to B, i.e. h(A, B) := max{sup{dist(x, B) : x ∈ A}, sup{dist(y, A) : y ∈ B}}.
We use symbols of functional spaces, such as C(I, E), Lp(I, E), L∞(I, E), H2(n),
L2(n), in their commonly accepted meaning. Symbols || · ||, || · ||p represent norms in
the space C(I, E) and Lp(I, E), respectively.
Given metric space X, a set-valued map F : X ⊸ E assigns to any x ∈ X a nonempty
subset F(x) ⊂ E. F is (weakly) upper semicontinuous, if the small inverse image F−1(A) =
{x ∈ X : F(x) ⊂ A} is open in X whenever A is (weakly) open in E. We say that F : X ⊸ E
is upper hemicontinuous if for each x∗ ∈ E∗, the function σ(x∗, F(·)) : X →  ∪ {+∞} is
upper semicontinuous (as an extended real function), where σ(x∗, F(x)) = sup
y∈F(x)
〈x∗, y〉. We
have the following characterization: a map F : X ⊸ E with convex values is weakly upper
semicontinues and has weakly compact values iff given a sequence (xn, yn) in the graph
Gr(F) of map F with xn
X−−−→
n→∞
x, there is a subsequence ykn
E−−−⇀
n→∞
y ∈ F(x) (⇀ denotes the
weak convergence).
Let H∗(·) denote the Alexander-Spanier cohomology functor with coefficients in the
field of rational numbers Q (see [19]). We say that a topological space X is acyclic if the
reduced cohomology H˜q(X) is 0 for any q > 0. A compact (nonempty) metric space X is
an Rδ-set if it is the intersection of a decreasing sequence of compact contractible metric
spaces. In particular, Rδ-sets are acyclic.
An upper semicontinuous map F : E ⊸ E is called acyclic if it has compact acyclic
values. A set-valued map F : E ⊸ E is admissible (in the sense of [10, Def.40.1]) if there
is a Hausdorff topological space Γ and two continuous functions p : Γ → E, q : Γ → E
from which p is a Vietoris map such that F(x) = q(p−1(x)) for every x ∈ E. Clearly, every
acyclic map is admissible. Moreover, the composition of admissible maps is admissible
([10, Th.40.6]).
A real function β defined on the family of bounded subsets Ω of E defined by the
formulae
β(Ω) := inf
{
ε > 0: Ω has a weakly compact ε-net in E
}
is called the De Blasi measure of noncompactness. Recall that β is a measure of noncom-
pactness in the sense of general definition provided E is endowed with the weak topology.
One can readily verify that the MNC β is regular, monotone, nonsingular, semi-additive,
algebraically semi-additive and invariant under translation (see [6]).
We recall the reader following results on account of their practical importance. The first
is a weak compactness criterion in Lp(Ω, E), which originates from [21].
Theorem 1 ([21, Cor.9]). Let (Ω,Σ, µ) be a finite measure space with µ being a nonatomic
measure on Σ. Let A be a uniformly p-integrable subset of Lp(Ω, E) with p ∈ [1,∞).
Assume that for a.a. ω ∈ Ω, the set { f (ω) : f ∈ A} is relatively weakly compact in E. Then
A is relatively weakly compact.
The next theorems are two well-known results from the scope of topological fixed point
theory, our proofs could not do without.
Theorem 2 ([8, Th.7.4]). Let X be an absolute extensor for the class of compact metrizable
spaces and F : X ⊸ X be an admissible map such that F(X) is contained in a compact
metrizable subset of X. Then F has a fixed point.
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Theorem 3 ([15, Th.5.2.18]). If M is a nonempty compact and convex subset of a locally
convex space E and F : M ⊸ M is a convex compact valued upper semicontinuous set-
valued map, then F has a fixed point.
2. The Convergence Theorem
In the case of upper hemicontinuous maps the following theorem is an analogon of a
relation binding usc set-valued maps and semi limits (cf. [3, Prop.1.4.7]).
Theorem 4. Let F : E ⊸ E be a closed convex valued upper hemicontinuous multimap.
Then
(4)
y ∈
⋂
ε>0
⋂
δ>0
co
⋃
x′∈B(x,δ)
B(F(x′), ε)
⇐⇒ (x, y) ∈ Gr(F).
Proof. The ”only if” part is basically obvious. It follows from the fact that (x, y) ∈ Gr(F)
if and only if y ∈ Lim sup
x′→x
F(x′), where the latter is the upper limit in the sense of Painlevé-
Kuratowski. This limit is evidently contained in
⋂
ε>0
⋂
δ>0
co
⋃
x′∈B(x,δ)
B(F(x′), ε).
Fix y ∈ ⋂
ε>0
⋂
δ>0
co
⋃
x′∈B(x,δ)
B(F(x′), ε). Let x∗ ∈ E∗. By the definition of upper hemiconti-
nuity
∀ ε > 0 ∃ δ > 0 σ(x∗, F(B(x, δ))) < σ(x∗, F(x)) + ε.
Thus,
inf
ε>0
inf
δ>0
σ(x∗, F(B(x, δ))) 6 inf
ε>0
(σ(x∗, F(x)) + ε) .
The latter property implies
〈x∗, y〉 6 σ
x∗,
⋂
ε>0
⋂
δ>0
co
⋃
x′∈B(x,δ)
B(F(x′), ε)
 6 infε>0 infδ>0σ(x∗, coF(B(x, δ)))
= inf
ε>0
inf
δ>0
σ(x∗, F(B(x, δ))) 6 inf
ε>0
(σ(x∗, F(x)) + ε) 6 σ(x∗, F(x)) + |x∗| inf
ε>0
ε
= σ(x∗, F(x)).
Since F has closed convex values, it means that y ∈ F(x), i.e. (x, y) ∈ Gr(F). 
Let (I,L(I), ℓ) denote the Lebesgue measure space. The following property of upper
hemicontinuous multimaps with closed and convex values is a key, although strictly tech-
nical, tool used in the proofs of results regarding differential inclusions.
Corollary 1 (Plis´ Convergence Theorem). Let F : E ⊸ E be a closed convex valued
upper hemicontinuous multimap. Assume that functions fn, f : I → E and gn, g : I → E
are such that
(5) gn(t)
E−−−→
n→∞
g(t) a.e. on I
and
(6) fn(t) ∈ coB(F(B(gn(t), εn)), εn) a.e. on I,where εn → 0+ as n → ∞.
If one of the following conditions holds
(i) fn
L1(I,E)−−−−−⇀
n→∞
f ,
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(ii) fn and f are weakly ℓ-measurable and
∀ J ∈ L(I) (D)
∫
J
fn dℓ
∗−−−⇀
n→∞
(D)
∫
J
f dℓ,
where (D)
∫
J
f dℓ is the Dunford integral of f over J,
(iii) fn(t)
E−−−⇀
n→∞
f (t) a.e. on I,
(iv) f (t) ∈ cow-lim sup
n→∞
{ fn(t)} a.e. on I, where
w- lim sup
n→∞
An :=
{
x ∈ E : x = w- lim
n→∞
xkn , xkn ∈ Akn , k1 < k2 < . . .
}
and {An}∞n=1 ⊂ 2E \ {∅},
(v) f (t) ∈
∞⋂
n=1
co
∞⋃
m=n
{ fm(t)} a.e. on I,
then f (t) ∈ F(g(t)) a.e. on I.
Proof. The thesis can be inferred directly from the assumption (i), as it has been donemany
times in the past (cf. classic reference [2]). The implication between assumption (i) and
(ii) can be easily justified under the additional assumption that E∗ has RNP. Convergence
fn
L1(I,E)−−−−−⇀
n→∞
f means that for every g ∈ L∞(I, E∗),
∫
I
〈g(t), fn(t)〉 dt −−−→
n→∞
∫
I
〈g(t), f (t)〉 dt. For
every J ∈ L(I) and x∗ ∈ E∗ define g := x∗1J ∈ L∞(I, E∗). Then 〈x∗, (D)
∫
J
fndℓ〉 −−−→
n→∞
〈x∗, (D)
∫
J
f dℓ〉. Consequently, (D)
∫
J
fn dℓ
∗−−−⇀
n→∞
(D)
∫
J
f dℓ.
Condition (ii) entails condition (v). Assume that there is n0 ∈ N, x∗0 ∈ E∗ and a subset
J ∈ L(I) such that ℓ(J) > 0 and 〈x∗0, f (t)〉 > sup
m>n0
〈x∗0, fm(t)〉 for every t ∈ J. The set J has
the form of a countable union of sets
Jk :=
{
t ∈ J : 〈x∗0, f (t)〉 > sup
m>n0
〈x∗0, fm(t)〉 + 1/k
}
.
The sets Jk are clearly measurable, since the function I ∋ t 7→ 〈x∗0, f (t)〉 − sup
m>n0
〈x∗0, fm(t)〉 −
1/k ∈ R is ℓ-measurable. Moreover, there must be a set Jk0 such that ℓ(Jk0) > 0. Now,
observe that 〈
x∗0, (D)
∫
Jk0
f dℓ
〉
=
∫
Jk0
〈x∗0, f (t)〉 dt >
∫
Jk0
〈x∗0, fm(t)〉 dt +
ℓ(Jk0)
k0
=
〈
x∗0, (D)
∫
Jk0
fm dℓ
〉
+
ℓ(Jk0)
k0
for every m > n0. In view of (ii) we have〈
x∗0, (D)
∫
Jk0
f dℓ
〉
>
〈
x∗0, (D)
∫
Jk0
f dℓ
〉
+
ℓ(Jk0)
k0
- a contradiction. Thus,
∀ n > 1 ∀ x∗ ∈ E∗ 〈x∗, f (t)〉 6 sup
m>n
〈x∗, fm(t)〉 a.e. on I,
i.e. f (t) ∈
∞⋂
n=1
co
∞⋃
m=n
{ fm(t)} a.e. on I.
Of course, (iii) implies (iv) and (iv) implies (v).
6 RADOSŁAW PIETKUN
Fix t ∈ I such that (5), (6) and (v) are satisfied simultaneously. Take ε > 0 and δ > 0. In
view of (5) there is n ∈ N such that B(gm(t), εm) ⊂ B(g(t), δ) and εm < ε for m > n. From
(6) it follows that
co
∞⋃
m=n
{ fm(t)} ⊂ co
∞⋃
m=n
coB(F(B(gm(t), εm)), εm) ⊂ co
∞⋃
m=n
B(F(B(gm(t), εm)), εm)
⊂ coB(F(B(g(t), δ)), ε).
Hence,
f (t) ∈
∞⋂
n=1
co
∞⋃
m=n
{ fm(t)} ⊂
⋂
ε>0
⋂
δ>0
co
⋃
x∈B(g(t),δ)
B(F(x), ε).
Applying Theorem 4. one sees that f (t) ∈ F(g(t)). 
Corollary 2. Let F : E ⊸ E be a closed convex valued multimap satisfying:
(7) xn
E−−−⇀
n→∞
x =⇒ lim sup
n→∞
σ(x∗, F(xn)) 6 σ(x∗, F(x)) for all x∗ ∈ E∗.
Assume that functions fn, f : I → E and gn, g : I → E are such that
(8) gn(t)
E−−−⇀
n→∞
g(t) a.e. on I
and
(9) fn(t) ∈ coB(F(gn(t)), εn) a.e. on I,where εn → 0+ as n → ∞.
If the following condition holds
(10) f (t) ∈
∞⋂
n=1
co
∞⋃
m=n
{ fm(t)} a.e. on I,
then f (t) ∈ F(g(t)) a.e. on I.
Proof. Let xn
E−−−⇀
n→∞
x. Then xn
E−−−⇀
n>N
x and lim sup
n>N
σ(x∗, F(xn)) 6 σ(x∗, F(x)) for every
x∗ ∈ E∗ and N > 1, in view of (7). Therefore,
(11) ∀ x∗ ∈ E∗ sup
N>1
inf
n>N
sup
m>n
σ(x∗, F(xm)) 6 σ(x∗, F(x)).
Take ε > 0. There is N ∈ N such that εm < ε for m > N. From (9) it follows that
co
∞⋃
m=N
{ fm(t)} ⊂ co
∞⋃
m=N
coB(F(gm(t)), εm) ⊂ co
∞⋃
m=N
B(F(gm(t)), ε).
Hence,
f (t) ∈
∞⋂
n=1
co
∞⋃
m=n
{ fm(t)} ⊂
⋂
n>N
co
∞⋃
m=n
B(F(gm(t)), ε)
and eventually
f (t) ∈
⋂
ε>0
∞⋃
N=1
∞⋂
n=N
co
∞⋃
m=n
B(F(gm(t)), ε) a.e. on I.
Take x∗ ∈ E∗. By (8) and (11) it follows that
〈x∗, f (t)〉 6 σ
x∗,
⋂
ε>0
∞⋃
N=1
∞⋂
n=N
co
∞⋃
m=n
B(F(gm(t)), ε)
 6 inf
ε>0
sup
N>1
inf
n>N
sup
m>n
σ(x∗, B(F(gm(t)), ε))
6 sup
N>1
inf
n>N
sup
m>n
σ(x∗, F(gm(t))) + inf
ε>0
ε|x∗| 6 σ(x∗, F(g(t))).
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Consequently, f (t) ∈ F(g(t)) a.e. on I. 
3. Existence and topology of solutions
The remainder of the article rests on the following hypotheses:
(A1) A : D(A) → E is a generator of a non-degenerate integrated semigroup {S (t)}t>0
such that ||S (t)|| 6 Meωt for t > 0 with suitable constants M, ω > 0,
(A2) A : D(A)→ E satisfies (A1) and the generated semigroup {S (t)}t>0 is equicontinu-
ous,
(F1) for every (t, x) ∈ I × E the set F(t, x) is nonempty and convex,
(F2) the map F(·, x) has a strongly measurable selection for every x ∈ E,
(F3) the graph Gr (F(t, ·)) is sequentially closed in (E,w) × (E,w) for a.a. t ∈ I,
(F4) F satisfies the following growth condition:
lim sup
r→+∞
r−1
∫
I
sup
|x|6r
||F(t, x)||+ dt < M−1e−ωT ,
where M, ω are exactly the same constants as in (A1),
(F5) there is a function η ∈ L1(I,) such that for all bounded Ω in E and for a.a. t ∈ I
the inequality holds
β(F(t,Ω)) 6 η(t)β(Ω).
Remark 1. A linear operator A is called a generator of an integrated semigroup, if
there exists ω ∈  such that (ω,∞) ⊂ ρ(A), and there exists a strongly continuous
exponentially bounded family {S (t)}t>0 of bounded operators such that S (0) = 0 and
(λ − A)−1 = λ
∫ ∞
0
e−λtS (t) dt for λ > ω. An integrated semigroup {S (t)}t>0 is called non-
degenerate if
⋂
t>0
ker S (t) = {0}.
Remark 2. By condition (F4) we mean implicitly that the map I ∋ t 7→ sup
|x|6r
||F(t, x)||+ ∈

+
is bounded for every r > 0. The upper integral of a bounded (but not necessarily
measurable) function f : I → 
+
is
∫
I
f (t) dt := inf

∫
I
g(t) dt : g ∈ L1(I), f (t) 6 g(t) a.e. on I
 .
Remark 3. If the integrated semigroup {S (t)}t>0 is exponentially stable in the sense that
||S (t)|| 6 e−ωt for t > 0 with ω > 0, then assumption (F4) shall take the form
lim sup
r→+∞
r−1
∫
I
sup
|x|6r
||F(t, x)||+ dt < 1.
Let NF : C(I, E)⊸ L1(I, E) be the Nemtyskiıˇ operator corresponding to F, i.e.
NF (u) :=
{
w ∈ L1(I, E) : w(t) ∈ F(t, u(t)) for a.a. t ∈ I
}
.
Remark 4. Under hypotheses (F1)-(F5) the Nemytskiıˇ operator NF is nonempty convex
weakly compact valued weakly upper semicontinuous set-valued map (cf. for instance [18,
Prop.1.]).
Let us also define the Volterra integral operator V : L1(I, E)→ C(I, E) by the formulae:
(12) V( f )(t) :=
∫ t
0
S (t − s) f (s) ds for t ∈ I.
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Lemma 1. Assume (A1). Then the integral operator V : L1(I, E) → C(I, E) defined by
(12) is a bounded linear monomorphism with ||V ||L (L1 ,C) 6 MeωT .
Proof. Apply [20, Th.6.5.] and the very definition of an integrated solution to the inho-
mogeneous Cauchy problem (2). The estimate of the norm ||V ||L (L1 ,C) follows straightfor-
wardly. 
It is important from a methodological point of view to realize that the solution set SF (x0)
of all integrated solutions to the problem (1) coincides with the fixed point set Fix(H) of
the operator H : C(I, E)⊸ C(I, E) defined by H := S (·)x0 +V ◦ NF . Indeed, if u ∈ Fix(H)
then u = S (·)x0 + V( f ) for some f ∈ NF (u). Thanks to [20, Th.6.5.] we know that u
belongs to SF (x0). Suppose then that u ∈ SF (x0). This means that
u(t) = tx0 + A
∫ t
0
u(s) ds +
∫ t
0
(t − s) f (s) ds
for some f ∈ NF (u). The inhomogeneous Cauchy problem (2) has a unique integrated
solution x given by the formula: x = S (·)x0+V( f ). This follows again from the use of [20,
Th.6.5.]. Since u is also a solution to (2), it means that u = S (·)x0 + V( f ), i.e. u ∈ Fix(H).
Recall that the space E is calledweakly compactly generated (WCG) if there is a weakly
compact set K in E such that E = span(K).
Lemma 2. Let E be a WCG space. Assume (A2), (F1) and (F3)-(F5). Then the solution set
SF(x0) is weakly compact in C(I, E).
Proof. We claim that there are a priori bounds for SF (x0). Indeed, assume that for every
n > 1 there exists xn ∈ SF (x0) such that |xn| > n. Let xn = S (·)x0 + V( fn) for some
fn ∈ NF (xn). By (F4) we have
1 6 lim
n→∞
||xn||
n
6 lim
n→∞
||S (·)x0 + V( fn)||
n
6 lim
n→∞
MeωT |x0| + ||V ||L || fn||1
n
6 lim
n→∞
MeωT |x0|
||xn||
+ MeωT lim
n→∞
∫
I
sup
|x|6||xn||
||F(t, x)||+ dt
||xn||
< 1.
Hence, the claim is validated.
The solution set SF (x0) is strongly equicontinuous in C(I, E). Indeed, take an arbitrary
u ∈ SF(x0). Then u = S (·)x0 + V( f ) for some f ∈ NF (u). Let g ∈ L1(I) be such that
sup
|x|6||SF(x0)||+
||F(t, x)||+ 6 g(t) a.e. on I. As one can see
|u(t) − u(τ)| 6 |S (t)x0 − S (τ)x0| +
∣∣∣∣∣∣
∫ t
0
S (t − s) f (s) ds −
∫ τ
0
S (τ − s) f (s) ds
∣∣∣∣∣∣
6 |S (t)x0 − S (τ)x0| +
∫ τ
0
||S (t − s) − S (τ − s)||L g(s) ds + MeωT
∫ t
τ
g(s) ds
(13)
From Lebesgue’s dominated convergence theorem and assumption (A2) it follows that
lim
t→τ
sup
u∈SF (x0)
|u(t) − u(τ)| = 0.
Now, choose an arbitrary (xn)∞n=1 ⊂ SF (x0). Let fn ∈ NF (xn) be such that xn = S (·)x0 +
V( fn). It is easy to see that the strong equicontinuity of {xn}∞n=1 implies continuity of the
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function I ∋ t 7→ β((xn(t))∞n=1) ∈ + (compare [13]). From [16, Th.2.8.] it follows that
β({xn(t)}∞n=1) = β
(
{S (t)x0 + V( fn)(t)}∞n=1
)
6 β
({∫ t
0
S (t − s) fn(s) ds
}∞
n=1
)
6
∫ t
0
||S (t − s)||L β({ fn(s)}∞n=1) ds 6 MeωT
∫ t
0
η(s)β({xn(s)}∞n=1) ds
for t ∈ I. By Gronwall’s inequality, β({xn(t)}∞n=1) = 0 for every t ∈ I. In particular,
β({ fn(t)}∞n=1) = 0 a.e. on I. The family { fn}∞n=1 is uniformly integrable, since
(14) lim
ℓ(J)→0
sup
n>1
∫
J
| fn(t)| dt 6 lim
ℓ(J)→0
∫
J
sup
|x|6||SF(x0)||+
||F(t, x)||+ dt 6 lim
ℓ(J)→0
∫
J
g(t) dt = 0
for some g ∈ L1(I). In view of Theorem 1. we can extract a subsequence, again denoted
by, ( fn)∞n=1 such that fn
L1(I,E)−−−−−⇀
n→∞
f .
Observe that conditions (F1), (F5) together with the hypothesis regardingw-w sequential
closedness of Gr(F(t, ·)) implies (7). Put x := S (·)x0 + V( f ) = w- lim
n→∞
S (·)x0 +V( fn). Then
xn
C(I,E)−−−−⇀
n→∞
x. In particular, xn(t)
E−−−⇀
n→∞
x(t) for each t ∈ I. Therefore, assumptions (8),
(9) and (10) of Corollary 2. are satisfied (the implication fn
L1(I,E)−−−−−⇀
n→∞
f ⇒ (10) was proved
earlier). Consequently, f ∈ NF (x) and x ∈ S (·)x0 + V ◦ NF (x), i.e. x ∈ SF(x0). 
The main result regarding the existence of integrated solutions to the initial value prob-
lem (1) is contained in the following:
Theorem 5. Let E be a WCG space. Assume that hypotheses (A1), (F1)-(F5) are satisfied.
Then the solution set SF (x0) of the Cauchy problem (1) is nonempty.
Proof. Assume that un
C(I,E)−−−−⇀
n→∞
u. It means in particular that sup
t∈I
β({un(t)}∞n=1) = 0. Let
fn ∈ NF (un) for n > 1. Observe that the family { fn}∞n=1 is uniformly integrable, since the
set {un}∞n=1 is bounded. The latter follows by analogy to (14). Taking into account the
fact that β({ fn(t)}∞n=1) 6 η(t)β({un(t)}∞n=1) = 0 a.e. on I, we infer that fn
L1(I,E)−−−−−⇀
n→∞
f , passing
to a subsequence if necessary. This results from Theorem 1. Moreover, assumptions of
Corollary 2. are satisfied and conclusion that f ∈ NF (u) follows. Since S (·)x0 + V( fn) ∈
H(un) and S (·)x0 + V( fn)
C(I,E)−−−−⇀
n→∞
S (·)x0 + V( f ) ∈ H(u), we conclude that the restriction
H : (M,w)⊸ (C(I, E),w) is a convex compact valued upper semicontinuousmap for every
weakly compact M ⊂ C(I, E).
It is easy to show that the operator H possesses an invariant ball DC(0,R). Assume to
the contrary that for any n > 1 there exist ||un|| 6 n and vn ∈ H(un) such that ||vn|| > n. Then
1 6 lim
n→∞
||vn||
n
6 lim
n→∞
||S (·)x0 + V(NF(un))||+
n
6 lim
n→∞
MeωT |x0| + ||V ||L ||NF (un)||+1
n
6 lim
n→∞
MeωT |x0|
n
+ MeωT lim
n→∞
∫
I
sup
|x|6n
||F(t, x)||+ dt
||n|| < 1,
by (F4).
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Assume that the radius R > 0 is such that H(DC(0,R)) ⊂ DC(0,R). Fix xˆ ∈ DC(0,R)
and define
A :=
{
M ∈ 2DC(0,R) \ {∅} : M is closed convex and co ({xˆ} ∪ H(M)) ⊂ M
}
.
Then the intersection M0 :=
⋂
M∈A
M is nonempty and possesses the following description
M0 = co ({xˆ} ∪ H(M0)).
We claim that M0 is weakly compact in C(I, E). Since
(15) ϕ(L) := sup
t∈I
e−Lt
∫ t
0
eLsη(s) ds −−−−−→
L→+∞
0,
we can always pick a constant L0 > 0 so that MeωTϕ(L0) < 1. Let βL0 be a set function
defined on the family of all bounded subsets of C(I, E), given by the formulae:
βL0 (M) := max
{
sup
t∈I
e−L0tβ(D(t)) : D ⊂ M denumerable
}
.
Clearly, βL0 is a nonsingular measure of noncompactness on C(I, E). Therefore, one can
always choose a subset {un}∞n=1 ⊂ H(M0) in such a way that
sup
t∈I
e−L0 tβ
(
{un(t)}∞n=1
)
= βL0 (H(M0)) = βL0 (M0).
Let un = S (·)x0 + V( fn) with fn ∈ NF (vn) and vn ∈ M0 for n > 1. Making use of [16,
Th.2.8.] we can derive the following estimation
sup
t∈I
e−L0 tβ
(
{un(t)}∞n=1
)
= sup
t∈I
e−L0tβ
(
{S (t)x0 + V( fn)(t)}∞n=1
)
6 sup
t∈I
e−L0t
∫ t
0
||S (t − s)||L β({ fn(s)}∞n=1) ds
6 sup
t∈I
e−L0tMeωT
∫ t
0
η(s)β({vn(s)}∞n=1) ds
6 MeωT
(
sup
t∈I
e−L0 t
∫ t
0
eL0 sη(s) ds
)
sup
t∈I
e−L0 tβ
(
{vn(t)}∞n=1
)
6 MeωTϕ(L0) sup
t∈I
e−L0tβ
(
{un(t)}∞n=1
)
.
Whence, Γ := sup
t∈I
e−L0 tβ
(
{un(t)}∞n=1
)
= 0. Consider an arbitrary sequence (xn)∞n=1 ⊂ H(M0).
For each n > 1, there is vn ∈ M0 and wn ∈ NF (vn) such that xn = S (·)x0 +V(wn). Condition
(F5) implies
e−L0tβ({wn(t)}∞n=1) 6 e−L0tη(t)β({vn(t)}∞n=1) 6 η(t) sup
t∈I
e−L0tβ({vn(t)}∞n=1) 6 η(t)Γ.
Thus, β({wn(t)}∞n=1) = 0 a.e. on I. At the same time {wn}∞n=1 is uniformly integrable. Conse-
quently, we may assume, passing to a subsequence if necessary, that wn
L1(I,E)−−−−−⇀
n→∞
w. The lat-
ter entails, xn = S (·)x0+V(wn)
C(I,E)−−−−⇀
n→∞
S (·)x0+V(w), i.e. the set H(M0) is relatively weakly
compact. The weak compactness of co ({xˆ} ∪ H(M0)) follows by the Kreıˇn-Smulian theo-
rem. Therefore, M0 is weakly compact.
Summing up, by virtue of Theorem 3. we infer that the convex compact valued upper
semicontinuous set-valued map H : (M0,w) ⊸ (M0,w) possesses at least one fixed point.
This fixed point constitutes a solution to the Cauchy problem (1). 
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The eponymous topology of integrated solutions expresses itself in the following struc-
ture theorem, formulated in the context of a separable Banach space E.
Theorem 6. Let E be a separable Banach space. Assume that A : D(A)→ E satisfies (A2)
and F : I × E ⊸ E satisfies (F1)-(F5). Then the solution set of the Cauchy problem (1) is
nonempty Rδ.
Remark 5. For all we know, regarding our proof, the topological assumption about the
separability of the space E is indispensable. Application of [16, Th.2.8.] requires us to
assume that E is a weakly compactly generated Banach space. On the other hand the
metrization theorem [7, Prop.3.107] holds for E∗ being w∗-separable. However, in view of
[7, Th.13.3] a WCG space E with w∗-separable dual E∗ must be compactly generated.
Remark 6. The assumption regarding the equicontinuity of the semigroup {S (t)}t>0 is not
in fact excessively restrictive. This is still a weaker requirement than assuming that A
satisfies the Hille-Yosida condition, which characterizes generators of locally Lipschitz
continuous integrated semigroups.
Proof. If the Banach space E is separable, then the topological dual E∗ furnished with the
w∗-topologyσ(E∗, E) is also separable. Suppose that {x∗n}∞n=1 is a countableσ(E∗, E)-dense
subset of the unit sphere in E∗. Using this sequence, we are allowed to define a metric d
on E in the following way:
(16) d(x, y) :=
∞∑
n=1
2−n|〈x∗n, x − y〉|.
Clearly, this d-metric topology is weaker then the weak topologyσ(E, E∗) on E. Moreover,
the d-metric topology and the weak topology coincide on the weakly compact subsets of
E (cf.[7, Prop.3.107]).
We claim that there is a nonempty weakly compact convex set X ⊂ C(I, E) possessing
the following property:
(17) S (t)x0 +
∫ t
0
S (t − s) coF(s, X(s)) ds ⊂ X(t) for every t ∈ I.
Let X0 = DC(0,R) and Xn = Yn, where R > 0 is such that ||SF(x0)||+ 6 R. Put
Yn =
{
y ∈ C(I, E) : y(t) ∈ S (t)x0 +
∫ t
0
S (t − s) coF(s, Xn−1(s)) ds for t ∈ I
}
.
One easily sees that sets Xn are well-defined nonempty bounded convex and equicontin-
uous (equicontinuity follows by (13), remaining properties are justified in [18, Th.6.]).
Moreover, S F(x0) ⊂ X :=
∞⋂
n=0
Xn.
Using the Castaing representation for the Hausdorff continuous multimap t 7→ Xn(t), we
may write Xn(t) = {uk(t)}∞k=1 with {uk(t)}∞k=1 ⊂ Yn(t). Bearing in mind that limL→∞ ϕ(L) = 0,
where ϕ is a mapping given by (15), we choose L0 > 0 so that MeωTϕ(L0) < 1. Let
12 RADOSŁAW PIETKUN
uk = S (·)x0 + V( fk) for some fk ∈ Nco F
(
Xn−1(·)
)
. In view of [16, Th.2.8.], we have
sup
t∈I
e−L0tβ(Xn(t)) = sup
t∈I
e−L0 tβ
(
{uk(t)}∞k=1
)
= sup
t∈I
e−L0 tβ({S (t)x0 + V( fk)(t)})
6 sup
t∈I
e−L0 tMeωt
∫ t
0
β
(
{ fk(s)}∞k=1
)
ds 6 Meωt sup
t∈I
e−L0 t
∫ t
0
η(s)β(Xn−1(s)) ds
6 Meωt sup
t∈I
e−L0 t
∫ t
0
eL0 sη(s) ds sup
t∈I
e−L0 tβ(Xn−1(t))
= Meωtϕ(L0) sup
t∈I
e−L0 tβ(Xn−1(t)).
Clearly, sup
t∈I
e−L0 tβ(Xn(t)) −−−→
n→∞
0, which means that sup
t∈I
e−L0 tβ(X(t)) = 0.
Since β(X(I)) = β
(⋃
t∈I
X(t)
)
= sup
t∈I
β(X(t)) (by [13, Lem.2.]), the topological subspace(
X(I), σ(E, E∗)
)
is metrizable by d (defined by (16)). We claim that X is contained in
a compact subspace of the space C
(
I,
(
X(I), d
))
furnished with the topology of uniform
convergence. Take ε > 0. There exists n0 ∈ N such that for all n > n0 and every t, τ ∈ I we
have
sup
x∈X
∞∑
n=n0
2−n|〈x∗n, x(t) − x(τ)〉| < ε/2.
On the other hand, there exists δi > 0 for i ∈ {1, . . . , n0 − 1} such that for every t, τ ∈ I with
|t − τ| < δi we have
2−i sup
x∈X
|〈x∗i , x(t) − x(τ)〉| 6 sup
x∈X
|〈x∗i , x(t) − x(τ)〉| < ε/2(n0 − 1).
Whence,
sup
x∈X
d(x(t), x(τ)) 6 sup
x∈X
n0−1∑
n=1
2−n|〈x∗n, x(t) − x(τ)〉| + sup
x∈X
∞∑
n=n0
2−n|〈x∗n, x(t) − x(τ)〉| < ε
for every t, τ ∈ I such that |t− τ| < δ = min
16i6n0−1
δi. In other words, X is equicontinuous with
respect to d. At the same time, the cross-section X(t) is relatively compact in
(
X(I), d
)
for
every t ∈ I. Consequently, X is relatively compact in C
(
I,
(
X(I), d
))
, by virtue of Ascoli’s
theorem.
Observe that the inclusion mapping i : C
(
I,
(
X(I), d
))
→֒ (C(I, E),w) is continuous.
Therefore, X is relatively weakly compact in C(I, E). In fact, X is weakly compact, since
it is weakly closed. Consequently, X(I) is weakly compact as well. Property (17) easily
follows form the fact that{
y ∈ C(I, E) : y(t) ∈ S (t)x0 +
∫ t
0
S (t − s)coF(s, X(s)) ds for t ∈ I
}
⊂ Yn
for every n > 1.
For A ⊂ E, let dist(x, A) := inf
y∈A
d(x, y). By P : I × E ⊸ E we will denote the d-metric
projection on the subset X(t), i.e.
P(t, x) := {y ∈ X(t) : d(x, y) = dist(x, X(t))} .
It is clear that X(t) is proximinal, i.e. P(t, x) , ∅. Relying on the weak compactness of the
designed set X we define an auxiliary multimap F˜ : I × E ⊸ E by the formula
F˜(t, x) := co F(t, P(t, x)).
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Observe that the map F˜ satisfies conditions (F1)-(F5). Obviously, F˜(t, ·) is compact and
lim
r→+∞
r−1
∫
I
sup
|x|6r
||F˜(t, x)||+ dt = 0.
Properties (F2) and (F3) require some commentary. Firstly, observe that the metric
space (E, d) is separable. Since t 7→ X(t) is Hausdorff continuous in the norm topology of
E, X(·) : I ⊸ (E, d) is measurable and I ∋ t 7→ dist(x, X(t)) + 1
n
∈  is continuous. Thus,
Gn : I ⊸ (E, d) given by Gn(t) :=
{
y ∈ E : d(x, y) 6 dist(x, X(t)) + 1
n
}
is weakly measur-
able. Notice that
P(t, x) = X(t) ∩
∞⋂
n=1
Gn(t).
In view of [11, Th.4.1.], the set-valued map P(·, x) : I ⊸ (E, d) is measurable. Conse-
quently, the codomain restriction P(·, x) : I ⊸ (X(I), d) of P(·, x) constitutes a measurable
multimap. Since (X(I), d) is a Polish space, there exists a measurable px : I → (X(I), d)
such that px(t) ∈ P(t, x) for t ∈ I ([11, Th.5.1]). Consider a sequence (pn : I → X(I))∞n=1 of
simple functions such that d(pn(t), px(t)) −−−→
n→∞
0 a.e. on I, i.e. pn(t)
E−−−⇀
n→∞
px(t) a.e.
on I. In accordance with (F2), there exists a measurable fn : I → (E, | · |) such that
fn(t) ∈ F(t, pn(t)) a.e. on I. In view of (F4) the family { fn}∞n=1 is uniformly integrable.
By (F5) the cross-section { fn(t)}∞n=1 is relatively weakly compact in E. Therefore, ( fn)∞n=1 is
relatively weakly compact in L1(I, E), by Theorem 1. Assume that fn
L1(I,E)−−−−−⇀
n→∞
f , passing to
a subsequence if necessary. According to Corollary 2, f (t) ∈ F(t, px(t)) a.e. on I. Hence,
F˜(·, x) has a measurable selection.
Let xn
E−−−⇀
n→∞
x. Fix x∗ ∈ E∗. Obviously, there exists zn ∈ P(t, xn) such that
σ(x∗, F(t, P(t, xn))) = σ(x∗, F(t, zn)) for n > 1.
From the very definition of P follows that there is a subsequence zkn
E−−−⇀
n→∞
z ∈ P(t, x).
Thus,
lim
n→∞
σ(x∗, F(t, P(t, xkn))) = lim
n→∞
σ(x∗, F(t, zkn)) 6 σ(x
∗, F(t, z)) 6 σ(x∗, F(t, P(t, x)))
= σ(x∗, F˜(t, x))
and eventually
lim
n→∞
σ(x∗, F˜(t, xn)) 6 σ(x∗, F˜(t, x)).
The latter means that F˜ satisfies (F3).
Let us define a set-valued approximation Fn : I × E ⊸ E of the map F˜ in a routine
manner, i.e.
Fn(t, x) :=
∑
y∈E
ψny(x) co F˜(t, Bd(y, 2rn)),
where rn := 3−n, Bd(y, 2rn) is the ball considered in the metric space (E, d) and the fam-
ily
{
ψny : (E, d)→ [0, 1]
}
y∈E is a locally Lipschitz partition of unity whose supports form a
locally finite covering inscribed into the covering {Bd(y, rn)}y∈E of the space (E, d). More-
over, for every n > 1 define a mapping fn : I × E → E in the following way:
fn(t, x) :=
∑
y∈E
ψny(x)gy(t) ∈ Fn(t, x),
where gy is a measurable selection of F˜(·, y).
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If Hn : C(I, E) ⊸ C(I, E) is an operator given by Hn := S (·)x0 + V ◦ NFn , then the
topological space (Fix(Hn), σ(C(I, E),C(I, E)∗)) is compact metrizable. Indeed. Observe
that∅ , SF (x0) = SF˜ (x0) ⊂ Fix(Hk), by Theorem 5. and (17). Let (un)∞n=1 ⊂ Fix(Hk). Then
un = S (·)x0 + V( fn), where fn ∈ NFk (un). Let’s remind that Fk(t, x) ⊂ coF˜(t, B(x, 3rk)).
Therefore,
| fn(t)| 6 ||Fk(t, un(t))||+ 6 ||coF˜(t, B(un(t), 3rk))||+ 6 ||F(t, X(t))||+
a.e. on I and
lim
ℓ(J)→0
sup
n>1
∫
J
| fn(t)| dt 6 lim
ℓ(J)→0
∫
J
sup
|x|6||X ||+
||F(t, x)||+ dt 6 lim
ℓ(J)→0
∫
J
g(t) dt = 0,
for some g ∈ L1(I). On the other hand,
β
(
{ fn(t)}∞n=1
)
6 β
(
coF˜
(
t, B({un(t)}∞n=1, 3rk)
))
6 β(F(t, X(t))) 6 η(t)β(X(t))
for a.a. t ∈ I. In view of Theorem 1. the sequence ( fn)∞n=1 is relatively weakly compact in
L1(I, E). Hence we may assume, passing to a subsequence if necessary, that fn
L1(I,E)−−−−−⇀
n→∞
f .
As a result, un
C(I,E)−−−−⇀
n→∞
u := S (·) + V( f ). We would be done, if we only could demonstrate
that f ∈ NFk (u). Consider xn
E−−−⇀
n→∞
x. Since co F˜(t, B(y, 2rk)) ⊂ co F(t, X(t)) and F(t, ·) is
quasicompact in the weak topology, the map Fk has weakly compact values by the Kreıˇn-
Smulian theorem. Hence, there exists yn ∈ Fk(t, xn) such that σ(x∗, Fk(t, xn)) = 〈x∗, yn〉
for n > 1 and some fixed x∗ ∈ E∗. Since co F(t, X(t)) is also weakly compact, yn
E−−−⇀
n→∞
y,
up to a subsequence. Moreover, for every m > 1 there exists zm ∈ co{yn}∞n=m such that
zm
E−−−−→
m→∞
y. From the very definition of Fk it follows that there exists γ > 0 such that for
all x1, x2 ∈ X(I)
h(Fk(t, x1), Fk(t, x2)) 6
∑
y∈E
|ψny(x1) − ψny(x2)| || co F˜(t, Bd(y, 2rk))||+
6 γ ||F(t, X(t))||+ d(x1, x2)
a.e. on I. Therefore,
lim
n→∞
inf
z∈Fk (t,x)
|yn − z| 6 lim
n→∞
h(Fk(t, xn), Fk(t, x)) = 0,
i.e.
∀ ε > 0∃N ∈ N∀ n > N yn ∈ B(Fk(t, x), ε).
Whence,
∀ ε > 0∃N ∈ N∀m > N zm ∈ B(Fk(t, x), ε)
and eventually y ∈ D(Fk(t, x), ε) for every ε > 0. This means that condition (7) in Corollary
2. is met, since
lim sup
n→∞
σ(x∗, Fk(t, xn)) = lim
n→∞
〈x∗, yn〉 = 〈x∗, y〉 6 σ(x∗, Fk(t, x)).
Now, since 
un(t)
E−−−⇀
n→∞
u(t) for t ∈ I
fn
L1(I,E)−−−−−⇀
n→∞
f
fn(t) ∈ Fk(t, un(t)) a.e. on I
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we infer finally that f (t) ∈ Fk(t, u(t)) for a.a. t ∈ I. Therefore Fix(Hk) is weakly compact
and forms a metrizable subspace of the separable space C(I, E).
It is easy to see that SF˜ (x0) =
∞⋂
n=1
Fix(Hn). The inclusion ”⊂” is self-evident, since
F˜(t, x) ⊂ Fn(t, x). Let us take, then u ∈
∞⋂
n=1
Fix(Hn). Suppose that u = S (·)x0 + V( fn) with
fn ∈ NFn (u). In analogous manner as previously we can prove that the sequence ( fn)∞n=1
is relatively weakly compact in L1(I, E). Thus we may assume, passing to a subsequence
if necessary, that S (·)x0 + V( fn)
C(I,E)−−−−⇀
n→∞
S (·)x0 + V( f ). Consider a subsequence ( fkn(t))∞n=1
such that fkn(t)
E−−−⇀
n→∞
z. Fix x∗ ∈ E∗. There exists zn ∈ P(t, B(u(t), 3rkn))
w
such that
σ
(
x∗, F
(
t, P(t, B(u(t), 3rkn))
w))
= σ(x∗, F(t, zn)) for n > 1. Since zn =w- lim
m→∞
ynm with y
n
m ∈
P(t, B(u(t), 3rkn)), there is w
n
m ∈ B(u(t), rkn) such that ynm ∈ P(t,wnm). The diagonalization
procedure allows extraction of a subsequence (ynmn)
∞
n=1, which satisfies d(zn, y
n
mn
) < 1
n
. The
strong convergence wnmn
E−−−→
n→∞
u(t) entails, passing to a subsequence if necessary, that
ynmn
E−−−⇀
n→∞
y ∈ P(t, u(t)). Hence, zn
E−−−⇀
n→∞
y ∈ P(t, u(t)). Considering that F(t, ·) is weakly
sequentially uhc, we obtain
〈x∗, z〉 = lim
n→∞
〈x∗, fkn(t)〉 6 lim inf
n→∞
σ(x∗, F˜(t, B(u(t), 3rkn)))
= lim inf
n→∞
σ(x∗, F(t, P(t, B(u(t), 3rkn)))) 6 lim inf
n→∞
σ
(
x∗, F
(
t, P(t, B(u(t), 3rkn))
w))
= lim sup
n→∞
σ(x∗, F(t, zn)) 6 σ(x∗, F(t, y)) 6 σ(x∗, F(t, P(t, u(t)))) = σ(x∗, F˜(t, u(t))).
Whence z ∈ F(t, u(t)), which means that cow-lim sup
n→∞
{ fn(t)} ⊂ F(t, u(t)). In view of [9,
Prop.2.3.31] it is clear that f (t) ∈ F(t, u(t)) a.e. on I. Thus u = S (·)x0 + V( f ) ∈ S (·)x0 +
(V ◦ NF )(u), proving that
∞⋂
n=1
Fix(Hn) ⊂ SF˜(x0).
Fix k > 1. Observe that for each x ∈ Fix(Hk) there exists exactly one f ∈ NFk (x) such
that x = S (·)x0 + V( f ). This follows directly from the fact that x as an integrated solution
has the form x(t) = tx0 + A
∫ t
0
x(s) ds +
∫ t
0
(t − s) f (s) ds for t ∈ I. Since the univalent map
fk : I × E → E satisfies conditions (F1)-(F5), the integral equation
(18) u(t) = S (t)x0 +
∫ τ
0
S (t − s) f (s) ds +
∫ t
τ
S (t − s) fk(s, u(s)) ds for t ∈ [τ, T ],
with f ∈ NF (x), possesses a solution (one can justify it easily analyzing carefully the proof
of Theorem 5.).
It is worthwhile to notice that for any weakly compact subset C ⊂ E there exists a
constant γC > 0 such that | fk(t, x1) − fk(t, x2)| 6 γC ||F(t, X(t))||+d(x1, x2) for all x1, x2 ∈ C
and for a.a. t ∈ I. If u1, u2 are two solutions of equation (18), then
|u1(t) − u2(t)| 6
∫ t
τ
||S (t − s)||L | fk(s, u1(s)) − fk(s, u2(s))| ds
6
∫ t
τ
||S (t − s)||L γu1(I)∪u2(I)g(s) d(u1(s), u2(s)) ds
6 MeωTγu1(I)∪u2 (I)
∫ t
τ
g(s)|u1(s) − u2(s)| ds,
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where g ∈ L1(I) is such that g(t) > sup
|x|6||X ||+
||F(t, x)||+ a.e. on I. Thus, equation (18) has a
unique solution u[τ, x(τ)].
Let h : [0, 1] × Fix(Hk) → Fix(Hk) be a homotopy given by the formula
h(λ, x)(t) :=

x(t), t ∈ [0, λT ]
u[λT ; x(λT )](t), t ∈ [λT, T ].
No need to emphasize that h is well-defined. Observe that h(0, x) = u0 for all x ∈ Fix(Hk),
where
u0(t) = S (t)x0 +
∫ t
0
S (t − s) fk(s, u0(s)) ds, t ∈ I.
At the same time h(1, ·) = idFix(Hk). Assume that (xn)∞n=1 ⊂ Fix(Hk) and (λn)∞n=1 ⊂ [0, 1] are
such that xn
Fix(Hk)−−−−−→
n→∞
x and λn −−−→
n→∞
λ. For definiteness, let λn ր λ. There are two cases to
consider: t < λT and t > λT . If t < λT , then we are simply dealing with the convergence
h(λn, xn)(t)
E−−−⇀
n→∞
x(t) = h(λ, x)(t). Suppose then, that t > λT , xn = S (·)x0 + V( fn),
x = S (·)x0 + V( f ), un := h(λn, xn), u := h(λ, x) and {x∗m}∞m=1 is a w∗-dense subset of the
dual E∗. From Theorem 1. it follows easily that fn
L1(I,E)−−−−−⇀
n→∞
g, up to a subsequence. Thus,
xn
C(I,E)−−−−⇀
n→∞
S (·)x0+V(g) and consequently V( f ) = V(g). Eventually fn
L1(I,E)−−−−−⇀
n→∞
f , by Lemma
1. Observe that
∫
λT
0
S (t − s) fn(s) ds
E−−−⇀
n→∞
∫
λT
0
S (t − s) f (s) ds
and
∫
λT
λnT
S (t − s) fn(s) ds
E−−−→
n→∞
0.
Therefore
(19)
∫
λnT
0
S (t − s) fn(s) ds E−−−⇀
n→∞
∫
λT
0
S (t − s) f (s) ds.
Notice that K :=
⋃∞
n=1 un(I)
w ∪ u(I) is weakly compact. Estimates on the segment
[λT, T ] have the following form:
β
(
{un(t)}∞n=1
)
= β

{
S (t)x0 +
∫
λnT
0
S (t − s) fn(s) ds +
∫ t
λnT
S (t − s) fk(s, un(s)) ds
}∞
n=1

6 MeωT
∫
λnT
0
β
(
{ fn(s)}∞n=1
)
ds + MeωT
∫ t
λnT
β
(
fk
(
s, {un(s)}∞n=1
))
ds
6 MeωT
∫ t
0
η(s)β(X(s)) ds = 0
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and
sup
n>1
|un(t) − un(τ)| 6 |S (t)x0 − S (τ)x0| + sup
n>1
∫
λnT
0
||S (t − s) − S (τ − s)||L | fn(s)| ds
+ sup
n>1
∫ τ
λnT
||S (t − s) − S (τ − s)||L | fk(s, un(s))| ds
+ sup
n>1
∫ t
τ
||S (t − s)||L | fk(s, un(s))| ds
6 |S (t)x0 − S (τ)x0| +
∫ τ
0
||S (t − s) − S (τ − s)||L g(s) ds
+ MeωT
∫ t
τ
g(s) ds,
where g ∈ L1(I) satisfies g(t) > sup
|x|6||X ||+
||F(t, x)||+ a.e. on I. Therefore,
∞⋃
n=1
un(I) is strongly
equicontinuous and β
( ∞⋃
n=1
un(I)
)
= sup
t∈I
β
(
{un(t)}∞n=1
)
= 0. Whence weak compactness of K
follows. In that connection, for every n > 1 and for a.a. t ∈ I one has
(20) | fk(t, un(t)) − fk(t, u(t))| 6 γK ||F(t, X(t))||+d(un(t), u(t)).
For every ε > 0 there exists m0 ∈ N such that
∞∑
m=m0
2−m|〈x∗m, un(t) − u(t)〉| 6
ε
3
.
By virtue of (19) and (20) we may choose an N ∈ N such that for m ∈ {1, . . . ,m0 − 1} and
n > N we obtain
|〈x∗m, un(t) − u(t)〉| 6
∣∣∣∣∣∣
〈
x∗m,
∫
λnT
0
S (t − s) fn(s) ds −
∫
λT
0
S (t − s) f (s) ds
〉∣∣∣∣∣∣
+
∣∣∣∣∣∣
〈
x∗m,
∫ t
λnT
S (t − s) fk(s, un(s)) ds −
∫ t
λT
S (t − s) fk(s, u(s)) ds
〉∣∣∣∣∣∣
6
ε
3
+ |x∗m|
∫
λT
λnT
||S (t − s)||L | fk(s, un(s))| ds
+ |x∗m|
∫ t
λT
||S (t − s)||L | fk(s, un(s)) − fk(s, u(s))| ds
6
ε
3
+ MeωT
(∫
λT
λnT
g(s) ds + γK
∫ t
λT
g(s) d(un(s), u(s)) ds
)
6
2
3
ε + MeωTγK
∫ t
λT
g(s) d(un(s), u(s)) ds,
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where g ∈ L1(I) satisfies g(t) > sup
|x|6||X ||+
||F(t, x)||+ a.e. on I. Hence
d(un(t), u(t)) =
∞∑
m=1
2−m|〈x∗m, un(t) − u(t)〉| 6
ε
3
+
m0−1∑
m=1
2−m|〈x∗m, un(t) − u(t)〉|
6
ε
3
+
m0−1∑
m=1
2−m
(
2
3
ε + MeωTγK
∫ t
λT
g(s) d(un(s), u(s)) ds
)
6 ε + MeωTγK
∫ t
λT
g(s) d(un(s), u(s)) ds
for n > N. Eventually,
d(un(t), u(t)) 6 ε exp(Me
ωTγK ||g||1),
i.e. d(un(t), u(t)) −−−→
n→∞
0 for t > λT . In fact, we have shown that h(λn, xn)(t)
E−−−⇀
n→∞
h(λ, x)(t)
for t ∈ I. Since
sup
n>1
t∈I
|h(λn, xn)(t)| 6 MeωT (|x0| + ||g||1)
with g ∈ L1(I) such that g(t) > sup
|x|6||X ||+
||F(t, x)||+ for a.a. t ∈ I, the latter entails weak
convergence h(λn, xn)
C(I,E)−−−−⇀
n→∞
h(λ, x). This means that h is a continuous mapping with
respect to the relative weak topology of Fix(Hk).
Summing up, the solution set SF (x0) is representable in the form of the intersection of a
decreasing sequence of compact contractible metric spaces. 
4. Applications
Formulated in the previous section Theorem 6., on the geometric structure of the so-
lution set SF (x0), will allow us employ an approach imitating method of the operator of
translation along the trajectories to demonstrate the existence of integrated solutions to the
nonlocal Cauchy problem. Consider, therefore, the following boundary value problem:
(21)
{
x˙(t) ∈ Ax(t) + F(t, x(t)) on I,
x(0) ∈ G(x),
whereG : C(I, E)⊸ E. By applying mentioned approach, we were able to prove
Theorem 7. Let E be a separable Banach space. Assume that F : I × E ⊸ E satisfies
(F1)-(F3) and (F5) together with
(F′4) F satisfies a sublinear growth condition, i.e. there is b ∈ L1(I,) such that for all
x ∈ E and for a.a. t ∈ I,
||F(t, x)||+ 6 b(t)(1 + |x|).
Assume further that A : D(A) → E is a generator of a non-degenerate equicontinuous
integrated semigroup {S (t)}t>0 such that ||S (t)||L 6 eωt for t > 0 and ω < −T−1||η||1. Let
G : C(I, E)⊸ E be a set-valued operator whose restriction G
M
: (M,w) ⊸ (E,w) to any
weakly compact subset M ⊂ C(I, E) is an admissible map. Assume also the following:
(G1) β(G(Ω)) 6 β(Ω(T )) for boundedΩ ⊂ C(I, E),
(G2) ∃ a, d > 0∃R > 0∀ |x| > R ||G(x)||+ 6 a||x|| + d.
If ||b||1 < 1 and a < 1 − ||b||1, then the nonlocal Cauchy problem (21) has a solution.
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Proof. Define P : E ⊸ E by P = G ◦ S F , where S F : E ⊸ C(I, E) is the solution set map
given by
SF(x0) :=
{
x ∈ C(I, E) : x is an integrated solution of (1)} .
We will show that there exists R > 0 such that P(D(0,R)) ⊂ D(0,R). Suppose not. Then
there exist elements xn ∈ E and yn ∈ P(xn) such that |xn| 6 n and |yn| > n for n > 1. If
yn ∈ G(un), then either (un)∞n=1 is bounded or ||un|| −−−→n→∞ +∞. In the first case there must be
a radius Rˆ > 0 such thatG({un}∞n=1) ⊂ D(0, Rˆ). Thus,
1 6 lim sup
n→∞
|yn|
n
6 lim sup
n→∞
||G(un)||+
n
6 lim
n→∞
Rˆ
n
= 0
- a contradiction. If the second condition is met, then
||un|| 6 sup
t∈I
||S (t)||L |xn| + ||V ||L ||NF (un)||+1 6 |xn| + ||b||1(1 + ||un||) 6 n + ||b||1 + ||b||1||un||.
Hence,
||un|| 6
n + ||b||1
1 − ||b||1
for n > 1. Using hypothesis (G2) we get
1 6 lim sup
n→∞
|yn|
n
< lim sup
n→∞
||G(un)||+
n
6 lim sup
n→∞
a||un|| + d
n
6 lim sup
n→∞
a
n+||b||1
1−||b||1 + d
n
=
a
1 − ||b||1
< 1.
In other words, there must be a ball D(0,R) invariant under the Poincaré-type operator P.
Consider a sequence xn
E−−−⇀
n→∞
x. Let un ∈ SF (xn) be such that un = S (·)xn + V( fn).
Clearly, the sequence of solutions (un)∞n=1 possesses a priori bounds. Hence
| fn(t)| 6 ||F(t, un(t))||+ 6 b(t)(1 + |un(t)|) 6 b(t)(1 + sup
n>1
||un||)
for each n > 1 and for a.a. t ∈ I. At the same time
β({un(t)}∞n=1) = β
(
{S (t)xn + V( fn)(t)}∞n=1
)
6 ||S (t)||L β({xn}∞n=1) +
∫ t
0
||S (t − s)||L β({ fn(s)}∞n=1) ds
6
∫ t
0
η(s)β({un(s)}∞n=1) ds.
Hence, sup
t∈I
β({un(t)}∞n=1) = 0 and eventually β({ fn(t)}∞n=1) = 0 a.e on I. By virtue of Theorem
1. one may assume, passing to a subsequence if necessary, that fn
L1(I,E)−−−−−⇀
n→∞
f . Obviously,
S (t)xn
E−−−⇀
n→∞
S (t)x. Consequently, un(t) = S (t)xn + V( fn)(t)
E−−−⇀
n→∞
S (t)x + V( f )(t) =: u(t)
for each t ∈ I. Since sup
n>1
||un|| < ∞, the latter means that un
C(I,E)−−−−⇀
n→∞
u. Since hypotheses
of the Convergence Theorem are met (cf. Corollary 2.), we infer that f ∈ NF (u). On
that account u ∈ SF (x). So the operator SF : (M,w) ⊸ (C(I, E),w) is a weakly compact
valued upper semicontinuous map for each fixed relatively compact subset M ⊂ E. Now
we can apply the structure theorem (Theorem 6.) to get admissibility of the Poinaré-type
operator P : (M,w) ⊸ (E,w) (remember that the composition of two admissible maps is
still admissible).
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Let us reiterate the reasoning contained in the proof of Theorem 5. Fix xˆ ∈ D(0,R) and
define
A :=
{
M ∈ 2D(0,R) \ {∅} : M is closed convex and co ({xˆ} ∪ P(M)) ⊂ M
}
.
Then the intersection M0 :=
⋂
M∈A
M is nonempty and possesses the following form M0 =
co ({xˆ} ∪ P(M0)). We will show that M0 is weakly compact in E. Let un = S (·)xn + V( fn)
with fn ∈ NF (un) and xn ∈ M0. Put
∆(Ω) :=
{
D ∈ 2Ω \ {∅} : D is countable
}
.
In view of [16, Th.2.8.] we have
β
(
{un(t)}∞n=1
)
= β
(
{S (t)xn + V( fn)(t)}∞n=1
)
6 β
(
S (t){xn}∞n=1
)
+ β
({∫ t
0
S (t − s) fn(s) ds
})
6 ||S (t)||L β
(
{xn}∞n=1
)
+
∫ t
0
||S (t − s)||L β
(
{ fn(s)}∞n=1
)
ds
6 eωt max
D∈∆(M0 )
β(D) +
∫ t
0
eω(t−s)η(s)β
(
{un(s)}∞n=1
)
ds.
Defining the right-hand side of the above inequality by ρ, we see that
ρ′(t) = ωρ(t) + η(t)β
(
{un(t)}∞n=1
)
6 (ω + η(t))ρ(t)
a.e. on I. Solving of this differential inequality leads to
β
(
{un(t)}∞n=1
)
6 ρ(t) 6 max
D∈∆(M0)
β(D) exp
(
ωt +
∫ t
0
η(s) ds
)
for t ∈ I. Using the latter and (G1) we obtain
max
D∈∆(M0 )
β(D) = max
D∈∆(P(M0))
β(D) 6 max
D∈∆(SF (M0))
β(G(D))
6 max
D∈∆(SF (M0))
β(D(T )) 6 max
D∈∆(M0 )
β(D) eωT+||η||1 .
If we assume now that max
D∈∆(M0 )
β(D) > 0, then the above calculation entails a contradiction.
Therefore, the set M0 is weakly compact, in view of the Eberlein-Šmulyan theorem.
Summing up, the admissible operator P : M0 ⊸ M0 from the convex subset M0 of the
locally convex space (E,w) to the compact metrizable subset of M0 has at least one fixed
point, by virtue of Theorem 2. This fixed point constitutes a solution to the boundary value
problem (21). 
Corollary 3. Assume that an operator G : C(I, E) ⊸ E has a weakly sequentially closed
graph, acyclic values, maps bounded sets into relatively weakly compact sets and satisfies
the sublinear growth condition (G2). Then, taking into account the remaining hypotheses
of Theorem 7. (except of course the condition (G1)), the nonlocal Cauchy problem (21) has
a solution.
Remark 7. Corollary 3. emphasizes the advantage of Theorem 7. over [4, Th.2.2.], at least
in the context of a separable Banach space and non-degenerate integrated semigroups. It
would not be possible to weaken the assumption regarding the topology of values of the
boundary condition operator without using the structure theorem, i.e. Theorem 6.
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Now we turn our attention to the following partial differential inclusion:
(22)
(
∂2
∂t2
− ∆
)
u(t, x) = f2(t, x) + ∆
∫ t
0
f1(s, x) ds
fi(t, x) ∈
[
hi1
(
t, x,
∫
n
k1(t, y)u(t, y) dy
)
, hi2
(
t, x,
∫
n
k2(t, y)u(t, y) dy
)]
for i = 1, 2
on I ×n, subject to the Cauchy condition
(23)
{
∂tu(0, x) = u˚2 on n
u(0, x) = u˚1 on n,
where ∆ is the Laplace operator and ki(t, ·) ∈ L2(n) for a.a. t ∈ I and i = 1, 2.
Let 〈·, ·〉 denote the inner product in L2(n). By the weak solution of the problem (22)-
(23) we mean a function w ∈ C(I, L2(n)) such that for every v ∈ H2(n) the function
〈w(·), v〉 ∈ W2,1(I) and
d2
dt2
〈w(t), v〉 = 〈w(t),∆v〉 + 〈 f2(t), v〉 +
〈∫ t
0
f1(s) ds,∆v
〉
a.e. on I
d
dt
〈w(t), v〉
t=0 = 〈u˚2, v〉
w(0) = u˚1
for some functions f1, f2 ∈ L1(I, L2(n)) such that
h11
(
t, x,
∫
n
∫ t
0
k1(t, y)w(s, y) dsdy
)
6 f1(t, x) 6 h
1
2
(
t, x,
∫
n
∫ t
0
k2(t, y)w(s, y) dsdy
)
h21
(
t, x,
∫
n
k1(t, y)(w(t, y) − u˚1(y)) dy
)
6 f2(t, x) 6 h
2
2
(
t, x,
∫
n
k2(t, y)(w(t, y) − u˚1(y)) dy
)
for a.a. t ∈ I and a.a. x ∈ n. Let S (u˚1, u˚2) denote the set of all weak solutions of the
problem (22)-(23).
Our hypotheses on hi
j
: I ×n × →  are the following:
(h1) for i = 1, 2 and for any u ∈ L2(n) there exists v ∈ L1(I, L2(n)) such that
hi1
(
t, x,
∫
n
k1(t, y)u(y) dz
)
6 v(t, x) 6 hi2
(
t, x,
∫
n
k2(t, y)u(y) dy
)
for a.a. t ∈ I and a.a. x ∈ n,
(h2) for i = 1, 2, for a.a. t ∈ I, for a.a. x ∈ n and for every z ∈  the functions
hi1(t, x, ·) are lower semicontinuous while hi2(t, x, ·) are upper semicontinuous,
(h3) for i, j = 1, 2 there exists bi ∈ L1(I) and ci : I ×n × + →  such that
||b1||1 + ||b2||1 < 2−2−1(4
√
5 + 9)−1e−2T
and
sup
|z|6||k j(t,·)||2r
|hij(t, x, z)| 6 ci(t, x, r)
and ∫
n
c2i (t, x, r) dx 6 b
2
i (t)(1 + r)
2
for every r > 0, for a.a. t ∈ I and for a.a. x ∈ n.
Theorem 8. If hypotheses (h1)-(h3) hold, then for every u˚1, u˚2 ∈ L2(n) the solution set
S (u˚1, u˚2) is acyclic in the space C(I, L2(n)) endowed with the weak topology.
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Proof. Let
E := L2(n) × L2(n),
D(A) := H2(n) × L2(n),
E0 := H
1(n) × L2(n),
D(A0) := H
2(n) × H1(n).
Assume that the Hilbert space E is furnished with the norm
||(x, y)||E :=
(
||x||22 + ||y||22
) 1
2
and E0 with
|||(x, y)||| :=
(
||x||22 + 〈∇x,∇x〉L2(n,n) + ||y||22
) 1
2
.
The linear operator A : D(A) → E, given by A(u1, u2) := (u2,∆u1), generates an exponen-
tially bounded non-degenerate integrated semigroup {S (t)}t>0 on E such that
S (t)(u˚1, u˚2) =
(∫ t
0
w(s) ds,w(t) − u˚1
)
,
where w ∈ C2([0,∞), L2(n)) satisfies
d2
dt2
〈w(t), v〉 = 〈w(t),∆v〉
d
dt
〈w(t), v〉
t=0 = 〈u˚2, v〉
w(0) = u˚1
for every v ∈ H2(n) (see [20, Th.7.1.]). It is a consequence of the fact that the part
A0 : D(A0) → E0 of A generates a strongly continuous semigroup {T0(t)}t>0 on (E0, ||| · |||),
satisfying ||T0(t)||L 6 e2t ([17, 7.4.5.]).
We claim that the resolvent set ρ(A) contains (2,∞). For every ( f1, f2) ∈ C∞0 (n) ×
C∞0 (
n) there exists a unique (u1, u2) ∈ D(A) such that
u1 − λu1 = f1,
u2 − λ∆u1 = f2,
for every real λ , 0 (see [17, Lem.7.4.3.]). Considering this, we are able to estimate:
||( f1, f2)||2E = 〈u1 − λu2, u1 − λu2〉 + 〈u2 − λ∆u1, u2 − λ∆u1〉
= ||u1||22 + λ2||u2||22 − λ〈u1, u2〉 + ||u2||22 − λ〈∆u1, u2〉 − λ〈u2,∆u1〉 + λ2||∆u1||22
> ||u1||22 + ||u2||22 − 2λ〈u1, u2〉 = ||(u1, u2)||2E − 2λ〈u1, u2〉 > (1 − λ)||(u1, u2)||2E
> (1 − 2λ)2||(u1, u2)||2E
for λ ∈
(
0, 12
)
. In other words, for every λ ∈
(
0, 12
)
and f ∈ C∞0 (n) × C∞0 (n) there exists
a unique u ∈ D(A) such that u − λAu = f and
(24) ||u||E 6 (1 − 2λ)−1|| f ||E .
SinceC∞0 (
n)×C∞0 (n) is dense in E and the operator A is closed, (24) entails Im(λ+A) =
E for λ > 2, i.e. (2,∞) ⊂ ρ(A). From (24) it follows also that
(25) ||Rλ||L 6
1
λ − 2 for λ > 2,
with Rλ := (λ + A)−1.
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For every (u1, u2) ∈ D(A0) the norm ||| · ||| possesses the following bound:
|||(u1, u2)|||2 = ||u1||22 +
∫
n
〈∇u1(x),∇u1(x)〉n dx + ||u2||22 = ||u1||22 − 〈∆u1, u1〉 + ||u2||22
6 ||u1||22 + ||∆u1||2||u1||2 + ||u2||22 6 ||u1||22 +
1
2
||u1||22 +
1
2
||∆u1||22 + ||u2||22
6
3
2
(
||u1||22 + ||u2||22
)
+
1
2
(
||u2||22 + ||∆u1||22
)
=
3
2
||(u1, u2)||2E +
1
2
||A(u1, u2)||2E.
Whence
||(u1, u2)||E 6 |||(u1, u2)||| 6
√
2 (||(u1, u2)||E + ||A(u1, u2)||E) .
That being said, for every initial value x ∈ D(A0) there exists a unique solution u ∈
C1(
+
,D(A0)) of the abstract Cauchy problem
(26)

u˙(t) = Au(t),
u(0) = x,
satisfying ||u(t)||E 6 |||u(t)||| 6 e2t|||x||| 6
√
2e2t(||x||E + ||Ax||E). For λ > 2, the function
w(t) := Rλu(t) is a solution of (26) with
||w(t)||E 6
√
2e2t (||Rλx||E + ||ARλx||E) 6
√
2e2t (||Rλx||E + λ||Rλx||E + ||x||E)
6
√
2
(
1 + λ
λ − 2 + 1
)
e2t ||x||E,
by (25). Let v(t) :=
∫ t
0
u(s) ds be the integrated solution. Then v(t) = λ
∫ t
0
w(s) ds −
w(t)+Rλx. Moreover, the operator A generates an integrated semigroup {S (t)}t>0, given by
S (t)x = v(t) for x taken from the dense subspace D(A0) of the space E (see [14, Th.4.2.]).
Therefore,
||S (t)x||E 6 λ
∫ t
0
||w(s)||E ds + ||w(t)||E + ||Rλx||E
6 (1 + λ)
√
2
(
1 + λ
λ − 2 + 1
)
e2t||x||E +
1
λ − 2 ||x||E 6
√
2λ(2λ + 1)
λ − 2 e
2t ||x||E
for every x ∈ E and λ > 2. Eventually, we obtain the following exponential bound for the
semigroup {S (t)}t>0:
||S (t)x||E 6
√
2 inf
λ∈(2,∞)
λ(2λ + 1)
λ − 2 e
2t||x||E =
√
2(4
√
5 + 9)e2t||x||E .
This semigroup is also equincontinuous, since
||S (t) − S (τ)||L = sup
||(u˚1,u˚2)||E61
||(S (t) − S (τ))(u˚1, u˚2)||E 6
∫ t
τ
||w(s)||2 ds + ||w(t) − w(τ)||2.
For i = 1, 2 define Fi : I × L2(n)⊸ L2(n) by the formula
Fi(t, u) :={
v ∈ L2(n) : hi1
(
t, x,
∫
n
k1(t, y)u(y) dy
)
6 v(x) 6 hi2
(
t, x,
∫
n
k2(t, y)u(y) dy
)
a.e. on n
}
.
Let F : I × E ⊸ E be a map given by F(t, u1, u2) := F1(t, u1) × F2(t, u2). Assume that the
mapping F forms a multivalued perturbation of the abstract semilinear differential inclu-
sion (1). To be able to apply Theorem 6. we need to verify conditions (A2) and (F1)-(F5).
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As far as condition (A2) is concerned, we have verified it above. Hypotheses (F1) and (F2)
follow immediately from assumption (h1).
Take (u1, u2) ∈ E and ( f1, f2) ∈ F(t, (u1, u2)). Then
| fi(x)| 6 max
{∣∣∣∣∣∣hi1
(
t, x,
∫
n
k1(t, y)ui(y) dy
)∣∣∣∣∣∣ ,
∣∣∣∣∣∣hi2
(
t, x,
∫
n
k2(t, y)ui(y) dy
)∣∣∣∣∣∣
}
6 ci(t, x, ||ui||2)
and || fi||2 6 bi(t)(1 + ||ui||2). Whence
||F(t, (u1, u2))||+2 6 b1(t)(1 + ||u1||2) + b2(t)(1 + ||u2||2) 6 (b1(t) + b2(t))(1 + ||(u1, u2)||E).
The above inequality justifies condition (F4), since the exponential bound constants for
{S (t)}t>0 are M =
√
2(4
√
5 + 9), ω = 2 and
lim sup
r→+∞
r−1
∫
I
sup
|x|6r
||F(t, x)||+ dt 6 lim sup
r→+∞
1 + r
r
(||b1||1 + ||b2||1) < M−1e−ωT ,
by (h3). At the same it proves that the multimap F(t, ·) is completely continuous (a.e. on
I), i.e. it maps bounded sets into relatively weakly compact sets (remember that L2(n) is
reflexive).
It remains to give reason for assumption (F3). Assume that (uk1, u
k
2)
E−−−⇀
k→∞
(u1, u2) and
( f k1 , f
k
2 )
E−−−⇀
k→∞
( f1, f2) with ( f k1 , f
k
2 ) ∈ F(t, uk1, uk2) for k > 1. Observe that for k > 1
f ki (x) ∈
[
hi1
(
t, x,
∫
n
k1(t, y)u
k
i (y) dy
)
, hi2
(
t, x,
∫
n
k2(t, y)u
k
i (y) dy
)]
a.e. on n
and
zki, j :=
∫
n
k j(t, y)u
k
i (y) dy −−−→
k→∞
zi, j :=
∫
n
k j(t, y)ui(y) dy for a.a. t ∈ I and i, j = 1, 2.
Whence
co
∞⋃
m=k
{
fmi (x)
} ⊂
[
inf
m>k
hi1
(
t, x, zki,1
)
, sup
m>k
hi2
(
t, x, zki,2
)]
and, by (h2),
∞⋂
k=1
co
∞⋃
m=k
{
fmi (x)
}⊂
[
sup
k>1
inf
m>k
hi1
(
t, x, zki,1
)
, inf
k>1
sup
m>k
hi2
(
t, x, zki,2
)]
⊂
[
hi1
(
t, x, zi,1
)
, hi2
(
t, x, z1,2
)]
for a.a. t ∈ I, for a.a. x ∈ n and for i = 1, 2. Since fi(x) ∈
∞⋂
k=1
co
∞⋃
m=k
{
fm
i
(x)
}
a.e. onn (cf.
Corollary 1.), we get fi ∈ Fi(t, ui) for i = 1, 2. Therefore, the graph of F(t, ·) is sequentially
closed in (E,w) × (E,w) for a.a. t ∈ I.
Owing to Theorem 6, we gain confidence that the set SF (u˚1, u˚2) of all integrated solu-
tions to the problem
(27)
u˙(t) ∈ Au(t) + F(t, u(t)) on I,
u(0) = (u˚1, u˚2).
forms an Rδ subset of the space C(I, E) furnished with the weak topology. Consider a
projection Π : SF (u˚1, u˚2) → C(I, L2(n)), given by Π(u1, u2) := u2. A short glimpse at
the definition of an integrated solution to the Cauchy problem (27) leads to conclusion
that u˚1 + Π (SF (u˚1, u˚2)) = S (u˚1, u˚2) (see [20, Section 7.] for clues). One easily sees that
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the mapping Π˜ : (SF (u˚1, u˚2),w) → (Π (SF(u˚1, u˚2) ,w) is continuous, surjective and proper.
Moreover, a careful look at the set
{(u1, u2) ∈ SF(u˚1, u˚2) : u2 = v}
reveals that it is essentially an Rδ-type set. In practice, this means that the fiber Π−1({v})
is an acyclic subset of the space (C(I, E),w). Therefore, Π˜ is a Vietoris mapping and
H˜∗ ((SF (u˚1, u˚2) ,w)) ≈ H˜∗ ((Π (SF (u˚1, u˚2)) ,w)) (in view of the Vietoris-Begle mapping
theorem for Alexander-Spanier cohomology functor [19, Th.6.9.15]). Clearly, the solution
set S (u˚1, u˚2) must be an acyclic subset of (C(I, L2(n)),w). 
Finally we consider the following initial boundary value problem defined on I ×:
(28)

∂
∂t
u(t, x) −
k∑
j=0
a jD
ju(t, x) = U(t)u(t, ·)(x) + h(t, x) in I ×
u(0, x) = u˚(x) on 
||h(t, ·)||2 6 r(t, u(t, ·)) on I.
Let E denote the complex Hilbert space L2(,C). Our hypotheses on the mappings
r : I × E → 
+
and U(t) : E → E are the following:
(U1) U(t) is a linear bounded operator for every t ∈ I, U(·)v is measurable for every
v ∈ E and ||U(·)||L ∈ L1(I),
(r1) the function r(·, u) is measurable for any u ∈ E,
(r2) the function r(t, ·) is weakly usc for t ∈ I,
(r3) r(t, u) 6 b(t)(1 + ||u||2) a.e. on I with b ∈ L1(I).
By the weak solution of the problem (28) we mean a function u ∈ C(I, E) such that
〈u(·), v〉 is differentiable for every v ∈ Hk() and u satisfies

d
dt
〈u(t), v〉 = 〈u˚, v〉 +
〈
u(t),
k∑
j=0
a jD
jv
〉
+
〈∫ t
0
U(s)u(s) + h(s) ds, v
〉
for t ∈ I
u(0) = 0
for some function h ∈ L1(I, E) such that ||h(t)||2 6 r(t, u(t)) on I.
Define the polynomial p(x) :=
k∑
j=0
a j(ix) j (i = imaginary unit). Let a0, . . . , ak ∈ C and
ω := max{0, sup
x∈
Re(p(x))}. Fix a constant L0 > 1 such that |p(x)| > |akxk |/2 for all |x| > L0.
Put
(29) M :=
 32(L0)
−2k+1
(2k − 1)|ak|2
+ 2L0T
2
+ 4T 2
(
k(k + 1)R
|ak|
)2
L−10 + 4L0T
2 sup
|x|6L0
|p′(x)|
|p(x)|

1
2
,
where R := max
16 j6k
|a j|.
Theorem 9. Assume that hypotheses (U1) and (r1)-(r3) are satisfied. Suppose that ak , 0
and a j(−i)3 j ∈  for j = 0, . . . , k. If sup
x∈
Re(p(x)) < ∞ and ||b + ||U(·)||L ||1 < M−1e−ωT ,
then for every u˚ ∈ L2(n) the set S (u˚) of weak solutions to problem (28) forms an Rδ
subset of the space C(I, E) endowed with the weak topology.
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Proof. Consider the differential operator A : D(A) → E given by A f :=
k∑
j=0
a jD
j f , defined
on
D(A) :=
 f ∈ E :
k∑
j=0
a jD
j f ∈ E distributionally
 .
Since ak , 0, D(A) = Hk() ([22, Th.10.14.]). Assumption a j(−i)3 j ∈  for j = 0, . . . , k
means that the differential operator A is self-adjoint on E (cf. [22, Th.10.12.]). In view of
[12, Th.4.1.] the operator A generates a norm continuous integrated semigroup {S (t)}t>0 on
the space E, given by
S (t) f :=
1√
2π
φ˜t ∗ f ,
where φt(x) :=
∫ t
0
ep(x)s ds and ∼ denotes the inverse of the Fourier transformation. Easy
calculations show that
||φt||22 6
−L0∫
−∞
|ep(x)t − 1|2
|p(x)|2 dx +
L0∫
−L0
|ep(x)tt|2 dx +
∞∫
L0
|ep(x)t − 1|2
|p(x)|2 dx
6
−L0∫
−∞
16e2ωt
|akxk |2
dx +
L0∫
−L0
t2e2ωt dx +
∞∫
L0
16e2ωt
|akxk |2
dx =
(
32(L0)−2k+1
(2k − 1)|ak|2
+ 2L0t
2
)
e2ωt.
For |x| > L0 we have
|p′(x)|
|p(x)| =
|∑kj=1 ja ji jx j−1|
|p(x)| 6 2
∑k
j=1 j|a j||x j−1|
|akxk |
= 2
k∑
j=1
j|a j|
|ak||xk− j+1|
6
2R
|ak|
k∑
j=1
j
|x|
=
k(k + 1)R
|ak||x|
.
Whence
wwwwwwwww ddxφt
wwwwwwwww
2
2
6 2

∞∫
−∞
∣∣∣∣∣ p
′(x)
p(x)
tep(x)t
∣∣∣∣∣
2
dx +
∞∫
−∞
∣∣∣∣∣ p
′(x)
p(x)
φt(x)
∣∣∣∣∣
2
dx

6 2

∫
|x|>L0
t2e2ωt(k(k + 1)R)2
|ak|2|x|2
dx +
L0∫
−L0
∣∣∣∣∣ p
′(x)
p(x)
tep(x)t
∣∣∣∣∣
2
dx

6 4
t2
(
k(k + 1)R
|ak |
)2
L−10 + L0t
2 sup
|x|6L0
|p′(x)|
|p(x)|
 e2ωt.
Eventually,
(30) ||φt||1,2 6
 32(L0)
−2k+1
(2k − 1)|ak|2
+ 2L0t
2
+ 4t2
(
k(k + 1)R
|ak|
)2
L−10 + 4L0t
2 sup
|x|6L0
|p′(x)|
|p(x)|

1
2
eωt.
Applying [12, Lem.4.4], (29) and (30) we obtain the following exponential bound for our
semigroup:
(31) ||S (t) f ||2 6
1√
2π
||φ˜t||1|| f ||2 6 ||φt||1,2|| f ||2 6 Meωt || f ||2.
As a result, assumption (A2) is met.
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Define a multimap F : I × E ⊸ E by the formula
F(t, u) := U(t)u + {v ∈ E : ||v||2 6 r(t, u)} .
From (U1) and (r1) it follows straightforwardly that F satisfies (F1)-(F2). Moreover,
||F(t, u)||+2 6 ||U(t)||L ||u||2 + r(t, u) 6 (b(t) + ||U(t)||L )(1 + ||u||2) a.e. on I,
i.e. (F4) holds. The set
⋃
u∈Ω
{v ∈ E : ||v||2 6 r(t, u)} is relatively weakly compact for a.a. t ∈ I
and for any boundedΩ ⊂ E, since E is reflexive. Whence
β(F(t,Ω)) 6 β(U(t)Ω) + β

⋃
u∈Ω
{v ∈ E : ||v||2 6 r(t, u)}
 6 ||U(t)||L β(Ω) a.e. on I.
As it comes to condition (F3), let us assume that uk
E−−−⇀
n→∞
u and gk
E−−−⇀
n→∞
g, where
gk ∈ F(t, uk) for k > 1. Suppose that gk = U(t)uk + fk. Observe that
fk = gk − U(t)uk
E−−−⇀
k→∞
g − U(t)u
and ||g − U(t)u||2 6 lim inf
k→∞
|| fk ||2 6 lim sup
k→∞
r(t, uk) 6 r(t, u), by (r2). Therefore, the weak
limit point g = U(t)u + g − U(t)u ∈ F(t, u).
By virtue of Theorem 6, we know that the set SF (u˚) of all integrated solutions of the
Cauchy problem (1) is nonempty Rδ in the space C(I, E) endowed with the weak topology.
One easily sees that S (u˚) = SF (u˚). 
Remark 8. For every u˚ ∈ L2(n) the set S ′(u˚) := {u˙ : u ∈ S (u˚)} forms a family of
solutions in the sense of Da Prato-Sinestrari to the problem (1), which coincides with the
set of weak solutions in the sense of Ball, i.e.
d
dt
〈u(t), v〉 =
〈
u(t),
k∑
j=0
a jD
jv
〉
+ 〈U(t)u(t) + h(t) ds, v〉 for t ∈ I
u(0) = u˚
||h(t)||2 6 r(t, u(t)) on I,
to the initial boundary value problem (28).
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