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We present a perturbative correction within initiator full configuration interaction quantum Monte Carlo
(i-FCIQMC). In the existing i-FCIQMC algorithm, a significant number of spawned walkers are discarded
due to the initiator criteria. Here we show that these discarded walkers have a form that allows calculation
of a second-order Epstein-Nesbet correction, that may be accumulated in a trivial and inexpensive manner,
yet substantially improves i-FCIQMC results. The correction is applied to the Hubbard model, the uniform
electron gas and molecular systems.
Full configuration interaction quantum Monte Carlo
(FCIQMC) was introduced by Booth, Thom and Alavi
in 20091, and has since become a significant method in
electronic structure theory for obtaining high-accuracy
properties of challenging systems2–4. The method has
led to the development of multiple other QMC-based ap-
proaches in the domain of quantum chemistry, including
coupled cluster Monte Carlo (CCMC)5–7, density matrix
quantum Monte Carlo (DMQMC)8–10 and model space
quantum Monte Carlo (MSQMC)11–13.
The efficiency of FCIQMC has been improved by sev-
eral orders of magnitude since its introduction, primarily
by a semi-stochastic adaptation14,15 and improved exci-
tation generators16. Despite this, significant sources of
inefficiency remain. One of the most notable such ineffi-
ciencies is due to the nature of spawning in the initiator
adaptation to FCIQMC (i-FCIQMC)17,18. In order to
overcome the sign problem at low walker populations19,
i-FCIQMC only allows spawned walkers to survive if they
satisfy a set of criteria. Those that do not are removed
from the simulation, along with significant information
they contain about the space beyond the i-FCIQMC wave
function.
Separately, selected configuration interaction (SCI) ap-
proaches are another important class of methods for ob-
taining FCI-level accuracy in challenging systems. SCI
methods have existed for decades20,21, but have seen a
particular renewal of interest in recent years22–25. SCI
usually involves two stages. First a variational stage
where a subspace of important determinants is gener-
ated, and in which the Hamiltonian eigenvalue problem is
solved to give a zeroth-order energy and wave function.
Second a perturbative correction is made, often of the
second-order Epstein-Nesbet (EN2) type, which substan-
tially corrects the zeroth-order energy. A semi-stochastic
calculation of the EN2 correction was introduced into
the heat-bath CI method (SHCI) by Sharma et al.26
A semi-stochastic EN2 calculation was also introduced
by Garniron et al.,27 which they applied to the CIPSI
method20,28–31, although the approach presented is gen-
erally applicable. Extrapolation schemes have also been
highly effective. With this, SCI methods have recently
been used in several studies to obtain highly-accurate re-
sults for challenging systems, with modest computational
resources24,27,32–36.
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Meanwhile, i-FCIQMC currently involves only the
equivalent of the variational step, and yet with this alone
has given accurate results for a large range of beyond-
traditional-FCI systems. Given this accuracy, the ques-
tion arises of whether a similar perturbative correction
may be applied to i-FCIQMC, which could be extremely
powerful. Here we show that such a correction is indeed
possible, and that it can be built primarily from the infor-
mation discarded in applying initiator criteria, and there-
fore already present in the simulation. As a result, this
substantial improvement may be achieved in a natural
and inexpensive manner.
We note that EN2 corrections have been applied to
matrix product states in very recent work by Sharma37
and also by Chan and co-workers38,39, in separate stud-
ies. In the former, theory was also presented for applying
an EN2 correction to more general non-linearly parame-
terized wave functions.
Theory:- In FCIQMC, the ground-state wave function
is converged upon by repeated application of a projec-
tion operator to some initial state, Pˆ = 1−∆τ(Hˆ −S1),
for the Hamiltonian operator Hˆ, a small parameter ∆τ ,
and a shift parameter S for population control. This pro-
jection is performed stochastically, such that if the wave
function at a given iteration is denoted |Ψ(τ)〉, the ex-
pected wave function at the subsequent iteration obeys
E[ |Ψ(τ + ∆τ)〉 ] = Pˆ |Ψ(τ)〉, where E[. . . ] denotes an
expectation value40, so that the correct projection is per-
formed on average1,19. However, if Pˆ is applied without
truncation then the FCIQMC algorithm quickly requires
very large walker populations, making it impractical19.
Instead, FCIQMC studies have relied almost solely on
the initiator adaptation (i-FCIQMC)17,18. In i-FCIQMC
the spawning of walkers is restricted, thus reducing the
size of the space that can effectively be explored. The
initiator rules are as follows. Determinants with more
than na walkers are defined as initiators, where na is
some small population threshold, typically 2 or 3. Ini-
tiators are allowed to spawn freely, with no truncation
placed upon walkers spawned from them. In contrast,
non-initiators may only spawn to already-occupied de-
terminants, with an exception occurring if two or more
spawning events occur to the same determinant in the
same iteration, in which case the spawnings are allowed41.
Thus, i-FCIQMC effectively restricts application of Pˆ to
within a subspace (albeit of a non-constant nature), and
is therefore comparable to truncated-space methods (al-
though it should be recognized that the effective space
of i-FCIQMC is larger than the space of instantaneously
2occupied determinants).
Given this similarity with truncated-space methods,
including the variational stage of SCI, we now consider
how to apply a second-order perturbation correction in an
analogous manner. Specifically, we use an Epstein-Nesbet
(EN) partitioning, and therefore briefly describe EN per-
turbation theory, using the same notation as Sharma
et al.26 In EN perturbation theory the space is split
into a variational subspace, V , spanned by determinants
labelled by |Di〉 and |Dj〉, and the rest of the space,
spanned by determinants labelled |Da〉. The zeroth-order
Hamiltonian is then defined as
Hˆ0 =
∑
ij∈V
Hij |Di〉〈Dj |+
∑
a/∈V
Haa|Da〉〈Da|, (1)
so that Hˆ0 contains the entire block of Hˆ within V , while
only consisting of the diagonal of Hˆ outside V . As such,
the ground state of
∑
ij∈V Hij |Di〉〈Dj |, denoted |Ψ0〉 =∑
i∈V ci|Di〉, is the zeroth-order wave function, and the
corresponding eigenvalue is the zeroth-order energy, E0.
By standard perturbation theory the second-order energy
correction may be calculated as
∆E2 =
∑
a/∈V
(
∑
i∈V Haici)
2
E0 −Haa
. (2)
We will now show that such a correction may be
calculated in a simple manner when the zeroth-order
wave function is sampled by FCIQMC. Before consider-
ing initiator FCIQMC, we first consider FCIQMC applied
within a well-defined subspace (but without initiator cri-
teria). We again define this subspace as V . One way to
perform such a truncated FCIQMC calculation is by al-
lowing generation of excitations to any determinant (con-
nected by a single application of Hˆ), and later removing
any outside of V . In the limit of large imaginary time,
the FCIQMC wave function will sample the zeroth-order
wave function, |Ψ0〉 (with some non-unity normalization
factor). Meanwhile the spawned vector sampled will be
proportional to
Pˆ |Ψ0〉 = |Ψ0〉 −∆τ(Hˆ − S1)|Ψ0〉, (3)
and so the expected contribution spawned onto determi-
nants |Da〉 outside of V (which we label Sa), will obey
Sa ∝ 〈Da|Pˆ |Ψ0〉, specifically
Sa ∝ −∆τ
∑
i∈V
Haici. (4)
It can therefore be seen that (
∑
i∈V Haici)
2 may be
estimated by S2a/(∆τ)
2, after appropriate normaliza-
tion. However, this is a heavily biased estimator be-
cause E[X2] 6= E[X ]2. Instead we can use the replica
trick8,42–44 to estimate (
∑
i∈V Haici)
2. Here, we per-
form two statistically independent FCIQMC simula-
tions simultaneously, such that the two estimates of
−∆τ
∑
i∈V Haici, labelled S
1
a and S
2
a, are uncorrelated,
and E[S1aS
2
a] = E[S
1
a]E[S
2
a]. Finally, by comparison be-
tween Eq. (2) and Eq. (4), a stochastic estimate of ∆E2
at imaginary time τ may be constructed as
∆E2(τ) =
1
(∆τ)2
∑
a/∈V
S1a(τ)S
2
a(τ)
E0 −Haa
, (5)
which should be normalized by 〈Ψ1(τ)|Ψ2(τ)〉 (usually
averaged separately, to avoid biases).
The zeroth-order energy appearing in the denominator,
E0, will also need to be sampled from FCIQMC, and so
will be a random variable. One may then worry about a
theoretical bias, as E[X/Y ] 6= E[X ]/E[Y ], which cannot
be resolved through a replica trick. However, this bias
should be small provided that the denominator is large
compared to its stochastic noise. Because low-energy de-
terminants are likely to be included in V , E0 is likely to
be well separated to all Haa. We present complete ac-
tive space calculations in supplementary material, which
demonstrate the very-high accuracy of this estimator.
Besides this theoretical bias, the expectation value of
the above estimator will rigorously return the correct
EN2 energy as from a non-QMC method. However, the
above contribution cannot necessarily be sampled inex-
pensively; for many V , efficient excitation generators are
feasible that never create contributions outside this sub-
space. Allowing spawns outside V to calculate Sa would
then be an additional cost.
We now instead consider initiator FCIQMC, which has
proven particularly accurate for a given number of si-
multaneously occupied determinants. As such, being
able to perform an accurate perturbative correction be-
yond i-FCIQMC would be particularly powerful. More-
over, in the case of i-FCIQMC, calculation of Sa =
−∆τ
∑
i∈V Haici is already required to enforce the ini-
tiator criteria, and so accumulation of ∆E2(τ) is truly a
small cost for a replica i-FCIQMC calculation.
As above, we intuitively would like to define V as the
space in which projection is not truncated. However, the
situation here is less clear than that above. Spawnings
to occupied determinants in i-FCIQMC are always ac-
cepted, so all occupied determinants must lie within V .
But whether or not spawnings are truncated on an un-
occupied determinant depends on the random number
generator (RNG) state. Depending on this RNG state, a
determinant may be spawned to once by a non-initiator
(rejected), once by an initiator (accepted), or twice or
more (accepted). As such, a fixed zeroth-order space can-
not be defined. Instead, we consider the truncation to be
dynamic, V(τ), so that an EN2 correction may be cal-
culated appropriately for each iteration, ∆E2(τ). This
is done in the intuitive way: whenever a spawning is re-
moved due to the initiator criteria, this must be viewed
as a truncation, and so a contribution should be added
to ∆E2(τ). In practice, a non-zero contribution requires
a removal on both replicas.
However, if V(τ) is defined as non-constant, then the
FCIQMC wave function will not exactly sample the
zeroth-order wave function in V(τ) in the limit of large τ .
Nonetheless, if the effective truncated space varies only
slowly (and only in regions where |Ψ0(τ)〉 is small), then
it is reasonable to assume that the expectation value of
the FCIQMC wave function will be a good approxima-
tion to the true zeroth-order wave function. This ap-
proximation does not invalidate the approach - one can
imagine starting from the exact |Ψ0(τ)〉 and then varying
this zeroth-order wave function. If the variation is small,
then the change in E0 and ∆E2 will also be small, and
so an accurate E0 + ∆E2 may be obtained. Ultimately,
this accuracy can only be assessed by testing.
3Another issue then arises, that there are multiple defi-
nitions of E0 available for an inexact wave function. For
an exact zeroth-order wave function, the energy estima-
tor 〈ΨT|Hˆ0|Ψ0〉/〈ΨT|Ψ0〉 is independent of the choice of
non-orthogonal trial wave function, |ΨT〉, which is indeed
what we find for a constant truncation within FCIQMC.
For an approximate |Ψ0〉, however, essentially any energy
may be obtained depending on |ΨT〉. For the combination
of E0 + ∆E2 to remain accurate, we want the most ac-
curate estimate of the zeroth-order energy available. For
this, we believe that the correct choice is the variational
energy estimator
Evar(τ) =
〈Ψ1(τ)|Hˆ |Ψ2(τ)〉
〈Ψ1(τ)|Ψ2(τ)〉
. (6)
Defining the FCIQMC wave function at τ as the
exact zeroth-order wave function plus a correction,
|Ψ(τ)〉 = |Ψ0(τ)〉+ |δΨ(τ)〉 (and rescaling |Ψ0(τ)〉 so that
〈Ψ0(τ)|δΨ(τ)〉 = 0), it can be seen that
Evar(τ) = E0(τ) +O(δΨ
2). (7)
Meanwhile, the commonly-used FCIQMC estimators that
project against a trial wave function (typically the
Hartree–Fock determinant) have an error of O(δΨ), and
so for a small |δΨ(τ)〉 will be less accurate, often signifi-
cantly so. Note that Evar is not necessarily more accurate
as an estimate of the true ground-state energy. However,
as a zeroth-order energy about which to add ∆E2, only
Evar is sensible.
To summarize the procedure:
1. Perform i-FCIQMC with two independent replica
simulations, sampling |Ψ1(τ)〉 and |Ψ2(τ)〉, and ac-
cumulating 〈Ψ1(τ)|Hˆ |Ψ2(τ)〉 and 〈Ψ1(τ)|Ψ2(τ)〉.
2. Each iteration, for determinants |Da〉 where spawn-
ings are removed on both simulations due to ini-
tiator criteria, label the removed contributions as
S1a(τ) and S
2
a(τ). Then the contribution to ∆E2
from this iteration is
∆E2(τ) =
1
(∆τ)2
∑
a
S1a(τ)S
2
a(τ)
Evar(τ) −Haa
. (8)
3. At the end of the simulation, the corrected energy
is given by
Etot =
E[ 〈Ψ1(τ)|Hˆ |Ψ2(τ)〉 +∆E2(τ) ]
E[ 〈Ψ1(τ)|Ψ2(τ)〉 ]
, (9)
with each expectation value E[ ... ] estimated by an
average over the simulation after convergence.
This is trivial to implement in an existing FCIQMC
code, provided that the Evar estimator is available. The
EN2 correction may be calculated in the excited-state
FCIQMC algorithm45 by exactly the same approach.
We now discuss the computational cost of this ap-
proach. The only additional cost for accumulating ∆E2,
compared to basic i-FCIQMC, is in calculating each Haa,
which is essentially negligible compared to the rest of the
simulation. A replica simulation must also be performed,
doubling iteration time but also doubling the samples ob-
tained, such that efficiency is unaffected; there is also a
doubling of memory, but FCIQMC is significantly more
time-limited than memory-limited. There is however a
larger cost in calculating the variational energy estimate,
Evar. In our current implementation this is done by
first accumulating the FCIQMC two-body reduced den-
sity matrix (2-RDM), Γˆ, as described in Refs. (44) and
(46), with the numerator of the variational energy then
obtained as Tr
[
ΓˆHˆ
]
. Even with the many schemes de-
scribed previously44,46, we currently find that accumu-
lating 2-RDMs increases iteration time by a factor of
∼ 1.5 − 3. Such RDM calculations are becoming the
norm in FCIQMC, and the cost of calculating Evar can
likely be reduced, but for now we note this additional cost
compared to a non-RDM simulation. Another concern is
that ∆E2 may have larger noise than Evar, and so require
additional sampling. Noise in ∆E2 is often larger than
in Evar, but decreases more quickly with walker popu-
lation, Nw, and we often find that our usual protocol
automatically gives sufficiently small error bars in both.
However, for some challenging cases far from convergence,
additional sampling may be required. Nonetheless, this
additional sampling is far cheaper than instead reducing
initiator error by increasing Nw without ∆E2.
Results:- For results, FCIQMC simulations were per-
formed using NECI47, and SHCI benchmarks obtained
using Dice, with integrals generated using PySCF48. All
calculations use time-reversal symmetrized functions49
rather than Slater determinants.
We first apply the correction to the Hubbard model
and uniform electron gas (UEG) at a range of coupling
strengths. For the Hubbard model we study a periodic
two-dimensional 18-site lattice at half-filling, using crys-
tal momentum symmetry (K = 0), at U/t = 1, 2 and
4. For the UEG, we take the three-dimensional spin-
unpolarized 14-electron system in a basis of 358 plane-
wave spin orbitals, again restricting to K = 0, and di-
mensionless density parameters (rs) of 0.5, 1.0 and 2.0.
Results are presented in Figure 1 (with data in supple-
mentary material). For the Hubbard model at U/t = 1
the correction is highly accurate, removing > 90 − 95%
of initiator error for all walker populations considered.
With 100 walkers, for example, initiator error is reduced
from 6.2×10−3t to 0.7×10−3t. At U/t = 2 the correction
is ∼ 75−85%. As expected, the correction is less effective
at intermediate coupling, though still reducing initiator
error from 64× 10−3t to 29× 10−3t with 105 walkers.
For the UEG at rs = 0.5, results with the EN2 correc-
tion are always correct within 0.5mEh, and always within
0.1mEh for Nw ≥ 2500, despite a Hilbert space dimen-
sion of ∼ 1020. For comparison, initiator error is ≈ 5mEh
at Nw = 2500. Although it is not surprising to find a
perturbative correction to be effective at low rs, this ac-
curacy should address concerns about the validity of the
correction within the initiator approximation. Large im-
provements are again made at rs = 1.0 and 2.0, although
decreasing somewhat in line with the increasing correla-
tion strength. The results are non-variational here, but
even at rs = 2.0 the correction is ∼ 110− 130%.
The above UEG example should also address potential
concerns about the use of replica sampling in large spaces
with small walker populations. Despite a basis of 358 spin
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FIG. 1. Results for the periodic two-dimensional 18-site Hubbard model at half-filling (a-c), and the 14-electron spin-unpolarized
UEG in three dimensions, with 358 plane-wave spin orbitals (d-f), varying coupling strength (U/t or rs) and Nw. For (d-f),
dashed lines show near-exact best estimates.
State R/A˚ Benchmark/Eh Evar/Eh (Evar +∆E2)/Eh Initiator error/mEh Final error/mEh % corrected
X1Σ
+
g 1.24253 -75.80271(2) -75.80071(5) -75.80272(7) 1.93(5) -0.01(7) 101(3)
2.0 -75.64565(2) -75.64336(4) -75.6452(1) 2.29(5) 0.4(1) 82(5)
B′1Σ
+
g
1.24253 -75.71213(2) -75.71020(9) -75.7121(1) 1.80(9) 0.0(1) 98(6)
2.0 -75.61486(2) -75.61257(3) -75.6145(1) 2.29(4) 0.4(1) 82(5)
TABLE I. Energies for C2 in a cc-pVQZ basis set, with 4 core electrons uncorrelated and at equilibrium and stretched geometries.
B′1Σ
+
g results use the excited-state FCIQMC algorithm
45 . Benchmarks are taken from Ref. (33), with associated errors marking
the stated upper uncertainty. All FCIQMC calculations use 2× 105 walkers per replica and state.
System Benchmark/Eh Nw Evar/Eh (Evar +∆E2)/Eh Initiator error/mEh % corrected
Water (aug-cc-pVDZ) -76.274457(9) 1× 103 -76.25901(3) -76.2750(1) 15.44(3) 104(1)
Ethylene (cc-pVDZ) -78.35624(2) 1× 105 -78.35364(2) -78.3565(1) 2.60(3) 110(5)
Formaldehyde (aug-cc-pVDZ) -114.2463(1) 5× 105 -114.24155(2) -114.2461(2) 4.8(1) 96(4)
Butadiene (ANO-L-pVDZ) -155.5582(1) 5× 107 -155.54323(8) -155.5578(10) 15.0(1) 98(7)
TABLE II. Results for molecular systems at the given walker populations, Nw, chosen so that significant initiator error exists.
1s cores were frozen in each case. The benchmark for butadiene is a SHCI result from Ref. 34. Other benchmarks were obtained
from new extrapolated SHCI calculations. Results for additional Nw values are given in supplementary material.
orbitals and as little as 1.25× 103 walkers, error bars in
both Evar and ∆E2 are well controlled.
In Table I, carbon dimer results are presented with a
cc-pVQZ basis set, with 4 core electrons uncorrelated,
at equilibrium and stretched geometries. We use the
excited-state FCIQMC algorithm45 and study both the
ground and first excited states of 1Σ
+
g character. This
system has been previously studied with benchmark ac-
curacy by the density matrix renormalization group al-
gorithm (DMRG)50, FCIQMC45 and SHCI33, and very
recently by Sharma37 and Guo et al.39 in perturbative
DMRG studies (although there correlating 12 electrons
in a cc-pVDZ basis). In our previous FCIQMC study, it
was found that 106 walkers were required for an accuracy
of 1mEh for both states and geometries. With 1.6× 10
7
walkers, an accuracy of ∼ 0.1− 0.2mEh was obtained.
Here we consider a much smaller Nw of 2×10
5 to assess
∆E2. At equilibrium geometry, initiator error is around
1.8− 1.9mEh, which is removed effectively in its entirety
(within stochastic errors of 0.1mEh) by the correction. At
the more strongly correlated R = 2.0A˚ the correction is
slightly less accurate, but still substantial, removing 82±
5% of initiator error. The correction is equally effective
for the excited B′1Σ
+
g state.
Results are presented in Table II for additional
molecular systems, with geometries in supplementary
material51–53. The most challenging system here is buta-
diene in an ANO-L-pVDZ basis, with 22 electrons corre-
lated in 82 spatial orbitals, which was previously studied
by i-FCIQMC53 using 109 walkers. Subsequent extrapo-
lated DMRG54 and SHCI34 results agree that the ground-
state energy from i-FCIQMC was too high by ∼ 9mEh,
likely due to remaining initiator error, despite the large
walker population. Here with a much smaller walker pop-
ulation of 5×107, almost all initiator error is removed by
∆E2. We note that the error bar on the corrected result
is 1mEh, so it is possible that the true agreement with
SHCI is not as accurate as presented. However, even in
the event that the quoted value is incorrect by 2 standard
errors, the EN2 correction still represents a dramatic im-
5provement. These calculations did not require careful
choice of molecular orbitals, which were always restricted
Hartree–Fock orbitals. The computational resources for
this study are modest compared to large-scale FCIQMC,
using at most 320 processor cores, while FCIQMC scales
efficiently up to at least 104 cores, a powerful possibility
in combination with the correction presented here.
Conclusion:- We have introduced the calculation of
an EN2 correction from discarded spawning attempts in
replica i-FCIQMC. The EN2 correction itself is essen-
tially free to accumulate, although some additional cost
may be required to accumulate the variational zeroth-
order energy estimate, or to perform additional sampling.
In non-strongly-correlated cases the correction regularly
removes > 90% of initiator error, and even in strongly-
correlated regimes represents an important improvement.
This correction therefore significantly extends the reach
of FCIQMC, which we expect will be a powerful possibil-
ity in future applications of the method.
Supplementary Material:- See supplementary material
for data from Figure 1, additional results for molecular
systems, and discussion of theoretical biases.
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I. APPLICATION TO TRADITIONAL TRUNCATED
SPACES
As discussed in the main text, as well as correcting ini-
tiator error, an FCIQMC-based estimate of ∆E2 may also
be applied to standard truncated spaces, such as a com-
plete active space (CAS). This allows a study of the EN2
correction in isolation, without additional complications
arising from the unconventional nature of the initiator
approximation.
We study such an example here, using FCIQMC to
perform CAS calculations (using restricted Hartree–Fock
(RHF) orbitals). Instead of removing the closed-shell and
virtual orbitals from the simulation, we include them and
allow spawning to basis states in which they have non-
zero occupation. These spawnings to outside the CAS
are then used to construct ∆E2, as described in the main
text, and removed from the simulation afterwards.
We study the Ne atom in an aug-cc-pVDZ basis with
2 uncorrelated core electrons, for which exact FCI may
be performed. As well as performing stochastic FCIQMC
within the CAS, we also perform a simulation with de-
terministic application of Pˆ within V , allowing |ΨCAS〉
and ECAS (the zeroth-order wave function and energy)
to be obtained exactly. This is done using the semi-
stochastic algorithm described in Refs. (S1) and (S2),
but setting the deterministic space to be the entirety of
V . Only spawning events outside of V are allowed, in
order to construct ∆E2. In this way, the estimator for
∆E2 has no theoretical bias due to a stochastic zeroth-
order energy estimate. This simulation is then compared
to one without the semi-stochastic adaptation, where the
zeroth-order wave function and energy are both obtained
fully stochastically.
Results are presented in Table I, for active spaces rang-
ing from (8e, 8o) to (8e, 17o) (the aug-cc-pVDZ basis has
22 spatial orbitals in total, after removing the 1s core).
The results for both the zeroth-order energy estimate and
the EN2 correction are identical between simulations with
either a stochastic or exact |ΨCAS〉, within stochastic er-
ror bars of ∼ 10−5Eh, demonstrating the efficacy of the
approach.
This also allows a comparison of noise in ∆E2 between
simulations with different amounts of noise in the zeroth-
order estimates. Results with active spaces of (8e, 8o) and
(8e, 13o) were averaged over exactly 9 × 105 iterations,
for both stochastic and deterministic cases, allowing di-
rect comparison. For both (8e, 8o) and (8e, 13o) active
spaces, error bars on estimates of ∆E2 are identical to
1 significant figure. As such, the use of semi-stochastic
within the zeroth-order space does not significantly im-
pact the noise on ∆E2. Studying error bars to a second
significant figure shows that results with a deterministic
|ΨCAS〉 do result in smaller noise on ∆E2, but not sub-
stantially so. This is not unreasonable - the number of
contributions to ∆E2 is proportional to the square of the
number of spawnings outside of V . This density deter-
mines the noise on the ∆E2 estimate to a greater extent
than the noise on the |Ψ0〉 estimate.
Likewise, contributions to ∆E2 are not directly corre-
lated from one iteration to the next, but only indirectly
through the correlation between Ψ0(τ) and Ψ0(τ +∆τ).
We find that long autocorrelation lengths are not a sig-
nificant issue for the sampling of ∆E2, compared to E0.
II. DATA FOR MODEL SYSTEMS
We include numerical data for the results of Figure 1 in
the main text, studying the Hubbard model and the uni-
form electron gas (UEG) at a range of coupling strengths.
For the Hubbard model, an 18-site periodic two-
dimensional lattice is studied at U/t = 1, 2 and 4. The
Hilbert space dimension is ∼ 108. The time step was
kept at a constant value of ∆τ = 0.01 and the initiator
threshold was set to na = 3. The semi-stochastic adap-
tation was used at U/t = 4, with a deterministic space
of dimension 104, although this is not necessary and does
not significantly change either initiator error or ∆E2.
For the UEG, a three-dimensional spin-unpolarized 14-
electron system is studied in a basis of 358 plane-wave
spin orbitals, at rs = 0.5, 1 and 2. The Hilbert space
dimension here is ∼ 1020. For rs = 0.5 a time step of
∆τ = 4× 10−4 was used. At rs = 1 and 2, the time step
was varied to prevent creation of large spawning events,
resulting in larger time steps of between ∆τ = 1 × 10−3
and 2 × 10−3, although once again this difference does
not significantly alter results, and the EN2 correction is
well-behaved regardless.
All calculations use time-reversal symmetrized
functionsS3 rather than Slater determinants.
III. ADDITIONAL DATA
We present further data for molecular systems at a
range of walker populations, Nw. The molecules studied
are C2 in a cc-pVTZ basis (both ground and first excited
states of 1Σ
+
g character, at equilibrium and stretched ge-
ometries), water in an aug-cc-pVDZ basis, ethylene in
a cc-pVDZ basis and formaldehyde in an aug-cc-pVDZ
basis. 1s cores are uncorrelated in each case.
For water, the semi-stochastic adaptation was not used.
For C2, ethylene and formaldehyde, semi-stochastic was
used with a deterministic space of dimension 104, by pick-
ing the most populated basis states upon convergence, as
described in Ref. (S2). For butadiene (results presented
in the main text), a deterministic space of dimension
2× 105 was used, chosen using the same scheme. Results
2Ne aug-cc-pVDZ - CAS + EN2
Wtih an exact |Ψ0〉 With a stochastic |Ψ0〉
Active space ECAS/Eh (ECAS +∆E2)/Eh ∆E2/Eh ECAS/Eh (ECAS +∆E2)/Eh ∆E2/Eh
(8e,8o) -128.5026265 -128.74429(4) -0.24167(4) -128.502625(1) -128.74430(4) -0.24168(4)
(8e,13o) -128.5294242 -128.73796(5) -0.20854(5) -128.529427(3) -128.73798(5) -0.20855(5)
(8e,16o) -128.6131153 -128.71468(2) -0.10156(2) -128.61312(1) -128.71469(1) -0.10157(1)
(8e,17o) -128.6428048 -128.71299(1) -0.07018(1) -128.64280(1) -128.71299(2) -0.07019(2)
TABLE I. Comparison of CAS calculations wtih EN2 corrections, using FCIQMC as the CAS solver, both with an exact and
stochastically-sampled zeroth-order wave function and energy. The system is Ne in an aug-cc-pVDZ basis set with 2 core
electrons uncorrelated, with an FCI energy of −128.7094755Eh . Simulations with an exact zeroth-order wave function use
semi-stochastic FCIQMC, but with the deterministic space set to V, such that ECAS is obtained exactly.
were typically averaged over between 5× 104 and 106 it-
erations. The initiator threshold was taken as na = 3,
and the time step was varied in the early stages of the
simulation to prevent bloom events (defined as a single
spawning event with magnitude greater than na).
Benchmarks for C2 cc-pVTZ are taken from Ref. (S4).
Benchmarks for other systems are obtained from semis-
tochastic heat-bath configuration interaction (SHCI)
calculationsS5,S6 performed with Dice, with quadratic ex-
trapolations as described in Ref. (S7) (although using
RHF orbitals). Time-reversal symmetrized functionsS3
are used for both FCIQMC and SHCI. For formaldehyde,
the smallest threshold for the variational SHCI step was
ǫV = 10
−5, corresponding to ∼ 3.7 × 107 basis states in
V . The perturbative threshold was set to ǫPT = 10
−10 in
all cases.
The geometry for water is from Ref. (S8), the geometry
for ethylene is taken from Ref. (S9), and the geometry for
butadiene is from Ref. (S10).
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318-site Hubbard model
Nw Evar/t (Evar +∆E2)/t ∆E2/(10−3t) Initiator error/(10−3t) Final error/(10−3t) % corrected
100 -27.6886(2) -27.6941(2) -5.49(7) 6.2(2) 0.7(2) 89(3)
200 -27.6889(1) -27.6943(1) -5.40(5) 5.8(1) 0.4(1) 92(2)
400 -27.68900(3) -27.69437(3) -5.36(2) 5.72(3) 0.35(3) 93.8(6)
800 -27.68986(1) -27.69443(2) -4.572(8) 4.86(1) 0.29(2) 94.1(3)
1600 -27.69206(2) -27.69456(2) -2.504(8) 2.66(2) 0.16(2) 94.1(8)
3200 -27.69400(1) -27.69466(1) -0.654(5) 0.72(1) 0.06(1) 91(1)
Exact energy/t -27.69472
TABLE II. Total energies for the periodic two-dimensional 18-site Hubbard model at half-filling, at U/t = 1.
Nw Evar/t (Evar +∆E2)/t ∆E2/(10−3t) Initiator error/(10−3t) Final error/(10−3t) % corrected
1.5× 103 -23.74375(5) -23.77703(6) -33.28(3) 41.65(5) 8.37(6) 79.9(1)
3× 103 -23.76334(3) -23.78009(4) -16.75(2) 22.06(3) 5.31(4) 75.9(1)
6× 103 -23.77726(2) -23.78311(2) -5.85(1) 8.14(2) 2.29(2) 71.9(2)
1.25× 104 -23.78013(1) -23.78454(1) -4.412(5) 5.27(1) 0.86(1) 83.7(2)
2.5× 104 -23.780632(8) -23.784725(8) -4.093(2) 4.771(8) 0.678(8) 85.8(2)
5× 104 -23.781424(7) -23.784840(7) -3.416(1) 3.979(7) 0.563(7) 85.9(2)
1× 105 -23.782599(7) -23.784976(7) -2.3768(7) 2.804(7) 0.427(7) 84.8(2)
2× 105 -23.783874(8) -23.785137(8) -1.2622(5) 1.528(8) 0.266(8) 82.6(4)
4× 105 -23.784787(9) -23.785271(9) -0.4845(4) 0.616(9) 0.132(9) 79(1)
8× 105 -23.785173(6) -23.785354(6) -0.1800(3) 0.229(6) 0.049(6) 78(2)
Exact energy/t -23.78540
TABLE III. Total energies for the periodic two-dimensional 18-site Hubbard model at half-filling, at U/t = 2.
Nw Evar/t (Evar +∆E2)/t ∆E2/(10−3t) Initiator error/(10−3t) Final error/(10−3t) % corrected
1× 105 -17.1881(2) -17.2232(2) -35.1(2) 64.2(2) 29.1(2) 54.6(3)
2.5× 105 -17.21235(8) -17.2332(1) -20.89(6) 40.04(8) 19.1(1) 52.2(2)
5× 105 -17.22437(6) -17.23901(7) -14.63(3) 28.01(6) 13.38(7) 52.2(2)
1× 106 -17.2337(1) -17.2438(1) -10.12(5) 18.7(1) 8.6(2) 54.1(5)
2× 106 -17.24045(5) -17.24712(5) -6.67(2) 11.93(5) 5.27(5) 55.9(3)
4× 106 -17.24524(4) -17.24900(4) -3.76(1) 7.14(4) 3.38(4) 52.6(4)
1× 107 -17.24925(4) -17.25058(4) -1.322(7) 3.13(4) 1.81(4) 42.2(6)
2× 107 -17.25065(4) -17.25116(4) -0.515(4) 1.74(4) 1.22(4) 29.6(8)
Exact energy/t -17.25239
TABLE IV. Total energies for the periodic two-dimensional 18-site Hubbard model at half-filling, at U/t = 4.
4Uniform electron gas
Nw Evar/Eh (Evar +∆E2)/Eh ∆E2/mEh Initiator error/mEh Final error/mEh % corrected
1250 -0.56906(7) -0.5804(1) -11.3(1) 10.85(7) -0.5(2) 104(1)
1750 -0.57212(5) -0.5801(1) -7.98(10) 7.79(6) -0.2(1) 103(1)
2500 -0.57490(3) -0.57996(5) -5.06(4) 5.01(4) -0.05(6) 101(1)
3500 -0.57626(6) -0.58002(9) -3.76(8) 3.65(7) -0.11(10) 103(3)
5300 -0.57736(3) -0.57989(4) -2.53(3) 2.55(4) 0.02(5) 99(2)
10000 -0.57836(5) -0.57998(6) -1.63(3) 1.55(6) -0.07(7) 105(5)
20000 -0.57887(3) -0.57991(3) -1.04(1) - - -
Best estimate/Eh -0.57991(3)
TABLE V. Correlation energies for the 14-electron UEG in three dimensions, in a basis of 358 plane-wave spin orbitals, at
rs = 0.5. The benchmark is taken from the largest Nw considered, although we note that an i-FCIQMC value of −0.5798(3)Eh
from Ref. (S11) is within error bars.
Nw Evar/Eh (Evar +∆E2)/Eh ∆E2/mEh Initiator error/mEh Final error/mEh % corrected
6× 103 -0.50887(4) -0.5190(1) -10.1(1) 9.85(6) -0.3(1) 103(1)
1.5× 104 -0.51252(3) -0.52007(6) -7.55(5) 6.20(6) -1.34(8) 122(1)
3× 104 -0.51400(3) -0.52028(5) -6.28(4) 4.72(6) -1.56(7) 133(2)
7× 104 -0.51528(3) -0.51987(4) -4.59(2) 3.44(6) -1.14(6) 133(2)
3× 105 -0.51728(4) -0.51908(5) -1.80(1) 1.44(7) -0.36(7) 125(6)
8.2× 105 -0.51806(5) -0.51895(5) -0.891(7) 0.66(7) -0.23(7) 135(15)
1× 106 -0.51806(4) -0.51883(4) -0.776(7) 0.67(6) -0.11(6) 116(11)
2× 106 -0.51820(5) -0.51872(5) -0.522(3) - - -
Best estimate/Eh -0.51872(5)
TABLE VI. Correlation energies for the 14-electron UEG in three dimensions, in a basis of 358 plane-wave spin orbitals, at
rs = 1.0. The benchmark is taken from the largest Nw considered, although we note an i-FCIQMC value of −0.51880(2)Eh
from Ref. (S11), showing good agreement.
Nw Evar/Eh (Evar +∆E2)/Eh ∆E2/mEh Initiator error/mEh Final error/mEh % corrected
1.5× 104 -0.41211(5) -0.4396(2) -27.5(2) 23.48(7) -4.0(2) 117(1)
1.75× 104 -0.41300(5) -0.4405(2) -27.5(2) 22.59(8) -4.9(3) 122(1)
3× 104 -0.41515(5) -0.4417(2) -26.6(2) 20.43(8) -6.1(2) 130(1)
7.2× 104 -0.41931(9) -0.4408(2) -21.5(2) 16.3(1) -5.2(2) 132(1)
1.6× 105 -0.42340(5) -0.43801(10) -14.61(8) 12.18(8) -2.4(1) 120(1)
3.4× 105 -0.42694(5) -0.43631(7) -9.36(6) 8.64(8) -0.72(10) 108(1)
6.8× 105 -0.42934(5) -0.43563(8) -6.29(6) 6.25(8) -0.05(10) 101(2)
1.1× 106 -0.43030(6) -0.43566(5) -5.36(3) 5.29(8) -0.07(8) 101(2)
2.1× 106 -0.43138(6) -0.43569(6) -4.31(3) 4.20(9) -0.11(9) 103(2)
8.9× 106 -0.43314(5) -0.43558(6) -2.45(1) - - -
Best estimate/Eh -0.435584(58)
TABLE VII. Correlation energies for the 14-electron UEG in three dimensions, in a basis of 358 plane-wave spin orbitals, at
rs = 2.0. The benchmark is taken from the largest Nw considered, Nw = 8.9× 10
6. We could not find independent i-FCIQMC
results for comparison, although stochastic coupled cluster results for CCSD and CCSDT from Ref. (S11) are -0.40181(4)Eh
and -0.43212(7)Eh, respectively.
5C2 cc-pVTZ
State R/A˚ Best estimate/Eh Evar/Eh (Evar +∆E2)/Eh Initiator error/mEh Final error/mEh % corrected
X1Σ
+
g
1.25 -75.78515(10) -75.78382(1) -75.78519(3) 1.3(1) 0.0(1) 103(8)
2.0 -75.63095(10) -75.62939(3) -75.63087(5) 1.6(1) 0.1(1) 95(8)
B′1Σ
+
g 1.25 -75.69572(10) -75.69455(2) -75.69578(4) 1.2(1) 0.1(1) 105(9)
2.0 -75.60145(10) -75.59996(3) -75.60138(6) 1.5(1) 0.1(1) 96(8)
TABLE VIII. Energies for the carbon dimer in a cc-pVTZ basis set, with 4 core electrons uncorrelated, at equilibrium and
stretched geometries. B′1Σ
+
g results use the excited-state FCIQMC algorithm. Best estimates are taken from Ref. (S4). All
FCIQMC calculations use 1× 105 walkers per replica and state.
Water aug-cc-pVDZ
Nw Evar/Eh (Evar +∆E2)/Eh ∆E2/mEh Initiator error/mEh Final error/mEh % corrected
1× 103 -76.25901(3) -76.2750(1) -16.0(2) 15.44(3) -0.6(2) 104(1)
1× 104 -76.27024(2) -76.27393(6) -3.69(5) 4.22(2) 0.53(6) 87(1)
4× 104 -76.27306(2) -76.27439(4) -1.33(4) 1.40(2) 0.07(4) 95(3)
8× 104 -76.27357(2) -76.27447(3) -0.90(2) 0.89(2) -0.01(4) 101(4)
1.6× 105 -76.27383(2) -76.27446(2) -0.636(9) 0.63(2) -0.01(2) 101(4)
Benchmark energy/Eh -76.274457(9)
TABLE IX. Energies for the water molecule at equilibrium geometry in the aug-cc-pVDZ basis set. The benchmark energy is
obtained from SHCI calculations with a (very small) extrapolation.
Ethylene cc-pVDZ
Nw Evar/Eh (Evar +∆E2)/Eh ∆E2/mEh Initiator error/mEh Final error/mEh % corrected
1× 105 -78.35364(2) -78.3565(1) -2.8(1) 2.60(3) -0.2(1) 110(5)
2.5× 105 -78.35409(2) -78.35639(6) -2.30(6) 2.15(3) -0.15(6) 107(3)
5× 105 -78.35440(1) -78.35635(3) -1.95(3) 1.84(2) -0.11(3) 106(2)
5× 106 -78.35561(1) -78.35622(1) -0.615(5) 0.63(2) 0.02(2) 97(4)
1× 107 -78.355832(7) -78.356227(6) -0.394(3) 0.41(2) 0.01(2) 97(5)
Benchmark energy/Eh -78.35624(2)
TABLE X. Energies for the ethylene molecule at equilibrium geometry in the cc-pVDZ basis set. The benchmark energy is
obtained from SHCI calculations with a (very small) extrapolation.
Formaldehyde aug-cc-pVDZ
Nw Evar/Eh (Evar +∆E2)/Eh ∆E2/mEh Initiator error/mEh Final error/mEh % corrected
5× 105 -114.24155(2) -114.2461(2) -4.6(2) 4.8(1) 0.2(2) 96(4)
1× 106 -114.24244(2) -114.2462(1) -3.8(1) 3.9(1) 0.1(2) 97(4)
2× 106 -114.24316(2) -114.24604(7) -2.88(7) 3.1(1) 0.3(1) 92(4)
4× 106 -114.24374(1) -114.24612(3) -2.37(3) 2.6(1) 0.2(1) 93(4)
Best estimate/Eh -114.2463(1)
TABLE XI. Energies for the formaldehyde molecule at equilibrium geometry in the aug-cc-pVDZ basis set. The benchmark
energy is obtained from SHCI calculations with an extrapolation.
6Geometries (A˚)
Water
O 0.0000 0.0000 0.1173
H 0.0000 0.7572 -0.4692
H 0.0000 -0.7572 -0.4692
Ethylene
H 0.000000 0.923274 1.238289
H 0.000000 -0.923274 1.238289
H 0.000000 0.923274 -1.238289
H 0.000000 -0.923274 -1.238289
C 0.000000 0.000000 0.668188
C 0.000000 0.000000 -0.668188
Formaldehyde
O 0.000000 0.0000 1.2050
C 0.000000 0.0000 0.0000
H 0.000000 0.9429 -0.5876
H 0.000000 -0.9429 -0.5876
Butadiene
C 0.000000 1.834350 -0.157794
C 0.000000 -1.834350 0.157794
C 0.000000 0.612753 0.388232
C 0.000000 -0.612753 -0.388232
H 0.000000 0.509700 1.466975
H 0.000000 -0.509700 -1.466975
H 0.000000 2.723649 0.452738
H 0.000000 -2.723649 -0.452738
H 0.000000 1.961466 -1.231090
H 0.000000 -1.961466 1.231090
