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ABSTRACT
In contrast to many other engineering fields, the uncertainties in subsurface processes
(e.g., fluid flow and contaminant transport in aquifers) and their parameters are notori-
ously difficult to observe, measure, and characterize. This causes severe uncertainties
that need to be addressed in any decision analysis related to optimal management
and remediation of groundwater contamination sites. Furthermore, decision analyses
typically rely heavily on complex data analyses and/or model predictions, which are
often poorly constrained as well. Recently, we have developed a model-driven decision-
support framework (called MADS; http://mads.lanl.gov) for the management and re-
mediation of subsurface contamination sites in which severe uncertainties and complex
physics-based models are coupled to perform scientifically defensible decision analy-
ses. The decision analyses are based on Information Gap Decision Theory (IGDT). We
demonstrate the MADS capabilities by solving a decision problem related to optimal
monitoring network design.
INTRODUCTION
Model-based decision analysis has traditionally relied on probabilistic methods. Prob-
abilistic methods require the definition of probability distribution functions (pdf s)
to characterize uncertainties associated with various conceptual elements and model
parameters. In the case of limited information or lack of knowledge, prior pdf s are
commonly defined as uniform bounded distributions. The prior probabilities are then
propagated through a physics-based computational model to produce estimates of
predictive uncertainties; these estimates are computed based on Bayesian formulation
commonly utilizing Markov Chain Monte Carlo techniques (e.g., Laloy and Vrugt
2012). Such a probabilistic approach is justified when (1) information is available to
distribute probabilistic uncertainty among all the possible events, and (2) all possible
events can be described by the uncertainty model. However, Bayesian techniques are
frequently applied even in situations when these two conditions are not satisfied. As
a result, possibilities beyond those predicted by the model are unaccounted for. Fur-
thermore, prior probabilities derived without information regarding the probability of
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potential events lack theoretical meaning and scientific defensibility, and the obtained
decision-analysis results can be biased. The limitations of the purely probabilistic
approaches to decision analysis are increasingly being recognized within the science
and engineering communities (NRC 1999; NRC 2013; Agostini et al. 2009a; Agostini
et al. 2009b; Argent et al. 2009; Deeb et al. 2011; Jordan and Abdaal 2013; Tartakovsky
2007; Bolster et al. 2009).
Environmental management decision analyses are frequently applied in situations
where there is a lack of knowledge about the physical processes (and their properties),
mostly as a result of insufficient characterization, dynamic site conditions (e.g., pore
space is affected by biogeochemical processes), unknown future shifts in the initial
and/or boundary conditions (e.g., climate change), etc. (Pierce et al. 2009). This lack of
knowledge causes severe aleatoric (phenomenological randomness), epistemic (known
unknowns) and ontological (unknown unknowns) uncertainties that preclude the ap-
plication of decision analysis techniques based on unbiased probability distributions
and statistical likelihood functions (e.g., Bayesian methods). Severe uncertainties are
manifested in the prior and posterior probability distribution functions (pdf s) as fat tails
(heavy-tailed pdf s with infinite variance; Zolotarev 1986), black swans (low probability
events with significant decision impacts; Taleb 2007), and dragon kings (unexpected
high probability events; Sornette and Ouillon 2012).
New approaches are being developed to quantify uncertainty due to a lack of
information, e.g., fuzzy sets (Zimmermann 1987), Minimax theory (Wald 1945), Gener-
alized Information theory (Klir 2005), etc.. These approaches present a paradigm shift
in uncertainty quantification and decision analysis. One of these approaches is based
on Information Gap Decision Theory (IGDT; Ben-Haim 2006). IGDT and Bayesian
(probabilistic) analyses differ in their epistemological starting points. By definition, a
probabilistic analysis is that all the possible outcomes are known and the uncertainty
can be fully characterized. In contrast, the epistemological starting point of an info-
gap analysis is that the set of possible outcomes is completely unknown, and that the
set of outcomes under consideration increases as the info-gap uncertainty increases
without bound. Info-gap and probability theories are not alternatives for dealing with
uncertainty. Instead, these theories quantify different types of uncertainty.
INFORMATION GAP DECISION THEORY
An IGDT analysis for a decision problem requires four components: (1) a model
representing system behavior and existing uncertainties, (2) a nominal case represent-
ing a model prediction for a given nominal set of model parameters and conceptual
assumptions, (3) an info-gap uncertainty model, and (4) a performance goal. The
complexity of the applied model can range from a simple analytical solution to a
complex multi-physics numerical model. The info-gap uncertainty model captures in
a non-probabilistic way all the uncertainties associated with conceptual elements and
model parameters. The performance goal is defined by site managers and operators;
for example, contaminant concentrations at points of compliance should not exceed
predefined values. These four components required for IGDT analysis are applied to
derive robustness and opportuneness functions. The robustness (immunity to failure)
function defines the maximum horizon of decision uncertainty at which the perfor-
mance requirements are guaranteed to be satisfied. The opportuneness (susceptibility
to windfall) function defines the minimum horizon of decision uncertainty at which
a windfall occurs. Due to conceptual/model uncertainties, the estimated IGDT deci-
sion uncertainty is characterized with propitious regions (with model predictions for
improved performance compared to the nominal case) and pernicious regions (with
model predictions for degraded performance compared to the nominal case). Based on a
comparison of decision uncertainties related to different site activities (e.g., alternative
remediation options), the managers can select an activity that has optimal robustness
and opportuneness behavior (i.e., large immunity to failure, large susceptibility to
windfall).
The main challenge of the IGDT analyses is development of the info-gap uncer-
tainty model capturing the site unknowns. Typically, this is a site-specific task that
needs substantial input from users and experts familiar with the solved environmen-
tal management problem. In addition, IGDT (similar to Bayesian decision) analyses
frequently require a substantial number of model simulations (on the order 105-106
model runs). These simulations are typically independent, and can be performed ef-
ficiently using multi-processor clusters. The IGDT analyses are capable of revealing
important uncertainties that impact decision process, and can contribute to selection of
activities that be applied to reduce these uncertainties. The IGDT analyses are already
successfully applied in various fields: engineering, environmental sciences, biology,
economics, finance, etc (Hipel and Ben-Haim 1999; Levy et al. 2000; Hine and Hall
2010; McCarthy and Lindenmayer 2007; Fox et al. 2007; Harp and Vesselinov 2013).
The application of IGDT presented here can provide guidance on monitoring network
design to improve characterization of contamination plumes.
DECISION ANALYSIS FOR OPTIMAL MONITORING NETWORK DESIGN
Decision analyses are commonly employed for optimal design of monitoring networks.
For subsurface problems, the monitoring networks include a series of wells with one
or multiple screens below the ground surface at which contaminant concentrations are
detected. The goals for optimal monitoring network design typically are plume charac-
terization and protection of points of compliance. Here we analyze a synthetic problem
case. There are ten monitoring wells that provide synthetic information about the spatial
distribution of a contaminant plume in an aquifer 52 [a] after the contaminant has been
released (Table 1). Figure 2 shows a map of the synthetic monitoring well network.
The observed concentrations are shown for each monitoring well. The background
contaminant concentration is c0 = 0.5 [mg/kg], and background concentrations are
observed at all the wells except wells W3 (100 [mg/kg]) and W4 (40 [mg/kg]). The
maximum concentration limit (MCL) is cc = 5 [mg/kg], and the concentrations at W3
and W4 are substantially above the MCL. The monitoring wells have screens placed
Table 1. Monitoring well locations.
Well name x [m] y[m] z0 [m] z1 [m] t [a] c [mg/kg]
W1 1584.66 1436.17 5.6 12.6 52 0.5
W2 386.24 572.67 0.0 15.0 52 0.5
W3 1408.40 1035.19 13.2 20.4 52 40
W4 1000.06 999.85 3.7 10.1 52 100
W5 767.22 1178.82 3.3 9.6 52 0.5
W6 1858.19 812.49 4.9 8.0 52 0.5
W7 1802.88 1089.64 3.1 6.1 52 0.5
W8 1469.42 640.01 3.6 6.6 52 0.5
W9 989.19 547.14 7.6 10.7 52 0.5
W10 377.13 932.93 4.6 11.3 52 0.5
Wa 1328.05 1469.20 4 7 52 -
Wb 1469.42 640.01 4 7 52 -
Wc 989.19 547.14 4 7 52 -
Wd 377.13 932.93 4 7 52 -
at different depths within the aquifer beneath the regional water table (Table 1). The
concentration data observed at the wells are uncertain due to conceptual uncertainties
(e.g., unknown support scale/volumes of the observation, discrepancies between the
model’s representation of the flow medium properties and the actual aquifer hetero-
geneity, etc.) and measurement errors (e.g., laboratory-analysis errors, deviations from
the field sampling procedures, etc.). The acceptable models predicting the contaminant
plume spatial distribution in the aquifer are expected to produce model predictions that
are consistent with the observed data.
To solve this problem, the contaminant migration in the aquifer is predicted using an
analytical solution for concentration c (x, y, z, t) [M/L3]. The contaminant is released
within a finite-dimensional source with a box (rectangular cuboid) shape in an aquifer
with coordinates (0, 0, zs0). The analytical solution has the following form (Wexler
1992; Wang and Wu 2009):
c (x, y, z, t) = c0 +
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where c0 is the background concentration [M/L3]; v is the pore advective contaminant
Figure 1. Three-dimensional contaminant source.
velocity [M/T ] αL, αTH , αTV are the longitudinal, transverse horizontal and transverse
vertical dispersivities [L], respectively; λ is the half-life decay constant [T−1]; θT is
the water-filled porosity [L3/L3]; and F (t) is the contaminant mass flux [M/T ]. The
analytical solution represents the contaminant transport in a uniform aquifer bounded
at the top (z = 0) and with infinitive thickness. The region where contaminant flux
F (t) is introduced in the aquifer is a rectangular cuboid (box) with sizes (xsd, ysd, zsd)
along each axis, and coordinates (0, 0, zs0). If zs0 = 0, the source location is at the top
of the aquifer (along the regional water table). The groundwater flow occurs along the
x solution axis with advective pore velocity v equal to kI
θRf
where k is the hydraulic
conductivity [L/T ], I is the hydraulic gradient [L/L], θ is the effective transport
porosity [L3/L3] (θ < θT ), and Rf is a retardation factor representing reversible
chemical reactions [−] (Rf ≥ 1). The contaminant flux F (t) in Eq.1 can be transient
and vary in any functional or piecewise fashion. In the synthetic problem, it is important
to account for uncertainty in the advective-transport flow direction. To do so, Eq. 1 is
solved for c(x′, y′, z′, t) and the coordinate system (flow direction) is rotated laterally
by angle γ [degrees] using the following expression to compute c(x, y, z, t):
xy
z
 =
cos γ − sin γ 0sin γ cos γ 0
0 0 0
 ·
x′y′
z′
+
xs0ys0
zs0
 (2)
where (xs0, ys0, zs0) are the source location coordinates. A schematic representation
of three-dimensional source related to the groundwater flow and aquifer geometry is
presented in Figure 1. The predicted contaminant concentrations based on Eq. 1 and 2
are computed using the code MADS (Vesselinov et al. 2013).
All the model parameters for the analyzed synthetic problem are listed in (Table
2); Note that the contaminant flux F (t) is assumed to constant (F (t) = f ), and f is
assumed known and fixed (Table 2). Also known is the time since the contaminant
release, ts = 52 [a]. The known parameters are c0, zs0, zsd, f , ts, v, λ and θT (eight in
total). The unknown parameters are xs0, ys0, xsd, ysd, γ, αL, αTH , and αTV (eight in
total). There is no prior information about uncertainties of unknown parameters. Note
Table 2. Model parameters.
Model parameter Name / Equation Uncertainty
Background concentration [mg/kg] c0 = 0.5 fixed
Source x coordinate [m] xs0 unknown
Source y coordinate [m] ys0 unknown
Source z coordinate [m] zs0 = 0 fixed
Source longitudinal size [m] xsd unknown
Source transverse horizontal size [m] ysd unknown
Source transverse vertical size [m] zsd = 1 fixed
Source mass flux [kg/a] f = 100 fixed
Time since contaminant release [a] ts = 52 fixed
Advective groundwater flow velocity [m/a] v = 20 fixed
Half-life decay [a−1] λ = 0 fixed
Flow angle [degrees] γ unknown
Total porosity [m3/m3] φ = 0.3 fixed
Longitudinal dispersivity [m] αL unknown
Horizontal transverse dispersivity factor [−] fTH ; αTH = αL/fTH unknown
Vertical transverse dispersivity factor [−] fTV ; αTV = αTH/fTV unknown
that unknown parameters define the plume shape, i.e, the plume location (xs0, ys0),
the plume initial size (xsd, ysd), the growth direction (γ), and the plume dispersion
(αL, αTH , and αTV ). The transverse dispersivities (αTH , and αTV ) are defined as a
fraction of the longitudinal dispersivity (αL) as presented in Table 2. As a result, the
plume shape is unknown and it is constrained only by the contaminant concentration
observations (Figure 2). Even though the flow direction is known it can be expected
that flow is to predominantly from left to right in Figure 2 because the concentration
observed at W4 is higher than the concentration at W3. This is the only indication about
the contaminant flow direction. A similar model is presented in (Harp and Vesselinov
2012) with additional details.
In summary, there are 8 unknown model parameters (Np = 8) constrained by
10 concentration observations (Nw = 10). The contaminant concentrations at well
locations c are predicted for a given set of model parameters p using Eq. 1 and 2 which
can be represented as a forward mapping:
c =M (p) (3)
Figure 2. Map of the synthetic monitoring well network (red dots). Observed
concentrations [mg/kg] are shown for each monitoring well. Proposed new well
locations (Wa, Wb, Wc and Wd) are shown as green dots.
The respective inverse problem can be defined as:
p =M−1 (c) (4)
Clearly, the inverse problem is not well-constrained (it is ill-posed), and there can
be multiple model parameter sets p that can produce predictions consistent with the
concentration observations c. Some of the predicted plumes at time t = ts are bounded
within the region encompassed by the monitoring wells. However, some of the plumes
are extending between the monitoring wells (e.g., between W1 and W7, or W7 and
W6). Here, the plume shape is defined by the portion of the aquifer where contaminant
concentration are above MCL (c(x, y, z, t) > cc where cc = 5 [mg/kg], t = ts and
ts = 52 [a]). Since the contamination arrives at the top of the aquifer, the highest
concentrations are always observed at the top of the aquifer as well.
Four new well locations (Nn = 4) are proposed to be located as shown in Figure
2. The new well locations (Wa, Wb, Wc and Wd) are selected at locations that are
potentially downgradient from the plume and between the existing monitoring wells. A
decision has been made to add one more monitoring well to the network by selecting
one of the four proposed wells locations. The goal of the decision analysis is to
identify which well location should be preferred considering existing information and
uncertainties.
Since there are unbounded uncertainties associated with the unknown model param-
eters and observed contaminant concentrations, it is natural to apply the IGDT theory. In
the IGDT framework, the decision goal is to select a well location that has the highest
immunity to failure to detect concentrations above MCL (c(xj, yj, zj, t) > cc where
t = ts and (xj, yj, zj) are at the proposed well locations, j = 1, ..., Nn). Another way
to define the decision question is which of the proposed new well locations provides
the most robust and opportune decision to improve the existing monitoring network.
The information gap uncertainty model is defined for the observed concentrations
c as an info-gap envelope-bound uncertainty model (Ben-Haim 2006)
C() = {c : |ci − c˜i| ≤ ,∀i = 1, ..., Nw} ,  ≥ 0 (5)
where  [mg/kg] is the info-gap horizon of uncertainty, and c˜i is the “nominal” value
of ci at well i. In this case, “nominal” values of ci are defined by the observed concen-
trations at the existing monitoring wells as listed in Table 1. Through an inverse model
solving for unknown model parameters p (Np = 8) given the info-gapped observed
concentration, we obtain info-gap uncertainty model for p:
P() = {p ∈M−1 (c) for some c ∈ C()} ,  ≥ 0, (6)
where only model parameters predicting contaminant concentration constrained by Eq.
5 are acceptable. In this way, a nested set of model parameters P() for increasing
info-gap uncertainty horizons  are defined.
The robustness function R can be defined for each of the new monitoring well
locations as the maximum predicted concentration bounded by the info-gap uncertainty
model in Eq. 6:
Rj = min
{
cj : min
p∈P()
c(xj, yj, zj, ts;p)
}
,  ≥ 0, ∀j = 1, ..., Nn (7)
where (xj, yj, zj) are the proposed new well locations. Similarly, the opportuness
function O can be defined as the minimum predicted concentration bounded by the
info-gap uncertainty model:
Oj = max
{
cj : max
p∈P()
c(xj, yj, zj, ts;p)
}
,  ≥ 0,∀j = 1, ..., Nn (8)
Using Eq. 7 and 8, a series of solutions are obtained for different  values ( =
0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 5 [mg/kg]; eight in total) for each of the four well
locations. In each of these 32 runs, the inverse problem is solved multiple times
searching for solutions that maximize / minimize the predicted concentration at the
proposed well location. The numerical solution of the constrained optimization problem
is challenging due to complexity of the explored multi-dimensional parameter space.
The optimizations were performed using adaptive hybrid optimization strategy called
Squads (Vesselinov and Harp 2012b).
Figure 3. Info-gap robustness and opportuness functions.
Obtained results are presented in Figure 3. The robustness function for all the well
locations is equal to the background concentrations. Therefore, within the existing
uncertainties, it is possible that all the new monitoring wells may observe contaminants
at the background concentration. In contrast, opportuness functions in Figure 3 show
that each of the four wells can detect concentrations above background levels as well.
However, only two of the wells can detect concentrations above cc (MCL) within the
explored info-gap horizon of uncertainty: Wb and Wd. Since, the opportuness function
for Wb exceeds MCL at a lower info-gap uncertainty horizon ( = 0.5 [mg/kg]) than
Wd ( = 2 [mg/kg]), the well location labeled as Wb is selected to augment the existing
monitoring network.
The presented analyses were performed using MADS. The analyses require on the
order of 250, 000 to 1, 000, 000 model evaluation per info-gap uncertainty level per
well; in a serial mode, this was accomplished in 5 to 30 minutes using a single processor
(2.7 GHz). MADS is an open-source code designed as an integrated high-performance
computational framework performing a wide range of model-based analyses for deci-
sion support (Vesselinov and Harp 2012a; Vesselinov et al. 2013).
CONCLUSIONS
Decisions related to management of contaminant plumes are often performed under
severe uncertainty. The uncertainties create challenges in predicting contaminant con-
centrations in the subsurface. It is prudent to account for these uncertainties in any
decision-support analysis. Here we present a decision analysis related to optimal moni-
toring network design based on info-gap decision theory (IGDT) that accounts for lack
of knowledge in model parameters defining the shape of the contaminant plume. The
model parameters are constrained by an inverse model where observed contaminant
concentrations are applied as a nominal calibration targets. The IGDT model accounts
for uncertainties in calibration targets that cause uncertainties in the estimated model
parameters. The analyses demonstrate that info-gap decision theory provides a viable
tool for supporting decisions related to monitoring network design.
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