Abstract-Let f be an interval-valued fuzzy subset of a nite set U of size n. This yields n closed intervals inside the unit interval. Picking a point in each interval and dividing by the sum of the points gives rise to a probability density on the set of intervals. The problem is to pick the points that yield maximum entropy of the resulting density. We provide algorithms for picking such points.
I. INTRODUCTION
A problem that arises in several situations is this. Given a family of probability densities, choose one from that family that has the largest entropy. Some instances are in [1] , [2] , [3] , [4] .
The problem we consider is given n subintervals [a ; : : : ; x n P i x i has the largest entropy. This means that among all the possible choices x for the n-tuple of x i 's, the quantity
is maximum. Several remarks are in order.
It should be noted that the intervals do not have to be distinct, and that an interval can be a single point. , which is unde ned so we assume this is not the case. In particular, we assume S = P x i is always positive. If some interval is not [0; 0], then the interval [0; 0] has associated probability 0, and since lim x!0 + x ln x = 0, it contributes no entropy. Thus, in developing an algorithm for nding the x i 's that give maximum entropy, we can assume that no interval is [0; 0]. So in this situation, which we always assume, there are x i that give maximum entropy since H(x) = P j xj P i xi ln
is a continuous function on a compact space. If the intersection of the intervals is non-empty, then choosing all the x i to be any point x in that intersection yields maximum entropy, namely
(That when the x j = i x i are all equal maximizes the entropy is well known.) In particular, the solution may not be unique. In fact, in this case, if the intersection is not a single point, then there are uncountably many solutions, namely any point in the intersection, which is itself a closed interval. An x i does not have to be an end-point of its interval. For example, if n = 3, and the three intervals are disjoint, then there will be a unique solution, namely the right endpoint of the left most interval, the left endpoint of the right most interval, and generally some interior point of the middle interval. We will see an explicit example of this below. The motivation for this problem is the following. Let U be a nite set and f a function from U into the set of closed intervals of [0; 1]. That is, f : U ! f[a; b] : 0 a b 1g. This yields a nite set of closed intervals f[a i ; b i ] : i = 1; 2; : : : ; ng, and choosing x i 2 [a i ; b i ] in turn yields a probability density P ([a i ; b i ]) = x i = x j on f[a i ; b i ] : i = 1; 2; : : : ; ng. This turns the membership grades of the interval-valued fuzzy set f into probabilities. Also maximizing the entropy of this probability density gives a canonical way to pick out a point x i in each interval [a i ; b i ], a possible rst step in defuzzifying the fuzzy set f .
We term x = (x 1 ; x 2 ; : : : ; x n ) a solution if it maximizes entropy. There are some technical lemmas that enable us to provide an algorithm to produce a solution. The aim here is to get an exact solution. We want an algorithm that in a nite number of steps gets an exact solution x = (x 1 ; x 2 ; : : : ; x n ). And there are uniqueness questions to consider.
II. SOME TECHNICAL LEMMAS
Lemma 1: If x = (x 1 ; x 2 ; : : : ; x n ) is a solution, then for no two distinct entries x i < x j in x can it be that a i < b i , a j < b j , and x i 2 [a i ; b i ) and x j 2 (a j ; b j ].
Proof: Let x = (x 1 ; x 2 ; : : : ; x n ), suppose that x 1 < x 2 , and suppose that x 1 2 [a 1 ; b 1 ) and x 2 2 (a 2 ; b 2 ]. Consider the density given by (x 1 + h; x 2 h; x 3 ; : : : ; x n ). Since
and its derivative with respect to h is This lemma just says that if x = (x 1 ; x 2 ; : : : ; x n ) is a solution, and x i < x j , then x i cannot be moved to the right and x j to the left, keeping them in their original intervals, and keeping x i < x j .
Corollary 2: If x = (x 1 ; x 2 ; : : : ; x n ) is a solution, then no two distinct entries in x can be in the interior of their intervals.
As mentioned earlier, the function
assumes a maximum since it is continuous on a compact space. Whatever that maximum, it consists of some endpoints of some of the intervals [a i ; b i ] and interior points of the rest. But this corollary says that all those interior points must be equal. So any solution may be assumed to consist of endpoints of some of the intervals, and a common interior point of the remainder of the intervals, if there are any remaining.
The following lemma gives us one way to calculate x that gives maximum entropy. 
is either an endpoint a or b, or an interior point x such that f 0 (x) = 0. The solution to f 0 (x) = 0 is the point
which may or may not be in the interval [a; b].
Proof: Of course there is an x that maximizes f since f is a continuous function on the closed interval [a; b] . The function f has a maximum at a, b, or at a point in the interior of the interval [a; b] where the derivative of f is zero. Noting that the derivative of S is k, the derivative of f (x) with respect to x is
Dividing through by k=S 2 , the zeroes of f 0 (x) are the zeroes of the function
we get
or alternatively, There are several things to note here.
The derivative f 0 (x) = 0 for at most one point x in the interval [a; b]. This lemma only maximizes entropy given the x i , i = k + 1; 2; : : : ; n.
conceivably could be the endpoint of one (or more) of the intervals
III. A CRUDE ALGORITHM
Using the lemmas in the previous section, we can provide an algorithm for nding an x that maximizes entropy. By Corollary 2, an x = (x 1 ; x 2 ; : : : ; x n ) that maximizes entropy will be either a set of endpoints, or endpoints of some set of intervals and an interior point of the intersection of the other intervals, with multiplicity the number of intervals in that intersection. Here are the steps. 1) For each set S of intervals with nontrivial intersection, assign to each interval not in S one of its endpoints. The intersection of the intervals in S is some interval [a; b]. Use Lemma 3 above to calculate the resulting entropies.
There are a lot of calculations to make, one for each choice of an endpoint of each interval not in S. Note that one choice for S is just one interval, and hence a solution might be a set of endpoints. 2) Of all the entropies calculated in step 1, choose an x that gives the maximum value. There may be many solutions, for example if the intersection of all the intervals is nontrivial. . Testing all possibilities as described above will show that the maximum entropy is achieved for S = fI 2 g and the choice of endpoints x 1 = 0:33 2 I 1 and x 3 = 0:75 2 I 3 . Hence the maximum entropy is the maximum value of 
IV. A REFINED ALGORITHM
The crude algorithm requires many calculations, but if the number of intervals is not large, this may not be a bother. However, the number of calculations can be signi cantly reduced.
Let L = maxfa i g and
, so that setting x i = x for any point in [L; R] yields maximum entropy. Thus we may assume that R < L, which we now do. Note that R > 0.
Lemma 6: For any x that maximizes entropy, each
x n and with x k+1 R. Let S = P n i=1 x i and let x 1 + h < x k+1 . Note that for i k,
Then the entropy corresponding to x 1 + h; x 2 + h; : : : ; x n + h; x n+1 ; : : : ; x n is
A calculation shows that the derivative of E with respect to h is
1 so this latter expression is positive on that interval.
Thus we may assume that for any x that maximizes entropy, all its entries that are less than or equal to R are equal. So if x is a solution, then it has entries
x n with x k R and R < x k+1 . If x k < R, then the same proof as above, restricting h to be R x k , shows that all the entries of any x that maximizes entropy must be R.
Similarly, any such x must have all its entries L. Thus if x = (x 1 x 2 x n ) maximizes entropy, we may assume that x 1 = R and x n = L.
Since for every x = (x 1 ; x 2 ; : : : ; x n ) maximizing entropy, R x i L, nding the x i so that x = (x 1 ; x 2 ; : : : ; x n ) maximizes entropy for the intervals [a 1 ; b 1 ]; [a 2 ; b 2 ]; : : : ; [a n ; b n ] is the same as nding the x i so that x = (x 1 ; x 2 ; : : : ; x n ) maximizes entropy for the intervals [R _ a 1 ; L^b 1 ]; [R _ a 2 ; L^b 2 ]; : : : ; [R _ a n ; L^b n ]. Keep in mind that we are always assuming that R < L. So our original problem can be transformed as follows. and [a n ; b n ] respectively. So x 1 = a 1 = b 1 , and x n = a n = b n , and we have two of the required x i immediately. In general, the reformulation is just a special case of the original problem, so all our lemmas may be applied. But we can do better.
: : : ; n, and
is the entropy of the system. Let S = P n j=1 x j and consider
Note that, under our assumptions, h < x k . Then a calculation shows that
0 is a continuous function of h, there is a suf ciently small positive h such that
A similar proof works for R = a k < b k .
We are ready now to formulate the re ned algorithm, which will be roughly the crude algorithm but more ef cient. In particular, there will be fewer cases to consider. A few preliminary remarks are needed.
Corollary 2 says that any solution is an endpoint of some set of intervals and a common interior point of the intersection of the rest of the intervals. So we search out all such situations and choose the one with maximum entropy. The goal is to search out all such situations ef ciently. Now any nonempty intersection of a set S of intervals is a member of S or is the intersection of two members of S.
We are in the following situation. We have R < L and n closed subintervals Note that the resulting solution given by this algorithm is an exact expression in the endpoints of the given intervals. This algorithm, in general, requires many fewer calculations than the crude algorithm. For all we know, there may be more than one solution, even when R < L, but we suspect not. And, of course, there may be a more ef cient algorithm. , and I = fI 2 ; I 3 ; I 6 ; I 8 g. 2) For each interval I 2 I, form the family S I of all intervals containing I. That yields a) S I2 = fI 2 ; I 5 ; I 6 g b) S I3 = fI 3 ; I 6 g c) S I6 = fI 6 g d) S I8 = fI 2 ; I 3 ; I 5 ; I 6 g 3) For each of these four families there happens to be only one choice for endpoints for each of the intervals not in S I . a) S I2 = fI 2 ; I 5 ; I 6 g pairs with P I2 = fP 1 = 0:3, P 3 = 0:375, P 4 = 0:3, P 7 = 0:4g b) S I3 = fI 3 ; I 6 g pairs with P I3 = fP 1 = 0:3, P 2 = 0:35, P 4 = 0:3, P 5 = 0:35, P 7 = 0:4g c) S I6 = fI 6 g pairs with P I6 = fP 1 = 0:3, P 2 = 0:35, P 3 = 0:375, P 4 = 0:3, P 5 = 0:35, P 7 = 0:4g. But by Lemma 1, the endpoints P 2 and P 3 cannot both be part of a solution, so we discard this option. d) S I8 = fI 2 ; I 3 ; I 5 ; I 6 g pairs with P I8 = fP 1 = 0:3, P 4 = 0:3, P 7 = 0:4g 4) For each of these three remaining options S I , we compute the values
where k I is the number of intervals in S I , S I = k I x + P xj 2P I 
V. COMMENTS
We have not shown for R < L that there is a unique solution. This seems to be an interesting technical problem but may yield to more sophisticated analytical techniques.
The algorithms provided to nd a solution are tedious, but could easily be programmed.
