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Langevin Thermostat for Rigid Body Dynamics
Ruslan L. Davidchack, Richard Handel, and M.V. Tretyakov
Department of Mathematics, University of Leicester, Leicester, LE1 7RH, United Kingdom
We present a new method for isothermal rigid body simulations using the quaternion representa-
tion and Langevin dynamics. It can be combined with the traditional Langevin or gradient (Brow-
nian) dynamics for the translational degrees of freedom to correctly sample the NV T distribution
in a simulation of rigid molecules. We propose simple, quasi-symplectic second-order numerical in-
tegrators and test their performance on the TIP4P model of water. We also investigate the optimal
choice of thermostat parameters.
I. INTRODUCTION
Classical molecular dynamics simulation of an isolated
system naturally samples states from a microcanonical
(NV E) ensemble, where the number of particles N , vol-
ume V , and total energy of the system E are held con-
stant. However, in many cases it is desirable to study
the system in a more experimentally relevant canonical
(NV T ) ensemble, where the temperature T is specified
instead of E. In order to sample from the canonical
ensemble, the molecular dynamics equations of motion
are modified by introducing the interaction of the sys-
tem with a “thermostat”. There exist a large variety
of approaches for introducing such a thermostat, which
can be roughly classified into two categories: determin-
istic and stochastic, depending on whether the resulting
equations of motion contain a random component (for a
review, see, e.g. Ref. 1).
Among various deterministic approaches, those based
on coupling the system to a few external degrees of free-
dom (e.g. Nose´-Hoover thermostat) have become very
popular. Given ergodicity in the molecular system dy-
namics, such thermostats are proven to generate correct
canonical ensemble sampling of the system phase space.
However, since the thermostat variables are coupled and
control directly only global system quantities (e.g. ki-
netic energy), such thermostats rely on the efficient en-
ergy transfer within the system to achieve equipartition
within the canonical distribution, such that the average
energy of each degree of freedom within the system is
equal to kBT . Therefore, in a system where the energy
transfer between its different parts is slow (e.g., systems
combining fast and slow degrees of freedom), the simple
Nose´-Hoover thermostat may have difficulty maintain-
ing the same temperature for the different parts of the
system. In this case more complicated thermostats are
necessary, for example, Nose´-Hoover chain thermostat,
or separate thermostats for different parts of the systems
(see, e.g. Ref. 3).
The stochastic approach exploits ergodic stochastic dif-
ferential equations (SDEs) with the Gibbsian (canon-
ical ensemble) invariant measure. For this purpose,
Langevin-type equations or gradient systems with noise
can be used (see, e.g. Refs. 6,8,12,14,16 and references
therein). Stochastic thermostats, with their independent
thermalization of each degree of freedom, provide direct
control of equipartition and thus do not need to rely on
the efficient energy transfer within the system.
In order to achieve such a direct thermalization of the
system, one needs to be able to apply stochastic ther-
mostats to all types of degrees of freedom. The standard
Langevin equations for translational degrees of freedom
are well known, while Langevin thermostats for systems
with constraints have been proposed quite recently4,5. In
this paper we introduce Langevin equations for the rigid
body dynamics in the quaternion representation and pro-
pose effective second-order quasi-symplectic numerical
integrators for their simulation. These equations can be
coupled either with Langevin or Brownian dynamics for
the translational degrees of freedom.
In Section II we recall the Hamiltonian system for rigid
body dynamics in the quaternion representation from
Ref. 2, based on which we derive Langevin and gradient-
Langevin thermostats. Second-order (in the weak sense)
numerical methods for these stochastic systems are con-
structed in Section III. We test the thermostats and the
proposed numerical integrators on the TIP4P model of
water19. The results of our numerical experiments are
presented in Section IV. In particular, we investigate
the optimal choice of thermostat parameters and the dis-
cretization error of the numerical methods. A summary
of the obtained results is given in Section V.
II. EQUATIONS OF MOTION
We consider a system of n rigid three-dimensional
molecules described by the center-of-mass coordinates
r = (r1T, . . . , rnT)T ∈ R3n, rj = (rj1, rj2, rj3)T ∈ R3, and
the rotational coordinates in the quaternion representa-
tion q = (q1T, . . . , qnT)T ∈ R4n, qj = (qj0, qj1, qj2, qj3)T ∈
R4, such that |qj | = 1. We use standard matrix nota-
tions, and “T” denotes transpose. Following Ref. 2, we
write the system Hamiltonian in the form
H(r,p,q,pi) =
pTp
2m
+
n∑
j=1
3∑
l=1
Vl(q
j , pij) + U(r,q), (1)
where p =(p1T, . . . , pnT)T ∈ R3n, pj = (pj1, pj2, pj3)T ∈
R3, are the center-of-mass momenta conjugate to r, pi =
(pi1T, . . . , pinT)T ∈ R4n, pij = (pij0, pij1, pij2, pij3)T ∈ R4, are
the angular momenta conjugate to q, and U(r,q) is the
2potential interaction energy. The second term represents
the rotational kinetic energy of the system with
Vl(q, pi) =
1
8Il
[
piTSlq
]2
, q, pi ∈ R4, l = 1, 2, 3, (2)
where the three constant 4-by-4 matrices Sl are such that
S1q = (−q1, q0, q3,−q2)T, S2q = (−q2,−q3, q0, q1)T,
S3q = (−q3, q2,−q1, q0)T,
and Il are the principal moments of inertia of the rigid
molecule. The Hamilton equations of motion are
dr
dt
=
p
m
,
dp
dt
= −∇rU(r,q) ,
dqj
dt
=
3∑
l=1
∇pijVl(qj , pij) ,
dpij
dt
= −
3∑
l=1
∇qjVl(qj , pij)−∇qjU(r,q) ,
j = 1, . . . , n .
(3)
It is easy to check that if the initial conditions are chosen
such that |qj(0)| = 1, then the corresponding Hamilton
equations of motion ensure that
|qj(t)| = 1 , j = 1, . . . , n , for all t ≥ 0. (4)
In the rest of this section we derive stochastic ther-
mostats for this molecular system, which preserve (4).
They take the form of ergodic SDEs with the Gibbsian
(canonical ensemble) invariant measure possessing the
density
ρ(r,p,q,pi) ∝ exp(−βH(r,p,q,pi)), (5)
where β = 1/(kBT ) > 0 is an inverse temperature.
A. Langevin-type equations
Consider the Langevin-type equations (in the form of
Ito)22
dRj =
P j
m
dt, Rj(0) = rj , (6)
dP j = −∇rjU(R,Q)dt
−γg(P j, Rj)dt+ b(Rj)dwj(t), P j(0) = pj ,
dQj =
3∑
l=1
∇pijVl(Qj,Πj)dt, Qj(0) = qj , |qj | = 1,
dΠj = −
3∑
l=1
∇qjVl(Qj,Πj)dt−∇qjU(R,Q)dt (7)
− ΓG(Qj ,Πj)dt+B(Qj ,Πj)dW j(t), Πj(0) = pij ,
j = 1, . . . , n,
where γ ≥ 0 and Γ ≥ 0 with γΓ > 0 are the fric-
tion coefficients for the translational and rotational mo-
tions, respectively, measured in units of inverse time,
which control the strength of coupling of the sys-
tem to the “heat bath”; g is a 3-dimensional appro-
priately normalized vector; G is a 4-dimensional vec-
tor, which provides a balance in coupling various ro-
tational degrees of freedom with the “heat bath”; b
and B are 3-by-3 and 4-by-4 matrices, respectively;
and (wT,WT)T = (w1T, . . . , wnT,W 1
T
, . . . ,WnT)T is
a (3n + 4n)-dimensional standard Wiener process with
wj = (wj1, w
j
2, w
j
3)
T and W j = (W j0 ,W
j
1 ,W
j
2 ,W
j
3 )
T.
For simplicity, we assumed here that g, G, b, and B are
the same for all n molecules, although one could choose
them depending on the molecule number j. The lat-
ter can be especially useful for systems consisting of sig-
nificantly different types of molecules. It is also natu-
ral to require that each degree of freedom is thermal-
ized by its own independent noise, and in what fol-
lows we assume that the matrices b and B are diago-
nal. Further, we suppose that the coefficients of (6)-(7)
are sufficiently smooth functions and the process X(t) =
(RT(t),PT(t),QT(t),ΠT(t))T is ergodic, i.e., there exists
a unique invariant measure µ of X and independently of
x ∈ R14n there exists the limit
lim
t→∞
Eϕ(X(t;x)) =
∫
ϕ(x) dµ(x) := ϕerg (8)
for any function ϕ(x) with polynomial growth at infinity
(see Refs. 7,8,16,18 and references therein). Here X(t;x)
is the solution X(t) of (6)-(7) with the initial condition
X(0) = X(0;x) = x.
It is not difficult to see that the solution of (6)-(7)
preserves the property (4), i.e.,
|Qj(t)| = 1, j = 1, . . . , n , for all t ≥ 0. (9)
Now we find relations between γ, Γ, g, G, b, and B
such that the invariant measure µ is Gibbsian with the
density (5). The density ρ(r,p,q,pi) should satisfy the
stationary Fokker-Planck equation:
L∗ρ = 0, (10)
where
3L∗ρ :=
n∑
j=1
{
3∑
i=1
b2ii(r
j)
2
∂2ρ(
∂pji
)2 +
4∑
i=1
1
2
∂2(
∂piji
)2 (B2ii(qj , pij)ρ)+∇pj · [γg(pj, rj)ρ]−∇qj ·
(
∇pij
3∑
l=1
Vl(q
j , pij)ρ
)
+∇pij ·
[(
∇qj
3∑
l=1
Vl(q
j , pij) +∇qjU(r,q) + ΓG(qj , pij)
)
ρ
]}
− 1
m
∇r · (pρ) +∇p · [∇rU(r,q)ρ] .
After some calculations, we get the required relations:
β
m
b2ii
2
[
β
m
(
pji
)2 − 1]+ γ ∂gi
∂pji
− γ β
m
gip
j
i = 0 (11)
and
β
B2ii
2
[
β
(
∂H
∂piji
)2
− ∂
2H(
∂piji
)2
]
+
(
∂Bii
∂piji
)2
+Bii
∂2Bii(
∂piji
)2 − βBii ∂Bii∂piji
∂H
∂piji
+ Γ
∂Gi
∂piji
− ΓβGi ∂H
∂piji
= 0.
(12)
Since numerical methods are usually simpler for sys-
tems with additive noise, we limit computational con-
sideration of thermostats in this paper to the case of bii
and Bii both being constant. At the same time, we note
that general thermostats (6)-(7) with (11)-(12) may have
some beneficial features for certain systems but we leave
this question for further study. For constant bii and Bii,
the relations (11)-(12) take the form
γgi(p
j , rj) =
β
m
b2ii
2
pji and ΓGi(q
j , pij) = β
B2ii
2
∂H
∂piji
.
In the considered molecular model it is natural to have
the same value for all bii, i = 1, 2, 3, and the same value
for all Bii, i = 1, . . . , 4. Further, taking into account the
form of the Hamiltonian (1) and that
∇pi
3∑
l=1
Vl(q, pi) =
1
4
3∑
l=1
1
Il
[
piTSlq
]
Slq
=
1
4
3∑
l=1
1
Il
Slq [Slq]
T
pi,
we can write
G(q, pi) = J(q)pi and B2ii =
2MΓ
β
with
J(q) =
∑3
l=1
1
Il
Slq [Slq]
T∑3
l=1
1
Il
and M =
4∑3
l=1
1
Il
. (13)
Note that TrJ(q) = |q|2 = 1.
Thus, in this paper under ‘Langevin thermostat ’ we
understand the following stochastic system
dRj =
P j
m
dt, Rj(0) = rj , (14)
dP j = −∇rjU(R,Q)dt
−γP jdt+
√
2mγ
β
dwj(t), P j(0) = pj ,
dQj =
3∑
l=1
∇pijVl(Qj,Πj)dt, Qj(0) = qj , |qj | = 1, (15)
dΠj = −
3∑
l=1
∇qjVl(Qj,Πj)dt−∇qjU(R,Q)dt
−ΓJ(Qj)Πjdt+
√
2MΓ
β
dW j(t), Πj(0) = pij ,
j = 1, . . . , n,
where J(q) and M are from (13), the rest of the notation
is as in (6)-(7). We recall that γ and Γ are free parameters
having the physical meaning of the strength of coupling
to the heat bath.
Let us fix a molecule and write the equations for the
body-fixed angular velocities ωx, ωy, and ωz correspond-
ing to the rotational Langevin subsystem (15). To this
end, we recall2 that
ωx = 2(S1Q)
TQ˙, ωy = 2(S2Q)
TQ˙, ωz = 2(S3Q)
TQ˙.
Then we obtain
dωx =
(
τ1
I1
+
I2 − I3
I1
ωyωz
)
dt− MΓ
4I1
ωxdt
+
1
I1
√
2MΓ
β
dΥ1,
dωy =
(
τ2
I2
+
I3 − I1
I2
ωxωz
)
dt− MΓ
4I2
ωydt
+
1
I2
√
2MΓ
β
dΥ2,
dωz =
(
τ3
I3
+
I1 − I2
I3
ωxωy
)
dt− MΓ
4I3
ωzdt
+
1
I3
√
2MΓ
β
dΥ3,
(16)
4where τ i are the torques, τ i = − 12 (SiQ)T∇qU, and dΥi =
1
2
∑4
j=1(SiQ)j dWj , which can be interpreted as random
torques. For Γ = 0, (16) coincide with the equations for
the angular velocities in Ref. 2. We also note that due to
the form of the Hamiltonian (1) the auxiliary velocity ω0
used in Ref. 2 in the derivation of the Hamiltonian system
for rigid-body dynamics is identically equal to zero.
B. A mixture of gradient system and
Langevin-type equation
Another possibility of stochastic thermostating of (3)
rests on a mixture of a gradient system for the transla-
tional dynamics and Langevin-type equation for the ro-
tational dynamics. We note that according to the density
of Gibbsian measure (5) the center-of-mass momenta P
are independent Gaussian random variables and they are
independent of the other components of the system, so
we can avoid simulating P via a differential equation.
Consider the ‘gradient-Langevin thermostat ’
dR = − ν
m
∇rU(R,Q)dt+
√
2ν
mβ
dw(t), R(0) = r,
(17)
dQj = ∇pij
3∑
l=1
Vl(Q
j,Πj)dt, Qj(0) = qj , |qj | = 1,
(18)
dΠj = −∇qj
3∑
l=1
Vl(Q
j ,Πj)dt−∇qjU(R,Q)dt
− ΓJ(Qj)Πjdt+
√
2MΓ
β
dW j(t), Πj(0) = pij ,
j = 1, . . . , n,
where all the notation is as in (14)-(15) and, in particular,
J(q) and M are from (13). The invariant measure of
(17)-(18) is (5) integrated over p. The property (9) is
preserved. The gradient-Langevin thermostat has two
free parameters, ν > 0 and Γ ≥ 0. The latter is the
same as in (14)-(15), while the former, measured in units
of time, controls the speed of evolution of the gradient
subsystem (17).
It is important to note that the gradient system does
not have a natural dynamical time evolution similar to
Hamiltonian or Langevin dynamics. This is because
changing parameter ν simply leads to a time renormal-
ization of the gradient subsystem (17). However, when
linked with the Langevin dynamics for rotational degrees
of freedom, as in (17)-(18), parameter ν controls the
“speed” of evolution of the gradient subsystem relative
to the speed of the rotational dynamics.
To check that
ρ(r,q,pi) ∝ exp
(
−β
[ n∑
j=1
3∑
l=1
Vl(q
j , pij) + U(r,q)
])
is the density of the invariant measure for (17)-(18), one
needs to consider the Fokker-Planck equation (10) with
the following operator:
L∗ρ :=
n∑
j=1
{
ν
mβ
3∑
i=1
∂2ρ(
∂rji
)2 + MΓβ
4∑
i=1
∂2(
∂piji
)2 ρ+∇pij ·
[(
∇qj
3∑
l=1
Vl(q
j , pij) +∇qjU(r,q) + ΓJ(qj)pij
)
ρ
]
−∇qj ·
(
∇pij
3∑
l=1
Vl(q
j , pij)ρ
)}
+
ν
m
∇r · [∇rU(r,q)ρ] .
Let us remark13 that the gradient sub-system (17) can be viewed as an overdamped limit of the Langevin trans-
5lational sub-system (14) for a fixed Q.
III. NUMERICAL INTEGRATORS
In this section we consider effective second-order nu-
merical methods for the Langevin thermostat (14)-(15)
and the gradient-Langevin thermostat (17)-(18). We
first recall the idea of quasi-symplectic integrators for
Langevin-type equations introduced in Ref. 10 (see also
Refs. 11,12) and also some basic facts from stochastic
numerics11.
Consider the Langevin equations (14)-(15). Let D0 ∈
Rd, d = 14n, be a domain with finite volume. The trans-
formation x = (rT,pT,qT,piT)T 7→ X(t) = X(t;x) =
(RT(t;x),PT(t;x),QT(t;x),ΠT(t;x))T maps D0 into the
domain Dt. The volume Vt of the domain Dt is equal to
Vt =
∫
Dt
dX1 . . . dXd (19)
=
∫
D0
∣∣∣∣D(X1, . . . , Xd)D(x1, . . . , xd)
∣∣∣∣ dx1 . . . dxd.
The Jacobian determinant J is equal to (see, e.g., Ref. 9):
J =
D(X1, . . . , Xd)
D(x1, . . . , xd)
= exp (−n(3γ + Γ) · t) . (20)
The system (14)-(15) preserves phase volume when γ = 0
and Γ = 0. If γ ≥ 0 and Γ ≥ 0 with γΓ > 0 then phase-
volume contractivity takes place.
If we omit the damping terms, −γP j and −ΓJΠj , in
(14)-(15) then the system becomes a Hamiltonian sys-
tem with additive noise9,11, i.e., its phase flow preserves
symplectic structure. Under γ = 0 and Γ = 0, (14)-(15)
takes the form of the deterministic Hamiltonian system
(3).
We say that the method based on a one-step approx-
imation X¯ = X¯(t + h; t, x), h > 0, is symplectic if X¯
preserves symplectic structure9,11. It is natural to expect
that making use of numerical methods, which are close,
in a sense, to symplectic ones, has advantages when ap-
plying to stochastic systems close to Hamiltonian ones.
In Ref. 10 (see also Ref. 11) numerical methods (they
are called quasi-symplectic) for Langevin equations were
proposed, which satisfy the two structural conditions:
RL1. The method applied to Langevin equations degen-
erates to a symplectic method when the Langevin
system degenerates to a Hamiltonian one.
RL2. The Jacobian determinant J¯ = DX¯/Dx does not
depend on x.
The requirement RL1 ensures closeness of quasi-
symplectic integrators to the symplectic ones. As it is al-
ways assumed, a method is convergent and, consequently,
J¯ is close to J at any rate. The requirement RL2 is natu-
ral since the Jacobian J of the original system (14)-(15)
does not depend on x. RL2 reflects the structural prop-
erties of the system which are connected with the law of
phase volume contractivity. It is often possible to reach
a stronger property consisting in the equality J¯ = J.
We usually consider two types of numerical methods
for SDEs: mean-square and weak11. Mean-square meth-
ods are useful for direct simulation of stochastic trajec-
tories while weak methods are sufficient for evaluation of
averages and are simpler than mean-square ones. There-
fore, weak methods are most suitable for the purposes of
this paper. Let us recall11 that a method X¯ is weakly
convergent with order p > 0 if
|Eϕ(X¯(T ))− Eϕ(X(T ))| ≤ Chp, (21)
where h > 0 is a time discretization step and ϕ is a suffi-
ciently smooth function with growth at infinity not faster
than polynomial. The constant C does not depend on h,
it depends on the coefficients of a simulated stochastic
system, on ϕ, and T.
A. Numerical schemes for the Langevin thermostat
We assume that the system (14)-(15) has to be solved
on a time interval [0, T ] and for simplicity we use a uni-
form time discretization with the step h = T/N. Using
standard ideas of stochastic numerics10,11 including split-
ting techniques and the numerical method from Ref. 2
for the deterministic Hamiltonian system (3), we derive
two quasi-symplectic integrators for the Langevin system
(14)-(15).
The first integrator (Langevin A) is based on split-
ting the Langevin system (14)-(15) into the Hamiltonian
system with additive noise (i.e., (14)-(15) without the
damping terms) and the deterministic system of linear
differential equations of the form
p˙ = −γp
p˙ij = −ΓJ(qj)pij , j = 1, . . . , n . (22)
We construct a second-order weak quasi-symplectic in-
tegrator for the stochastic Hamiltonian system9,11 and
appropriately concatenate10,11 it with the exact solution
of (22). The resulting numerical method is given below.
Introduce the mapping Ψl(t; q, pi) : (q, pi) 7→ (Q,Π )
defined by
Q = cos(χlt)q + sin(χlt)Slq ,
Π = cos(χlt)pi + sin(χlt)Slpi ,
(23)
where
χl =
1
4Il
piTSlq .
The first quasi-symplectic scheme for (14)-(15) can be
written in the form:
6Langevin A
P0 = p, R0 = r, Q0 = q, Π0 = pi, (24)
P1,k = Pk exp(−γh/2) ,
Π
j
1,k = exp
(− ΓJ(Qjk)h/2)Πjk, j = 1, . . . , n,
P2,k = P1,k − h
2
∇rU(Rk,Qk) +
√
h
2
√
2mγ
β
ξk
Π
j
2,k = Π
j
1,k −
h
2
∇qjU(Rk,Qk) +
√
h
2
√
2MΓ
β
ηjk
−h
2
4
Γ
β
Qjk, j = 1, . . . , n,
Rk+1 = Rk +
h
m
P2,k,
(Qj1,k,Π j3,k) = Ψ3(h/2;Qjk,Π j2,k),
(Qj2,k,Π j4,k) = Ψ2(h/2;Qj1,k,Π j3,k),
(Qj3,k,Π j5,k) = Ψ1(h;Qj2,k,Π j4,k),
(Qj4,k,Π j6,k) = Ψ2(h/2;Qj3,k,Π j5,k),
(Qjk+1,Π
j
7,k) = Ψ3(h/2;Qj4,k,Π j6,k), j = 1, . . . , n,
Π
j
8,k = Π
j
7,k −
h
2
∇qjU(Rk+1,Qk+1)
+
√
h
2
√
2MΓ
β
ηjk −
h2
4
Γ
β
Qjk+1, j = 1, . . . , n,
P3,k = P2,k − h
2
∇rU(Rk+1,Qk+1) +
√
h
2
√
2mγ
β
ξk,
Pk+1 = P3,k exp(−γh/2),
Πjk+1 = exp
(− ΓJ(Qjk+1)h/2)Π j8,k, j = 1, . . . , n,
k = 0, . . . , N − 1,
where ξk = (ξ1,k, . . . , ξ3n,k)
T and ηjk = (η
j
1,k, . . . , η
j
4,k)
T,
j = 1, . . . , n, with their components being i.i.d. with the
same law
P (θ = 0) = 2/3, P (θ = ±
√
3) = 1/6. (25)
It is easy to check10,11 that the scheme (24) is quasi-
symplectic. Moreover, the Jacobian J¯ of the correspond-
ing one-step approximation is exactly equal to the Jaco-
bian J of the original system (14)-(15).
To prove the second order of weak convergence of (24)-
(25), we compared the corresponding one-step approxi-
mation with the one-step approximation corresponding
to the standard second-order weak method for SDEs with
additive noise from Ref. 11[p. 113]. The following prop-
erties are used in this proof:
2M
3∑
i=0
∂2
∂pi2i
3∑
l=1
∇qVl(q, pi) = 4q,
∂2
∂pii∂pij
∇piVl(q, pi) = 0,
and
∂
∂pili
Vl(q
j , pij) =
∂
∂qli
Vl(q
j , pij) = 0 for j 6= l.
As it is usual in stochastic numerics11, we prove conver-
gence of a numerical method under the global Lipschitz
assumption on the coefficients of the stochastic system,
which can then be relaxed using the concept of rejecting
exploding trajectories12.
Analogously to the deterministic case2, one can verify
that the scheme (24) preserves (9), i.e., |Qjk| = 1, j =
1, . . . , n , for all k. We summarize the properties of the
method (24)-(25) in the following statement.
Proposition 1 The numerical scheme (24)-(25) for
(14)-(15) is quasi-symplectic, it preserves the structural
property (9), and is of weak order two.
We note that one can choose ξk = (ξ1,k, . . . , ξ3n,k)
T
and ηjk = (η
j
1,k, . . . , η
j
4,k)
T, j = 1, . . . , n, so that their
components are i.i.d. Gaussian random variables with
zero mean and unit variance. In this case the weak order
of the scheme remains second as when we use the simple
discrete distribution (25). Since simulation of the dis-
crete random variables is cheaper than Gaussian ones, it
is preferable to use (25) and it was used in all our experi-
ments in this paper. Let us remark in passing that in the
case of Gaussian random variables the above scheme also
converges in the mean-square sense11 with order one.
Note that exp(−ΓJ(q)h/2) in (24) is the exponent of
a matrix. It can be computed using a standard linear
algebra package (such as LAPACK). Since J(q) is a sym-
metric matrix, LAPACK’s dsyev routine can be used to
obtain the eigen decomposition
J(q) = T (q)ΛJ(q)T
T(q) , (26)
where T (q) is a matrix whose columns are the eigenvec-
tors of J(q) and
ΛJ(q) = diag(λJ,1, . . . , λJ,4)
is a diagonal matrix of the corresponding eigenvalues.
Then
exp(−ΓJ(q)h/2) = T (q) exp(−ΓΛJ(q)h/2)TT(q) ,
where
exp(−ΓΛJ(q)h/2) = diag
(
e−ΓλJ,1h/2, . . . , e−ΓλJ,4h/2
)
.
Alternatively, the matrix exponent exp(−ΓJ(q)h/2) in
(24) can be approximated via the Taylor expansion. To
ensure the second-order convergence, it is sufficient to ap-
proximate it with accuracy O(h3) at one step; the scheme
will remain quasi-symplectic but the Jacobian J¯ will no
longer be equal to J in (20).
7When the parameters γ and Γ are large (the strong
coupling to the “heat bath” conditions), we propose to
use a numerical integrator for the Langevin system (14)-
(15) based on the following splitting:
dPI = −γPI dt+
√
2mγ
β
dw(t),
dΠjI = −ΓJ(q)ΠjIdt+
√
2MΓ
β
dW j(t);
(27)
dRII =
PII
m
dt
dPII =−∇rU(RII ,QII)dt,
dQjII =∇pij
3∑
l=1
Vl(Q
j
II ,Π
j
II)dt ,
dΠjII =−∇qjU(RII ,QII)dt
−∇qj
3∑
l=1
Vl(Q
j
II ,Π
j
II)dt ,
j =1, . . . , n.
(28)
The SDEs (27) have the exact solution:
PI(t) = PI(0)e
−γt +
√
2mγ
β
∫ t
0
e−γ(t−s)dw(s),
ΠjI(t) = exp(−ΓJ(q)t)ΠjI(0)
+
√
2MΓ
β
∫ t
0
exp(−ΓJ(q)(t− s))dW j(s).
(29)
To construct a method based on the splitting (27)-(28),
we take half a step of (27) using (29), one step of a sym-
plectic method for (28), and again half a step of (27).
The Ito integral in the expression for ΠjI in (29) is a
four-dimensional Gaussian vector with zero mean and the
covariance matrix
C(t; q) =
2MΓ
β
∫ t
0
exp[−2ΓJ(q)(t− s)]ds
=
M
β
T (q)ΛC(t; q,Γ)T
T(q),
(30)
where T (q) is as in (26) and
ΛC(t; q,Γ) = diag(λC,1, . . . , λC,4)
with
λC,i(t; q,Γ) =
{
2Γt , if λJ,i = 0 ,
1−exp(−2ΓλJ,i(q)t)
λJ,i(q)
, otherwise.
i = 1, . . . , 4 .
(31)
We note that at least one eigenvalue of J(q) equals zero
by definition.
Finally, introduce a 4 × 4-dimensional matrix σ(t, q)
such that
σ(t; q)σT(t; q) = C(t; q). (32)
Since C(t; q) is a symmetric matrix, σ(t; q) can be deter-
mined as a lower triangular matrix in the Cholesky de-
composition of C(t; q). LAPACK’s dpotrf can be used
for this purpose.
With the above definitions, we obtain the following
quasi-symplectic scheme for (14)-(15):
Langevin B
P0 = p, R0 = r, Q0 = q, Π0 = pi,
P1,k = Pke−γh/2 +
√
m
β
(1 − e−γh)ξk
Π
j
1,k = exp
(− ΓJ(Qjk)h/2)Πjk
+ σ(h/2;Qjk)η
j
k, j = 1, . . . , n,
(33)
P2,k = P1,k − h
2
∇rU(Rk,Qk),
Π
j
2,k = Π
j
1,k −
h
2
∇qjU(Rk,Qk), j = 1, . . . , n,
Rk+1 = Rk +
h
m
P2,k,
(Qj1,k,Π j3,k) = Ψ3(h/2;Qjk,Π j2,k),
(Qj2,k,Π j4,k) = Ψ2(h/2;Qj1,k,Π j3,k)
(Qj3,k,Π j5,k) = Ψ1(h;Qj2,k,Π j4,k),
(Qj4,k,Π j6,k) = Ψ2(h/2;Qj3,k,Π j5,k)
(Qjk+1,Π
j
7,k) = Ψ3(h/2;Qj4,k,Π j6,k), j = 1, . . . , n,
Π
j
8,k = Π
j
7,k −
h
2
∇qjU(Rk+1,Qk+1), j = 1, . . . , n,
P3,k = P2,k − h
2
∇rU(Rk+1,Qk+1),
Pk+1 = P3,ke−γh/2 +
√
m
β
(1− e−γh)ζk,
Πjk+1 = exp
(− ΓJ(Qjk+1)h/2)Π j8,k
+ σ(h/2;Qjk+1)ς
j
k, j = 1, . . . , n,
k = 0, . . . , N − 1,
where ξk = (ξ1,k, . . . , ξ3n,k)
T, ζk = (ζ1,k, . . . , ζ3n,k)
T
and ηjk = (η
j
1,k, . . . , η
j
4,k)
T, ςjk = (ς
j
1,k, . . . , ς
j
4,k)
T, j =
1, . . . , n, with their components being i.i.d. with the same
law (25).
As in the case of the scheme (24)-(25), the Jacobian J¯
of the one-step approximation corresponding to the inte-
grator (33), (25) is exactly equal to the Jacobian J of the
original system (14)-(15). The following proposition can
be proved.
8Proposition 2 The numerical scheme (33), (25) for
(14)-(15) is quasi-symplectic, it preserves the structural
property (9), and is of weak order two.
We note that if we omit the rotational component in
(14)-(15), the scheme (24)-(25) coincides with a second-
order weak quasi-symplectic method from Ref. 10 (see
also Refs. 11,12) and the scheme (33), (25) is close to
the one from Ref. 14 (see also Refs. 6,10,11,15). Both
stochastic integrators (24)-(25) and (33), (25) degener-
ate to the deterministic scheme from Ref. 2 when γ = 0
and Γ = 0. The scheme (33), (25) is usually preferable
when γ and/or Γ are large (see our experimental results
in Section IV and a discussion in the case of translational
Langevin equations in Ref. 15). It is slightly more expen-
sive than (24)-(25) due to the need of generating the ad-
ditional 7n random variables ζi,k and ς
j
k per step and
computing Cholesky factorization. However, for most
molecular system of practical interest in computational
chemistry and physics, where majority of the computa-
tional effort is spent on force calculations, the additional
cost is negligible.
B. Numerical scheme for the gradient-Langevin
system
To construct the numerical scheme for the gradient-
Langevin system (17)-(18), we exploit the Runge-Kutta
method of order two for equations with additive noise
from Ref. 11[p. 113] to simulate the “gradient” part (17)
and the “Langevin” rotational part (18) is approximated
in the same way as in (33). The resulting second-order
weak scheme has the form
gradient-Langevin
R0 = r, Q0 = q, Π0 = pi, (34)
Π
j
1,k = exp
(− ΓJ(Qjk)h/2)Πjk + σ(h/2;Qjk)ηjk,
j = 1, . . . , n,
∆Rk = −h
2
ν
m
∇rU(Rk,Qk) +
√
h
2
√
2ν
mβ
ξk,
Rk = Rk + 2×∆Rk,
Π
j
2,k = Π
j
1,k −
h
2
∇qjU(Rk,Qk), j = 1, . . . , n,
(Qj1,k,Π j3,k) = Ψ3(h/2;Qjk,Π j2,k),
(Qj2,k,Π j4,k) = Ψ2(h/2;Qj1,k,Π j3,k)
(Qj3,k,Π j5,k) = Ψ1(h;Qj2,k,Π j4,k),
(Qj4,k,Π j6,k) = Ψ2(h/2;Qj3,k,Π j5,k)
(Qjk+1,Π
j
7,k) = Ψ3(h/2;Qj4,k,Π j6,k), j = 1, . . . , n,
Rk+1 = Rk −∆Rk +
√
h
2
√
2ν
mβ
ξk
−h
2
ν
m
∇rU(Rk,Qk+1),
Π
j
8,k = Π
j
7,k −
h
2
∇qjU(Rk+1,Qk+1),
Πjk+1 = exp
(− ΓJ(Qjk+1)h/2)Π j8,k + σ(h/2;Qjk+1)ςjk,
j = 1, . . . , n; k = 0, . . . , N − 1,
where ξk = (ξ1,k, . . . , ξ3n,k)
T and ηjk = (η
j
1,k, . . . , η
j
4,k)
T,
ςjk = (ς
j
1,k, . . . , ς
j
4,k)
T, j = 1, . . . , n, with their compo-
nents being i.i.d. with the same law (25). The following
proposition can be proved.
Proposition 3 The numerical scheme (34), (25) for
(17)-(18) preserves the structural property (9) and is of
weak order two.
We draw attention to the fact that the above gradient-
Langevin scheme requires two force calculations per step
and thus is approximately twice as expensive as the
Langevin schemes presented in Section IIIA.
C. Computational errors
Let us recall that the objective is to compute highly
multi-dimensional integrals with respect to the Gibb-
sian measure µ(x) with the density (5). The considered
stochastic systems (14)-(15) and (17)-(18) are assumed
to be ergodic with the Gibbsian invariant measure and
we can represent the integrals of interest as (cf. (8)):
ϕerg =
∫
ϕ(x) dµ(x) = lim
t→∞
Eϕ(X(t;x)). (35)
We are interested here in systems solutions of which sat-
isfy a stronger condition, namely they are exponentially
ergodic, i.e., for any x ∈ R14n and any function ϕ with a
polynomial growth:
|Eϕ(X(t;x))− ϕerg| ≤ Ce−λt, t ≥ 0, (36)
where C > 0 and λ > 0 are some constants. In
Refs. 8,16,18 (see also references therein), one can find
conditions under which Langevin equations are exponen-
tially ergodic.
It follows from (36) (and (35)) that for any ε > 0 there
exists T0 > 0 such that for all T ≥ T0
|Eϕ(X(T ;x))− ϕerg| ≤ ε. (37)
Then we can use the following estimate for the ergodic
limit ϕerg:
ϕerg ≈ Eϕ(X(T ;x)) ≈ Eϕ(X¯(T ;x)) (38)
≈ ϕˆerg := 1
L
L∑
l=1
ϕ
(
X¯(l)(T ;x)
)
,
9where T is a sufficiently large time, X¯ is an approxima-
tion of X, and L is the number of independent approxi-
mate realizations. The total error
Rϕˆerg := ϕˆ
erg − ϕerg (39)
consists of three parts: the error ε of the approximation
ϕerg by Eϕ(X(T ;x)); the error of numerical integration
Chp (see (21)), and the Monte Carlo error; i.e.,
Rϕˆerg ∼ Chp + ε+O
(
1√
L
)
,
or more specifically
Bias(ϕˆerg) = |Eϕˆerg − ϕerg| ≤ Chp + ε,
V ar(ϕˆerg) = O(1/L).
Each error is controlled by its own parameter: suffi-
ciently large T ensures smallness of the error |ϕerg −
Eϕ(X(T ;x))|; time step h (as well as the choice of nu-
merical method) controls the numerical integration error;
the statistical error is regulated by choosing an appropri-
ate number of independent trajectories L.
The other, commonly used in molecular dynamics, nu-
merical approach to calculating ergodic limits is based
on the known equality
lim
t→∞
1
t
t∫
0
ϕ(X(s;x))ds = ϕerg a.s., (40)
where the limit does not depend on x. Then by approxi-
mating a single trajectory, one gets the following estima-
tor for ϕerg:
ϕerg ∼ 1
T˜
T˜∫
0
ϕ(X(s;x))ds ∼ ϕˇerg := 1
L
L∑
l=1
ϕ(X¯(lh;x)),
(41)
where T˜ is sufficiently large and Lh = T˜ . In Ref. 17 this
approach was rigorously justified in the case of ergodic
SDEs with nondegenerate noise and globally Lipschitz
coefficients. Let us emphasize that T˜ in (41) is much
larger than T in (37) and (38) because T˜ should be such
that it not just ensures the distribution ofX(t) to be close
to the invariant distribution (like it is required from T )
but it should also guarantee smallness of variance of ϕˇerg.
See further details concerning computing ergodic limits
in Ref. 12 and references therein.
IV. NUMERICAL INVESTIGATION
In this section we present a numerical study of the
Langevin and gradient-Langevin thermostats derived in
Section II. In particular, we investigate the dependence
of the thermostat properties on the choice of parameters
γ and Γ for the Langevin system (14)-(15) and ν and Γ for
the gradient-Langevin system (17)-(18), as well as the de-
pendence of the numerical discretization errors of the nu-
merical schemes Langevin A, Langevin B, and gradient-
Langevin on the integration step size h. As a model sys-
tem, we use the popular TIP4P rigid model of water19.
In order to speed up the simulations, both Lennard-Jones
and electrostatic interactions are smoothly turned off be-
tween 9.5 and 10 A˚. This truncation has minimal effect
on the structure of liquid water, but leads to a lower
estimated melting temperature20 of 219K.
The two key requirements of a thermostat are: i) cor-
rect sampling of phase space points distributed according
to the Gibbs distribution at a desired thermostat tem-
perature T , and ii) rapid relaxation of the system to the
desired equilibrium state. The numerical accuracy of the
sampling can be estimated by comparing the values of
various system properties (e.g. kinetic and potential en-
ergies, pressure) averaged over long simulation runs to
those obtained with a much smaller step size h.
To estimate how quickly the system relaxes to the de-
sired equilibrium state we use the following simple ex-
periment. A system of 2000 TIP4P water molecules is
equilibrated at T0 = 220K. Then the temperature of the
thermostat is increased (instantaneously) to T1 = 270K,
and the run is continued until the system is equilibrated
at the new temperature. We deliberately choose to simu-
late the system at lower temperatures (close to the melt-
ing temperature for this model of water), where the re-
laxation of the system is expected to be slower.
Assuming that the system is exponentially ergodic (see
(36)), we can expect that any measured quantity A will
relax from its equilibrium value A0 at T0 to the equilib-
rium value A1 at T1 according to the approximate for-
mula
EA(t) ≡ 〈A(t)〉 .= A1 + (A0 −A1) exp(−t/τA) , (42)
where τA is the characteristic relaxation time of the
quantity A. The temperature switch occurs at t = 0
and the angle brackets denote average over an ensemble
of independent simulation runs. The subscript on τA in-
dicates that different quantities may relax with different
rates. The rate of system equilibration should be esti-
mated from the maximum value of τA among the quan-
tities of interest.
The quantities we measure include the translational
kinetic temperature
Ttr = p
Tp
3nkBm
, (43)
rotational kinetic temperature
Trot = 2
3nkB
n∑
j=1
3∑
l=1
Vl(q
j , pij) , (44)
and potential energy per molecule
U = 1
n
U(r,q) . (45)
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FIG. 1: (Color online) Relaxation dynamics with transla-
tional Langevin thermostat: γ = 4.0 ps−1, Γ = 0. Thin
lines show relaxation dynamics averaged over ten indepen-
dent runs, thick lines (solid and dashed for translational and
rotational temperatures, respectively) show the least squares
fit to formula (42). The estimated values of the relaxation
times are τTtr = 0.2 ps, τTrot = 1.9 ps, and τU = 3.6 ps.
To illustrate the response of the system to the instan-
taneous temperature change, we show in Fig. 1 the result
of applying the Langevin thermostat only to the trans-
lational degrees of freedom, i.e. Γ = 0 in (14)-(15). As
expected, the translational kinetic temperature quickly
relaxes to the new temperature, while the rotational ki-
netic temperature and potential energy lag behind. To
estimate the relaxation rates of the measured quantities,
we use the least squares fit of the exponential function
(42) to the average measured quantity 〈A(t)〉.
In all the simulations we performed, the potential en-
ergy relaxation time is larger than that for either of the
kinetic temperatures. Therefore, we determine the re-
laxation time of the system to the new equilibrium state
based on the value of τU .
Varying the value of the translational Langevin pa-
rameter γ, we observe that relaxation is slower for both
small and large values of γ, with the fastest relaxation
around γ = 4.0 ps−1. The existence of an optimal value
for the choice of the thermostat parameter is consistent
with observations in Ref. 15 and can be understood in
terms of the interaction of the system with the thermo-
stat. For small values of γ, the relaxation of the system
is slow due to the limited heat flux between the system
and the thermostat. For large γ, even though the ki-
netic temperature relaxes very quickly, the relaxation of
the configurational state of the system is apparently hin-
dered by the disruptive influence of the random force on
the Hamiltonian dynamics which is driving the system to
the new equilibrium.
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FIG. 2: (Color online) Translational temperature relaxation
time for the Langevin thermostat (14)-(15) as a function of
the thermostat parameters γ and Γ.
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FIG. 3: (Color online) Rotational temperature relaxation
time for the Langevin thermostat (14)-(15) as a function of
the thermostat parameters γ and Γ.
A. Langevin Thermostats
Next, we investigate the dependence of the system re-
laxation time τU on both γ and Γ in (14)-(15). In order
to minimize the influence of the numerical discretization
error, we use a relatively small time step of 0.2 fs. With
such a small time step, the difference between Langevin
A and Langevin B is negligible compared to the sam-
pling error. To produce the results reported below, we
use Langevin A. We evaluate τU on a logarithmic grid
of γ
11
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FIG. 4: (Color online) Potential energy relaxation time for the
Langevin thermostat (14)-(15) as a function of the thermostat
parameters γ and Γ.
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FIG. 5: (Color online) Relaxation dynamics with ‘optimal’
choice of Langevin thermostat parameters: γ = 4.0 ps−1,
Γ = 10.0 ps−1. Thin lines show relaxation dynamics averaged
over ten independent runs, thick lines (solid and dashed for
translational and rotational temperatures, respectively) show
the least squares fit to formula (42). The estimated values of
the relaxation times are τTtr = 0.28 ps, τTrot = 0.26 ps, and
τU = 2.0 ps.
point. The results are shown in Figs. 2, 3, and 4. As
expected, the relaxation speed of translational and rota-
tional temperatures uniformly increases with increasing
values of γ and Γ, respectively. At the same time, the
relaxation speed of the potential energy exhibits nonuni-
form dependence on the thermostat parameters. As can
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FIG. 6: Dependence of the approximated average properties
of a system of 2000 TIP4P water molecules on the integration
time step h for Langevin A and B. The system is equilibrated
with the thermostat parameters γ = 4.0 ps−1, Γ = 10.0 ps−1,
and T = 270K. The quantities 〈Ttr〉h, 〈Trot〉h, and 〈U〉h are
denoted by circles, triangles, and squares, respectively. Solid
and open symbols refer to Langevin A and B, respectively.
be seen in Fig. 4, the fastest relaxation of the system
is achieved when the Langevin thermostat is applied
to both translational and rotational degrees of freedom,
with γ = 2− 8 ps−1 and Γ = 3− 40 ps−1. The relaxation
dynamics of the system with ‘optimal’ choice of Langevin
thermostat parameters is demonstrated in Fig. 5. In this
case τTtr = 0.28 ps, τTrot = 0.26 ps, and τU = 2.0 ps,
which shows that the system relaxation is almost twice
as fast as when the Langevin thermostat is applied only
to translational degrees of freedom. Note that the re-
sults shown in Fig. 4 for γ larger than about 100 ps−1
or Γ larger than about 1000 ps−1 are not reliable due
to excessive coupling of the system to the thermostat,
which disrupts the Hamiltonian flow of the system. In
this case, the relaxation dynamics is poorly represented
by the exponential function (42) and thus the fits produce
misleading values for the system relaxation time.
Now we look at performance of the numerical integra-
tors proposed in Section III A for the Langevin thermo-
stat (14)-(15). Since both Langevin A and B are second-
order methods, the calculated average quantities for sim-
ulations with step size h should have the form11,21
〈A〉h = 〈A〉0 + CAh2 +O(h3) , (46)
where 〈A〉h denotes the average value of dynamical quan-
tity A(t) calculated over a numerical trajectory with time
step h. The dependence of 〈Ttr〉h, 〈Trot〉h, and 〈U〉h on
h for both Langevin A and B is illustrated in Fig. 6. It
appears that Langevin A has larger discretization error
for the rotational temperature and smaller error for the
12
TABLE I: Values of the coefficients CA in the discretization
errors (46) for the measured quantities with Langevin A and
B. The system’s parameters are as in Fig. 6.
Langevin A Langevin B
CTtr , K/fs
2 −0.13 0.06
CTrot , K/fs
2 −0.85 −0.14
CU , kcal/mol/fs
2 −0.0007 0.0056
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FIG. 7: (Color online) Dependence of 〈Ttr〉0 and CTtr on γ
and Γ for Langevin A and B thermostats.
potential energy than Langevin B. The linear dependence
of the measured quantities on h2 is maintained up to a
relatively large time step of about h = 7 fs. The values
of the slopes CA are listed in Table I. Both methods
become unstable at about h = 10 fs.
We have investigated the dependence of 〈A〉0 and CA
on the thermostat parameters γ and Γ, by running sim-
ulations with time steps h = 2 fs and 3 fs and estimating
these quantities from the straight line fit with respect
to h2. We consider the fit to be justified if the higher
order terms in (46) are small, i.e., when the quantities
〈Ttr〉0 and 〈Trot〉0 determined from (46) are equal to the
thermostat temperature parameter T = 270K. In Fig. 7
we show results for the translational temperature mea-
surements in simulations with Langevin A and B. As ex-
pected, 〈Ttr〉0 converges to 270K. We note in passing
that smaller statistical errors are observed at larger val-
ues of γ. The behavior of CTtr for Langevin A exhibits
a plateau for small and moderate values of γ and Γ and
then changes rapidly at values that are ‘too large’ for
this system. By contrast, the translational temperature
discretization error of Langevin B thermostat exhibits
consistent behavior for all values of γ and Γ. Similar
differences between Langevin A and B can be seen in
the measurements of rotational temperature and poten-
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FIG. 8: (Color online) Dependence of 〈Trot〉0 and CTrot on γ
and Γ for Langevin A and B thermostats.
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FIG. 9: (Color online) Dependence of 〈U〉0 and CU on γ and
Γ for Langevin A and B thermostats.
tial energy shown in Figs. 8 and 9, respectively. As can
be seen from the plot of 〈Trot〉0 in Fig. 8, the straight line
fit also breaks down at large Γ values in Langevin A.
B. Gradient-Langevin thermostat
Here we describe numerical experiments with the
gradient-Langevin thermostat (17)-(18) introduced in
Section II B. Since the gradient system for the trans-
lational motion does not include linear momenta P, the
translational kinetic temperature Ttr is not available for
measurement in this case. Therefore, in our numerical
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FIG. 10: (Color online) Rotational temperature relaxation
time for the gradient-Langevin thermostat (17)-(18) as a func-
tion of the thermostat parameters ν and Γ.
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FIG. 11: (Color online) Potential energy relaxation time for
the gradient-Langevin thermostat (17)-(18) as a function of
the thermostat parameters ν and Γ.
experiments we measure the rotational temperature Trot
and potential energy per particle U as defined by (44)
and (45), respectively.
For the particular system studied here, the gradient-
Langevin numerical scheme (34), (25) from Section III B
becomes unstable when the product hν is larger than
about 200 fs2. Therefore, with the step size of h = 0.2 fs
used in our simulations, we can study the properties of
the gradient-Langevin scheme with ν up to about 1000 fs.
We conducted the relaxation experiment, where we
monitored 〈Trot(t)〉 and 〈U(t)〉 while the thermostat tem-
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FIG. 12: (Color online) Relaxation dynamics with gradient-
Langevin thermostat: ν = 100 fs, Γ = 0. Thin lines show
relaxation dynamics averaged over seven independent runs,
thick lines show the least squares fit to formula (42).
perature parameter was switched from 220K to 270K.
The relaxation times τTrot and τU for these quantities
were calculated for different values of ν and Γ. The re-
sults are shown in Figs. 10 and 11. As expected, the re-
laxation time for rotational temperature decreases with
increasing value of Γ. The somewhat surprising finding
of this experiment is that, even for small values of Γ the
relaxation time is much smaller here than in the case
of Langevin thermostat (see Fig. 3). As an illustration,
we show the relaxation experiment for ν = 100 fs and
Γ = 0 in Fig. 12. The estimated relaxation time for ro-
tational temperature, τTrot = 0.14 ps, is much smaller
then the corresponding quantity for the Langevin ther-
mostat, even though the relaxation time for the potential
energy, τU = 2.7 ps, is similar. This indicates a very effi-
cient heat transfer between the gradient dynamics of the
translational motion and the rotational motion.
The dependence of τU on the thermostat parameters
for the gradient-Langevin system shown in Fig. 11 is
markedly different than for the Langevin system. In par-
ticular, the relaxation time decreases with increasing ν
without reaching a minimum value within the range of
ν values explored. At the same time, there is little de-
pendence on Γ, except for very large Γ where, similar
to the Langevin system, the measurements of the relax-
ation time are not reliable. Also, note that the relax-
ation times are much smaller, reaching as low as 0.7 ps
for ν = 1000 fs, compared to the minimum value of about
2.0 ps for the Langevin system.
Of course, the direct comparison between the relax-
ation speeds of gradient-Langevin and Langevin dynam-
ics has to be taken with caution, since, as we mentioned
in Section II B, the gradient dynamics does not have a
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of a system of 2000 TIP4P water molecules on the integration
time step h for the gradient-Langevin numerical method. The
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200 fs, Γ = 5.0 ps−1, and T = 270K. The quantities 〈Trot〉h,
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Error bars reflect 95% confidence intervals in the obtained
results estimated from block averages.
natural evolution time. In particular, the mass of the
molecule m does not have a specific meaning in the gra-
dient system, since it can be rescaled to any value to-
gether with h and ν (see (17)). Computationally, the
relaxation speed depends on the time step h and, while
with ν = 1000 fs the gradient Langevin scheme becomes
unstable for h larger than 0.2 fs, the Langevin scheme re-
mains stable up to about h = 10 fs for the optimal values
of γ = 4.0 ps−1 and Γ = 10 ps−1.
The dependence of discretization error in measured
quantities on h for the gradient-Langevin scheme is
shown in Fig. 13. As in the case of Langevin A and B, we
clearly see the linear dependence of 〈Trot〉h, and 〈U〉h on
h2. The estimated slopes in (46) are CTrot = −0.38K/fs2
and CU = −0.029 kcal/mol/fs2. Unfortunately, for this
value of ν the gradient-Langevin numerical integrator be-
comes unstable for h > 1 fs, which is rather small, given
that the Langevin A and B integrator are stable for h up
to about 10 fs. Still, given the observed efficient heat
transfer from the gradient subsystem for translational
dynamics to the rotational dynamics (see Fig. 12 and re-
lated discussion), it might be of interest to construct nu-
merical methods for the gradient-Langevin system (17)-
(18) with better stability properties than those of (34),
(25); this has not been considered in this paper.
V. SUMMARY
The new stochastic thermostats presented in this pa-
per are appropriate for quaternion-based rigid body mod-
els. They are written in the form of Langevin equations
and gradient-Langevin system (gradient subsystem for
the translational degrees of freedom and Langevin sub-
system for the rotational degrees of freedom). The ob-
tained stochastic systems preserve the unit length of the
rotational coordinates in the quaternion representation
of the rigid-body dynamics. The thermostats allow to
couple both translational and rotational degrees of free-
dom to the “heat bath”. As it is shown in the numerical
tests with the TIP4P rigid model of water, the Langevin
thermostat relaxes to an equilibrium faster when not only
translational degrees of freedom but also rotational ones
are thermostated. It turns out that there is an optimal
range of the strength of coupling to the “heat bath”. In
contrast, the gradient-Langevin thermostat has a mono-
tone dependence of relaxation time on the thermostat
parameters. In the case of the Langevin thermostat, two
quasi-symplectic second-order (in the weak sense) inte-
grators are constructed and compared in the numerical
tests. For the gradient-Langevin thermostat, a Runge-
Kutta second-order method is proposed. All the meth-
ods preserve the unit length of the rotational coordinates.
The numerical experiments demonstrate the efficiency of
the proposed thermostating technique.
Relaxation times for the gradient-Langevin thermostat
are smaller than for the Langevin thermostat. However,
the numerical methods proposed for the Langevin sys-
tem have better stability properties than the scheme used
for numerical integration of the gradient-Langevin sys-
tem. In our experimental study, the use of the Langevin
thermostat together with the quasi-symplectic integra-
tors was computationally significantly more efficient than
thermostating via the gradient-Langevin system and the
numerical scheme for it.
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