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1. Introduction
Ostwald ripening is a phenomenon observed in a wide variety of two-phase systems in which there is coarsening of
one phase dispersed in the matrix of another. Because its practical importance, this process has been extensively studied
in several degrees of generality. In particular for Ostwald ripening of anisotropic crystals, Fan et al. [10] presented a model
taking in consideration both the evolution of the compositional ﬁeld and of the crystallographic orientations. In the work of
Fan et al. [10], there are also numerical experiments used to validate the model.
By deﬁning orientation and composition ﬁeld variables, the kinetics of the coupled grain growth can be described by their
spatial and temporal evolution, which is related with the total free energy of the system. The microstructural evolution of
Ostwald ripening can be described by the Cahn–Hilliard/Allen–Cahn system:⎧⎪⎪⎨⎪⎪⎩
∂tc = ∇ ·
[
D∇(∂cF − κcc)
]
, (x, t) ∈ ΩT ,
∂tθi = −Li(∂θiF − κiθi), (x, t) ∈ ΩT ,
∂nc = ∂n(∂cF − κcc) = ∂nθi = 0, (x, t) ∈ ST ,
c(x,0) = c0(x), θi(x,0) = θi0(x), x ∈ Ω,
(1)
for i = 1, . . . , p.
Here, Ω is the physical region where the Ostwald ripening process is occurring; Ω is a bounded domain in Rn ,
n = 1,2,3; ΩT = Ω × (0, T ); ST = ∂Ω × (0, T ); 0 < T < +∞; n denotes the unitary exterior normal vector and ∂n is
the exterior normal derivative at the boundary; c(x, t), for t ∈ [0, T ], 0 < T < +∞, x ∈ Ω , is the compositional ﬁeld (fraction
of the solute with respect to the mixture); θi(x, t), for i = 1, . . . , p, are the crystallographic orientations ﬁelds; D , λc , Li , λi
are positive constants related to the material properties.
In this paper, we consider a family of phase-ﬁeld models related to that presented by [10]. As in [10], it is assumed that
the local free energy F has the following form:
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2
(c − cμ)2 + B
4
(c − cμ)4 + Dα˜
4
(c − cα˜)4
+ Dβ
4
(c − cβ)4 − γ
p∑
i=1
g(c, θi) + δ4
p∑
i=1
θ4i +
p∑
i=1
p∑
i = j=1
εi j f (θi, θ j). (2)
A, B , Dα˜ , Dβ , γ , δ, εi j , i = j = 1, . . . , p, are positive constants related to the material properties, cα˜ and cβ are the solubili-
ties or equilibrium concentrations for the matrix phase and second phase, respectively, and cμ = (cα˜ + cβ)/2.
The functions f and g are assumed to satisfy the following properties: f , g ∈ C2(R2,R),∣∣ f (a,b) − f (u, v) + ∇ f (u, v) · (u − a, v − b)∣∣ F1(u − a)2 + F2(v − b)2 (3)
and ∣∣g(a,b) − g(u, v) + ∇g(u, v) · (u − a, v − b)∣∣ G1(u − a)2 + G2(v − b)2 (4)
for all (u, v), (a,b) ∈R2 and ﬁxed constants F1, F2,G1,G2  0. We remark that the previous assumptions on the functions f
and g imply that the difference between f (a,b) and g(a,b) and their Taylor polynomials of degree one at (u, v), respec-
tively, are bounded up to a multiplicative ﬁxed constant by the square of the Euclidean distance between (u, v) and (a,b).
We also remark that the local free energy F is assumed to have form like the one stated above in order to comply
to a requirement of Chen et al. [2–5] that it should have 2p degenerate minima at the equilibrium concentration cβ to
distinguish the 2p orientations differences of the second phase grains in space.
As in the paper by Brochet et al. [1], in this work we show that such family of phase-ﬁeld models satisfying Problem (1)
possesses a maximal attractor. Our approach to the problem is to associate to Problem (1) a nonlinear semigroup that
satisﬁes suitable properties and then to show the existence of appropriate absorbing sets. With such facts, we may conclude
that the semigroup possesses a maximal attractor.
An essential remark for the study of Problem (1) is that the space integral of c is conserved in time, which we express
in the form 〈c(t),1〉(H1)′,H1 = 〈c0,1〉(H1)′,H1 , ∀t > 0. We also note that Problem (1) has the following Lyapunov functional:
J (c, θ1, . . . , θp) =
∫
Ω
(
F(c, θ1, . . . , θp) + κc
2D
|∇c|2 +
p∑
i=1
κi
2Li
θ2i
)
. (5)
These two fact will be essential tools in the proofs.
Our paper is organized as follows: Section 2 is a preliminary section. In it, we establish the notation, introduce some
functional spaces and recall two equivalent deﬁnitions for the inner product in (H1(Ω))′ . In Section 3, we show that Prob-
lem (1) has a unique solution. We associate to Problem (1) a semigroup S(t) and show that it satisﬁes suitable properties. In
Section 4, we conclude the semigroup S(t) possesses a maximal attractor by showing the existence of appropriate absorb-
ing sets. In Section 5, we prove the existence of inertial sets, namely, compact sets which contain the attractor, which are
positively invariant by the semigroup, which have ﬁnite fractal dimension and which attract all solutions at an exponential
rate so that we also obtain an upper bound for the fractal dimension of the attractor.
2. Preliminaries
For a mathematical study of Problem (1), we introduce the spaces of real valued function: H = (H1(Ω))′ × [L2(Ω)]p
and V = {(c, θ1, . . . , θp) ∈ H2(Ω) × [H1(Ω)]p, ∂nc = 0 em ∂Ω}. Given R > 0 and ρ ∈ R, it is also convenient to introduce
the functional spaces Hρ = {(c, θ1, . . . , θp) ∈ H; 1|Ω| 〈c,1〉(H1)′,H1 = ρ}, H˜ρ = {c ∈ L2(Ω), 1|Ω|
∫
Ω
c = ρ} and HR =⋃|ρ|R Hρ .
Now we present two equivalent deﬁnitions for the inner product in (H1(Ω))′ . We denote by 0 = λ1 < λ2  · · · λk  · · · the
eigenvalues of the operator − with homogeneous Neumann boundary conditions and by wk , k = 1, . . . , the corresponding
eigenfunctions such that |wk|L2(Ω) = 1, k = 1, . . . (note that w1 = 1/
√|Ω| ), {wk}∞k=1 is a complete orthonormal family
in L2(Ω) as well as a complete orthogonal family in H1(Ω). Next we deﬁne the following scalar product in (H1(Ω))′:
(u, v)−1 = 〈u,w1〉〈v,w1〉 +
∞∑
j=2
1
λ j
〈u,w j〉〈v,w j〉 (6)
where the notation 〈·,·〉 is used to denote the duality product between H1(Ω) and (H1(Ω))′ . We shall use the notation (·,·)
for the inner product in L2(Ω).
We deduce from the density of L2(Ω) in (H1(Ω))′ and from (6) that {wk}∞k=1 is a complete orthogonal family
in (H1(Ω))′ .
For u ∈ (H1(Ω))′ , we deﬁne
m(u) = 1 〈u,1〉 and u = u −m(u).|Ω|
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ψ = Nu (7)
be the unique solution in H1(Ω) of the problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
−ψ = u,
∂nψ = 0,∫
Ω
ψ(x)dx = 0.
If u, v ∈ (H1(Ω))′ and if ψ = Nu and χ = Nv , then
(u, v)−1 = 1|Ω| 〈u,1〉〈v,1〉 +
∫
Ω
∇ψ∇χ (8)
and ‖u‖2−1 = |Ω|(m(u))2 +
∫
Ω
|∇ψ |2.
3. Existence of the semigroup
In this section, we prove a well-posedness result for Problem (1). We also associate to Problem (1), a semigroup of
nonlinear operators.
We need the lemma proved by Temam [11, Lemma 4.2, p. 150] which states that for every η > 0,(∫
Ω
(
(u)2 + ηu2)) 12 and (∫
Ω
(u)2 + η
(∫
Ω
u
)2) 12
are norms on {ϕ ∈ H2(Ω), ∂nϕ = 0 on ∂Ω} which are equivalent to the H2-norm.
Now we prove the following well-posedness result:
Theorem 1.
(1) For any (c0, θ10, . . . , θp0) ∈ Hρ , Problem (1) has a unique solution (c, θ1, . . . , θp) which satisﬁes
(c, θ1, . . . , θp) ∈ L∞(0, T ; Hρ) ∩ L2
(
0, T ; (H1(Ω))p+1), c ∈ L2(QT ),
for all T > 0, where QT = Ω × (0, T ) and (c, θ1, . . . , θp) ∈ C(R+; Hρ). If furthermore c0 ∈ H˜ρ , then
c ∈ L∞(0, T ; L2(Ω))∩ L2(0, T ; H2(Ω)).
(2) If (c0, θ10, . . . , θp0) ∈ V ∩ Hρ , then
(c, θ1, . . . , θp) ∈ L∞
(
0, T ; (H1(Ω))p+1)∩ L2(0, T ; (H2(Ω))p+1),
c ∈ L2(0, T ; H1(Ω)),
(∂tc, ∂tθ1, . . . , ∂tθp) ∈ L2
(
0, T ; (H1(Ω))′)× (L2(QT ))p .
(3) The mapping S(t) : (c0, θ10, . . . , θp0) → (c(t), θ1(t), . . . , θp(t)) is Hölder continuous with exponent 12 on H for all t > 0 and{S(t)}t0 is a semigroup on HR .
Finally the functional J (c(t), θ1(t), . . . , θp(t)) deﬁned in (5) decays along orbits so that it is a Lyapunov functional for Problem (1).
Proof. The proof relies on the Galerkin method. For each integer m, we look for an approximate solution (cm, θ1m, . . . , θpm)
of the form cm(t) =m0√|Ω|w1 +∑mj=2 c jm(t)w j and θim =∑mj=1 θ ijm(t)w j satisfying∫
Ω
∂tcmw j + D
∫
Ω
(κccm − ∂cFm)w j = 0, (9)
∫
Ω
∂tθimw j + Li
∫
Ω
(∂θiFmw j + κi∇θim∇w j) = 0 (10)
for j = 1, . . . ,m,
cm(0) =
m∑
〈c0,w j〉w j and θim(0) =
m∑
(θi0,w j)w j (11)
j=1 j=1
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For j = 2, . . . ,m, we multiply the differential equations in (9) by c jm(t)
λ j
and sum on j. We set cm(t) = cm(t)− 1|Ω|
∫
Ω
cm(t).
Also, we multiply the differential equations in (10) by θ ijm for j = 1, . . . ,m and sum on j. Adding the resulting equations
and using the properties of the eigenfunctions w j , j = 1, . . . ,m, we obtain
1
2
d
dt
(
1
D
‖cm‖2−1 +
p∑
i=1
1
Li
∫
Ω
θ2im
)
+ κc
∫
Ω
|∇cm|2 +
p∑
i=1
κi
∫
Ω
|∇θim|2
−
∫
Ω
∇Fm · (cm, θ1m, . . . , θpm) + |m0|
∫
Ω
|∂cFm|. (12)
Now we note (3) and (4) imply the following useful properties of the local free energy F given in (2)
∇F(c, θ1, . . . , θp) · (c, θ1, . . . , θp) B + Dα˜ + Dβ
2
c4 + δ
2
p∑
k=1
θ4k − K1 (13)
for all (c, θ1, . . . , θp) ∈Rp+1. For every ε1, ε2 > 0, there exists a constant K2(ε1, ε2) such that∣∣∂cF(c, θ1, . . . , θp)∣∣ ε1c4 + ε2 p∑
i=1
θ4i + K2(ε1, ε2) (14)
for all (c, θ1, . . . , θp) ∈Rp+1.
By taking ε1 = B+Dα˜+Dβ4m0 and ε2 = δ4m0 in (14), we can obtain from (12)–(14) the following estimate
1
2
d
dt
(
1
D
‖cm‖2−1 +
p∑
i=1
1
Li
∫
Ω
θ2im
)
+ κc
∫
Ω
|∇cm|2 +
p∑
i=1
κi
∫
Ω
|∇θim|2
+ B + Dα˜ + Dβ
4
∫
Ω
c4m +
δ
4
p∑
i=1
∫
Ω
θ4im  K3(m0). (15)
Thus, there exists a constant C depending on m0 and not on T such that∥∥(cm, θ1m, . . . , θpm)∥∥L∞(0,T ;Hm0 )  C(1+ ∥∥(c0, θ10, . . . , θp0)∥∥Hm0 ),∥∥(cm, θ1m, . . . , θpm)∥∥L2(0,T ;(H1(Ω))p+1)  C(T + ∥∥(c0, θ10, . . . , θp0)∥∥Hm0 ). (16)
We multiply the differential equations in (9) by c jm and equations in (10) by λ jθ ijm for j = 1, . . . ,m and sum on j. Now we
note (3) and (4) imply there exists a constant C such that
∂2ccF(c, θ1, . . . , θp), ∂2θiθiF(c, θ1, . . . , θp)−C,∣∣∂2cθiF(c, θ1, . . . , θp)∣∣, ∣∣∂2θiθ jF(c, θ1, . . . , θp)∣∣ C, i = j, (17)
where F is given in (2). Thus, using (17), we obtain
d
dt
∫
Ω
(
c2m +
p∑
i=1
|∇θim|2
)
+ Dκc
∫
Ω
(cm)
2 +
p∑
i=1
Liκi
∫
Ω
(θim)
2  C
∫
Ω
(
c2m +
p∑
i=1
|∇θim|2
)
. (18)
We deduce from (18) that
‖cm‖L∞(0,T ;L2(Ω)),
∥∥(θ1m, . . . , θpm)∥∥L∞(0,T ;(H1(Ω))p)  C(1+ ∥∥(c0, θ10, . . . , θp0)∥∥L2(Ω)×(H1(Ω))p ),∥∥(cm, θ1m, . . . , θpm)∥∥L2(0,T ;(H2(Ω))p+1)  C(T + ∥∥(c0, θ10, . . . , θp0)∥∥L2(Ω)×(H1(Ω))p ). (19)
Moreover, it follows from (15) and (16) that
∫ t+δ
t
∫
Ω
(c2m +
∑p
i=1|∇θim|2)  C so that by applying the uniform Gronwall’s
lemma (see Lemma 1.1 in Temam [11, p. 89]) to (18), we deduce that for all δ > 0 there exists C = C(δ) such that∥∥(cm, θ1m, . . . , θpm)∥∥L∞(δ,T ;L2(Ω)×(H1(Ω))p)  C(1+ ∥∥(c0, θ10, . . . , θp0)∥∥Hm0 ),∥∥(cm, θ1m, . . . , θpm)∥∥L2(δ,T ;(H2(Ω))p+1)  C(T + ∥∥(c0, θ10, . . . , θp0)∥∥H ). (20)m0
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Jm = J (cm, θ1m, . . . , θpm)
and show that it is a Lyapunov functional for (9)–(11).
If we multiply the differential equations in (9) by
c′jm
λ j
, j = 2, . . . ,m, and if we multiply by (θ ijm)′ , j = 1, . . . ,m, the
differential equations in (10) and sum on j, the resulting equations imply that
d
dt
Jm = − 1
D
‖∂tcm‖2−1 −
p∑
i=1
1
Li
‖∂tθim‖2. (21)
Thus J decreases along trajectories and hence∥∥(cm, θ1m, . . . , θpm)∥∥L∞(0,T ;(H1(Ω))p+1)  C(1+ ∥∥(c0, θ10, . . . , θp0)∥∥(H1(Ω))p+1). (22)
Furthermore, since
d
dt
Jm  0, Jm −C (23)
and we have (15), it follows from the uniform Gronwall lemma that∥∥(cm, θ1m, . . . , θpm)∥∥L∞(δ,T ;(H1(Ω))p+1)  C(1+ ∥∥(c0, θ10, . . . , θp0)∥∥Hm0 ).
Now, we multiply the differential equations in (9) by λ jc jm for j = 1, . . . ,m and sum on j. This gives
1
2
d
dt
∫
Ω
(∇cm)2 + Dκc
∫
Ω
|∇cm|2 = −D
∫
Ω
∂cFm2cm. (24)
Since the second order derivatives of g are bounded, (22) and (24) imply that
1
2
d
dt
∫
Ω
(∇cm)2 + Dκc
2
∫
Ω
|∇cm|2  C
(
1+ ∥∥(c0, θ10, . . . , θp0)∥∥(H1(Ω))p+1),
which in turn implies that
‖cm‖L2(0,T ;H1(Ω))  C
(
T + ∥∥(c0, θ10, . . . , θp0)∥∥(H1(Ω))p+1). (25)
Integrating (21) between 0 and T and using (23), we ﬁnd
1
D
T∫
0
‖∂tcm‖2−1 dt +
p∑
i=1
1
Li
T∫
0
‖∂tθim‖2 dt  C
(
‖c0‖4H1(Ω) +
p∑
i=1
‖θi0‖4H1(Ω) + 1
)
.
That is,
‖∂tcm, ∂tθ1m, . . . , ∂tθpm‖L2(0,T ;(H1(Ω))′)×(L2(Q T ))p  C
(
T + ∥∥(c0, θ10, . . . , θp0)∥∥V ). (26)
Next we complete the proof of existence of a solution of Problem (1). To begin with, we give the existence proof
in the case that the initial condition (c0, θ10, . . . , θp0) ∈ V ∩ Hm0 . From the uniformly bounded sequence of functions{(cm, θ1m, . . . , θpm)}∞m=1, we can extract a subsequence (still denoted by {(cm, θ1m, . . . , θpm)}∞m=1) such that as m tends to
inﬁnity
(cm, θ1m, . . . , θpm) → (c, θ1, . . . , θp) strongly in
(
L2(Q T )
)p+1
and a.e. in Q T ,
(∂tcm, ∂tθ1m, . . . , ∂tθpm) ⇀ (∂tc, ∂tθ1, . . . , ∂tθp)
weakly in L2(0, T ; (H1(Ω))′) × (L2(Q T ))p . We also obtain that in particular (c, θ1, . . . , θp) ∈ C([0, T ]; (L2(Q T ))p+1). Let V˜ =
{ϕ ∈ H2(Ω), ∂nϕ = 0 on ∂Ω} and let f ∈ L2(0, T ; V˜ ) with ft ∈ L2(Q T ) and deﬁne f j(t) =
∫
Ω
f (x, t)w j(x)dx. We multiply
the differential equations in (9), (10) by f j(t) and integrate on [0, T ]. After summing the equations for j = 1, . . . ,m and
letting m → ∞, one deduces that (c, θ1, . . . , θp) is a solution of Problem (1). We also have
T∫
0
〈∂tc,ϕ〉 = −D
T∫
0
∫
Ω
∇(∂cF(c, θ1, . . . , θp) − κcc)∇ϕ = 0, (27)
T∫
0
∫
Ω
∂tθiϕ + Li
T∫
0
∫
Ω
(
∂θiF(c, θ1, . . . , θp)ϕ + κi∇θi∇ϕ
)= 0 (28)
for all ϕ ∈ L2(0, T ; H1(Ω)) with ∂nϕ = 0 on ∂Ω .
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L2(0, T , H1(Ω)). These facts and properties (3) and (4) imply that ∇(∂cF(c, θ1, . . . , θp) − κcc) ∈ L2(Q T ) and thus the
ﬁrst equation above makes sense.
Next, we consider the case that (c0, θ10, . . . , θp0) ∈ Hm0 and deﬁne a sequence (cq0, θq10, . . . , θqp0) ∈ V ∩ Hm0 such that
(cq0, θ
q
10, . . . , θ
q
p0) converges to (c0, θ10, . . . , θp0) in H as q tends to inﬁnity. Consider two solutions (c
q, θ
q
1 , . . . , θ
q
p) and
(cr, θ r1, . . . , θ
r
p) of Problem (1) with initial conditions (c
q
0, θ
q
10, . . . , θ
q
p0) and (c
r
0, θ
r
10, . . . , θ
r
p0). We will prove the sequence
{(cq, θq1 , . . . , θqp)}q1 is a Cauchy sequence, which will be a consequence of the proof of uniqueness that follows.
We argue as Elliott and Luckhaus [9]. Let zc = cq − cr and zθi = θqi − θ ri , i = 1, . . . , p, and
zw = D(∂cF(cq, θq1 , . . . , θqp)− κccq)− D(∂cF(cr, θ r1, . . . , θ rp)− κccr).
From (27), we obtain −N∂t zc = zw with N , the operator given by (8). Since ‖zc‖2−1 = |Ω|(m(zc))2 +
∫
Ω
|∇Nzc |2 = ∫
Ω
|∇Nzc |2
and
−(∇Nzc,∇N∂t zc)= −〈zc,N∂t zc 〉= (zc, zw)= (zc, zw).
Note also that ‖zc‖2 = (∇Nzc,∇zc) and the function [F + H](c, θ1, . . . , θp) is convex, where
H(c, θ1, . . . , θp) = A
2
(c − cμ)2 + γ
p∑
i=1
g(c, θi) −
p∑
i=1
p∑
i = j=1
εi j f (θi, θ j).
These facts together with (27), (28), (3) and (4) yield
1
2
d
dt
(∥∥zc∥∥2−1 + p∑
i=1
D
Li
∥∥zθi∥∥2) C(∥∥zc∥∥2−1 + p∑
i=1
∥∥zθi∥∥2).
Thus, by a standard Gronwall argument, we show that {(cq, θq1 , . . . , θqp)}q1 is a Cauchy sequence in C([0, T ], H). Therefore,
there exists (c, θ1, . . . , θp) ∈ C([0, T ]; H) such that(
cq, θq1 , . . . , θ
q
p
)→ (c, θ1, . . . , θp) on C([0, T ]; H).
It remains to show that (c, θ1, . . . , θp) is a solution of Problem (1). We have that∥∥(c, θ1, . . . , θp)∥∥L2(0,T ;(H1(Ω))p+1)  C(T + ∥∥(cq0, θq10, . . . , θqp0)∥∥Hm0 ) C(T + ∥∥(c0, θ10, . . . , θp0)∥∥Hm0 ),
and we may conclude from (16) that∥∥(∂tψq, ∂tθq1 , . . . , ∂tθqp)∥∥L2(0,T ;(H1(Ω))′×(L2(Ω))p)  C(T + ∥∥(c0, θ10, . . . , θp0)∥∥Hm0 ),
where ψq = Ncq . Thus(
cq, θq1 , . . . , θ
q
p
)
⇀ (c, θ1, . . . , θp) weakly in
(
L2
(
0, T , H1(Ω)
))p+1
,
∂cF
(
cq, θq1 , . . . , θ
q
p
)
, ∂θiF
(
cq, θq1 , . . . , θ
q
p
)
⇀ G,Gi weakly in
(
L2(Q T )
)p+1
,
where G , Gi are some functions in L2(Q T ) for i = 1, . . . , p,(
cq, θq1 , . . . , θ
q
p
)→ (c, θ1, . . . , θp) strongly in (L2(Q T ))p+1,(
cq, θq1 , . . . , θ
q
p
)
⇀ (c, θ1, . . . , θp) weak∗ in L∞
(
δ, T ,
(
H1(Ω)
)p+1)
and weakly in L2(δ, T , (H2(Ω))p+1),
cq ⇀ c weakly in L2
(
δ, T , H1(Ω)
)
,
for all δ ∈ (0, T ).
In order to check that G = ∂cF , we use the standard monotonicity method. We set C as the constant max{(A + 2pγ G1),
−2(γ G2 + ε(F1 + F2))} (where ε = max1ip∑pi = j=1 εi j) and Xq by the following integral∫
ΩT
(∇Fq − ∇F + C(cq − ϕ, θq1 − χ1, . . . , θqp − χp)) · (cq − ϕ, θq1 − χ1, . . . , θqp − θq),
where ∇Fq = ∇F(cq, θq1 , . . . , θqp) and ∇F = ∇F(ϕ,χ1, . . . ,χp). By using an integral equality similar to (12), we de-
duce that Xq  0 for any ϕ,χi ∈ H1(Ω), i = 1, . . . , p. We let q → ∞. With a proper choice of ϕ and χi , we show that
G = ∂θcF(c, θ1, . . . , θp) and Gi = ∂θiF(c, θ1, . . . , θp), i = 1, . . . , p. This completes the proof of existence of solutions.
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two solutions of Problem (1) with initial conditions (ci0, θ
i
10, . . . , θ
i
p0) ∈ Hα . They satisfy the partial differential equations in
(D′(Ω × (0, T )))p+1 and in (L2(QTδ ))p+1 for all δ ∈ (0, T ). The functions c1 − c2 and θ1i − θ2i , for i = 1, . . . , p, satisfy the
system
∂t
(
c1 − c2)= D(∂cF1 − ∂cF2)− κc D2(c1 − c2), (29)
∂t
(
θ1i − θ2i
)= −Li(∂θiF1 − ∂θiF2)+ κi Li(θ1i − θ2i ) (30)
where F i = F(ci, θ i1, . . . , θ ip). We multiply (29) by ψ1 − ψ2 where ψi = Nci , i = 1,2, and multiply (30) by θ1i − θ2i ; we add
the resulting equations and apply the Gronwall lemma for t  δ > 0. Using the continuity of (ci, θ i1, . . . , θ ip), i = 1,2, in Hα ,
(16) and letting δ ↓ 0, we deduce that
1
D
∥∥(c1 − c2)(t)∥∥2−1 + p∑
i=1
1
Li
∫
Ω
(
θ1i − θ2i
)2
(t)
(
1
D
∥∥c10 − c20∥∥2−1 + p∑
i=1
1
Li
∫
Ω
(
θ1i0 − θ2i0
)2)
eC4t + CeC4t∥∥c10 − c20∥∥−1
which completes the proof of Theorem 1. 
4. The maximal attractor
In this section we show the existence of bounded absorbing sets in Hα , in (H1(Ω))p+1 ∩ Hα and in (H2(Ω))p+1 ∩ Hα
for the semigroup associated with Problem (1) so that S(t) possesses a maximal attractor in Hα .
First we show the existence of an absorbing set in Hα .
Theorem 2. For any α  0, let R = R(α) > 0 be such that R2  2+C3(α), where C3(α) is the constant given on (32), then B(0, R(α))
is an absorbing set for S(t) in Hα .
Proof. We multiply the equation for c by ψ = Nc as deﬁned in (7) and the equations for θi by θi . Integrating by parts and
adding the resulting equations, we get (see (15))
1
2
d
dt
(
1
D
‖c‖2−1 +
p∑
i=1
1
Li
∫
Ω
θ2i
)
+ κc
∫
Ω
|∇c|2 +
p∑
i=1
κi
∫
Ω
|∇θi |2 + B + Dα˜ + Dβ4
∫
Ω
c4 + δ
4
p∑
i=1
∫
Ω
θ4i  K3(α) (31)
for all t > 0.
Applying Gronwall’s lemma we deduce that there exist positive constants C1, C2 and C3(α) such that
‖c‖2−1 +
p∑
i=1
∫
Ω
θ2i  C2
(
‖c0‖2−1 +
p∑
i=1
∫
Ω
θ2i0
)
e−C1t + C3(α) (32)
for all t > 0.
Take (c0, θ10, . . . , θp0) ∈ Hα such that ‖(c0, θ10, . . . , θp0)‖Hα  M , we deduce from (32) that
‖c‖2−1 +
p∑
i=1
∫
Ω
θ2i  1+ C3(α)
for all t  t0 = t0(M) = 1C1 ln(M2C2). That is, (c, θ1, . . . , θp) ∈ B(0, R(α)) for all t  t0. 
Next, we show the existence of an absorbing set in (H1(Ω))p+1 ∩ Hα .
Theorem 3. For any α  0, let R1 = R1(α) > 0 be such that R21  1 + C1(α) + C2(α), where the constants C1(α) and C2(α) are
given respectively on (35) and (37), then B(0, R1(α)) is an absorbing set for S(t) in (H1(Ω))p+1 ∩ Hα .
Proof. Using (3) and (4) and (31), we show there exists a positive constant μ such that
1
2
d
dt
(
1
D
‖c‖2−1 +
p∑
i=1
1
Li
∫
Ω
θ2i
)
+ μ J (c, θ1, . . . , θp) K˜3(α). (33)
Let (c0, θ10, . . . , θp0) ∈ (H1(Ω))p+1 ∩ Hα such that∥∥(c0, θ10, . . . , θp0)∥∥  ∥∥(c0, θ10, . . . , θp0)∥∥ 1 p+1  M.Hα (H (Ω)) ∩Hα
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J (c, θ1, . . . , θp) decreases along orbits, we deduce that
J (c, θ1, . . . , θp)(t + 1) 1
μ
(
K˜3(α) +
(
1
2D
+
p∑
i=1
1
2Li
)(
R(α)
)2)
(34)
for all t  t0; since furthermore
J (c, θ1, . . . , θp)
κc
2D
∫
Ω
|∇c|2 + B + Dα˜ + Dβ
8
∫
Ω
c4 + δ
4
p∑
i=1
θ4i − C,
we deduce that∫
Ω
(
c2 +
p∑
i=1
θ2i
)
+
∫
Ω
|∇c|2  C1(α) (35)
for all t  t0 + 1.
As was done to obtain (18), in order to estimate ∇v , we multiply the equation for c by c and the equation for θi by
−θi , for i = 1, . . . , p, and add the resulting equations to obtain after some computations that
1
2
d
dt
∫
Ω
(
c2 +
p∑
i=1
|∇θi |2
)
+ Dκc
2
∫
Ω
(c)2 +
p∑
i=1
Liκi
2
∫
Ω
(θi)
2  C
∫
Ω
(
c4 +
p∑
i=1
θ4i
)
+ C4. (36)
Integrating (31) between t and t + 1, we may apply the uniform Gronwall lemma in (36) to obtain∫
Ω
(
c2 +
p∑
i=1
|∇θi |2
)
 C2(α) for t  t0 + 1. (37)
It then follows from Theorem 2 and (35) that B(0, R1(α)) is an absorbing set in (H1(Ω))p+1 ∩ Hα . 
Next, using Theorems 2 and 3, we deduce from Temam [11] the following result.
Theorem 4. For every α  0 the semigroup S(t) associated with Problem (1) maps Hα into itself. It possesses in Hα a maximal
attractor Aα that is connected.
Next, we argue as Cherﬁls and Miranville [6] and Debussche and Dettori [7] to obtain an estimate in H2(Ω). We note that
the functions c and θi are not suﬃciently regular to justify the computations we present below. To prove them rigorously,
it is enough to consider the Galerkin approximation cm and θim for which we can justify the computations; the results then
follow by the known convergences and lower semicontinuity.
Theorem 5. For any α  0, let R2 = R2(α) > 0 be such that R22  R21(α) + C˜(α), where the constants R21(α) and C˜(α) are given
respectively in (42) and in Theorem 3, then Bα = B(0, R2(α)) is an absorbing set for S(t) in (H2(Ω))p+1 ∩ Hα .
Proof. First, we note that∫
Ω
∂cF(c, θ1, . . . , θp)c =
∫
Ω
(
A − 3B(c − cμ)2 − 3Dα˜ (c − cα˜)2 − 3Dβ(c − cβ)2
)|∇c|2
+ γ
p∑
i=1
∫
Ω
∂2cc g(c, θi)|∇c|2 + γ
p∑
i=1
∫
Ω
∂2cθi g(c, θi)|∇c||∇θi |
 C
∫
Ω
(
|c|2 + |∇c|2 +
p∑
i=1
|∇θi |2
)
.
Thus,
−D
∫
Ω
(
∂cF(c, θ1, . . . , θp) − κcc
)
c  Dκc
∫
Ω
|c|2 − CD
∫
Ω
(
|c|2 + |∇c|2 +
p∑
i=1
|∇θi |2
)
,
which can be rewritten as
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∫
Ω
|c|2  CD
∫
Ω
(
|c|2 + |∇c|2 +
p∑
i=1
|∇θi |2
)
− D
∫
Ω
(
∂cF(c, θ1, . . . , θp) − κcc
)
c.
That is,
Dκc
∫
Ω
|c|2  C
∫
Ω
(
|c|2 + |∇c|2 +
p∑
i=1
|∇θi |2
)
+ D
∫
Ω
∣∣∇(∂cF(c, θ1, . . . , θp) − κcc)∣∣2.
We also have that
Liκi
∫
Ω
|θi |2  C
∫
Ω
(
|c|2 + |∇c|2 +
p∑
i=1
|∇θi |2
)
+ Li
∫
Ω
∣∣∇(∂θiF(c, θ1, . . . , θp) − κiθi)∣∣2.
That is,
Dκc
∫
Ω
|c|2 +
p∑
i=1
Liκi
∫
Ω
|θi |2  C
∫
Ω
(
|c|2 + |∇c|2 +
p∑
i=1
|∇θi |2
)
+ D
∫
Ω
∣∣∇(∂cF(c, θ1, . . . , θp) − κcc)∣∣2
+
p∑
i=1
Li
∫
Ω
∣∣∇(∂θiF(c, θ1, . . . , θp) − κiθi)∣∣2. (38)
By multiplying the ﬁrst equation in (1) by ∂t(κcc − ∂cF), we obtain∫
Ω
∂tc∂t(κcc − ∂cF) − D
2
d
dt
∫
Ω
∣∣∇(κcc − ∂cF)∣∣2 = 0.
On the other hand,
−
∫
Ω
∂tc∂t(κcc − ∂cF) = κc
∫
Ω
|∇∂t c|2 +
∫
Ω
(
∂2ccF(∂tc)2 +
p∑
i=1
∂2cθiF∂tc∂tθi
)
 κc
∫
Ω
|∇∂t c|2 − C
∫
Ω
(
|∂tc|2 +
p∑
i=1
|∂tθi |2
)
.
Therefore,
D
2
d
dt
∫
Ω
∣∣∇(κcc − ∂cF)∣∣2 + κc ∫
Ω
|∇∂tc|2  C
∫
Ω
(
|∂tc|2 +
p∑
i=1
|∂tθi |2
)
.
Next, by multiplying the second equation in (1) by ∂t(∂θiF − κiθi), we obtain∫
Ω
∂tθi∂t(∂θiF − κiθi) +
Li
2
d
dt
∫
Ω
∣∣(∂θiF − κiθi)∣∣2 = 0.
Since ∫
Ω
∂tθi∂t(∂θiF − κiθi) = κi
∫
Ω
|∇∂tθi |2 −
∫
Ω
(
∂2cθiF∂tc∂tθi +
p∑
j=1
∂2θiθ jF(∂tθi)2
)
,
as before we obtain
Li
2
d
dt
∫
Ω
∣∣(∂θiF − κiθi)∣∣2 + κi ∫
Ω
|∇∂tθi |2  C
∫
Ω
(
|∂tc|2 +
p∑
i=1
|∂tθi |2
)
.
Note that by multiplying the second equation in (1) by ∂tθi(t), we may conclude that∫
Ω
(∂tθi)
2  L2i
∫
Ω
(∂θiF − κiθi)2.
Now, since m(∂tc) = 0 and
‖∂tc‖2−1  D2
∫ ∣∣∇(κcc − ∂cF)∣∣2,
Ω
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Ω
|∂tc|2  C
2ε
‖∂tc‖2−1 +
ε
2
∫
Ω
|∇∂t c|2.
Therefore, we may choose ε > 0 to obtain
1
2
d
dt
∫
Ω
∣∣∇(κcc − ∂cF)∣∣2 + 1
2
d
dt
p∑
i=1
∫
Ω
|∂θiF − κiθi |2 +
κc
2D
∫
Ω
|∇∂tc|2 +
p∑
i=1
κi
Li
∫
Ω
|∇∂tθi |2
 C
∫
Ω
(∣∣∇(κcc − ∂cF)∣∣2 + p∑
i=1
(∂θiF − κiθi)2
)
. (39)
Since J (c, θ1, . . . , θp)−C , by lower semicontinuity, we obtain from (21) that
d
dt
J (c, θ1, . . . , θp) = − 1
D
‖∂tc‖2−1 −
p∑
i=1
1
Li
‖∂tθi‖2  0, (40)
where
J (c, θ1, . . . , θp) =
∫
Ω
(
F(c, θ1, . . . , θp) + κc
2D
|∇c|2 +
p∑
i=1
κi
2Li
θ2i
)
.
Now, we integrate (40) from t to t + 1 and use (34) and again the fact J (c, θ1, . . . , θp)−C . We obtain, for all t  t0 + 1,
t+1∫
t
(
1
D
∥∥∇(κcc − ∂cF)∥∥2 + p∑
i=1
1
Li
‖∂θiF − κiθi‖2
)
 C + 1
μ
(
K˜3(α) +
(
1
2D
+
p∑
i=1
1
2Li
)(
R(α)
)2)
.
Thus, the uniform Gronwall’s lemma applied to (39) yields∣∣∇(κcc − ∂cF)∣∣2 + p∑
i=1
∫
Ω
|∂θiF − κiθi |2  C˜(α), ∀t  t0 + 2. (41)
Then, we infer from (35), (37), (38) and (41) that∫
Ω
|c|2 +
p∑
i=1
Liκi
∫
Ω
|θi |2  C˜(α), ∀t  t0 + 2. (42)
Therefore, we have proved that Bα is an absorbing set in (H2(Ω))p+1 ∩ Hα . 
5. Existence of inertial sets
In this section, we show the existence of inertial sets for the semigroup S(t) corresponding to Problem (1) on Hα where
α is any given nonnegative constant.
Let Bα be the absorbing ball in (H2(Ω))p+1 ∩ Hα from Section 4 and deﬁne the positively invariant set
Xα =
⋃
tt˜0
S(t)Bα, t˜0 = 2+ t0
(
R(α)
)
. (43)
We remark that Xα is bounded in (C(Ω))p+1.
Lemma 1. The semigroup S(t) satisﬁes a Lipschitz property from Xα into itself.
Proof. Let (ci, θ i1, . . . , θ
i
p), i = 1,2, be the solutions of Problem (1) with initial conditions (ci0, θ i10, . . . , θ ip0) ∈ Xα . As in the
proof that S(t) is Hölder continuous from Hα into itself,
1
2
d
dt
(
1
D
∥∥c1 − c2∥∥2−1 + p∑
i=1
1
Li
∫
Ω
(
θ1i − θ2i
)2)+ κc ∫
Ω
∣∣∇(c1 − c2)∣∣2 + p∑
i=1
κi
∫
Ω
∣∣∇(θ1i − θ2i )∣∣2

∫
Ω
∣∣∇F1 − ∇F2∣∣2 + ∫
Ω
(
c1 − c2)2 + p∑
j=1
∫
Ω
(
θ1j − θ2j
)2
, (44)
where ∇F i = ∇F(ci, θ i , . . . , θ ip).1
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where M is a positive constant, so that we have∫
Ω
∣∣∇F1 − ∇F2∣∣2  κc
2
∫
Ω
∣∣∇(c1 − c2)∣∣2 − κc
2
∫
Ω
∣∣c1 − c2∣∣2 + C˜(M)(∥∥c1 − c2∥∥2−1 + p∑
j=1
∫
Ω
(
θ1j − θ2j
)2)
. (45)
Substituting (45) into (44), we deduce that
1
2
d
dt
(
1
D
∥∥c1 − c2∥∥2−1 + p∑
i=1
1
Li
∫
Ω
(
θ1i − θ2i
)2)+ κc
2
∥∥c1 − c2∥∥2H1(Ω) + p∑
i=1
κi
∫
Ω
∣∣∇(θ1i − θ2i )∣∣2
 C˜(M)
(∥∥c1 − c2∥∥2−1 + p∑
j=1
∫
Ω
(
θ1j − θ2j
)2)
. (46)
By applying the Gronwall lemma to (46) we deduce that S(t) is Lipschitz continuous from Xα to Xα , namely, there exists
a constant E > 0 such that∥∥c1 − c2∥∥2−1 + p∑
i=1
1
Li
∫
Ω
(
θ1i − θ2i
)2  (∥∥c10 − c20∥∥2−1 + p∑
j=1
∫
Ω
(
θ1j0 − θ2j0
)2)
eEt .  (47)
Next, we introduce some notation. We deﬁne HN = span{w1, . . . ,wn} and we deﬁne pN as the orthogonal projection
from (H1(Ω))′ onto HN and qN = I − pN . We remark that for all u ∈ qN (H1(Ω)),
‖u‖2−1 
1
λN+1
|u|2L2(Ω) 
1
λ2N+1
|∇u|2L2(Ω). (48)
We also introduce the projections PN and QN on H given by
PN (c, θ1, . . . , θp) := (pNc, pNθ1, . . . , pNθp) and QN = I − PN .
In what follows we shall prove the following result.
Theorem 6 (Squeezing property). The semigroup S(t) corresponding to Problem (1) satisﬁes the squeezing property: for any t∗ > 0,
there exists N0 = N0(t∗) such that for any U1 = (c1, θ11 , . . . , θ1p ) and U2 = (c2, θ21 , . . . , θ2p ) in Xα satisfying∥∥PN0(S(t∗)U1 − S(t∗)U2)∥∥H  ∥∥(I − PN0)(S(t∗)U1 − S(t∗)U2)∥∥H
one has the inequality∥∥S(t∗)U1 − S(t∗)U2∥∥H  18‖U1 − U2‖H . (49)
Before proving Theorem 6, we show the following auxiliary result.
Lemma 2. There exists a positive constant C such that for any two solutions (c1, θ11 , . . . , θ
1
p ), (c
2, θ21 , . . . , θ
2
p ) of Problem (1) with
initial conditions in Xα , for all t > 0 the (p + 1)-tuple (φ, V1, . . . , V p) = QN (c1 − c2, θ11 − θ21 , . . . , θ1p − θ2p ) satisﬁes
1
2
d
dt
(
1
D
‖φ‖2−1 +
p∑
i=1
1
Li
∫
Ω
V 2i
)
+ κcλ
2
N+1
2
∫
Ω
|φ|2−1 +
p∑
i=1
(
κiλN+1 − (C + 1)
) ∫
Ω
V 2i  C
∫
Ω
(
c1 − c2)2. (50)
Proof. Applying the operator QN to the difference of the equations for (c1, θ11 , . . . , θ
1
p ) and (c
2, θ21 , . . . , θ
2
p ), we obtain{
∂tφ − D
(
qN
(
∂cF1 − ∂cF2
)− κcφ)= 0,
∂t V i + Li
(
qN
(
∂θiF1 − ∂θiF2
)− κiVi)= 0, (51)
where F i = F(ci, θ i1, . . . , θ ip).
We multiply the ﬁrst equation in (51) by Nφ ∈ qN (H2(Ω)) and the second by Vi . Adding up the resulting equations, we
obtain after integration by parts
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2
d
dt
(
1
D
‖φ‖2−1 +
p∑
i=1
1
Li
∫
Ω
V 2i
)
+ κc
∫
Ω
|∇φ|2 +
p∑
i=1
κi
∫
Ω
|∇Vi |2 
∫
Ω
∣∣∇F1 − ∇F2∣∣2 + ∫
Ω
φ2 +
p∑
i=1
∫
Ω
V 2i . (52)
As in (45), we have that∫
Ω
∣∣∇F1 − ∇F2∣∣2  C(M)∫
Ω
((
c1 − c2)2 + p∑
i=1
V 2i
)
,
which we substitute into (52). By using also (48), we ﬁnally deduce (50). 
Next we prove the squeezing property.
Proof of Theorem 6. We ﬁx t∗ > 0 and let (ci0, θ i10, . . . , θ ip0) ∈ Xα , i = 1,2. For all t  0, we set(
ψ(t),W1(t), . . . ,Wp(t)
)= (c1(t) − c2(t), θ11 (t) − θ21 (t), . . . , θ1p (t) − θ2p (t)).
We deduce from (50) that there exist positive constants μ j , C1, C2, C˜ such that
1
2
d
dt
∥∥(φ,μ1V1, . . . ,μpV p)∥∥2H + (C1λN+1 − C2)∥∥(φ,μ1V1, . . . ,μpV p)∥∥2H  C˜ ∫
Ω
(
c1 − c2)2. (53)
By applying the Gronwall lemma to (53), we deduce that for all ε > 0, there is a constant Cε > 0 such that∥∥(φ,μ1V1, . . . ,μpV p)∥∥2H  ∥∥(φ(0),μ1V1(0), . . . ,μpV p(0))∥∥2He−(C1λN+1−C2)t
+ Cεe−(C1λN+1−C2)t
t∫
0
e(C1λN+1−C2)s
∥∥c1 − c2∥∥2−1 ds
+ εe−(C1λN+1−C2)t
t∫
0
e(C1λN+1−C2)s
∥∥c1 − c2∥∥2H1(Ω) ds. (54)
The second term in the right-hand side of (54) can be estimated as follows. From the Lipschitz property (47), we have
Cεe
−(C1λN+1−C2)t
t∫
0
e(C1λN+1−C2)s
∥∥c1 − c2∥∥2−1 ds ∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H CεC1λN+1 − C2 + E eEt . (55)
Then, we multiply (46) by e(C1λN+1−C2)s and integrate between 0 and t . This gives, using also (47), that
κc
2
∫
e(C1λN+1−C2)s
∥∥c1 − c2∥∥2H1(Ω) ds 12∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H
+ (C(M)λN+1 + C˜) s∫
0
∥∥(ψ(s),μ1W1(s), . . . ,μpWp(s))∥∥2He(C1λN+1−C2)s ds
 C
∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H
+ ∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H C(M)λN+1 + C˜C1λN+1 − C2 + E eEt . (56)
Substituting (55) and (56) in (54), we obtain∥∥(φ,μ1V1, . . . ,μpV p)∥∥2H  ∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H
×
(
Ce−(C1λN+1−C2)t + Cε
C1λN+1 − C2 + E e
Et + 2ε
κc
C(M)λN+1 + C˜
C1λN+1 − C2 + E e
Et
)
. (57)
We now suppose that at the time t∗∥∥PN0(S(t∗)U1 − S(t∗)U2)∥∥H  ∥∥QN0(S(t∗)U1 − S(t∗)U2)∥∥H ,
then
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 2
∥∥QN0 (φ,W1, . . . ,Wp)(t∗)∥∥2H  2
(
1+
p∑
i=1
1
μi
)∥∥(φ,μ1V1, . . . ,μpV p)(t∗)∥∥2H .
Using (57), we deduce that
∥∥(ψ,W1, . . . ,Wp)(t∗)∥∥2H  2
(
1+
p∑
i=1
1
μi
)∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H
×
(
Ce−(C1λN+1−C2)t∗ + Cε
C1λN+1 − C2 + E e
Et∗ + ε
κc
C(M)λN+1 + C˜
C1λN+1 − C2 + E e
Et∗
)
. (58)
Finally, choose ε > 0 such that(
1+
p∑
i=1
1
μi
)
ε
κc
sup
N0∈N
C(M)λN+1 + C˜
C1λN+1 − C2 + E e
Et∗  1
128
and we choose N0 such that the ﬁrst terms on the right-hand side of (58) are bounded by 1128 . Then∥∥(ψ,W1, . . . ,Wp)(t∗)∥∥2H  164∥∥(ψ(0),μ1W1(0), . . . ,μpWp(0))∥∥2H .
This completes the proof of Theorem 6. 
By applying the Theorem 2.1 of Eden et al. [8], we then obtain the following result.
Theorem 7. Let Xα be deﬁned as in (43). Then there exists an inertial set Mα for (S(t)t0, Xα) which has fractal dimension 
constant · N0 .
Remark 1. Suppose that N0 is large. We have that λN0 ∼ C |Ω|−
2
n N
2
n
0 (see [11, p. 300]). Suppose that in the proof above, we
had chosen N0 such that λN0  C(t∗) λN0+1. Then C |Ω|−
2
n N
2
n
0  2C(t∗) and thus N0  (
2C(t∗)
C )
n
2 |Ω| so that
fractal dimension constant · |Ω|.
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