INTRODUCTION
A basic teletraflic model consists of a group of M servers (trunk lines) where customers (calls) arrive according to a Poisson process with intensity A. If upon the arrival of a customer at least one of the servers is free, the customer seizes an arbitrary free server and keeps it occupied during the customer's service time. If all servers are busy, however, then the customer is immediately transferred to an ouerfrow group of N servers where he seizes an arbitrary free server, if available, and keeps it occupied during his service time. If no free server is available in the overflow group either then the customer is lost forever. Service times are mutually independent and exponentially distributed random variables with mean p-i; they are also independent of the arrival process.
Brockmeyer [ 11 was the first to present an analysis for this model and therefore it is sometimes referred to as a Brockmeyer system (see Fig. 1 ).
An important performance measure of a Brockmeyer system is the (equilibrium) time congestion Tr T(A., p, M, N) of the overflow group, that is, the long-run proportion of time during which all N servers of the 
(see, e.g., [4] ). We note that B(n, a) is a well-tabulated function [12, 13] . so that calculation of T for specific values of the parameters essentially amounts to calculation of the ratio of Charlier polynomials in (1). For several reasons, which will be mentioned in Section 3, it is of interest to have simple upper and lower bounds for T. This provides the motivation for this study. In Section 2 we present a number of inequalities for Charlier polynomials. Then, in Section 3, we show that some bounds for T that have appeared in the literature follow directly from these inequalities, and that the inequalities yield some new and better bounds for T as well.
INEQUALITIES FOR CHARLIER POLYNOMIALS
Our interest in this section focuses on the functions qm(x, a), m = 0, 1, . . . . defined by q&, a)=~,(--xLa)lc,(-~,a), Proof: The second part of (ii), which is stated here for convenience, is an easy consequence of the left-hand inequality in (14). The other results follow readily from (2). 1
Before stating and proving our main results pertaining to the functions qm(x, a), we recall some recurrence relations for Charlier polynomials that will be used in what follows. Namely, from, e.g., [2, p. 2271 we have QC,(X + 1, a) + (m -a-x) c,(x, a) + xc,(x -1, a) = 0; (6) and, from, e.g., [4] we know and ac,(x, a) -ac,-,(x, a) + xc,-1(x -1, a) = 0
UC,(X, a) -ac,(x -1, a) + mc,-r(x -1, a) = 0.
(Note that the functions G,(x, a) in [4, 6] satisfy G,(x, a) = ( -1)" c,b, a).)
Our first theorem gives recurrence relations for qm(x, a). The theorem is known (see [3] for (9) and [6, lo] for (IO)), but our proof is simpler than previous ones. 
Proof: The recurrence relation (6) immediately (10) observe that a)
yields (9) . To prove by (7) and (8), respectively. 1
We next give a series of monotonicity results for q,Jx, a). The first shows monotonicity as a function of m. 
With (7) we conclude
whence the theorem follows. 1 
Since ~,~(a), 1, 2, . . . . m, is real and positive (see, e.g., [8, p. 4461 ) the theorem follows. 1
We remark that alternative proofs of this theorem can be based on sign regularity properties of c,( -x -y, a) for x, y > 0 (see [8, pp. 12 ,446-J) or on an induction argument involving (10). COROLLARY 6. For fixed m E N and a > 0, the function x(q,(x, a) -1) is strictly increasing with x for x 2 1.
Proof. Follows immediately from (9) and Theorem 5. 1 THEOREM 7. For fixed m E N and x >= 0, q,Jx, a) is strictly decreasing with a for a > 0.
Proof. Writing qm E q,,,(x, a) and 4, E (a/&z) qm(x, a) we obtain from (10) Hence, by Lemma 1 (i), q,,, + 1 CO if g,,, SO. Since QO=O, the theorem follows by an induction argument. 1
We will finally characterize the behaviour of q,(x,a) along a line x + a = constant. In addition strict inequality prevails in (13) for all j if and only if m > 1.
The proof of this theorem has been relegated to the Appendix because of its length.
Taking j= 1 and j= 2 in Theorem 8 it follows that q,Jx, a) is decreasing and convex (both in the strict sense if m > 1) on a line x + u = constant. 
with strict inequalities if m > 1.
It is easy to see that the bounds for q,Jx, a) given in Corollary 9 are at least as good as the bounds implied by Lemma 1 and the monotonicity theorems 3, 5, and 7.
Other bounds can be obtained by a type of argument first employed by 
We can summarize our findings as follows. 
3. BOUNDS FOR TIME CONGESTION In view of (1) and (4) In what follows we assume M> 1, N > 0, and L/p > 0. As observed in [6, 101 explicit evaluation of q,&N, n/p) should proceed via the recurrence relation (10) with initial value qO(N, n/p) = 1, which provides a stable and efficient scheme. The value of B(M + N, A//L) can be obtained from a table or via one of the existing, efficient schemes for computing the Erlang loss function, see, e.g., [S] .
For two reasons approximations and bounds for T are valuable. First, quoting Jagerman [6] , "it is useful to have simple upper and lower bounds showing simple and explicit dependence on the arguments." Second, the overflow traffic in a Brockmeyer system (see Fig. 1 ) is often used as a prototype for traffic which is incompletely characterized (the equiuulent random method, see, e.g., [S] ). This technique, however, involves a formal generalization of the Brockmeyer system in which the size of the first group need not be an integer, so that the right-hand side of (21) is not always defined. Although continuation of q,(N, A/p) to nonintegral values of A4 is possible in principle, efficient computation of qw(N, A/p) becomes problematical, since (10) requires M to be integral, while a scheme based on (9) is violently unstable. Moreover, it is, in the context of the equivalent random method, clearly senseless to look for very accurate calculation schemes. Instead, simple approximations for T(A, p, A4, N) that allow M to be nonintegral are called for. Since continuation of the Erlang loss function to nonintegral values of the first argument is conceptually and computationally easy ([S], cf. also [7] and references there), the essential problem is then to find approximations for qM(N, A/p) that allow M to be nonintegral. (See [ 1 l] for a further discussion and elaboration of these issues.)
The results of the previous section immediately yield bounds for T. First, Corollary 9 and (21) Some numerical results are displayed in Table I . These and other Table I and show very satisfactory performance of TApp as a simple approximation to T.
APPENDIX: PROOF OF THEOREM 8
From (10) Since, by (A.5), F,(x) satisfies the hypotheses (A.8) and (A.9), an induction argument shows that (A.8k(A.12) is valid for all m>O. Finally, it is evident from (A.8k(A.12) that F,,,(x), m> 1, is a (strictly) completely monotone function of x, x 2 0, which concludes the proof of Theorem 8. 1
