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Joint Empirical Coordination of Source and Channel
Maël Le Treust, Member, IEEE
Abstract—In a decentralized and self-configuring network, the
communication devices are considered as autonomous decision-
makers that sense their environment and that implement optimal
transmission schemes. It is essential that these autonomous
devices cooperate and coordinate their actions, to ensure the
reliability of the transmissions and the stability of the network.
We study a point-to-point scenario in which the encoder and the
decoder implement decentralized policies that are coordinated.
The coordination is measured in terms of empirical frequency
of symbols of source and channel. The encoder and the decoder
perform a coding scheme such that the empirical distribution of
the symbols is close to a target joint probability distribution. We
characterize the set of achievable target probability distributions
for a point-to-point source-channel model, in which the encoder
is non-causal and the decoder is strictly causal i.e., it returns
an action based on the observation of the past channel outputs.
The objectives of the encoder and of the decoder, are captured
by some utility function, evaluated with respect to the set of
achievable target probability distributions. In this article, we
investigate the maximization problem of a utility function that
is common to both encoder and decoder. We show that the
compression and the transmission of information are particular
cases of the empirical coordination.
Index Terms—Empirical coordination, game theory, joint
source and channel coding.
I. INTRODUCTION
A decentralized network is composed of communication
devices that sense their environment and that choose au-
tonomously the best transmission scheme to implement. The
decision process in large and self-configuring networks com-
posed by different communication technologies is decentral-
ized and does not require a central controller. However, it
is essential that the communication devices cooperate and
coordinate their actions, in order to ensure the reliability of the
transmissions and the stability of the network. We investigate
the problem of the coordination of two autonomous devices, by
considering a point-to-point model, represented by Fig. 1, with
an information source and a noisy channel. In the classical
scenario, both encoder and decoder have the same objective:
to implement a reliable transmission scheme. We wonder how
this simple network operates when the devices are autonomous
and try to coordinate their actions in order to achieve a broader
common objective.
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We study this problem using a two-step approach. First,
we characterize the coordination possibilities available for the
encoder and the decoder, by using the concepts of empirical
distribution and empirical frequencies of symbols. Based on
their observations, the encoder and the decoder choose the
sequences of channel input and decoder’s output. We require
that the empirical distribution of all the sequences of symbols,
converges to a target joint probability distribution. The aim is
to determine the minimal amount of information to exchange
such that the symbols of both transmitters are coordinated
with the symbols of the source and of the channel. From an
information theoretic point of view, this problem is closely
related to the joint source-channel coding problem with two-
sided state information and correlated source and state [1]. We
characterize the set of achievable joint probability distributions
using a single-letter information constraint that is related to the
compression and to the transmission of information. Second,
Un Xn Y i−1 Vi
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Fig. 1. The information source has i.i.d. probability distribution Pu(u) and
the channel T (y|x) is memoryless. The encoder and the decoder implement
a coding scheme such that, the empirical frequencies of symbols are close
to the target joint probability distribution Q, defined over the symbols
U×X ×Y×V , with high probability. Equivalently, the sequences of symbols
(Un,Xn, Y n, V n) ∈ A⋆nε (Q) are jointly typical for the probability distri-
bution Q, with high probability. The encoder is non-causal Xn = f(Un) and
the decoder is strictly causal Vi = gi(Y i−1), for all instant i ∈ {1, . . . , n}.
We characterize the set of joint probability distributions Q(u, x, y, v), that
are achievable.
we consider that the autonomous devices are equipped with
some utility function, capturing their objective. The set of
achievable values of the utility function is the image, by
the expectation operator, of the set of achievable probability
distributions. A utility value is achievable if and only if it
corresponds to the expected utility, with respect to some
achievable probability distribution. This approach simplifies
the optimization of the long-run utility function, since the
whole set of possible codes of large block-length reduces to
the set of achievable target probability distributions, expressed
with a single-letter formulation. As a particular case, our
results boil down to the classical results of Shannon [2], when
considering the minimal distortion for the information source
or the minimal cost for the channel inputs. In this paper, we
consider a utility function that is common to both encoder and
decoder. The problem of strategical coordination, involving
distinct utility functions, is considered in [3], using a repeated
game approach [4], [5], [6].
2The notion of target probability distribution has been pro-
posed by Wyner in [7] for determining the common informa-
tion of two correlated random variables. In the framework of
quantum coding, the authors of [8] and [9] prove the existence
of a code with minimal amount of information exchanged,
such that the empirical distribution of the sequences of sym-
bols is close to the target probability distribution. The problem
of empirical coordination is studied in [10] for a three-node
cascade network, for a multi-agent chain and for a multiple
description setting. A stronger definition of coordination is
considered in [11] and [12] for the problem of simulating and
synthesizing a discrete memoryless channel, also related to the
“reverse Shannon Theorem” [13] and “channel resolvability”
[14]. The concept of “coordination capacity” is introduced
in [15], as a measure of the minimal amount of information
transmitted, such that the nodes of a network can coordinate
their actions. The authors consider two different notions of
coordination, referred to as empirical coordination and strong
coordination. For some networks, both notions coincide if the
nodes have enough common randomness. Coordination over
a network is also related to the multi-agent control problem
with common randomness [16]. In [17], the authors investigate
strong coordination of the actions, assuming that the nodes
have multiple rounds of noise-free communication. Empirical
distribution of sub-codewords of length k of a good code is
considered in [18] and [19], and the authors prove that it
converges to the product of the optimal probability distribution
[20]. Polar codes are under investigation for empirical coor-
dination in [21], and for strong coordination in [22]. In [23],
the authors provide encoding and decoding algorithms that are
based on polar codes, and that achieve the empirical and the
strong coordination capacity. In [24], the authors construct a
polar code for empirical coordination with a noisy channel.
Empirical coordination for triangular multi-terminal network
is investigated in [25]. Strong coordination is studied for a
multi-hop line network in [26] and [27], for a three-terminal
line network in [28] and [29], for a three-terminal relay
network in [30], for two-way communication with a relay in
[31], and for signal’s coordination in [32]. The source coding
problem of Ahlswede-Körner [33] is investigated in [34],
with a coordination requirement. The results for empirical
coordination are extended to general alphabets in [35] and
[36], by considering standard Borel spaces. The problems of
zero-error coordination [37] and of strong coordination with
an evaluation function [38] are both related to graph theory.
Coordination is also investigated in the literature of game
theory [39], [40], [41], [42], [43] using the notion of im-
plementable probability distribution, that is related to empir-
ical coordination. In [43], the authors consider a point-to-
point scenario with an encoder that observes the sequence
of symbols of source, called “state of the nature”, and that
chooses a sequence of actions. The channel is perfect and the
decoder is strictly causal i.e., it returns an action based on the
observation of the past actions of the encoder and past symbols
of the source. The objective is to coordinate the actions of
both players together with the symbols of the source. The
main difference with the settings described previously is that
the channel inputs are also coordinated with the symbols of
the source and the decoder’s actions. The encoder chooses
a sequence of channel inputs that conveys some information
and that is coordinated with the sequences of symbols of
source. The authors characterize the set of implementable
target joint probability distributions and evaluate the long-run
utility function of the players, by considering the expected
utility. The results of [43] are extended in [44], [45], by con-
sidering a noisy channel. The authors characterize the set of
implementable probability distributions and apply their result
to the interference channel in which the power control is used
to encode embedded data about the channel state information.
This approach is further applied to the two-way channel in
[46], and to the case of causal encoding and decoding in [47].
The results of [43] have also been extended in [48] by consid-
ering the notion of empirical coordination and by removing the
observation by the decoder of the past symbols of source. The
tools for empirical coordination with a cascade of controllers
[48] are also used in [49], for the problem of cooperation in
multi-terminal source coding with strictly causal, causal, and
non-causal cribbing. In [50] and [51, pp. 121], the authors
investigate the empirical correlation for two dependent sources
and a broadcast channel with an additional secrecy constraint.
The problem of empirical coordination for a joint source-
channel coding problem is solved in [52], for strictly causal
and causal encoder with non-causal decoder. These results are
based on hybrid coding [53], [54], and are closely related to
the problem of state communication under investigation in
[55], [56], [57]. The results stated in [52] are extended in
[59] by considering channel feedback available at the encoder.
Channel feedback improves the coordination possibilities and
simplifies the information constraint. For this problem, the
authors of [58] characterize of the region of achievable triple of
information rate, empirical distribution and state leakage, with
and without state information and noisy channel feedback.
The problem of empirical coordination for non-causal encoder
and decoder is not yet completely solved, but the optimal
solutions are characterized in [60] for lossless decoding and
in [1] for perfect channel and for independent source and
channel, based the separation result of [61]. The duality [62]
between the channel coding of Gel’fand Pinsker [63] and the
source coding of Wyner Ziv [64] induces some similarities
in the information constraints for lossless decoding [60] and
for perfect channel [1]. This open problem is closely related
to the problem of non-causal state communication, under
investigation in [65], [66] and [67]. The problem of empirical
coordination is a first step towards a better understanding of
decentralized communication networks, in which the devices
have different utility functions [3] and choose autonomously
the transmission power [68], [69] and the transmission rates
[70], [71], depending on their observation structure [72].
In this paper, we investigate a point-to-point coordination
problem involving an i.i.d. information source and a mem-
oryless channel, represented by Fig. 1. The encoder and
the decoder choose their sequences of actions i.e., channel
input and decoder output, so that the empirical distribution
of the symbols converges to a target probability distribution.
We assume that the decoder is strictly causal i.e., at each
instant, it returns a symbol, also called an action, based on
3the observation of the past channel outputs. This on-line
coordination assumption is related to the game theoretical
framework [43], in which the encoder and the decoder are
the players that choose their actions simultaneously, based on
their past observations. Strictly causal decoding has no impact
on the information constraint for reliable transmission but it
modifies the information constraint for empirical coordination.
We characterize the set of achievable target joint probability
distributions for non-causal encoder and strictly causal decoder
and we relate the corresponding information constraint to
the previous results from the literature, especially with the
problem of source distortion and channel cost [73, pp. 47, 57
and 66]. We analyze the optimization of some utility function
over the set of achievable target probability distributions and
we prove that this problem is convex. We also characterize
the information constraint corresponding to causal decoder
instead of strictly causal decoder. In that case, the actions of
the decoder may also be coordinated with the current channel
output.
The article is organized as follows. Sec. II presents the
channel model under investigation and defines the notion of
achievable empirical distribution and strictly causal decoding.
In Sec. III-A, we characterize the set of achievable target
probability distributions for non-causal encoder and strictly
causal decoder. In Sec. III-B, we compare our characterization
to the previous results of the literature, for perfect channel and
for independent random variables of source and channel. In
Sec. III-C, we investigate empirical coordination with source
feedforward and in Sec. III-D we characterize the trade-off
between empirical coordination and information transmission.
In Sec. IV-A, we characterize the set of achievable utilities
and we prove that the corresponding optimization problem is
convex. We investigate two examples: the coordination game
in Sec. IV-B and the trade-off between source distortion and
channel cost in Sec. IV-C. In Sec. V, we characterize the
information constraint for causal decoding, instead of strictly
causal decoding. Sec. VI concludes the article. The proof of
the main results are presented in App. A-N.
II. SYSTEM MODEL
The problem under investigation is depicted in Fig. 1.
Capital letters like U denote random variables, calligraphic
fonts like U denote alphabets and lowercase letters like u ∈ U
denote the realizations of random variables. We denote by
Un, Xn, Y n, V n the sequences of random variables of
the source symbols un = (u1, . . . , un) ∈ Un, of channel
inputs xn ∈ Xn, of channel outputs yn ∈ Yn and of
outputs of the decoder vn ∈ Vn. We assume the sets U , X ,
Y and V are discrete and Un denotes the n-time cartesian
product of set U . The notation ∆(X ) stands for the set of
the probability distributions over the set X . The variational
distance between two probability distributions Q and P is
denoted by ||Q−P||tv = 1/2·
∑
x∈X |Q(x)−P(x)|, see in [74,
pp. 370] and in [75, pp. 44]. With a slight abuse of notation,
we denote by Q(x, v) ∈ ∆(X × V) the joint probability
distribution over X × V . The notation 1(v = u) denotes the
indicator function, that is equal to 1 if v = u and 0 otherwise.
We use the notation Y −
−X−
−U to denote the Markov chain
property: P(y|x, u) = P(y|x) for all (u, x, y). The notation
A⋆nε (Q) denotes the set of sequences (u
n, xn, yn, vn) that
are jointly typical with tolerance ε > 0, for the probability
distribution Q ∈ ∆(U ×X ×Y ×V), as stated in [73, pp. 25].
The information source has i.i.d. probability distribution Pu(u)
and the channel is memoryless with conditional probability
distribution T (y|x). The statistics of Pu(u) and T (y|x) are
known by both encoder C and decoder D.
Coding Process: A sequence of source symbols un ∈ Un
is drawn from the i.i.d. probability distribution denoted by
P×nu (u
n) ∈ ∆(Un) and defined by equation (1). The non-
causal encoder C observes un ∈ Un and sends a sequence of
channel inputs xn ∈ Xn. The sequence of channel outputs
yn ∈ Yn is drawn according to the discrete and memoryless
channel whose i.i.d. conditional probability distribution is
denoted by T ×n(yn|xn) : Xn → ∆(Yn) and defined by
equation (2).
P×nu (u
n) =
n∏
i=1
Pu(ui), (1)
T ×n(yn|xn) =
n∏
i=1
T (yi|xi). (2)
We consider that the decoder D is strictly causal. At instant
i ∈ {1, . . . , n}, it observes the sequence of past channel
outputs yi−1 = (y1, . . . , yi−1) ∈ Yi−1 and returns an output
symbol vi ∈ V . The objective of this work is to characterize
the set of empirical distributions Q ∈ ∆(U × X × Y × V)
that are achievable i.e., for which the encoder and the decoder
can implement sequences of symbols (Un, Xn, Y n, V n) ∈
A⋆nε (Q) that are jointly typical for the probability distribution
Q, with high probability.
Definition II.1 A code c ∈ C(n) with non-causal encoder and
strictly-causal decoder is a tuple of functions c = (f, {gi}
n
i=1)
defined by:
f : Un −→ Xn, (3)
gi : Y
i−1 −→ V , i ∈ {1, . . . , n}. (4)
We denote by N(u|un) =
∑n
i=1 1(ui = u) the number of
occurrences of the symbol u ∈ U in the sequence un ∈ Un.
The empirical distribution Qn ∈ ∆(U × X × Y × V) of
sequences (un, xn, yn, vn) ∈ Un ×Xn × Yn × Vn is defined
by:
Qn(u, x, y, v) =
N(u, x, y, v|un, xn, yn, vn)
n
,
∀(u, x, y, v) ∈ U × X × Y × V . (5)
The probability distributions of the source Pu(u), of the
channel T (y|x) and the code c ∈ C(n) generate the random
sequences of symbols (Un, Xn, Y n, V n). Hence, the empirical
distribution Qn ∈ ∆(U × X × Y × V) is a random variable.
For an ε > 0 and a target single-letter probability distribution
Q ∈ ∆(U × X × Y × V), the error probability Pe(c) of the
code c ∈ C(n) is defined as:
Pe(c) = Pc
(∣∣∣∣∣∣Qn −Q∣∣∣∣∣∣
tv
> ε
)
. (6)
4In this scenario, the error probability of the code is based on
the empirical coordination property instead of the lossless or
lossy reconstruction of the symbols of source.
Definition II.2 The target probability distributionQ ∈ ∆(U×
X × Y × V) is achievable if for all ε > 0, there exists an
n¯ ∈ N, such that for all n ≥ n¯, there exists a code c ∈ C(n)
with strictly-causal decoder that satisfies:
Pe(c) = Pc
(∣∣∣∣∣∣Qn −Q∣∣∣∣∣∣
tv
> ε
)
≤ ε. (7)
The notion of convergence of the Definition II.2 is based
on the Ky Fan metric and it is equivalent to the conver-
gence in probability, see in [76, pp. 289, Theorem 9.2.2].
If the error probability Pe(c) is small, the empirical distri-
bution Qn(u, x, y, v) is close to the probability distribution
Q(u, x, y, v), with high probability. In that case, the sequences
of symbols are coordinated empirically.
III. MAIN RESULTS
A. Characterization of the set of achievable probability dis-
tributions
We fix the probability distribution of the source Pu(u)
and the conditional probability distribution of the channel
T (y|x). For a non-causal encoder and a strictly causal decoder,
we characterize the set of achievable probability distributions
Q(u, x, y, v) ∈ ∆(U × X × Y × V).
Theorem III.1 (Strictly causal decoding)
A joint probability distribution Q(u, x, y, v) ∈ ∆(U×X ×Y×
V) is achievable if and only if the two following conditions
are satisfied:
1) It decomposes as follows:
Q(u, x, y, v) = Pu(u)×Q(x, v|u)× T (y|x), (8)
2) There exists an auxiliary random variable W ∈ W such
that:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0, (9)
where Q is the set of joint probability distributions
Q(u, x, w, y, v) ∈ ∆(U × X ×W × Y × V) that decompose
as follows:
Pu(u)×Q(x, v|u)×Q(w|u, x, v)× T (y|x) (10)
and the support of W is bounded by: |W| ≤ |U ×X ×V|+1.
The proof of Theorem III.1 is stated in App. A- E. App. A
proves the decomposition of the probability distribution (8),
App. B proves the achievability result when the information
constraint is strictly positive. The case of information con-
straint equal to zero is stated in App. C. App. D provides
the converse result and App. E proves the upper bound on
the cardinality of the support of the auxiliary random variable
W . The information constraint (9) was also obtained in [45]
and [47], for implementable probability distribution instead of
empirical coordination. Since the target probability distribu-
tion Pu(u) × Q(x, v|u) × T (y|x) is fixed, the maximum in
equation (9) can be also taken over the conditional probability
distributions Q(w|u, x, v) such that |W| ≤ |U × X × V|+ 1.
Proof ideas:
• The achievability proof is inspired by the block-Markov
code represented by Fig. 6 in [50]. It is the concatenation of a
lossy source coding, for the block b+1 and a channel coding
with two-sided state information, for the block b. The auxiliary
random variable W characterizes the trade-off between the
correlation of the channel input X with the pair (U, V ),
considered as channel-states.
• The converse is based on Csiszár Sum Identity [73, pp.
25], with the identification of the auxiliary random variable
Wi = (Y
i−1, Uni+1), and using Fano’s inequality for empirical
coordination.
Example III.2 (Empirical distribution of sequences)
We consider a binary information source with uniform prob-
ability distribution P(U = 0) = P(U = 1) = 0.5, and a
perfect channel Y = X . Suppose that a coding scheme induces
the following sequences of symbols (Un, Xn, V n), of length
n = 12:
Un
Xn
V n
0
0
0
0
1
0
1
1
0
1
1
1
0
0
1
0
0
0
1
1
1
1
0
0
0
0
0
0
1
1
1
0
1
1
1
1
n = 12
The empirical distribution Qn ∈ ∆(U×X×V) induced by the
sequences of symbols (Un, Xn, V n), is represented by Fig. 2.
We evaluate the information constraint (9) corresponding to
X = 1
X = 0
X = 1
X = 0
U = 0 U = 1
V = 0 V = 1V = 0 V = 1
3
12
3
12
1
12
1
12
1
12
1
12
1
12
1
12
Fig. 2. Empirical distribution Qn of the sequences of symbols
(Un,Xn, V n).
the empirical distribution Qn:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
= H(X |V )− I(U ;X,V ) = H(X,U |V )−H(U) (11)
= 1 +
1
2
· log2(3)− 1 =
1
2
· log2(3) ≃ 0.79 ≥ 0. (12)
The first equality comes from the hypothesis of perfect channel,
see [43] and Corollary III.5. The empirical distribution Qn
has a positive information constraint (12).
Remark III.3 (Markov chain) The strictly causal decoding
Vi = gi(Y
i−1) induces a Markov chain Y −
−X −
− V , since
at each instant i ∈ {1, . . . , n}, the symbol Vi is generated by
the decoder before it observes Yi.
5Remark III.4 (Asynchronous source and channel) We
consider the setting of bandwidth expansion and compression,
for which ks ∈ N symbols of source are synchronized with
kc ∈ N channel uses. When we introduce super-symbols
of source (U˜ , V˜ ) = (Uks , V ks) corresponding to the
sequences of length ks ∈ N and super-symbols of channel
(X˜, Y˜ ) = (Xkc , Y kc) corresponding to the sequences of
length kc ∈ N, Theorem III.1 characterizes the achievable
empirical distributions between the super-symbols of source
and channel (U˜ , X˜, Y˜ , V˜ ).
We compare the result of Theorem III.1 with previous
results stated in the literature.
B. Particular cases
The case of perfect channel Y = X was characterized
for implementable probability distribution in [43] and for
empirical coordination in [48]. When the channel is perfect,
the information constraint (9) of Theorem III.1 reduces to the
one of [43] and [48].
Corollary III.5 (Perfect channel) We consider a perfect
channel Y = X . The information constraint (9) of Theorem
III.1 reduces to:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
= H(X |V )− I(U ;X,V ). (13)
The optimal auxiliary random variable is W = X .
Proof. [Corollary III.5] We consider the information constraint
(9) of Theorem III.1, with a perfect channel Y = X .
I(W ;X |V )− I(U ;V,W ) (14)
= I(W ;X |V )− I(U ;W |V )− I(U ;V ) (15)
= H(W |V, U)−H(W |V,X)− I(U ;V ) (16)
= I(W ;X |V, U)− I(W ;U |V,X)− I(U ;V ) (17)
≤ H(X |V, U)− I(U ;V ) (18)
= H(X |V )− I(U ;X,V ). (19)
For all auxiliary random variable W , the information con-
straint stated in [43], [48] is larger than equation (9) of
Theorem III.1. We conclude the proof of Corollary III.5, by
replacing the auxiliary random variable W = X , by the
channel input.
I(W ;X |V )− I(U ;V,W ) = H(X |V )− I(U ;X,V ). (20)
The joint source-channel coding result of Shannon [2] states
that the source U can be recovered by the decoder if and only
if:
max
P(x)
I(X ;Y )−H(U) ≥ 0. (21)
We denote by P⋆(x) ∈ ∆(X ) the probability distribution
that achieves the maximum in equation (21). Although the
sequences of symbols (Un, Xn, Y n, V n) satisfy the Markov
chain Un −
− Xn −
− Y n −
− V n, the empirical distribution
writes as a product:
Q(u, v)×Q(x, y)
= Pu(u)× 1(v = u)× P
⋆(x)× T (y|x), (22)
In that case, the random variables of the source (U, V ) are
independent of the random variable of the channel (X,Y ).
Corollary III.6 establishes that the information constraint (9)
of Theorem III.1 reduces to the one of Shannon [2], when
the target distribution Q(u, x, y, v) = Q(u, v) × Q(x, y)
decomposes as a product.
Corollary III.6 Suppose that the random variables (U, V )
are independent of (X,Y ). The information constraint (9) of
Theorem III.1 reduces to:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
= I(X ;Y )− I(U ;V ). (23)
The optimal auxiliary random variable is W = X .
Proof. We consider the following equations:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
= max
Q∈Q
(
I(W ;Y |V )− I(U ;W |V )
)
− I(U ;V ) (24)
≤ max
Q∈Q
(
I(W,V ;Y )
)
− I(U ;V ) (25)
≤ I(X ;Y )− I(U ;V ). (26)
Equation (26) comes from the Markov chain property Y −

−X −
− (U, V,W ) induced by the memoryless channel. We
conclude the proof of Corollary III.6 by choosing the auxiliary
random variable W = X , independent of (U, V ):
I(W ;Y |V )− I(U ;V,W ) = I(X ;Y |V )− I(U ;V,X)
= I(X ;Y )− I(U ;V ). (27)
Corollary III.6 also proves that strictly causal decoding has
no impact on the information constraint stated by Shannon in
[2]. In fact the information constraint I(X ;Y )− I(U ;V ) ≥ 0
characterizes the optimal solution for non-causal encoding and
strictly causal, causal or non-causal decoding. This is not true
anymore when the random variables (X,Y ) are empirically
coordinated with (U, V ).
Remark III.7 (Product of target distributions vs. sep-
aration source-channel) Corollary III.6 shows that when
the target distribution Q(u, v) × Q(x, y) is a product, then
separation of source coding and channel coding is optimal.
This remark also holds when considering two-sided channel
state information, see [1, Theorem IV.2]. We can ask whether,
for the point-to-point model, the optimality of the separation
of source coding and channel coding is equivalent to the
decomposition of the target distribution into a product.
6Remark III.8 (Coordination is more restrictive than infor-
mation transmission) Equation (26) implies that the informa-
tion constraint corresponding to Q(x, v|u) is lower than the
one corresponding to the product of marginals Q(x)×Q(v|u).
We conclude that the empirical coordination is more restrictive
than lossless or lossy transmission of the information source.
C. Empirical coordination with source feedforward
We consider the scenario with source feedforward corre-
sponding to the definition III.11, represented by Fig. 3.
Un Xn Y i−1
U i−1
Vi
Pu C Ty|x D
Fig. 3. Source feedforward: the decoder generates a symbol Vi based on the
observation of the pair of sequences (Y i−1, U i−1).
Definition III.9 A code c ∈ Cs(n) with source feedforward is
defined by:
f : Un −→ Xn, (28)
gi : Y
i−1 × U i−1 −→ V , i ∈ {1, . . . , n}, . (29)
A target probability distribution Q(u, x, y, v) is achievable if
∀ε > 0, ∃n¯ ∈ N, ∀n ≥ n¯, ∃c ∈ Cs(n),
Pe(c) = Pc
(∣∣∣∣∣∣Qn −Q∣∣∣∣∣∣
tv
> ε
)
≤ ε. (30)
The set of implementable probability distributions was
characterized for a perfect channel in [43] and for a noisy
channel in [45], where the target probability distribution
Pu(u) × Q(x, v|u) × T (y|x) is achievable if and only if:
I(X ;Y |U, V ) ≥ I(U ;V ).
Corollary III.10 (Source feedforward) We consider a prob-
ability distribution Pu(u)×Q(x, v|u)×T (y|x). Then we have:
max
Q∈Q
(
I(W ;U, Y |V )− I(U ;V,W )
)
(31)
= I(X ;Y |U, V )− I(U ;V ). (32)
Here Q is the set of probability distributions Q ∈ ∆(U×W×
X × Y × V) defined in Theorem III.1. The optimal auxiliary
random variable in (31) is W = X .
The main difference with the problem stated in Sec. III is
that the decoder observes the sequences (Y i−1, U i−1) instead
of Y i−1. If we replace the symbol Y by the pair (Y, U) in the
information constraint (9) of Theorem III.1, then we obtain
equation (31) that boils down to the information constraint
(32) of [45].
Proof. [Corollary III.10] We have the following equations:
max
Q∈Q
(
I(W ;Y, U |V )− I(U ;V,W )
)
(33)
= max
Q∈Q
(
I(W ;Y |U, V ) + I(W ;U |V )− I(U ;V,W )
)
(34)
= max
Q∈Q
(
I(W ;Y |U, V )− I(U ;V )
)
(35)
= I(X ;Y |U, V )− I(U ;V ). (36)
The Markov chain of the channel Y −
−X−
−(W,U, V ) implies
that the term I(W ;Y |U, V ) is maximal for the auxiliary
random variable W = X . This concludes the proof of
Corollary III.10.
D. Trade-off between empirical coordination and information
transmission
We investigate the trade-off between reliable transmission
of a message M ∈M and empirical coordination, as depicted
in Fig. 4. We consider a positive target information rate R ≥ 0
and a target joint probability distribution that decomposes as:
Q(u, x, y, v) = Pu(u)×Q(x, v|u)× T (y|x). Corollary III.13
characterizes the set of achievable pairs of rate and probability
distribution (R,Q).
Un
M
Xn Y i−1 (Vi, Mˆ)
Pu
PM
C Ty|x D
Fig. 4. Simultaneous information transmission and empirical coordination.
Definition III.11 A code c ∈ Ci(n) with information trans-
mission and strictly-causal decoder is a tuple of functions
c = (f, {gi}
n
i=1, g) defined by equations (37), (38) and (39) .
f : Un ×M −→ Xn, (37)
gi : Y
i−1 −→ V , i ∈ {1, . . . , n}, (38)
g : Yn −→M. (39)
Definition III.12 The pair of rate and probability distribution
(R,Q) is achievable if for all ε > 0, there exists an n¯ ∈ N,
such that for all n ≥ n¯, there exists a code with information
transmission c ∈ Ci(n), that satisfies:
Pc
(∣∣∣∣∣∣Qn −Q∣∣∣∣∣∣
tv
> ε
)
+ Pc
(
M 6= Mˆ
)
≤ ε, (40)
log2 |M|
n
≥ R− ε. (41)
Corollary III.13 (Information transmission) The pair of
rate and probability distribution (R,Q) is achievable if and
only if:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
≥ R ≥ 0. (42)
Here Q is the set of probability distributions Q ∈ ∆(U ×W×
X × Y × V) defined in Theorem III.1.
7The proof of Corollary III.13 relies on the proof of Theorem
III.1 and a sketch is stated in App. F. The achievability is based
on rate splitting and the converse involves the auxiliary random
variableWi = (Uni+1,M, Y
i−1). Corollary III.13 characterizes
the optimal trade-off between the transmission of information
and the empirical coordination. In case of strictly positive
information constraint (9), it is possible to transmit reliably
an additional message M ∈M to the decoder.
Remark III.14 (Causal Encoding) The trade-off between
information transmission and empirical coordination was also
characterized in [58, eq. (5)], for the case of causal encoding
and non-causal decoding.
IV. CONVEX OPTIMIZATION PROBLEM
A. Characterization of achievable utilities
In this section, we evaluate the performance of a cod-
ing scheme c ∈ C(n), by considering a utility function
Φ(u, x, y, v), defined over the symbols of the source and of
the channel:
Φ : U × X × Y × V −→ R. (43)
The utility function Φ(u, x, y, v) is general and captures
the different objectives of the coding process. It can be a
distortion function Φ(u, x, y, v) = d(u, v) for the source
coding problem, a cost function c(x) for the channel coding
problem, or a payoff function pi(u, x, y, v) for the players
of a repeated game [43]. The probability distribution of the
source Pu(u), the channel conditional probability distribution
T (y|x), and the code with strictly causal decoder c ∈ C(n),
induce sequences of random variables (Un, Xn, Y n, V n).
Each stage i ∈ {1, . . . , n}, is associated with a stage utility
Φ(Ui, Xi, Yi, Vi). We evaluate the performance of a code
c ∈ C(n) using the n-stage utility Φn(c).
Definition IV.1 The n-stage utility Φn(c) of the code c ∈
C(n) is defined by:
Φn(c) = E
[
1
n
·
n∑
i=1
Φ(Ui, Xi, Yi, Vi)
]
. (44)
The expectation is taken over the sequences of random vari-
ables (Un, Xn, Y n, V n), induced by the code c ∈ C(n) and
by the source Pu(u) and the channel T (y|x). A utility value
φ ∈ R is achievable if for all ε > 0, there exists a n¯ ∈ N,
such that for all n ≥ n¯, there exists a code c ∈ C(n) such
that: ∣∣∣∣∣φ− E
[
1
n
·
n∑
i=1
Φ(Ui, Xi, Yi, Vi)
]∣∣∣∣∣ ≤ ε. (45)
We denote by U the set of achievable utility values φ ∈ U.
Theorem IV.2 (Set of achievable utilities) The set of
achievable utilities U is:
U =
{
φ ∈ R, s.t. ∃ Q(x, v|u), EQ
[
Φ(U,X, Y, V )
]
= φ,
and max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0
}
.
(46)
The proof of Theorem IV.2 is stated in App. G. The
result of Theorem IV.2 extends to multiple utility functions
(Φ1,Φ2, . . . ,ΦK), as for the trade-off between source distor-
tion Φ1(u, x, y, v) = d(u, v) and channel cost Φ2(x) = c(x),
under investigation in Sec. IV-C.
Example IV.3 We consider the utility function Φ(u, x, y, v) =
1(v = u) that achieves its maximum when the symbols
of source and decoder’s output U = V are equal. From
Shannon’s separation result (see [2] and Corollary III.6) the
maximal expected utility E
[
Φ(u, x, y, v)
]
= E
[
1(v = u)
]
= 1
is achievable if and only if maxP(x) I(X ;Y ) − H(U) ≥ 0.
This information constraint corresponds to the target distribu-
tion is Q(u, x, y, v) = Pu(u)× 1(v = u)× P
⋆(x) × T (y|x)
where P⋆(x) achieves the maximum in maxP(x) I(X ;Y ). The
problem of empirical coordination generalizes the problem of
information transmission of Shannon.
We define the set A of achievable target distributions
Q(x, v|u), characterized by Theorem III.1:
A =
{
Q(x, v|u), s.t. ,
max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0
}
. (47)
The set A is closed since the information constraint (9) is not
strict. The set of symbols |U ×X ×V| < +∞ are discrete, A
is a closed and bounded subset of [0, 1]|U×X×V|, hence A is a
compact set. The set of achievable utilities U is the image, by
the expectation operator, of the set of achievable distributions
A:
A −→ U,
Q(x, v|u) −→ EQ(u,x,y,v)
[
Φ(U,X, Y, V )
]
. (48)
The set U is a closed and bounded subset of R, hence it
is also a compact set. Since the probability distributions of
the source Pu(u) and of the channel T (y|x) are fixed, the
conditional probability distribution Q(x, v|u) ∈ A is the
unique degree of freedom for the optimization of the expected
utility EQ
[
Φ(U,X, Y, V )
]
.
Theorem IV.4 The set A is convex and the optimization
problem stated in equation (49) is a convex optimization
problem:
max
Q(x,v|u)∈A
EQ
[
Φ(U,X, Y, V )
]
. (49)
The information constraint (9) is concave with respect to the
conditional probability distribution Q(x, v|u).
The proof of Theorem IV.4 is stated in App. H. Since the
expectation EQ
[
Φ(U,X, Y, V )
]
is linear in Q(x, v|u) and the
set A is convex, the optimal solution of the optimization
problem (49) lies on the boundary of the set A. Denote by
8bd(A) the subset of the boundary of A where the information
constraint is zero:
bd(A) =
{
Q(x, v|u), s.t.
max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
= 0
}
. (50)
In the following sections, we provide numerical results for the
coordination game of [43] and for the trade-off between source
distortion and channel cost.
B. Coordination game
We consider a binary information source and a binary
symmetric channel with the set of two symbols U = X =
Y = V = {0, 1}, as represented by Fig. 5. The information
source depends on the parameter p ∈ [0, 1] and the channel
depends on the parameter ε ∈ [0, 1]. The goal of both encoder
p
1− p
U
0
1
C
X
0
1
1− ε
1− ε
ε
Y
0
1
D
V
0
1
Fig. 5. Binary information source and binary symmetric channel with
parameters p ∈ [0, 1] and ε ∈ [0, 1]
and decoder is to coordinate their actions X and V with
the information source U , in order to maximize the utility
function defined by Fig. 6. In fact, the maximal utility can
be achieved when the encoder and the decoder implement
the same symbol as the source symbol X = V = U i.e.,
the sequences of symbols Un, Xn and V n are jointly typical
for the probability distribution Pu(u) × 1(x = v = u). In
[43], the authors proved that this distribution is not achievable.
The objective is to determine the probability distribution
0 0
0 1
X = 0
X = 1
X = 0
X = 1
V = 0 V = 1V = 0 V = 1
U = 0 U = 1
1 0
0 0
Fig. 6. Utility function Φ : U×X×V 7→ R corresponding to the coordination
game of [43].
Q(x, v|u) that is achievable and that maximizes the expected
utility function represented by Fig. 6. We suppose that the
source parameter is p = 12 . As mentioned in [43], the utility
function presented in Fig. 6 is symmetric, hence the empirical
distribution that maximizes the utility function is given by
Fig. 7, with parameter γ ∈ [0, 1].We consider lower and upper
bounds on the information constraint (9) that do not involve
an auxiliary random variable W .
1−γ
6
1−γ
6
1−γ
6
γ
2
X = 0
X = 1
X = 0
X = 1
V = 0 V = 1V = 0 V = 1
U = 0 U = 1
γ
2
1−γ
6
1−γ
6
1−γ
6
Fig. 7. The optimal probability distribution for the utility function stated in
Fig. 6, depends on the parameter γ ∈ [0, 1]. The value of the expected utility
is equal to this parameter γ ∈ [0, 1].
• The lower bound is obtained by letting W = X in the
information constraint (9) of Theorem III.1:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
≥ I(X ;Y |V )− I(U ;V,X) ≥ 0. (51)
• The upper bound comes from the result with source
feedforward stated in [45], in which the decoder observes the
pair (Y, U):
I(X ;Y |U, V )− I(U ;V )
≥ max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0. (52)
The difference between the upper bound (52) and the lower
bound (51) is equal to I(U ;X |V, Y ).
Proposition IV.5 The lower (51) and upper (52) bounds on
the information constraint (9) of Theorem III.1, depending on
parameter γ ∈ [0, 1], are given by:
I(X ;Y |V )− I(U ;V,X)
= Hb(γ) + (1− γ) · log2(3)− 1−Hb
(
2
3
−
2γ
3
)
−Hb(ε) +Hb
(
2
3
−
2γ
3
+ ε ·
4γ − 1
3
)
, (53)
I(X ;Y |U, V )− I(U ;V )
= Hb(γ) + (1− γ) · log2(3)− 1−Hb(ε) +
2γ + 1
3
×
(
Hb
(
(1− ε) ·
3γ
2γ + 1
+ ε ·
1− γ
2γ + 1
)
−Hb
(
3γ
2γ + 1
))
.
(54)
The proof of Proposition IV.5 comes from the definition of
the entropy.
Remark IV.6 Note that when ε = 0, the information con-
straints (53) and (54) reduce to the one stated in [43] and
[48]:
H(X |V )− I(U ;V,X) = Hb(γ) + (1− γ) · log2(3)− 1. (55)
Fig. 8 and 9 represent the lower and the upper bounds of
equations (53) and (54), depending on γ ∈ [0, 1], for different
values of ε. As established by Theorem IV.4, these information
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Fig. 8. Information constraints depending on the probability parameter γ ∈
[0, 1], for different values of the channel noise parameter ε ∈ {0, 0.25, 0.5}.
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Fig. 9. Optimal utility/probability parameter γ ∈ [0, 1] depending on the
channel parameter ε ∈ [0, 0.5].
constraints are concave with respect to the probability param-
eter γ ∈ [0, 1]. The maximum of the information constraint is
achieved by parameter γ = 0.25, that corresponds to the uni-
form probability distribution over the symbols U×X ×V . The
maximum of the utility is achieved by parameter γ⋆ ∈ [0, 1],
that corresponds to a zero of the information constraint.
• If the channel is perfect i.e., ε = 0, the optimal solution
corresponds to the one stated in [43] and [45]. The
optimal utility and the optimal probability distributionQ⋆
are given by the parameter γ⋆ ≃ 0.81, that is solution of
the equation Hb(γ) + (1 − γ) · log2(3) = 1.
• If the channel parameter is ε = 0.5, then the channel
outputs are statistically independent of the channel inputs
and the optimal utility 0.25 corresponds to the situation
where the random variables U , X and V are uniform
and mutually independent. In that case, no information is
transmitted.
• If the channel parameter is ε = 0.25,
the optimal utility belongs to the interval
maxQ(x,v|u)∈A EQ
[
Φ(U,X, Y, V )
]
∈ [0.54, 0.575].
Even if the channel is noisy, the symbols of the encoder,
the decoder and the source are perfectly coordinated
more than half of the time.
C. Source distortion and channel cost
We investigate the relationship between the result stated
in Theorem III.1 for empirical coordination and the classical
results of rate-distortion and channel capacity, stated in [73,
pp. 47, 57 and 66]. We characterize the achievable pairs of
distortion-cost (D⋆,C⋆) by using a distribution Q(x, v|u) that
satisfies EQ
[
d(U, V )
]
= D⋆ and EQ
[
c(X)
]
= C⋆ and that
is achievable. We show that the joint source-channel coding
result of Shannon [2] is a particular case of Theorem III.1.
Definition IV.7 A distortion function evaluates the distortion
between the source symbol u ∈ U and the output of the
decoder v ∈ V:
d : U × V 7→ R. (56)
A channel cost function evaluates the cost of the input symbol
x ∈ X of the channel:
c : X 7→ R. (57)
Definition IV.8 The pair of distortion-cost (D⋆,C⋆) is achiev-
able if for all ε > 0, there exists n¯ such that for all n ≥ n¯,
there exists a code c ∈ C(n) such that:∣∣∣∣∣E
[
1
n
n∑
i=1
d(Ui, Vi)
]
− D⋆
∣∣∣∣∣ ≤ ε, (58)∣∣∣∣∣E
[
1
n
n∑
i=1
c(Xi)
]
− C⋆
∣∣∣∣∣ ≤ ε. (59)
In this section, we consider exact distortion and cost rather
than upper bounds on the distortion E
[
1
n
∑n
i=1 d(Ui, Vi)
]
≤
D
⋆ + ε, and cost E
[
1
n
∑n
i=1 c(Xi)
]
≤ C⋆ + ε, as in [73, pp.
47 and 57]. Although the conditions of exact distortion and
cost, are more restrictive than upper bounds, the solution is a
direct consequence of Theorem III.1.
Corollary IV.9 (Trade-off distortion cost) The two follow-
ing assertions are equivalent:
• The pair of distortion-cost (D⋆,C⋆) satisfies:
max
P(x),
EQ[c(X)]=C
⋆
I(X ;Y )− min
Q(v|u),
EQ[d(U,V )]=D
⋆
I(U ;V ) ≥ 0. (60)
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• There exists an achievable probability distribution
Q(x, v|u) i.e., that satisfy the information constraint (9),
such that:
EQ
[
d(U, V )
]
= D⋆, (61)
EQ
[
c(X)
]
= C⋆. (62)
Remark IV.10 Unlike [73, pp. 43, Remark 3.5], Corollary
IV.9 establishes that the pair of distortion-cost (D⋆,C⋆) is
achievable when equation (60) is also equal to zero. More
details are provided in App. C.
Proof. [Corollary IV.9] The equivalence stated in Corollary
IV.9 is reformulated using the equations (63) and (64).
∃ Q(x)×Q(v|u) s.t. EQ
[
c(X)
]
= C⋆,
EQ
[
d(U, V )
]
= D⋆, and I(X ;Y )− I(U ;V ) ≥ 0, (63)
⇐⇒∃ Q(x, v|u) s.t. EQ
[
c(X)
]
= C⋆,EQ
[
d(U, V )
]
= D⋆,
and max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0.
(64)
If distribution Q(x, v|u) is achievable, then the product of
marginal distributions Q(x) ×Q(v|u) is also achievable, see
Remark III.8. Corollary III.6 proves that equations (63) and
(64) are equivalent and this concludes the proof of Corollary
IV.9.
Example IV.11 (Trade-off distortion-cost) We consider the
communication problem with parameters p ∈ [0, 1] and
ε ∈ [0, 1] represented by Fig. 5. The distortion function is
d(u, v) = 1(u 6= v) and cost function is c(x) = 1(x = 0).
The distribution of X is binary Q(X = 0) = α, Q(X = 1) =
1−α, with α ∈ [0, 1] and the conditional probability distribu-
tion Q(v|u) is binary symmetric Q(V = 0|U = 0) = 1 − β,
Q(V = 0|U = 1) = β, with β ∈ [0, 1]. The expected distortion
and the expected cost are given by:
EQ
[
d(U, V )
]
= p · β + (1− p) · β = β, (65)
EQ
[
c(X)
]
=
∑
x
Q(x) ·1(x = 0) = α. (66)
The maximum and the minimum of information constraint
(60) disappear since the distributions Q(v|u) and Q(x) that
achieve the target distortion-cost (D⋆,C⋆) = (β, α) are
unique. The information constraint (60) of Corollary IV.9 is
equal to:
I(X ;Y )− I(U ;V ) (67)
= Hb
(
α · ε+ (1 − α) · (1 − ε)
)
+Hb
(
β
)
(68)
− Hb
(
ε
)
−Hb
(
β · p+ (1− β) · (1− p)
)
. (69)
Fig. 10 represents three regions of achievable
pairs of exact distortion-cost, for parameters
(ε, p) ∈ {(0.05, 0.5); (0.25, 0.25); (0.25, 0.5)}. This illustrates
the trade-off between minimal source distortion and minimal
channel cost. The boundary of the three dark regions
corresponds to the pairs of distortion and cost (D⋆,C⋆), that
satisfy the equality I(X ;Y ) = I(U ;V ), in equation (60).
Fig. 10. The set of achievable Distortion-Cost (D⋆,C⋆) depending on source
and channel parameters (ε, p) ∈ {(0.05, 0.5); (0.25, 0.25); (0.25, 0.5)}.
V. CAUSAL DECODING
In this section, we consider the problem of causal decoding
instead of strictly-causal decoding. At instant i ∈ {1, . . . , n},
the decoder D observes the sequence of past and current
channel outputs yi = (y1, . . . , yi) ∈ Yi and returns a symbol
vi ∈ Vi. The main difference between causal and strictly
causal decoding is that at each instant i ∈ {1, . . . , n}, the
symbol Vi may also be correlated with the channel output Yi.
Definition V.1 A code c ∈ C(n) with causal decoder is a tuple
of functions c = (f, {gi}
n
i=1) defined by:
f : Un −→ Xn, (70)
gi : Y
i −→ V , i ∈ {1, . . . , n}. (71)
Similarly as in Definition II.2, a joint probability distribu-
tion Q(u, x, y, v) is achievable with non-causal encoding and
causal decoding, if there exists a sequence of causal code with
small error probability.
Un Xn Y i Vi
Pu C Ty|x D
Fig. 11. The decoder is causal Vi = gi(Y i), for all i ∈ {1, . . . , n} and the
encoder is non-causal Xn = f(Un). Theorem V.2 characterizes the set of
probability distributions Q(u, x, y, v) that are achievable, using two auxiliary
random variables W1 and W2.
Theorem V.2 (Causal decoding)
A target joint probability distribution Q(u, x, y, v) ∈ ∆(U ×
X × Y × V) is achievable if and only if the two following
conditions are satisfied:
1) It decomposes as follows:
Q(u, x, y, v) = Pu(u)×Q(x|u)× T (y|x)×Q(v|u, x, y), (72)
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2) There exists two auxiliary random variables W1 ∈ W1 and
W2 ∈ W2 such that:
max
Q∈Qc
(
I(W1;Y |W2)− I(W1,W2;U)
)
≥ 0, (73)
where Qc is the set of joint probability distributions
Q(u, x, w1, w2, y, v) ∈ ∆(U × X ×W1 ×W2 × Y × V) that
decompose as follows:
Q(u, x, w1, w2, y, v) = Pu(u)×Q(x,w1, w2|u)
×T (y|x)×Q(v|y, w2), (74)
and for which the supports of W1 and W2 are bounded by
max
(
|W1|, |W2|
)
≤ |U × X × Y × V| + 2. We denote by
Ad the set of probability distributions Q(u, x, y, v) that are
achievable with causal decoding.
The proof of Theorem V.2 is stated in App. I-M. App.
I presents the decomposition of the probability distribution.
App. J presents the achievability result for strictly positive
information constraint. The case of null information constraint
is stated in App. K. App. L presents converse result and App.
M presents the upper bound on the cardinality of the supports
of the auxiliary random variables W1 and W2.
Proof ideas:
• The achievability proof follows by replacing the random
variable V with the auxiliary random variable W2, in the
block-Markov coding scheme of Theorem III.1. In the block
b+1, decoder returns the sequence V nb+1 drawn from the condi-
tional probability distribution Q×n
v|yw2
depending on the current
sequence of channel outputs Y nb+1 and the decoded sequence
Wn2,b+1(m), corresponding to index m ∈ M. Both Markov
chains Y −
−X−
−(U,W1,W2) and V −
−(Y,W2)−
−(U,X,W1)
are satisfied. The causal decoding requires that the symbol V
depends on (Y,W2) but not on W1.
• The converse proof is obtained by identifying the aux-
iliary random variables W1,i = Uni+1 and W2,i = Y
i−1,
in the converse proof of Theorem III.1. The Markov chain
Yi −
− Xi −
− (Ui,W1,i,W2,i) is satisfied since Yi is not
included in (W1,i,W2,i). The Markov chain Vi−
−(Yi,W2,i)−

− (Ui, Xi,W1,i) is satisfied since Y i−1 is included in W2,i
and the causal decoding function writes Vi = gi(Yi, Y i−1),
for all i ∈ {1, . . . , n}.
• For the causal decoding case, the probability distribution
decomposes as Pu(u) × Q(x|u) × T (y|x) × Q(v|u, x, y),
whereas for strictly causal decoding, the probability distribu-
tion decomposes as Pu(u) × Q(x|u) × Q(v|u, x) × T (y|x).
The main difference is that for causal decoding, the symbol V
is affected by the randomness of the channel Y . In that case,
the output Y plays also the role of an information source.
Remark V.3 (The role of the auxiliary random variables)
Theorem V.2 involves an additional auxiliary random variable
W2 that replace V in Theorem III.1 and that characterizes
the tension between the correlation of V with Y and the
correlation of V with (U,X). Intuitively, W1 is related to
the channel input X , as for Gel’fand Pinsker’s coding [63],
whereas W2 is related to decoder’s output V , as for Wyner
Ziv’s coding [64].
Theorem V.4 The set Ad is convex and the information
constraint (73) is concave with respect to the distribution
Pu(u)×Q(x|u)× T (y|x) ×Q(v|u, x, y).
The proof of Theorem V.4 is stated in App. N. As for Theorem
IV.4, the set of achievable distribution using causal decoding
is convex.
Remark V.5 (Non-causal encoding and decoding) The
case of non-causal encoder and decoder is open in general.
In the coordination framework, the random variables (U, Y )
behave as correlated sources, for which the lossy source
coding problem is open. Nevertheless, the optimal solutions
have been characterized for three particular cases involving
two-sided state information:
1) Perfect channel is solved by Theorem IV.1 in [1], and it
extends the result of Wyner-Ziv [64],
2) Lossless decoding is solved by Corollary III.3 in [60], and
it extends the result of Gel’fand-Pinsker [63],
3) Independent source-channel is solved by Theorem IV.2 in
[1], and it extends the result of Merhav-Shamai [61].
The duality between channel capacity and rate distortion
[62], can be seen directly on the information constraints of
Theorem IV.1 in [1] for perfect channel, and of Corollary
III.3 in [60] for lossless decoding. The problem of empirical
coordination has also strong relationship with the problem
of “state communication” [66] which is solved for Gaussian
channels [65], but remains open for non-causal encoding and
decoding.
VI. CONCLUSION
In this paper, we investigate the problem of empirical
coordination for two point-to-point source-channel scenarios,
in which the encoder is non-causal and the decoder is strictly
causal or causal. Empirical coordination characterizes the pos-
sibilities of coordinated behavior in a network of autonomous
devices. Coordination is measured in terms of empirical dis-
tribution of symbols of source and channel. We characterize
the set of achievable target probability distributions over the
symbols of source and channel, for strictly causal and causal
decoding. Compression and transmission of information are
special cases of empirical coordination and the corresponding
information constraint is stronger. We compare our characteri-
zation with the previous results stated in the literature and we
investigate the maximization problem of a utility function that
is common to both encoder and decoder. These results will be
extended to the case of distinct utility functions, by using the
tools from the repeated game theory.
.
APPENDIX A
DECOMPOSITION OF THE PROBABILITY DISTRIBUTION FOR
THEOREM III.1
In order to prove the assertion 1) of Theorem III.1, we as-
sume that the joint distribution Q(u, x, y, v) is achievable and
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we introduce the mean probability distribution Pn(u, x, y, v)
defined by:
Pn(u, x, y, v) =
1
n
·
n∑
j=1
P(uj , xj , yj , vj). (75)
Lemma 1 states that for all j ∈ {1, . . . , n}, the marginal
distribution P(uj, xj , yj, vj) decomposes as: Pu(uj) ×
P(xj , vj |uj) × T (yj |xj). Hence the mean distribution
Pn(u, x, y, v) also decomposes as:
Pn(u, x, y, v) = Pu(u)× Pn(x, v|u)× T (y|x), (76)
where for each symbol u ∈ U we have: Pn(x, v|u) =
1
n
·
∑n
j=1 P(xj , vj |uj = u). Since the joint distribu-
tion Q(u, x, y, v) is achievable, there exists a code c ∈
C(n) such that the empirical distribution Qn(u, x, y, v) con-
verges to Q(u, x, y, v), with high probability. Convergence
in probability implies the convergence in distribution, hence
Pn(u, x, y, v) also converges to Q(u, x, y, v). This proves
that the probability distribution Q(u, x, y, v) = Pu(u) ×
Q(x, v|u)×T (y|x) satisfies the assertion 1) of Theorem III.1.
Remark A.1 (Implementable probability distribution)
The mean probability distribution Pn(U,X, Y, V ), defined in
equation (75), corresponds to the definition of implementable
probability distribution, stated in [43], that is weaker than the
definition of empirical coordination, see [45, Proposition 5].
Lemma 1 (Marginal distribution) Let P
(
un, xn, yn, vn
)
,
the joint distribution induced by the coding scheme c ∈ C(n).
For all j ∈ {1, . . . , n}, the marginal distribution satisfies:
P(uj, xj , yj , vj) = Pu(uj)× P(xj , vj |uj)× T (yj |xj). (77)
Proof. [Lemma 1] The notation u−j stands for the se-
quence un where the symbol uj has been removed: u−j =
{u1, . . . , uj−1, uj+1, . . . , un} ∈ U
n−1.
P
(
un, xn, yn, vn
)
=
n∏
i=1
Pu(ui)× P(x
n|un)×
n∏
i=1
T (yi|xi)×
n∏
i=1
P(vi|y
i−1)
(78)
= Pu(uj)× P(u
−j, xn|uj)×
n∏
i=1
T (yi|xi)×
n∏
i=1
P(vi|y
i−1)
(79)
= Pu(uj)× P(u
−j, xn|uj)× T (yj |xj)
× P(y−j|un, xn)×
n∏
i=1
P(vi|y
i−1) (80)
= Pu(uj)× P(u
−j, xn, y−j , vj |uj)
× T (yj |xj)×
∏
i6=j
P(vi|y
i−1) (81)
= Pu(uj)× P(xj , vj |uj)× T (yj |xj)
× P(v−j , y−j, x−j , u−j|uj, xj , yj, vj). (82)
Equation (78) comes from the properties of the i.i.d. informa-
tion source, the non-causal encoder, the memoryless channel
and the strictly causal decoder.
Equation (79) comes from the i.i.d. property of the information
source.
Equation (80) comes from the memoryless property of the
channel.
Equation (81) comes from the strictly causal decoding.
Equation (82) concludes Lemma 1 by taking the sum over
(v−j , y−j , x−j , u−j).
APPENDIX B
ACHIEVABILITY PROOF OF THEOREM III.1
In order to prove assertion 2) of Theorem III.1, we consider
a joint probability distribution Q(u, x, w, y, v) ∈ Q that
achieves the maximum in (9). In this section, we assume that
the information constraint (9) is satisfied with strict inequality
(84). The case of equality in (9) will be discussed in App. C.
I(W ;Y |V )− I(U ;V,W ) (83)
= I(W ;Y, V )− I(U, V ;W )− I(U ;V ) > 0. (84)
There exists a small parameter δ > 0, a rate parameter R ≥ 0,
corresponding to the source coding and a rate parameter RL ≥
0, corresponding to the binning parameter, such that:
R = I(V ;U) + δ, (85)
RL = I(W ;U, V ) + δ, (86)
R + RL ≤ I(W ;Y, V )− δ. (87)
We consider a block-Markov random code c ∈ C(n · B),
defined over B ∈ N blocks of length n ∈ N. The to-
tal length of the code is denoted by n˜ = n · B ∈ N.
We denote by Qn˜, the empirical distribution of the se-
quences of symbols (U n˜, X n˜, Y n˜, V n˜) of length n˜ ∈ N and
Quxyv, the target joint probability distribution. The notations
(Unb1 , U
n
b2
, Unb3 , . . . , U
n
B−1, U
n
B) stands for the sequences of
symbols corresponding to the blocks b ∈ {1, 2, 3, . . . , B −
1, B}, with length n ∈ N. The parameter ε > 0 is involved
in both the definition of the typical sequences and the upper
bound for the error probability. We prove that for all ε > 0,
there exists an n¯ ∈ N, such that for all n˜ = n · B ≥ n¯, there
exists a strictly causal code c ∈ C(n · B) that satisfies:
Pc
(∣∣∣∣∣∣Qn˜ −Quxyv∣∣∣∣∣∣
tv
≥ ε
)
≤ ε. (88)
• Random codebook. We generate |M| = 2nR
sequences V n(m), drawn from the i.i.d. probability
distribution Q×nv with index m ∈ M. We generate
|M×ML| = 2
n(R+RL) sequencesWn(m, l), drawn from
the i.i.d. probability distribution Q×nw , independently of
V n(m), with indices (m, l) ∈M×ML.
• Initialization of the encoder. The encoder finds the index
m ∈ M such that the sequences
(
Unb2 , V
n(m)
)
∈
A⋆nε (Q) of the second block b2, are jointly typical. We
denote by V nb2 = V
n(m), the sequence corresponding
to the block b2. During the first block b1, the encoder
sends the index m ∈M using Shannon’s channel coding
theorem with the codeword Xn(m) = Xnb1 ∈ X
n.
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More details are provided in Remark B.1. The sequences(
Unb1 , X
n
b1
)
/∈ A⋆nε (Q) are not jointly typical, in general.
The encoder finds the index m′ ∈ M such that the
sequences
(
Unb3 , V
n(m′)
)
∈ A⋆nε (Q) of the third block
b3, are jointly typical. It finds the index l′ ∈ ML such
that the sequences
(
Unb2 , V
n
b2
,Wn(m′, l′)
)
∈ A⋆nε (Q) of
the second block b2, are jointly typical. We denote by
V nb3 = V
n(m′) and Wnb2 = W
n(m′, l′), the sequences
corresponding to the blocks b3 and b2. During the second
block, the encoder sends the sequence Xnb2 , drawn from
the conditional probability distribution Q×n
x|uvw depending
on the sequences
(
Unb2 , V
n
b2
,Wnb2
)
.
Remark B.1 In the first block b1, the index m ∈ M
is transmitted using Shannon’s channel coding theorem,
stated in [73, pp. 39]. Equation (93) guarantees that this
transmission is reliable.
0 ≤ I(W ;Y, V )− I(W ;U, V )− I(U ;V )− 3δ (89)
= I(W ;Y |V )− I(W ;U |V )− I(U ;V )− 3δ (90)
≤ I(W ;Y |V )− I(U ;V )− 3δ (91)
≤ I(X ;Y )− I(U ;V )− 3δ (92)
= I(X ;Y )− R− 2δ. (93)
Equation (89) comes from the equations (85), (86), (87),
defined with the parameter δ > 0.
Equations (90) and (91) come from the properties of the
mutual information.
Equation (92) comes from the Markov chain property of
the channel Y −
−X −
− (U, V,W ).
Equation (93) comes from the rate parameter R, defined
by equation (85).
• Initialization of the decoder. During the first block b1,
the decoder returns an arbitrary sequence of symbols
V nb1 ∈ V
n. The sequences
(
Unb1 , X
n
b1
, Y nb1 , V
n
b1
)
/∈ A⋆nε (Q)
are not jointly typical, in general. At the end of the
first block, the decoder observes the sequence of
channel outputs Y nb1 ∈ Y
n and finds the index m ∈ M
such that the sequences
(
Xn(m), Y nb1
)
∈ A⋆nε (Q) are
jointly typical. During the second block b2, it returns
the sequence V nb2 = V
n(m) that corresponds to the
index m ∈ M. At the end of the second block, the
decoder observes Y nb2 ∈ Y
n, recalls V nb2 ∈ V
n and
finds the pair of indices (m′, l′) ∈ M ×ML such that(
Y nb2 , V
n
b2
,Wn(m′, l′)
)
∈ A⋆nε (Q) are jointly typical.
In the third block b3, the decoder returns the sequence
V nb3 = V
n(m′), that corresponds to the index m′ ∈M.
• Encoding function. At the beginning of the block
b ∈ {2, . . . B − 1}, the encoder observes the sequence
of symbols of source Unb+1 ∈ U
n of the next block
b+ 1. It finds an index m ∈ M such that the sequences(
Unb+1, V
n(m)
)
∈ A⋆nε (Q) are jointly typical. The
encoder observes the jointly typical sequences of
symbols (Unb , V
n
b ) ∈ U
n × Vn, of the current block
b. It finds the index l ∈ ML such that the sequences(
Unb , V
n
b ,W
n(m, l)
)
∈ A⋆nε (Q) are jointly typical. We
denote by V nb+1 = V
n(m) and Wnb = W
n(m, l), the
sequences corresponding to the blocks b + 1 and b.
The encoder sends the sequence Xnb , drawn from the
conditional probability distribution Q×n
x|uvw depending on
the sequences
(
Unb , V
n
b ,W
n
b
)
of the block b.
• Decoding function. At the end of the block
b ∈ {2, . . . B − 1}, the decoder observes the sequence
Y nb and recalls the sequence V
n
b , it returned during the
block b. It finds the indices (m, l) ∈ M×ML such that(
Y nb , V
n
b ,W
n(m, l)
)
∈ A⋆nε (Q) are jointly typical. In
the next block b + 1, the decoder returns the sequence
V nb+1 = V
n(m), that corresponds to the index m ∈M.
• Last blocks for the encoder. The encoder finds
the index m ∈ M such that the sequences(
UnB, V
n(m)
)
∈ A⋆nε (Q) of the last block B, are jointly
typical. It finds the index l ∈ML such that the sequences(
UnB−1, V
n
B−1,W
n(m, l)
)
∈ A⋆nε (Q) of the block B− 1,
are jointly typical. We denote by V nB = V
n(m) and
WnB−1 = W
n(m, l), the sequences corresponding to
the blocks B and B − 1. During the block B − 1, the
encoder sends the sequence XnB−1, drawn from the
conditional probability distribution Q×n
x|uvw depending on
the sequences
(
UnB−1, V
n
B−1,W
n
B−1
)
. During the last
block B, the encoder sends a sequence XnB drawn from
the conditional probability distribution Q×n
x|uv depending
on the sequences
(
UnB, V
n
B
)
.
• Last blocks for the decoder. At the end of the block
B − 1, the decoder observes the sequence of channel
outputs Y nB−1 ∈ Y
n, recalls V nB−1 ∈ V
n and finds
the pair of indices (m, l) ∈ M × ML such that(
Y nB−1, V
n
B−1,W
n(m, l)
)
∈ A⋆nε (Q) are jointly typical.
In the last block B, the decoder returns the sequence
V nB = V
n(m), that corresponds to the index m ∈M.
• Typical sequences. If no error occurs in the
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coding process, the sequences of symbols(
Unb ,W
n
b , X
n
b , Y
n
b , V
n
b
)
∈ A⋆nε (Q) are jointly
typical, for each block b ∈ {2, . . . , B − 1}. The
sequences
(
UnB, X
n
B, Y
n
B , V
n
B
)
∈ A⋆nε (Q) of the last
block B are also jointly typical but the sequences(
Unb1 , X
n
b1
, Y nb1 , V
n
b1
)
/∈ A⋆nε (Q) of the first block b1, are
not jointly typical in general.
Pu C C T D
Puv
D
Unb+1 V
n
b+1(m)X
n
b Y
n
b
(Unb , V
n
b ) V
n
b
m m
Lossy source code
block b+ 1
Channel code
block b
Lossy source code
block b+ 1
Two-sided state information
Fig. 12. This coding scheme is inspired by the block-Markov code represented
by Fig. 6, in [50]. It is the concatenation of a lossy source coding, for the
block b + 1 and a channel coding with two-sided state information, for the
block b. The encoder determines the index m ∈ M, such that the sequences(
Un
b+1
, V n(m)
)
∈ A⋆nε (Q) of the block b + 1, are jointly typical. During
the previous block b, the index m ∈ M is sent using the channel coding
of Cover and Chiang [62], where the encoder observes (Un
b
, V n
b
) and the
decoder observes V n
b
. The pair of sequences (Un
b
, V n
b
) does not influence
the statistics of the channel T (y|x).
Remark B.2 (State-dependent channel) As mentioned by
Theorem 14 in [45], this coding scheme also applies to
state-dependent memoryless channel Ty|uvx where the symbols
(U, V ) are the channel states.
Remark B.3 (Strictly causal decoding with delay k > 1)
This achievability proof still holds when considering a strictly
causal decoding function Vi = gi(Y i−k) with a larger delay
k > 1. In that case, the index m ∈ M corresponding to the
future block b + k, will be encoded on the current block b.
The sequences are not jointly typical over the k > 1 first
blocks.
Expected error probability for each block b ∈ {2, . . . , B}.
We introduce the parameter ε1 > 0, in order to provide an
upper bound on the expected error probability by block. For
all ε1 > 0 there exists an n¯ ∈ N such that for all n ≥ n¯, the
expected probability of the following error events are bounded
by ε1:
Ec
[
P
(
Unb /∈ A
⋆n
ε (Q)
)]
≤ ε1, (94)
Ec
[
P
(
∀m ∈ M,
(
Unb , V
n(m)
)
/∈ A⋆nε (Q)
)]
≤ ε1, (95)
Ec
[
P
(
∀l ∈ ML,(
Unb−1, V
n
b−1,W
n(m, l)
)
/∈ A⋆nε (Q)
)]
≤ ε1, (96)
Ec
[
P
(
∃(m′, l′) 6= (m, l), s.t.
(
Y nb−1, V
n
b−1,W
n(m′, l′)
)
∈ A⋆nε (Q)
)]
≤ ε1. (97)
Equation (94) comes from the properties of typical sequences,
stated in [73, pp. 27].
Equation (95) comes from equation (85) and the covering
lemma, stated in [73, pp. 208].
Equation (96) comes from equation (86) and the covering
lemma, stated in [73, pp. 208].
Equation (97) comes from equation (87) and the packing
lemma, stated in [73, pp. 46].
We denote by Eb =
{
(Unb ,W
n
b , X
n
b , Y
n
b , V
n
b ) ∈ A
⋆n
ε (Q)
}
,
the random event corresponding to the jointly typical se-
quences for the block b ∈ {2, . . . , B − 1} and Ecb the
complementary event. Equations (94), (95), (96), (97) imply
that for all block b ∈ {2, . . . , B − 1}, for all n ≥ n¯, there
exists a code c⋆ ∈ C(n) such that:
Ec
[
P
(
E
c
b
∣∣∣∣ ⋂
b′∈{2,...,b−1}
{
Eb′
})]
≤ 4 · ε1. (98)
If the sequences are jointly typical for all the previous block
b′ ∈ {2, . . . , b − 1}, then the sequences of the current
block b are not jointly typical Ecb, with probability less than
4 · ε1. Hence, the sequences are jointly typical for all block
b ∈ {2, . . . , B−1}, with probability more than (1−4 ·ε1)B−2.
Ec
[
P
(
∀b ∈ {2, . . . , B − 1}, Eb
)]
= Ec
[
P
( ⋂
b∈{2,...,B−1}
Eb
)]
(99)
=
∏
b∈{2,...,B−1}
Ec
[
P
(
Eb
∣∣∣∣ ⋂
b′∈{2,...,b−1}
{
Eb′
})]
(100)
≥
∏
b∈{2,...,B−1}
(1 − 4 · ε1) =
(
1− 4 · ε1
)B−2
. (101)
Equations (99) and (100) come from the definition of the
intersection of probability events.
Equation (101) comes from equation (98), that is valid for all
block b ∈ {2, . . . , B − 1}.
Expected error probability of the block-Markov code.
We denote by Qb1 , the empirical distribution of the se-
quences (Unb1 , X
n
b1
, Y nb1 , V
n
b1
) of the first block b1 and by Qn˜,
the empirical distribution of the sequences (U n˜, X n˜, Y n˜, V n˜)
of the block-Markov code of length n˜ = n · B ∈ N.
We denote by (U n̂, X n̂, Y n̂, V n̂) the truncated sequences
of length nˆ = n · (B − 2), corresponding to the blocks
{2, . . . , B − 1}, where the first and last blocks have been
removed. We denote by Qn̂ ∈ ∆(U×X×Y×V), the empirical
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distribution of these truncated sequences (U n̂, X n̂, Y n̂, V n̂).
We introduce the parameter ε2 > 0, for the definition of the
typical sequences and we assume it satisfies 2 · ε2 ≤ ε. If the
number of blocks is sufficiently large i.e., 4
ε2
≤ B, we show
that Qn̂ is close to Qn˜.∣∣∣∣∣∣Qn˜ −Qn̂∣∣∣∣∣∣
tv
=
∣∣∣∣∣∣ 1
B
·
(
(B − 2) ·Qn̂ +Qb1 +QB
)
−Qn̂
∣∣∣∣∣∣
tv
(102)
=
1
B
·
(∣∣∣∣∣∣Qb1 −Qn̂∣∣∣∣∣∣
tv
+
∣∣∣∣∣∣QB −Qn̂∣∣∣∣∣∣
tv
)
≤
4
B
≤ ε2.
(103)
Equation (102) comes from the definition of the empirical
distribution Qn˜ = 1
B
·
(
(B − 2) · Qn̂ + Qb1 + QB
)
that is a
convex combination of distributions Qb1 , QB and Q
n̂.
Equation (103) comes from the upper bound on the total
variation distance [77, eq. (7)] and the large number of
blocks: 4
ε2
≤ B.
The parameter ε2 > 0 for the typical sequences satisfies
2 · ε2 ≤ ε. We provide an upper bound on the expected error
probability of the block-Markov code.
Ec
[
Pe(c)
]
≤ Ec
[
P
(∣∣∣∣∣∣Qn˜ −Q∣∣∣∣∣∣
tv
≥ 2 · ε2
)]
(104)
= Ec
[
P
(∣∣∣∣∣∣Qn˜ −Qn̂ +Qn̂ −Q∣∣∣∣∣∣
tv
≥ 2 · ε2
)]
(105)
≤ Ec
[
P
(∣∣∣∣∣∣Qn˜ −Qn̂∣∣∣∣∣∣+ ∣∣∣∣∣∣Qn̂ −Q∣∣∣∣∣∣
tv
≥ 2 · ε2
)]
(106)
≤ Ec
[
P
(∣∣∣∣∣∣Qn̂ −Q∣∣∣∣∣∣
tv
≥ 2 · ε2 −
4
B
)]
(107)
≤ Ec
[
P
(∣∣∣∣∣∣Qn̂ −Q∣∣∣∣∣∣
tv
≥ ε2
)]
(108)
= 1− Ec
[
P
(∣∣∣∣∣∣Qn̂ −Q∣∣∣∣∣∣
tv
< ε2
)]
(109)
≤ 1− Ec
[
P
(
∀b ∈ {2, . . . , B − 1},
(Unb , X
n
b , Y
n
b , V
n
b ) ∈ A
⋆n
ε2
(Q)
)]
(110)
≤ 1−
(
1− 4 · ε1
)B−2
. (111)
Equation (104) comes from the choice of the parameters
satisfying 2 · ε2 ≤ ε. By definition of the typical sequences
stated in [73, pp. 25], the inequality ε′ ≤ ε, implies that
P
(
Un /∈ A⋆nε (Q)
)
≤ P
(
Un /∈ A⋆nε′ (Q)
)
.
Equation (106) comes from the triangle inequality.
Equations (107) and (108) come from the equation (103) that
requires a large number of blocks B i.e., 4
ε2
≤ B.
Equation (110) comes from Lemma 2 and the fact that if
A ⇒ B, then we have P(A) ≤ P(B). If the sequences
(Unb , X
n
b , Y
n
b , V
n
b ) ∈ A
⋆n
ε2
(Q) are jointly typical for all block
b ∈ {2, . . . , B − 1}, then the concatenated sequences are also
jointly typical for the same parameter ε2 > 0.
Equation (111) comes from equation (101).
Equation (111) implies that for all parameter ε > 0, there
exists a parameter ε2 > 0 for the typical sequences, there
exists a large number of blocks B, there exists a small error
probability by block ε1 > 0, there exists a large n¯ such that
for all n˜ ≥ n¯ ·B, there exists a code c⋆ ∈ C(n˜) with an error
probability below ε > 0, with:
ε ≥ max
(
1− (1− 4 · ε1)
B−2, 2 · ε2
)
. (112)
This concludes the achievability proof of Theorem III.1.
Remark B.4 The parameter ε > 0 determines the appropriate
parameters ε2, B, ε1, n, as explained below:
• The parameter ε2 > 0 for the typical sequences depends
on the parameter ε > 0 and should satisfy equation (113):
2 · ε2 ≤ ε. (113)
• The number of blocks B depends on the parameter ε2 > 0
for the typical sequences and should satisfy equation (103):
4
B
≤ ε2. (114)
• The parameter ε1 of the error probability by block,
depends on the number of blocks B, of the parameter ε and
should satisfy equation (111):
1−
(
1− 4 · ε1
)B−2
≤ ε. (115)
• The length n ∈ N of each block depends on the parameter
ε1 of the error probability by block and the parameter ε2 of the
typical sequences. For each b ∈ {2, . . . , B−1}, the parameter
n should satisfy the equation (98):
Ec
[
P
(
E
c
b
∣∣∣∣ ⋂
b′∈{2,...,b−1}
{
Eb′
})]
≤ 4 · ε1. (116)
Lemma 2 If the sequences Unb ∈ A
⋆n
ε (Q) are jointly typical
for all block b ∈ {1, . . . , B}, then the concatenated sequence
U n˜ = (Unb1 , . . . , U
n
B) ∈ A
⋆n
ε (Q), is also jointly typical for the
same parameter ε > 0.
Proof. The proof of Lemma 2 is based on the trian-
gle inequality. We consider a target probability distribution
Q ∈ ∆(U). We denote by Qn˜ the empirical distribution
of the concatenated sequence U n˜ = (Unb1 , . . . , U
n
B) and
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(Qb1 , Qb2 , . . . , QB) the empirical distributions of the se-
quences (Unb1 , U
n
b2
, . . . , UnB) over the blocks b ∈ {1, . . . , B}.∣∣∣∣∣∣Qn˜ −Q∣∣∣∣∣∣
tv
=
∣∣∣∣∣∣ 1
B
· (Qb1 +Qb2 + . . .+QB)−Q
∣∣∣∣∣∣
tv
(117)
=
1
B
·
∣∣∣∣∣∣Qb1 +Qb2 + . . .+QB −B · Q∣∣∣∣∣∣
tv
(118)
≤
1
B
·
(∣∣∣∣∣∣Qb1 −Q∣∣∣∣∣∣
tv
+
∣∣∣∣∣∣Qb2 −Q∣∣∣∣∣∣
tv
+ . . .+
∣∣∣∣∣∣QB −Q∣∣∣∣∣∣
tv
)
(119)
≤
1
B
·
(
B · ε
)
= ε. (120)
Equation (117) comes from the definition of the empirical dis-
tribution: Qn˜ = 1
B
·
∑
b∈{1,...,B}Qb as a convex combination
of the empirical distributions Qb, with b ∈ {1, . . . , B}.
Equations (118) and (119) come from the properties of the
total variation distance and the triangle inequality.
Equation (120) comes from the hypothesis of typical se-
quences Unb , for all block b ∈ {1, . . . , B}.
APPENDIX C
EQUALITY IN THE INFORMATION CONSTRAINT (9)
We consider a target distribution Q(u, x, y, v) = Pu(u) ×
Q(x, v|u)×T (y|x) such that the maximum in the information
constraint (9) is equal to zero:
max
Q∈Q
(
I(W ;Y |V )− I(U ;V,W )
)
= 0. (121)
A. First case: channel capacity is strictly positive
The channel is not trivial and it is possible to send some
reliable information:
max
P(x)
I(X ;Y ) > 0. (122)
We denote by Q⋆(u, x, y, v) = Pu(u) × P⋆(x) × T (y|x) ×
Q(v) the distribution where U , V and (X,Y ) are mutually
independent and where P⋆(x) achieves the maximum in (122).
We denote by maxQ⋆∈Q⋆
(
IQ⋆(W ;Y |V ) − IQ⋆(U ;V,W )
)
the information constraint corresponding to Q⋆(u, x, y, v) and
we show that it is strictly positive:
max
Q⋆∈Q⋆
(
IQ⋆(W ;Y |V )− IQ⋆(U ;V,W )
)
= I(X ;Y )− I(U ;V ) (123)
= I(X ;Y ) > 0. (124)
Equation (123) comes from Corollary III.6, since (U, V ) are
independent of (X,Y ).
Equation (124) comes from the independence between U and
V and the last inequality comes from the hypothesis of strictly
positive channel capacity (122).
We construct the sequence {Qk(u, x, y, v)}k∈N of convex
combinations between the target distribution Q(u, x, y, v) and
the distribution Q⋆(u, x, y, v) where for all (u, x, y, v):
Qk(u, x, y, v) =
1
k
·
(
(k − 1) · Q(u, x, y, v) +Q⋆(u, x, y, v)
)
.
We denote by maxQk∈Qk
(
IQk(W ;Y |V ) − IQk (U ;V,W )
)
the information constraint corresponding to the distribution
Qk(u, x, y, v).
• The information constraint (121) corresponding to
Q(u, x, y, v) is equal to zero.
• The information constraint (124) corresponding to
Q⋆(u, x, y, v) is strictly positive.
By Theorem IV.4, the information constraint is concave with
respect to the distribution. Hence, the information constraint
corresponding to the distribution Qk(u, x, y, v) is strictly
positive for all k > 1:
max
Qk∈Qk
(
IQk(W ;Y |V )− IQk(U ;V,W )
)
> 0. (125)
App. B concludes that the distribution Qk(u, x, y, v) is achiev-
able, for all k > 1. Moreover, the distribution Qk(u, x, y, v)
converges to the target distribution Q(u, x, y, v), as k goes to
+∞. This proves that the target distribution Q(u, x, y, v) is
achievable.
B. Second case: channel capacity is equal to zero
We assume that the channel capacity is equal to zero:
maxP(x) I(X ;Y ) = 0, and we show that the set of achievable
distributions A defined in (47), boils down to the set of
distributions
{
Q(v)×Q(x|u, v)
}
.
A =
{
Q(x, v|u), s.t.
max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0
}
(126)
=
{
Q(x, v|u), s.t. I(U ;V ) = 0
}
(127)
=
{
Q(v)×Q(x|u, v)
}
. (128)
Equation (126) comes from the definition of A, stated in (47).
Equation (127) comes from the hypothesis of channel capacity
equal to zero maxP(x) I(X ;Y ) = 0 and Lemma 3.
Equation (128) comes from Lemma 4.
Coding Scheme: We consider a target distribution Pu(u)×
Q(v) × Q(x|u, v) × T (y) that belongs to the set defined by
(128).
• The sequence V n is drawn with the i.i.d. probability Q(v)
and known in advance by both encoder and decoder,
• The encoder observes the sequence of source Un and gen-
erates the sequence Xn with the i.i.d. probability distribution
Q(x|u, v), depending on the pair (Un, V n).
• This coding scheme proves that any probability distribution
that belongs to the set defined by (128) is achievable:
Pu(u)×Q(v)×Q(x|u, v)× T (y). (129)
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This proves that if maxP(x) I(X ;Y ) = 0, then any distri-
bution Pu(u) × Q(x, v|u) × T (y|x) ∈ A that belongs to the
set defined by (126) is achievable.
Remark C.1 (Correlation between U and V ) The
distribution Q1(u, x, y, v) stated in (130) is achievable
with a trivial coding scheme, whereas the distribution
Q2(u, x, y, v) stated in (131) is achievable using the coding
scheme presented in App. B.
Q1(u, x, y, v) = Pu(u)×Q(v)×Q(x|u, v)× T (y|x),
(130)
Q2(u, x, y, v) = Pu(u)×Q(v|u)×Q(x|u, v)× T (y|x).
(131)
The price of the correlation between the symbols V and U is
captured by the information constraint (9).
Lemma 3 We consider both sets of probability distributions:
A =
{
Q(x, v|u), s.t.
max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
≥ 0
}
(132)
B =
{
Q(x, v|u), s.t. I(U ;V ) = 0
}
. (133)
If the channel capacity is equal to zero: maxP(x) I(X ;Y ) =
0, then both sets of probability distributions are equal A = B.
Proof. [Lemma 3] First inclusion A ⊂ B. We consider a
distribution Q(x, v|u) that belongs to A and we denote by
W the auxiliary random variable that achieves the maximum
in the information constraint. Since the channel capacity is
equal to zero, we have:
0 = max
P(x)
I(X ;Y ) ≥ I(W ;Y, V )
≥ I(W ;U, V ) + I(U ;V ) ≥ I(U ;V ) ≥ 0. (134)
This implies that I(U ;V ) = 0, hence the distribution
Q(x, v|u) belongs to the set
{
Q(x, v|u), s.t. I(U ;V ) =
0
}
. This proves the first inclusion A ⊂ B.
Second inclusion A ⊃ B. We consider a distribution Q(x, v|u)
that belongs to B, hence for which I(U ;V ) = 0. We introduce
a deterministic auxiliary variable W˜ , for which I(W˜ ;Y, V ) =
I(W˜ ;U, V ) = 0. Hence the information constraint of the
distribution Q(x, v|u) satisfies:
max
Q(w|u,v,x),
|W|≤|U×X×V|+1
(
I(W ;Y |V )− I(U ;V,W )
)
≥ I(W˜ ;Y, V )− I(W˜ ;U, V )− I(U ;V ) = 0. (135)
The information constraint corresponding to Q(x, v|u) is
positive, henceQ(x, v|u) belongs to A. This shows the second
inclusion A ⊃ B.
Lemma 4 Both sets of probability distributions are equal:{
Pu(u)×Q(x, v|u), s.t. I(U ;V ) = 0
}
=
{
Pu(u)×Q(v) ×Q(x|u, v)
}
. (136)
Proof. [Lemma 4] We consider that the set U , V , X are fixed.{
Q(u, v, x), s.t. I(U ;V ) = 0
}
=
{
Q(u, v)×Q(x|u, v), s.t. I(U ;V ) = 0
}
(137)
=
{
Q(u)×Q(v)×Q(x|u, v)
}
. (138)
Equation (137) comes from the decomposition of the proba-
bility distribution Q(u, v, x) = Q(u, v)×Q(x|u, v).
Equation (138) comes from the equivalence I(U ;V ) = 0⇐⇒
Q(u, v) = Q(u)×Q(v).
When the marginal distribution Pu(u) is fixed, we have:{
Pu(u)×Q(x, v|u), s.t. I(U ;V ) = 0
}
=
{
Pu(u)×Q(v)×Q(x|u, v)
}
. (139)
APPENDIX D
CONVERSE PROOF OF THEOREM III.1.
We suppose that the target joint probability distribution
Pu(u)×Q(x, v|u)×T (y|x) is achievable with a strictly causal
code. For all ε > 0, there exists a minimal length n¯ ∈ N, such
that for all n ≥ n¯, there exists a code c ∈ C(n), such that the
probability of error satisfies Pe(c) = P
(
||Qn−Q||tv > ε
)
≤ ε.
The parameter ε > 0 is involved in both the definition of the
typical sequences and the upper bound of the error probability.
We introduce the random event of error E ∈ {0, 1} defined as
follows:
E =
{
0 if
∣∣∣∣Qn −Q∣∣∣∣
tv
≤ ε
1 if
∣∣∣∣Qn −Q∣∣∣∣
tv
> ε
(140)
We have the following equations:
0 =
n∑
i=1
I(Uni+1;Yi|Y
i−1)−
n∑
i=1
I(Y i−1;Ui|U
n
i+1) (141)
=
n∑
i=1
I(Uni+1;Yi|Y
i−1)−
n∑
i=1
I(Y i−1, Uni+1;Ui) (142)
=
n∑
i=1
I(Uni+1;Yi|Y
i−1, Vi)−
n∑
i=1
I(Y i−1, Uni+1, Vi;Ui)
(143)
≤
n∑
i=1
I(Y i−1, Uni+1;Yi|Vi)−
n∑
i=1
I(Y i−1, Uni+1, Vi;Ui)
(144)
=
n∑
i=1
I(Wi;Yi|Vi)−
n∑
i=1
I(Wi, Vi;Ui). (145)
Equation (141) comes from Csiszár Sum Identity stated in [73,
pp. 25].
Equation (142) comes from the i.i.d. property of the in-
formation source U , that implies I(Ui;Uni+1) = 0 for all
i ∈ {1, . . . , n}.
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Equation (143) comes from the strictly causal decoding prop-
erty that implies the following Markov chain:
Vi −
− Y
i−1 −
− (Ui, Yi, U
n
i+1). (146)
Equation (144) comes from the properties of the mutual
information.
Equation (145) comes from the introduction of the auxiliary
random variable Wi = (Y i−1, Uni+1) that satisfies the Markov
Chain of the set of probability distributions Q.
Yi −
−Xi −
− (Ui,Wi, Vi). (147)
This Markov chain comes from the memoryless property
of the channel and the fact that Yi does not belong to
Wi = (Y
i−1, Uni+1).
0 ≤
n∑
i=1
I(Wi;Yi|Vi)−
n∑
i=1
I(Wi, Vi;Ui) (148)
= n ·
(
I(WT ;YT |VT , T )− I(WT , VT ;UT |T )
)
(149)
≤ n ·
(
I(WT , T ;YT |VT )− I(WT , T, VT ;UT )
)
(150)
≤ n ·max
Q∈Q
(
I(W ;YT |VT )− I(W,VT ;UT )
)
(151)
≤ n ·max
Q∈Q
(
I(W ;YT |VT , E = 0)
− I(W,VT ;UT |E = 0) + ε
)
(152)
≤ n ·max
Q∈Q
(
I(W ;Y |V )− I(W,V ;U) + 2ε
)
. (153)
Equation (149) comes from the introduction of the uniform
random variable T over the indices {1, . . . , n} and the intro-
duction of the corresponding mean random variables UT , WT ,
XT , YT , VT .
Equation (150) comes from the i.i.d. property of the informa-
tion source that implies I(T ;UT ) = 0.
Equation (151) comes from identifying W with (WT , T )
and taking the maximum over the probability distributions
that belong to Q. This is possible since the random variable
W = (WT , T ) satisfies the Markov chain of the set of
probability distributions Q.
Equation (152) comes from the empirical coordination frame-
work, as stated in Lemma 5. By hypothesis, the sequences
are not jointly typical with small error probability Pe(c) =
P(E = 1). Lemma 5 adapts the proof of Fano’s inequality to
the empirical coordination requirement.
Equation (153) comes from Lemma 6. The probability distri-
bution induced by the coding scheme P
(
(UT , XT , YT , VT ) =
(u, x, y, v)
∣∣E = 0) is closed to the target probability distribu-
tion Pu(u)×Q(x, v|u)×T (y|x). The continuity of the entropy
function stated in [75, pp. 33] implies equation (153).
If the joint probability distribution Pu(u) × Q(x, v|u) ×
T (y|x) is achievable with a strictly causal code, then the
following equation is satisfied for all ε > 0:
0 ≤ max
Q∈Q
(
I(W ;Y |V )− I(W,V ;U) + 2ε
)
. (154)
This concludes the converse proof of Theorem III.1.
Remark D.1 (Stochastic encoder and decoder) This con-
verse result still holds when considering stochastic encoder
and decoder instead of deterministic encoder and decoder.
Remark D.2 (Channel feedback observed by the encoder)
The converse proof of Theorem III.1 is based on the following
assumptions:
• The information source U is i.i.d distributed with Pu(u).
• The decoding function is strictly causal Vi = gi(Y i−1), for
all i ∈ {1, . . . , n}.
• The auxiliary random variablesWi = (Y i−1, Uni+1) satisfies
the Markov chain Yi −
−Xi −
− (Ui, Vi,Wi) of the channel,
for all i ∈ {1, . . . , n}.
• The sequences of random variables (Un, Xn, Y n, V n)
are jointly typical for the target probability distribution
Pu(u)×Q(x, v|u)× T (y|x), with high probability.
As mentioned in [46], each step of the converse holds when
the encoder Xi = fi(Un, Y
i−1
1 ) observes the channel feed-
back Y i−11 with i ∈ {1, . . . , n}, drawn from the memoryless
channel T (y1, y|x). The encoder ignores the channel feedback
since it arrives too late to be exploited by the strictly causal
decoder.
Lemma 5 (Fano’s inequality for coordination) We fix a
probability distribution Q ∈ Q and we suppose that the error
probability P(E = 1) (see definition in (140)) is small enough
such that P(E = 1) · log2 |Y|+ 2 · hb
(
P(E = 1)
)
≤ ε. Then
equation (155) is satisfied.
I(W ;YT |V )− I(W,VT ;UT )
≤ I(W ;YT |V,E = 0)− I(W,VT ;UT |E = 0) + ε.
(155)
Proof. The proof of Lemma 5 comes from the properties of
the mutual information.
I(W ;YT |VT )− I(W,VT ;UT )
= I(W ;YT |VT , E)− I(W,VT ;UT |E)
+ I(E;YT |VT )− I(E;YT |W,VT )
− I(E;UT ) + I(E;UT |W,VT )
≤ I(W ;YT |VT , E)− I(W,VT ;UT |E) + 2 ·H(E)
= P(E = 0) ·
(
I(W ;YT |VT , E = 0)
− I(W,VT ;UT |E = 0)
)
+ 2 ·H(E) + P(E = 1)
×
(
I(W ;YT |VT , E = 1)− I(W,VT ;UT |E = 1)
)
≤ I(W ;YT |VT , E = 0)− I(W,VT ;UT |E = 0)
+ P(E = 1) · log2 |Y|+ 2 · hb
(
P(E = 1)
)
≤ I(W ;YT |VT , E = 0)− I(W,VT ;UT |E = 0) + ε.
This concludes the proof of Lemma 5.
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Lemma 6 Probability distribution P
(
(UT , XT , YT , VT ) =
(u, x, y, v)
∣∣E = 0) is closed to the target probability distri-
bution Q(u, x, y, v):∣∣∣∣P((UT , XT , YT , VT ) = (u, x, y, v)∣∣∣E = 0)
−Q(u, x, y, v)
∣∣∣∣ ≤ ε. (156)
Proof. [Lemma 6] We fix a symbol u ∈ U and we evaluate
the probability P(UT = u|E = 0). We show it is closed to
the desired probability Pu(u):
P(UT = u|E = 0)
=
∑
un∈A⋆nε
n∑
i=1
P
(
Un = un, T = i, UT = u
∣∣E = 0) (157)
=
∑
un∈A⋆nε
n∑
i=1
P
(
Un = un
∣∣E = 0)
× P
(
T = i
∣∣Un = un, E = 0)
× P
(
UT = u
∣∣Un = un, T = i, E = 0) (158)
=
∑
un∈A⋆nε
n∑
i=1
P
(
Un = un
∣∣E = 0)
× P
(
T = i
)
· P
(
UT = u
∣∣Un = un, T = i, E = 0) (159)
=
∑
un∈A⋆nε
n∑
i=1
P
(
Un = un
∣∣E = 0) · P(T = i) ·1(ui = u)
(160)
=
∑
un∈A⋆nε
P
(
Un = un
∣∣E = 0) · n∑
i=1
1
n
·1(ui = u) (161)
=
∑
un∈A⋆nε
P
(
Un = un
∣∣E = 0) · N(u|un)
n
. (162)
Equation (159) comes from the independence of event
{T = i} with events {Un = un} and {E = 0}.
Equation (162) comes from the definition of the number of
occurrences N(u|un) =
∑n
i=11(uT = u).
Since the sequences un ∈ A⋆nε are typical, we have the
following equation:
Pu(u)− ε ≤
N(u|un)
n
≤ Pu(u) + ε. (163)
This provides an upper bound and a lower bound on P(UT =
u|E = 0):
Pu(u)− ε
=
∑
un∈A⋆nε
P
(
Un = un
∣∣E = 0) · (Pu(u)− ε) (164)
≤ P(UT = u|E = 0) (165)
≤
∑
un∈A⋆nε
P
(
Un = un
∣∣E = 0) · (Pu(u) + ε) (166)
= Pu(u) + ε, (167)
⇐⇒
∣∣∣∣P(UT = u|E = 0)− Pu(u)∣∣∣∣ ≤ ε. (168)
Using the same arguments, we prove that
P
(
(UT , XT , YT , VT ) = (u, x, y, v)
∣∣∣E = 0) is closed
to the target probability distribution Q(u, x, y, v):∣∣∣∣P((UT , XT , YT , VT ) = (u, x, y, v)∣∣∣E = 0)
−Q(u, x, y, v)
∣∣∣∣ ≤ ε. (169)
This concludes the proof of Lemma 6.
APPENDIX E
BOUND ON THE CARDINALITY OF |W| FOR THEOREM III.1
This section is similar to the App. C, in [73, pp. 631].
Lemma 7 relies on the support Lemma and the Lemma of
Fenchel-Eggleston-Carathéodory, stated in [73, pp. 623].
Lemma 7 (Cardinality bound for Theorem III.1) The
cardinality of the support of the auxiliary random variable W
of the Theorem III.1, is bounded by |W| ≤ |U × X × V|+ 1.
Proof. [Lemma 7] We fix a symbol w ∈ W and we consider
the following continuous functions from ∆(U × X × V) into
R:
hi
(
P(u, x, v|w)
)
=
P(u, x, v|w), for i =
{
1, . . . , |U × X × V| − 1
}
,
H(Y |V,W = w), for i = |U × X × V|,
H(U |V,W = w), for i = |U × X × V|+ 1.
The conditional entropies H(Y |V,W = w), H(U |V,W =
w) are evaluated with respect to the probability distribution
P(u, x, v|w) × T (y|x), with a fixed w ∈ W . The support
Lemma, stated in [73, pp. 631], implies that there exists an
auxiliary random variable W ′ ∼ P(w′) defined on a set W ′
with bounded cardinality |W ′| ≤ |U × X × V|+ 1, such that:
H(Y |V,W ) =
∫
W
H(Y |V,W = w)dPw(w)
=
∑
w′∈W′
H(Y |V,W ′ = w′)Pw′(w
′)
= H(Y |V,W ′),
H(U |V,W ) =
∫
W
H(U |V,W = w)dPw(w)
=
∑
w′∈W′
H(U |V,W ′ = w′)Pw′(w
′)
= H(U |V,W ′),
P(u, x, y, v) = T (y|x) ×
∫
W
P(u, v, x|w)dPw(w)
=
∑
w′∈W′
P(u, v, x|w′)Pw′(w
′),
for all (u, x, v) indexed by i =
{
1, . . . , |U × X × V| + 1
}
.
Hence, the probability distribution P(u, x, y, v) and the con-
20
ditional entropiesH(Y |V,W ), H(U |V,W ) are preserved. The
information constraint writes:
I(W ;Y |V )− I(U ;V,W )
= H(Y |V )−H(Y |V,W )−H(U) +H(U |V,W )
= H(Y |V )−H(Y |V,W ′)−H(U) +H(U |V,W ′)
= I(W ′;Y |V )− I(U ;V,W ′),
with |W ′| ≤ |U × X × V| + 1. This concludes the proof of
Lemma 7, for the cardinality bound on the support of the
auxiliary random variable W of Theorem III.1.
APPENDIX F
SKETCH OF PROOF OF COROLLARY III.13
A. Achievability proof of Corollary III.13.
We consider a target information rate R ≥ 0 and a joint
probability distribution Q(u, x, w, y, v) ∈ Q that achieves the
maximum in equation (42). We split the indexm into a pair of
indices (m1,m2). The information message is encoded using
the first index m1, with the rate parameter R1. The second
index m2 of rate R2, has the same role as the index m in the
proof of Theorem III.1. We consider a block-Markov random
code c ∈ C(n · B) and we prove that the pair of rate and
probability distribution (R,Quxyv) is achievable. There exists
a δ > 0 and rate parameters R1 ≥ 0, R2 ≥ 0, RL ≥ 0 such
that:
R1 ≥ R− δ, (170)
R2 = I(V ;U) + δ, (171)
RL = I(W ;U, V ) + δ, (172)
R1 + R2 + RL ≤ I(W ;Y, V )− δ. (173)
• Random codebook. We generate |M2| = 2nR2
sequences V n(m2), drawn from the i.i.d. probability
distribution Q×nv with index m2 ∈ M2. We
generate |M1 × M2 × ML| = 2n(R1+R2+RL)
sequences Wn(m1,m2, l), drawn from the
i.i.d. probability distribution Q×nw with indices
(m1,m2, l) ∈ M1 × M2 × ML, independently of
V n(m2).
• Encoding function. At the beginning of the block
b ∈ {2, . . . B − 1}, the encoder observes the sequence
of symbols of source Unb+1 ∈ U
n of the next block
b + 1. It finds an index m2 ∈ M2 such that the
sequences
(
Unb+1, V
n(m2)
)
∈ A⋆nε (Q) are jointly
typical. The encoder observes the information message
m1 ∈ M1 and the jointly typical sequences of
symbols (Unb , V
n
b ) ∈ U
n × Vn of the current
block b. It finds the index l ∈ ML such that the
sequences
(
Unb , V
n
b ,W
n
b (m1,m2, l)
)
∈ A⋆nε (Q) are
jointly typical. We denote by V nb+1 = V
n(m2) and
Wnb = W
n(m1,m2, l), the sequences corresponding to
the blocks b + 1 and b. The encoder sends the sequence
Xnb , drawn from the conditional probability distribution
Q×n
x|uvw depending on the sequences
(
Unb , V
n
b ,W
n
b
)
of
the block b.
• Decoding function. At the end of the block
b ∈ {2, . . .B−1}, the decoder observes the sequence Y nb
and recalls the sequence V nb , it returned during the block
b. It finds the indices (m1,m2, l) ∈ M1 ×M2 ×ML
such that
(
Y nb , V
n
b ,W
n(m1,m2, l)
)
∈ A⋆nε (Q) are
jointly typical. In the next block b + 1, the decoder
returns the sequence V nb+1 = V
n(m2) that corresponds
to the index m2 ∈M2. The decoder returns the message
m1 ∈ M1 corresponding to the transmission during the
block b.
• Rate of the transmitted information. If no error occurs
during the block-Markov coding process, the decoder
returns B messages, corresponding to B · n · R1
information bits. Since the length of the code is
n˜ = n ·B, the corresponding information rate is R1, that
is close (170) to the target rate R.
For all ε1 > 0 there exists an n¯ ∈ N such that for all
n ≥ n¯, the expected probability of the following error events
are bounded by ε1:
Ec
[
P
(
Unb /∈ A
⋆n
ε (Q)
)]
≤ ε1, (174)
Ec
[
P
(
∀m2 ∈M2,
(
Unb , V
n(m2)
)
/∈ A⋆nε (Q)
)]
≤ ε1,
(175)
Ec
[
P
(
∀l ∈ ML,(
Unb−1, V
n
b−1,W
n(m1,m2, l)
)
/∈ A⋆nε (Q)
)]
≤ ε1, (176)
Ec
[
P
(
∃(m′1,m
′
2, l
′) 6= (m1,m2, l), s.t.(
Y nb−1, V
n
b−1,W
n(m′1,m
′
2, l
′)
)
∈ A⋆nε (Q)
)]
≤ ε1. (177)
Equation (174) comes from the properties of typical
sequences, stated in [73, pp. 27].
Equation (175) comes from equation (171) and the covering
lemma, stated in [73, pp. 208].
Equation (176) comes from equation (172) and the covering
lemma, stated in [73, pp. 208].
Equation (177) comes from equation (173) and the packing
lemma, stated in [73, pp. 46].
The expected error probability of this block-Markov code
is upper bounded, using the same arguments as for the
achievability proof of Theorem III.1, stated in App. B.
B. Converse proof of Corollary III.13.
We suppose that the target rate R ≥ 0 and the target
joint probability distribution Pu(u)×Q(x, v|u)× T (y|x) are
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achievable with a strictly causal code.
log2 |M|
= H(M) = I(M ;Y n) +H(M |Y n) (178)
≤ I(M ;Y n) + n · ε (179)
=
n∑
i=1
I(Uni+1,M ;Yi|Y
i−1)−
n∑
i=1
I(Uni+1;Yi|M,Y
i−1) + nε
(180)
=
n∑
i=1
I(Uni+1,M ;Yi|Y
i−1)−
n∑
i=1
I(Y i−1;Ui|M,U
n
i+1) + nε
(181)
=
n∑
i=1
I(Uni+1,M ;Yi|Y
i−1)−
n∑
i=1
I(Uni+1,M, Y
i−1;Ui) + nε
(182)
=
n∑
i=1
I(Uni+1,M ;Yi|Y
i−1, Vi)
−
n∑
i=1
I(Uni+1,M, Y
i−1, Vi;Ui) + n · ε (183)
≤
n∑
i=1
I(Uni+1,M, Y
i−1;Yi|Vi)
−
n∑
i=1
I(Uni+1,M, Y
i−1, Vi;Ui) + n · ε (184)
=
n∑
i=1
I(Wi;Yi|Vi)−
n∑
i=1
I(Wi, Vi;Ui) + n · ε. (185)
Equation (178) comes from the uniform distribution of the
information messagem ∈ M that implies log2 |M| = H(M).
Equation (179) comes from Fano’s inequality, stated in [73,
pp. 19].
Equation (180) comes from the properties of the mutual
information.
Equation (181) comes from Csiszár Sum Identity, stated in
[73, pp. 25].
Equation (182) comes from the i.i.d. property of the in-
formation source that implies I(Ui;Uni+1,M) = 0 for all
i ∈ {1, . . . , n}.
Equation (183) comes from the strictly causal decoding prop-
erty that implies the following Markov chain:
Vi −
− Y
i−1 −
− (Ui, Yi, U
n
i+1,M). (186)
Equation (184) comes from the properties of the mutual
information.
Equation (185) comes from the introduction of the auxiliary
random variable Wi = (Uni+1,M, Y
i−1) that satisfies the
Markov Chain of the set of probability distributions Q, for
all i ∈ {1, . . . , n}.
Yi −
−Xi −
− (Ui,Wi, Vi). (187)
We follows the arguments of the converse proof of Theorem
III.1, stated in App. D. The same conclusion holds for the
auxiliary random variable W = (WT , T ). If the pair of target
rate R > 0 and target joint probability distribution Pu(u) ×
Q(x, v|u)×T (y|x) are achievable with a strictly causal code,
then the following equation is satisfied for all ε > 0:
R ≤ max
Q∈Q
(
I(W ;Y |V )− I(W,V ;U) + ε
)
. (188)
This concludes the converse proof of Corolarry III.1.
APPENDIX G
PROOF OF THEOREM IV.2
A. Achievability proof of Theorem IV.2
We consider a utility φ⋆ ∈ U and the correspond-
ing probability distribution Q⋆(x, v|u) ∈ A, satisfying
EQ⋆
[
Φ(U,X, Y, V )
]
= φ⋆. Theorem III.1 guarantees that the
conditional probability distribution Q⋆(x, v|u) is achievable.
Hence, there exists a sequence of code c ∈ C(n), whose
empirical distributions Qn(u, x, y, v) converge in probability
to the target joint probability distribution Q⋆(u, x, y, v) =
Pu(u) × Q
⋆(x, v|u) × T (y|x). We denote by Φn(c), the
expected utility corresponding to the code c ∈ C(n):
Φn(c) = E
[
1
n
·
n∑
i=1
Φ(Ui, Xi, Yi, Vi)
]
= E
[
1
n
·
∑
u,x,y,v
N(u, x, y, v|Un, Xn, Y n, V n)× Φ(u, x, y, v)
]
(189)
= E
[
EQn
[
Φ(U,X, Y, V )
]]
. (190)
Equations (189) and (190) come from the definition of
the empirical distribution Qn of the random sequences
(Un, Xn, Y n, V n), stated in Definition II.1.
The convergence in probability of Qn(u, x, y, v) toward
Q⋆(u, x, y, v) = Pu(u) × Q
⋆(x, v|u) × T (y|x) implies that
Φn(c) converges to φ⋆ ∈ U, that is achievable.
B. Converse proof of Theorem IV.2
For the converse proof of Theorem IV.2, we consider
that the utility φ⋆ is achievable. By definition, there ex-
ists a sequence of code c ∈ C(n) whose n-stage utility
E
[
1
n
·
∑n
i=1 Φ(Ui, Xi, Yi, Vi)
]
converges to φ⋆. We define the
expected empirical distribution of symbols Q
n
= E
[
Qn
]
,
induced by a code c ∈ C(n), and we show that it corresponds
to the probability distribution of the mean random variables
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(UT , XT , YT , VT ) introduced in the converse proof of Theo-
rem III.1, stated in App. D:
Q
n
(u, x, y, v) = E
[
Qn(u, x, y, v)
]
(191)
=
∑
(un,xn,yn,vn)
P(un, xn, yn, vn)
×
1
n
· N(u, x, y, v|un, xn, yn, vn) (192)
=
∑
(un,xn,yn,vn)
P
(
un, xn, yn, vn
)
×
n∑
i=1
P
(
T = i
)
· 1{
(ui,ui,yi,vi)=(u,x,y,v)
} (193)
= P
(
(UT , XT , YT , VT ) = (u, x, y, v)
)
. (194)
Equations (141)-(150) of the converse proof of Theorem III.1,
in App. D, guarantee that for all n ≥ 1, the expected empirical
distribution Q
n
satisfies the information constraint (195):
0 ≤ max
Q∈Q
(
I(W ;YT |VT )− I(W,VT ;UT )
)
. (195)
This proves that the n-stage utility E
[
1
n
·∑n
i=1 Φ(Ui, Xi, Yi, Vi)
]
belongs to U, for all n ∈ N∗.
Moreover, the set U is closed and bounded subset of R,
hence it is a compact set. Hence a sequence of utility
E
[
1
n
·
∑n
i=1 Φ(Ui, Xi, Yi, Vi)
]
∈ U converges to a point of U.
This proves that the achievable utility φ⋆ belongs to the set
U.
APPENDIX H
PROOF OF THEOREM IV.4
We prove that the set A is convex in order to show that
the optimization problem stated in equation (49) is a convex
problem. To do so, we investigate the mapping ∆ defined by
equation (196) and we prove that it is concave with respect to
the conditional probability distribution Q(x, v|u)
∆ : Q(x, v|u) 7→ max
Q(w|u,x,v)
(
I(W ;Y |V )− I(U ;V,W )
)
.
(196)
For all λ ∈ [0, 1], for all conditional probability distributions
Q1(x, v|u), Q2(x, v|u), we prove that the mapping∆ satisfies
equation (197).
λ ·∆
(
Q1(x, v|u)
)
+ (1 − λ) ·∆
(
Q2(x, v|u)
)
≤ ∆
(
λ · Q1(x, v|u) + (1− λ) · Q2(x, v|u)
)
. (197)
We denote by Q⋆1(w|u, x, v) and Q⋆2(w|u, x, v) the condi-
tional probability distributions that achieve the maximum in
equations (198) and (199), defined with respect to Q1(x, v|u)
and Q2(x, v|u):
max
Q1(w|u,x,v)
(
IQ1(W ;Y |V )− IQ1(U ;V,W )
)
, (198)
max
Q2(w|u,x,v)
(
IQ2(W ;Y |V )− IQ2(U ;V,W )
)
. (199)
We define an auxiliary random variable Z ∈ {1, 2}, indepen-
dent of U such that P(Z = 1) = λ and P(Z = 2) = 1 − λ
and:
Q⋆(x, v, w|u, z = 1) = Q1(x, v|u) · Q⋆1(w|u, x, v), (200)
Q⋆(x, v, w|u, z = 2) = Q2(x, v|u) · Q⋆2(w|u, x, v). (201)
We denote by Q⋆(x, v|u), the convex combination of
Q1(x, v|u) and Q2(x, v|u), defined by:
Q⋆(x, v|u) =
∑
w,z
Q⋆(x, v, w, z|u) (202)
=
∑
w,z
P(z) · Q⋆(x, v, w|u, z) (203)
=
∑
w
λ · Q⋆(x, v, w|u, z = 1) (204)
+
∑
w
(1− λ) · Q⋆(x, v, w|u, z = 2) (205)
=
∑
w
λ · Q1(x, v|u) · Q⋆1(w|u, x, v) (206)
+
∑
w
(1− λ) · Q2(x, v|u) · Q⋆2(w|u, x, v) (207)
= λ · Q1(x, v|u) ·
∑
w
Q⋆1(w|u, x, v) (208)
+ (1− λ) · Q2(x, v|u) ·
∑
w
Q⋆2(w|u, x, v) (209)
= λ · Q1(x, v|u) + (1− λ) · Q2(x, v|u). (210)
We have the following equations:
λ ·∆
(
Q1(x, v|u)
)
+ (1− λ) ·∆
(
Q2(x, v|u)
)
= λ ·
(
IQ⋆1(W ;Y |V )− IQ⋆1(U ;V,W )
)
+ (1 − λ) ·
(
IQ⋆2(W ;Y |V )− IQ⋆2(U ;V,W )
)
(211)
= λ ·
(
IQ⋆(W ;Y |V, Z = 1)− IQ⋆(U ;V,W |Z = 1)
)
+ (1 − λ) ·
(
IQ⋆(W ;Y |V, Z = 2)− IQ⋆(U ;V,W |Z = 2)
)
(212)
= IQ⋆(W ;Y |V, Z)− IQ⋆(U ;V,W |Z) (213)
≤ IQ⋆(W,Z;Y |V )− IQ⋆(U ;V,W |Z) (214)
= IQ⋆(W,Z;Y |V )− IQ⋆(U ;V,W,Z) (215)
= IQ⋆(W
′;Y |V )− IQ⋆(U ;V,W
′) (216)
= max
Q⋆(w′′|u,x,v)
(
IQ⋆(W
′′;Y |V )− IQ⋆(U ;V,W
′′)
)
(217)
= ∆
(
Q⋆(x, v|u)
)
(218)
= ∆
(
λ · Q1(x, v|u) + (1− λ) · Q2(x, v|u)
)
. (219)
Equation (211) comes from the definition of the mapping
∆
(
Q(x, v|u)
)
and the conditional probability distributions
Q⋆1(w|u, x, v) and Q⋆2(w|u, x, v), stated in equations (198)
and (199).
Equation (212) comes from the introduction of the auxiliary
random variable Z and the definition of conditional probability
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distribution Q⋆(x, v, w|u, z), stated in equations (200) and
(201).
Equation (213) comes from the definition of the mutual
information.
Equation (214) comes from the property of the mutual infor-
mation.
Equation (215) comes from the fact that random variables U
and Z are independent, hence IQ⋆(U ;Z) = 0.
Equation (216) comes from the introduction of the auxiliary
random variableW ′ = (W,Z). This auxiliary random variable
W ′ = (W,Z) satisfies the Markov chain Y −
−X−
−(W ′, U, V ).
Equation (217) comes from taking the maximum over the set
of conditional probability distributions Q⋆(w′′|u, x, v), that
satisfy the Markov chain Y −
−X −
− (W ′′, U, V ).
Equation (218) follows from the definition of the mapping
∆
(
Q(x, v|u)
)
in equation (196).
Equation (219) follows from the definition of convex combi-
nation Q⋆(x, v|u) = λ · Q1(x, v|u) + (1− λ) · Q2(x, v|u).
The same arguments are valid for any convex combi-
nation. This proves that the mapping ∆ is concave with
respect to the set of conditional probability distributions
Q(x, v|u). The concavity property implies ∆
(
λ ·Q1(x, v|u)+
(1 − λ) · Q2(x, v|u)
)
≥ λ · ∆
(
Q1(x, v|u)
)
+ (1 −
λ) · ∆
(
Q2(x, v|u)
)
≥ 0, hence any convex combination
Q⋆(x, v|u) = λ ·Q1(x, v|u)+(1−λ) ·Q2(x, v|u) also belongs
to the set A. This proves that A is a convex set and the
optimization problem stated in equation (49) of Theorem IV.4,
is a convex optimization problem.
APPENDIX I
DECOMPOSITION OF THE PROBABILITY DISTRIBUTION FOR
THEOREM V.2
In order to prove the assertion 1) of Theorem V.2, we as-
sume that the joint distribution Q(u, x, y, v) is achievable and
we introduce the mean probability distribution Pn(u, x, y, v)
defined by:
Pn(u, x, y, v) =
1
n
·
n∑
j=1
P(uj , xj , yj , vj). (220)
Lemma 8 states that for all j ∈ {1, . . . , n}, the marginal distri-
bution P(uj , xj , yj , vj) decomposes as: Pu(uj)×P(xj |uj)×
T (yj |xj) × P(vj |uj, xj , yj). We only consider the three
random variables (U,X, Y ) and we prove that the mean
distribution Pn(u, x, y) satisfies the Markov chain Y−
X−
U :
Pn(u, x, y, v) = Pu(u)× Pn(x|u)× T (y|x), (221)
where for each symbols (u, x, y, v) we have: Pn(x|u) =
1
n
·
∑n
j=1 P(xj = x|uj = u). Since the joint distribution
Q(u, x, y, v) is achievable, there exists a code c ∈ C(n)
with causal decoding such that the empirical distribution
Qn(u, x, y, v) converges to Q(u, x, y, v), with high probabil-
ity. Convergence in probability implies the convergence in dis-
tribution, hence Pn(u, x, y, v) also converges to Q(u, x, y, v).
This proves that the probability distribution Q(u, x, y, v) =
Pu(u)×Q(x|u)×T (y|x)×Q(v|u, x, y) satisfies the assertion
1) of Theorem V.2.
Lemma 8 (Marginal distribution) Let P
(
un, xn, yn, vn
)
,
the joint distribution induced by the code c ∈ C(n) with
causal decoding. For all j ∈ {1, . . . , n}, the marginal
distribution satisfies:
P(uj , xj , yj, vj) = Pu(uj)× P(xj |uj)
× T (yj |xj)× P(vj |uj , xj , yj). (222)
Proof. [Lemma 8] The notation u−j stands for the se-
quence un where the symbol uj has been removed: u−j =
{u1, . . . , uj−1, uj+1, . . . , un} ∈ U
n−1.
P
(
un, xn, yn, vn
)
=
n∏
i=1
Pu(ui)× P(x
n|un)×
n∏
i=1
T (yi|xi)×
n∏
i=1
P(vi|y
i)
(223)
= Pu(uj)× P(u
−j, xn|uj)×
n∏
i=1
T (yi|xi)×
n∏
i=1
P(vi|y
i)
(224)
= Pu(uj)× P(xj |uj)× P(u
−j , x−j |uj, xj)
× T (yj |xj)× P(y
−j|un, xn)×
n∏
i=1
P(vi|y
i) (225)
= Pu(uj)× P(xj |uj)× T (yj |xj)
× P(u−j , x−j , y−j|uj , xj , yj)× P(v
n|un, xn, yn) (226)
= Pu(uj)× P(xj |uj)× T (yj |xj)× P(vj |uj , xj , yj)
× P(u−j , x−j , y−j, v−j |uj , xj , yj , vj). (227)
Equation (223) comes from the properties of the i.i.d. informa-
tion source, the non-causal encoder, the memoryless channel
and the strictly causal decoder.
Equation (224) comes from the i.i.d. property of the informa-
tion source.
Equation (225) comes from the memoryless property of the
channel.
Equation (226) comes from the causal decoding.
Equation (227) concludes Lemma 8 by taking the sum over
the sequences (v−j , y−j , x−j , u−j).
APPENDIX J
ACHIEVABILITY OF THEOREM V.2
In order to prove assertion 2) of Theorem V.2, we consider
a joint probability distribution Q(u, x, w1, w2, y, v) ∈ Qc that
achieves the maximum in equation (73). In this section, we
assume that the information constraint (73) is satisfied with
strict inequality (228). The case of equality in (73) will be
discussed in App. K.
I(W1;Y |W2)− I(U ;W2,W1)
= I(W1;Y,W2)− I(U,W2;W1)− I(U ;W2) > 0. (228)
There exists a small parameter δ > 0, a rate parameter R ≥ 0,
corresponding to the source coding and a rate parameter RL ≥
0, corresponding to the binning parameter, such that:
R = I(W2;U) + δ, (229)
RL = I(W1;U,W2) + δ, (230)
R + RL ≤ I(W1;Y,W2)− δ. (231)
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Similarly to the proof of Theorem III.1, in Sec. B, we define
a block-Markov random code c ∈ C(n · B), over B ∈ N
blocks of length n ∈ N and we prove that the empirical
distribution converges in probability to the target distribution
Q(u, x, w1, w2, y, v) ∈ Qc.
• Random codebook. We generate |M| = 2nR
sequences Wn2 (m), drawn from the i.i.d. probability
distribution Q×nw2 with index m ∈ M. We generate
|M×ML| = 2
n(R+RL) sequencesWn1 (m, l), drawn from
the i.i.d. probability distribution Q×nw1 , independently of
Wn2 (m), with indices (m, l) ∈M×ML.
• Encoding function. At the beginning of the block
b ∈ {2, . . . B − 1}, the encoder observes the sequence
of symbols of source Unb+1 ∈ U
n of the next block
b + 1. It finds an index m ∈ M such that the
sequences
(
Unb+1,W
n
2 (m)
)
∈ A⋆nε (Q) are jointly
typical. We denote by Wn2,b+1 = W
n
2 (m), the sequence
corresponding to the block b + 1. The encoder
observes the jointly typical sequences of symbols
(Unb ,W
n
2,b) ∈ U
n × Wn2 of the current block b. It
finds the index l ∈ ML such that the sequences(
Unb ,W
n
2,b,W
n
1 (m, l)
)
∈ A⋆nε (Q) are jointly typical. We
denote byWn1,b = W
n
1 (m, l), the sequence corresponding
to the block b. The encoder sends the sequence Xnb ,
drawn from the conditional probability distribution
Q×n
x|uw1w2
depending on the sequences
(
Unb ,W
n
2,b,W
n
1,b
)
of the block b.
• Decoding function. At the end of the block
b ∈ {2, . . . B − 1}, the decoder recalls the sequence Y nb
and Wn2,b. It finds the indices (m, l) ∈ M ×ML such
that
(
Y nb ,W
n
2,b,W
n
1 (m, l)
)
∈ A⋆nε (Q) are jointly typical.
It deduces the sequence Wn2,b+1 = W
n
2 (m) for the next
block b + 1, that corresponds to the index m ∈ M.
In the block b + 1, the decoder returns the sequence
V nb+1, drawn from the conditional probability distribution
Q×n
v|yw2
depending on the sequences
(
Y nb+1,W
n
2,b+1
)
. The
sequence Wn1,b+1 is not involved in the draw of the
output V nb+1 of the decoder, because it is decoded with
the delay of one block.
• Typical sequences. If no error occurs in the
coding process, the sequences of symbols(
Unb , X
n
b ,W
n
1,b,W
n
2,b, Y
n
b , V
n
b
)
∈ A⋆nε (Q) are jointly
typical for each block b ∈ {2, . . . , B − 1}. The
sequences
(
UnB,W
n
2,B , X
n
B, Y
n
B , V
n
B
)
∈ A⋆nε (Q) of the
last block B are also jointly typical but the sequences(
Unb1 , X
n
b1
, Y nb1 , V
n
b1
)
/∈ A⋆nε (Q) of the first block b1, are
not jointly typical in general.
For all ε1 > 0 there exists an n¯ ∈ N such that for all
n ≥ n¯, the expected probability of the following error events
Pu C C T D
Puw2
D
Unb+1
Wn2,b+1(m)
Xnb Y
n
b
(Unb ,W
n
2,b) W
n
2,b
m m
Lossy source code
block b+ 1
Channel code
block b
Lossy source code
block b+ 1
Two-sided state information
Fig. 13. D observes Y , decodes W2 and generates V with Q(v|y, w2).
are bounded by ε1:
Ec
[
P
(
Unb /∈ A
⋆n
ε (Q)
)]
≤ ε1, (232)
Ec
[
P
(
∀m ∈ M,
(
Unb ,W
n
2 (m)
)
/∈ A⋆nε (Q)
)]
≤ ε1,
(233)
Ec
[
P
(
∀l ∈ML,(
Unb−1,W
n
2,b−1,W
n
1 (m, l)
)
/∈ A⋆nε (Q)
)]
≤ ε1, (234)
Ec
[
P
(
∃(m′, l′) 6= (m, l), s.t.
(
Y nb−1,W
n
2,b−1,W
n
1 (m
′, l′)
)
∈ A⋆nε (Q)
)]
≤ ε1. (235)
Equation (232) comes from the properties of typical
sequences, stated in [73, pp. 27].
Equation (233) comes from equation (229) and the covering
lemma, stated in [73, pp. 208].
Equation (234) comes from equation (230) and the covering
lemma, stated in [73, pp. 208].
Equation (235) comes from equation (231) and the packing
lemma, stated in [73, pp. 46].
The expected error probability of this block-Markov code
is upper bounded, using the same arguments as for the
achievability proof of Theorem III.1, stated in App. B.
APPENDIX K
EQUALITY IN THE INFORMATION CONSTRAINT (73)
We consider a target distribution Pu(u)×Q(x|u)×T (y|x)×
Q(v|u, x, y) such that the maximum in (73) is equal to zero:
max
Q∈Qc
(
I(W1;Y |W2)− I(U ;W2,W1)
)
= 0. (236)
A. First case: channel capacity is strictly positive
The channel is not trivial and it is possible to send some
reliable information:
max
P(x)
I(X ;Y ) > 0. (237)
We denote byQ⋆(u, x, y, v) = Pu(u)×P⋆(x)×T (y|x)×Q(v)
the distribution where (X,Y ), U and V are mutually indepen-
dent and where P⋆(x) achieves the maximum in (237). We
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denote by maxQ⋆∈Q⋆c
(
IQ⋆(W1;Y |W2)− IQ⋆(U ;W2,W1)
)
the information constraint corresponding to Q⋆(u, x, y, v) and
we show that it is strictly positive:
max
Q⋆∈Q⋆c
(
IQ⋆(W1;Y |W2)− IQ⋆(U ;W2,W1)
)
≥ IQ⋆(X ;Y |W2) (238)
= I(X ;Y ) > 0. (239)
Equation (238) comes from the choice of auxiliary
random variables W1 = X and W2 such that W2,
V , U and (W1, X, Y ) are mutually independent:
Q⋆(u, x, w1, w2, y, v) = Pu(u) × Q(w2) × P
⋆(x) × 1(x =
w1)× T (y|x)×Q(v).
Equation (239) comes from the independence between W2
and (X,Y ) and the hypothesis of strictly positive channel
capacity.
We construct the sequence {Qk(u, x, y, v)}k∈N of convex
combinations between the target distribution Q(u, x, y, v) and
the distribution Q⋆(u, x, y, v), where for all (u, x, y, v):
Qk(u, x, y, v) =
1
k
·
(
(k − 1) · Q(u, x, y, v) +Q⋆(u, x, y, v)
)
.
• The information constraint (236) corresponding to
Q(u, x, y, v) is equal to zero.
• The information constraint (239) corresponding to
Q⋆(u, x, y, v) is strictly positive.
By Theorem V.4, the information constraint is concave with
respect to the distribution. Hence, the information constraint
corresponding to the distribution Qk(u, x, y, v) is strictly
positive for all k > 1:
max
Qk∈Qkc
(
IQk(W1;Y |W2)− IQk(U ;W2,W1)
)
> 0. (240)
App. J concludes that the distribution Qk(u, x, y, v) is achiev-
able, for all k > 1. Since, the distribution Qk(u, x, y, v)
converges to the target distribution Q(u, x, y, v), as k goes
to +∞. This proves that the distribution Q(u, x, y, v) is
achievable.
B. Second case: channel capacity is zero
We assume that the channel capacity is equal to
zero: maxP(x) I(X ;Y ) = 0 and we consider the aux-
iliary random variables (W1,W2) with bounded support:
max
(
|W1|, |W2|
)
≤ |U ×X ×Y × V|+ 2. We define the set
of distributions Ac of the random variables (U,X,W2, Y, V )
that satisfy the information constraint of Theorem V.2 and we
show that Ac boils down to:
Ac =
{
Pu(u)×Q(x,w2|u)× T (y|x) ×Q(v|y, w2), s.t.
max
Q(w1|u,x,w2),
|W1|≤|U×X×Y×V|+2
(
I(W1;Y |W2)− I(W1,W2;U)
)
≥ 0
}
(241)
=
{
Pu(u)×Q(x,w2|u)× T (y|x)×Q(v|y, w2), s.t.
I(W2;U) = 0
}
(242)
=
{
Pu(u)×Q(w2)×Q(x|u,w2)× T (y|x) ×Q(v|y, w2)
}
.
(243)
Equation (241) defines the set of distributions Ac ⊂ ∆(U ×
X ×W2 × Y × V).
Equation (242) comes from the hypothesis of channel capacity
equal to zero maxP(x) I(X ;Y ) = 0 and Lemma 9.
Equation (243) comes from Lemma 4, by considering the
distribution Q(x, v|u) instead of Q(x,w2|u).
Coding Scheme: We consider a target distribution: Pu(u)×
Q(w2)×Q(x,w1|u,w2)×T (y|x)×Q(v|y, w2) that belongs
to the set of distributions (243).
• The sequenceWn2 is drawn with the i.i.d. probability Q(w2)
and known in advance by both encoder and decoder,
• The encoder observes the sequence of source Un and gen-
erates the sequence Xn with the i.i.d. probability distribution
Q(x|u,w2), depending on the pair (Un,Wn2 ).
• The decoder observes the sequence of channel outputs Y n
and generates the sequence V n with the i.i.d. probability
distribution Q(v|y, w2), depending on the pair (Y n,Wn2 ).
• This coding scheme proves that any probability distribution
that belongs to the set of distribution (243) is achievable:
Pu(u)×Q(w2)×Q(x|u,w2)× T (y|x)×Q(v|y, w2). (244)
This proves that if maxP(x) I(X ;Y ) = 0, then any distri-
bution Pu(u) × Q(x,w2|u) × T (y|x) × Q(v|y, w2) ∈ Ac is
achievable.
Lemma 9 We consider both sets of probability distributions:
Ac =
{
Pu(u)×Q(x,w2|u)× T (y|x) ×Q(v|y, w2), s.t.
max
Q(w1|u,x,w2),
|W1|≤|U×X×Y×V|+2
(
I(W1;Y |W2)− I(W1,W2;U)
)
≥ 0
}
,
(245)
Bc =
{
Pu(u)×Q(x,w2|u)× T (y|x) ×Q(v|y, w2),
s.t. I(W2;U) = 0
}
. (246)
If the channel capacity is equal to zero maxP(x) I(X ;Y ) = 0,
then both sets of probability distributions are equal Ac = Bc.
Proof. [Lemma 9] First inclusion Ac ⊂ Bc. We consider
a distribution Pu(u) × Q(x,w2|u) × T (y|x) × Q(v|y, w2)
that belongs to Ac and we denote by W1 the auxiliary
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random variable that achieves the maximum in the information
constraint. Since the channel capacity is equal to zero, we
have:
0 = max
P(x)
I(X ;Y ) ≥ I(W1;Y,W2)
≥ I(W1;U,W2) + I(U ;W2) ≥ I(U ;W2) ≥ 0. (247)
This implies that I(U ;W2) = 0, hence the distribution
Pu(u) × Q(x,w2|u) × T (y|x) × Q(v|y, w2) belongs to the
set Bc. This proves the first inclusion Ac ⊂ Bc.
Second inclusion Ac ⊃ Bc. We consider a distribution
Pu(u) × Q(x,w2|u) × T (y|x) × Q(v|y, w2) that belongs to
Bc, hence for which I(U ;W2) = 0. We introduce a deter-
ministic auxiliary variable W˜1, for which I(W˜1;Y,W2) =
I(W˜1;U,W2) = 0. Hence the information constraint satisfies:
max
Q(w1|u,x,w2),
|W1|≤|U×X×Y×V|+2
(
I(W1;Y |W2)− I(W1,W2;U)
)
≥ I(W˜1;Y,W2)− I(W˜1;U,W2)− I(U ;W2) = 0. (248)
Since the information constraint is positive, the distribution
Pu(u)×Q(x,w2|u)×T (y|x)×Q(v|y, w2) belongs to the set
Ac. This shows the second inclusion Ac ⊃ Bc.
APPENDIX L
CONVERSE PROOF OF THEOREM V.2.
We suppose that the joint probability distribution Pu(u) ×
Q(x|u) × T (y|x) × Q(v|u, x, y) is achievable with a causal
code. For all ε > 0, there exists a minimal length n¯ ∈ N, such
that for all n ≥ n¯, there exists a code c ∈ C(n), such that the
probability of error satisfies Pe(c) = P
(
||Qn−Q||tv > ε
)
≤ ε.
The parameter ε > 0 is involved in both the definition of the
typical sequences and the upper bound of the error probability.
We introduce the random event of error E ∈ {0, 1} defined as
follows:
E =
{
0 if
∣∣∣∣Qn −Q∣∣∣∣
tv
≤ ε,
1 if
∣∣∣∣Qn −Q∣∣∣∣
tv
> ε.
(249)
We have the following equations:
0 =
n∑
i=1
I(Uni+1;Yi|Y
i−1)−
n∑
i=1
I(Y i−1;Ui|U
n
i+1) (250)
=
n∑
i=1
I(Uni+1;Yi|Y
i−1)−
n∑
i=1
I(Y i−1, Uni+1;Ui) (251)
=
n∑
i=1
I(W1,i;Yi|W2,i)−
n∑
i=1
I(W1,i,W2,i;Ui). (252)
Equation (250) comes from Csiszár Sum Identity stated in [73,
pp. 25].
Equation (251) comes from the i.i.d. property of the in-
formation source U , that implies I(Ui;Uni+1) = 0 for all
i ∈ {1, . . . , n}.
Equation (252) comes from the introduction of the auxiliary
random variables W1,i = Uni+1 and W2,i = Y
i−1. The
two random variables (W1,i,W2,i) satisfy the Markov Chains
corresponding to the set of probability distributions Qc.
Yi −
−Xi −
− (Ui,W1,i,W2,i), (253)
Vi −
− (Yi,W2,i)−
− (Ui, Xi,W1,i). (254)
• The first Markov chain comes from memoryless property
of the channel and the fact that Yi does not belong to
(W1,i,W2,i).
• The second Markov chain Vi−
−(Yi, Y i−1)−
−(Ui, Xi, Uni+1)
comes from the causal decoding: the output of the decoder
Vi depends on the current symbols (Ui, Xi) and the future
symbols Uni+1 only through the past and current channel
outputs (Yi, Y i−1).
Hence, for all i ∈ {1, . . . , n} we have:
0 ≤
n∑
i=1
I(W1,i;Yi|W2,i)−
n∑
i=1
I(W1,i,W2,i;Ui) (255)
= n ·
(
I(W1,T ;YT |W2,T , T )− I(W1,T ,W2,T ;UT |T )
)
(256)
= n ·
(
I(W1,T ;YT |W2,T , T )− I(W1,T ,W2,T , T ;UT )
)
(257)
≤ n · max
Q∈Qc
(
I(W1;YT |W2)− I(W1,W2;UT )
)
(258)
≤ n · max
Q∈Qc
(
I(W1;YT |W2, E = 0)
− I(W1,W2;UT |E = 0) + ε
)
(259)
≤ n · max
Q∈Qc
(
I(W1;Y |W2)− I(W1,W2;U) + 2ε
)
. (260)
Equation (256) comes from the introduction of the uniform
random variable T over the indices {1, . . . , n} and the in-
troduction of the corresponding mean random variables UT ,
W1,T , W2,T , XT , YT , VT .
Equation (257) comes from the i.i.d. property of the informa-
tion source that implies I(T ;UT ) = 0.
Equation (258) comes from identifyingW1 withW1,T andW2
with (W2,T , T ) and taking the maximum over the probability
distributions that belong to Qc. This is possible since the
random variablesW1,T and (W2,T , T ) satisfy the two Markov
chains of the set of probability distributions Qc.
Equation (259) comes from the empirical coordination require-
ment, as stated in Lemma 5. By hypothesis, the sequences
are not jointly typical with small error probability Pe(c) =
P(E = 1). Lemma 5 adapts the proof of Fano’s inequality to
the empirical coordination requirement.
Equation (260) comes from Lemma 6. The probability distri-
bution induced by the coding scheme P
(
(UT , XT , YT , VT ) =
(u, x, y, v)
∣∣E = 0) is closed to the target probability distri-
bution Q(u, x, y, v). The continuity of the entropy function
stated in [75, pp. 33] implies equation (260).
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If the joint probability distribution Pu(u) × Q(x|u) ×
T (y|x) ×Q(v|u, x, y) is achievable with a causal code, then
the following equation is satisfied for all ε > 0:
0 ≤ max
Q∈Qc
(
I(W1;Y |W2)− I(W1,W2;U) + 2ε
)
. (261)
This concludes the converse proof of Theorem V.2.
Remark L.1 (Stochastic encoder and decoder) This con-
verse result still holds when considering stochastic encoder
and decoder instead of deterministic ones.
Remark L.2 (Channel feedback observed by the encoder)
The converse proof of Theorem V.2 is based on the following
assumptions:
• The information source U is i.i.d distributed with Pu(u).
• The decoding function is causal Vi = gi(Y i), for all
i ∈ {1, . . . , n}.
• The auxiliary random variables W1,i = Uni+1 and W2,i =
Y i−1 satisfy the Markov chains Yi−
−Xi−
− (Ui,W1,i,W2,i)
and Vi−
− (Yi,W2,i)−
− (Ui, Xi,W1,i), for all i ∈ {1, . . . , n}.
• The sequences of random variables (Un, Xn, Y n, V n)
are jointly typical for the target probability distribution
Pu(u) × Q(x|u) × T (y|x) × Q(v|u, x, y), with high
probability.
As mentioned in Remark D.2, each step of the converse
holds when the encoder Xi = fi(Un, Y
i−1
1 ) observes the
channel feedback Y i−11 with i ∈ {1, . . . , n}, drawn from the
memoryless channel T (y1, y|x). In fact, the encoder ignores
the channel feedback since it arrives too late to be exploited
by the causal decoder.
APPENDIX M
BOUND ON THE CARDINALITIES OF |W1| AND |W2| FOR
THEOREM V.2
This section is similar to the App. C, in [73, pp. 631].
Lemma 10 relies on the support Lemma and the Lemma of
Fenchel-Eggleston-Carathéodory, stated in [73, pp. 623].
Lemma 10 (Cardinality bound for Theorem V.2) The car-
dinality of the supports of the auxiliary random vari-
ables W1 and W2 of the Theorem V.2, are bounded by
max
(
|W1|, |W2|
)
≤ |U × X × Y × V|+ 2.
Proof. [Lemma 10] We consider the probability distribution
Q(u, x, w1, w2, y, v) = Pu(u) × Q(x,w1, w2|u) × T (y|x) ×
Q(v|y, w2) that achieves the maximum in equation (73)
of Theorem V.2. We fix a pair of symbols (w1, w2) ∈
W1 × W2 and we consider the conditional probability dis-
tribution Q(u, x, y, v|w1, w2) = Q(u, x|w1, w2) × T (y|x) ×
Q(v|y, w2) that induces the following continuous functions
hi
(
Q(u, x, y, v|w1, w2)
)
, from the set of joint probability
distributions ∆(U × X × Y × V) to R:
hi
(
Q(u, x, y, v|w1, w2)
)
=
Q(u, x, y, v|w1, w2), for i =
{
1, . . . , |U × X × Y × V| − 1
}
,
H(Y |W1 = w1,W2 = w2), for i = |U × X × Y × V|,
H(Y |W2 = w2), for i = |U × X × Y × V|+ 1,
H(U |W1 = w1,W2 = w2), for i = |U × X × Y × V|+ 2.
The conditional entropies H(Y |W1 = w1,W2 = w2),
H(Y |W2 = w2), H(U |W1 = w1,W2 = w2) are evaluated
with respect to Q(u, x, y, v|w1, w2). The support Lemma,
stated in [73, pp. 631], implies that there exists a pair of auxil-
iary random variables (W ′1,W
′
2) ∼ Q(w
′
1, w
′
2) defined on the
sets W ′1 ×W
′
2 with bounded cardinality max
(
|W ′1|, |W
′
2|
)
≤
|U × X × Y × V|+ 2, such that:
H(Y |W1,W2)
=
∫
W1×W2
H(Y |W2 = w2,W1 = w1)dPw1w2(w1, w2)
=
∑
(w′1,w
′
2)∈W
′
1×W
′
2
H(Y |W ′2 = w
′
2,W
′
1 = w
′
1)
×Qw′
1
w′
2
(w′1, w
′
2) = H(Y |W
′
1,W
′
2),
H(Y |W2)
=
∫
W2
H(Y |W2 = w2)dPw2(w2)
=
∑
w′2∈W
′
2
H(Y |W ′2 = w
′
2) · Qw′2(w
′
2) = H(Y |W
′
2),
H(U |W1,W2)
=
∫
W1×W2
H(U |W2 = w2,W1 = w1)dPw1w2(w1, w2)
=
∑
(w′1,w
′
2)∈W
′
1×W
′
2
H(U |W ′2 = w
′
2,W
′
1 = w
′
1)
×Qw′
1
w′
2
(w′1, w
′
2) = H(U |W
′
1,W
′
2),
Q(u, x, y, v)
=
∫
W1×W2
Q(u, x|w1, w2)× T (y|x)
×Q(v|y, w2)× Pw1w2(w1, w2)
=
∑
(w′1,w
′
2)∈
W′
1
×W′
2
Q(u, x|w′1, w
′
2)× T (y|x)
×Q(v|y, w′2)×Qw′1w′2(w
′
1, w
′
2),
for all (u, x, y, v) with index i =
{
1, . . . , |U×X×Y×V|+2
}
.
Hence, the probability distribution Q(u, x, y, v) and the condi-
tional entropies H(Y |W1,W2), H(Y |W2) and H(U |W1,W2)
are preserved. The information constraint writes:
I(W1;Y |W2)− I(U ;W1,W2)
= H(Y |W2)−H(Y |W1,W2)−H(U) +H(U |W1,W2)
= H(Y |W ′2)−H(Y |W
′
1,W
′
2)−H(U) +H(U |W
′
1,W
′
2)
= I(W ′1;Y |W
′
2)− I(U ;W
′
1,W
′
2),
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with max
(
|W ′1|, |W
′
2|
)
≤ |U × X × Y × V| + 2. This
concludes the proof of Lemma 10, for the cardinality bounds
of the supports of the auxiliary random variables (W1,W2) of
Theorem V.2.
APPENDIX N
PROOF OF THEOREM V.4
We consider two joint distributions Q1(u, x, w1, w2, y, v)
and Q2(u, x, w1, w2, y, v) that belong to Qc and that achieve
the maximum in the information constraint (73). We denote by
IQ1(W1;Y |W2) and IQ2 (W1;Y |W2) the mutual informations
corresponding to the distributions Q1(u, x, w1, w2, y, v) and
Q2(u, x, w1, w2, y, v). For all λ ∈ [0, 1], we prove that any
convex combination of the distributions Qλ = λ · Q1 +
(1− λ) · Q2 provides a larger information constraint than the
convex combination of the information constraints. We define
an auxiliary random variable Z ∈ {1, 2}, independent of U
such that P(Z = 1) = λ and P(Z = 2) = 1 − λ and we
consider the general distribution Qλ(u, x, w1, w2, y, v, z).
λ ·
(
IQ1(W1;Y |W2)− IQ1 (U ;W1,W2)
)
+ (1− λ) ·
(
IQ2(W1;Y |W2)− IQ2 (U ;W1,W2)
)
= P(Z = 1) ·
(
IQλ(W1;Y |W2, Z = 1)
− IQλ(U ;W1,W2|Z = 1)
)
+ P(Z = 2) ·
(
IQλ(W1;Y |W2, Z = 2)
− IQλ(U ;W1,W2|Z = 2)
)
(262)
= IQλ(W1;Y |W2, Z)− IQλ(U ;W1,W2|Z) (263)
= IQλ(W1;Y |W2, Z)− IQλ(U ;W1,W2, Z) (264)
= IQλ(W1;Y |W
′
2)− IQλ(U ;W1,W
′
2) (265)
≤ max
Q∈Qc
(
IQλ(W1;Y |W”2)− IQλ(U ;W1,W”2)
)
. (266)
Equations (262) and (263) come from the definition of the gen-
eral distributionQλ(u, x, w1, w2, y, v, z) with random variable
Z .
Equation (264) comes from the independence between U and
Z .
Equation (265) comes from replacing W ′2 = (W2, Z).
Equation (266) comes from taking the maximum over the joint
distributions Q ∈ Qc.
This result extends to any convex combination and we
conclude that the information constraint (73) is concave over
the set of achievable distributions for causal decoding.
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