Dendritic structure critically determines the electrical properties of neurons and, thereby, defines the fundamental process of input-to-output conversion. The diversity of dendritic architectures enables neurons to fulfill their specialized circuit functions during cognitive processes. It is known that this dendritic integrity is impaired in patients with Alzheimer's disease and in relevant mouse models. It is unknown, however, whether this structural degeneration translates into aberrant neuronal function. Here we use in vivo whole-cell patch-clamp recordings, highresolution STED imaging, and computational modeling of CA1 pyramidal neurons in a mouse model of Alzheimer's disease to show that structural degeneration and neuronal hyperexcitability are crucially linked. Our results demonstrate that a structure-dependent amplification of synaptic input to action potential output conversion might constitute a novel cellular pathomechanism underlying network dysfunction with potential relevance for other neurodegenerative diseases with abnormal changes of dendritic morphology.
INTRODUCTION
Dendritic geometry and function are inseparably linked, defining the dendritic integration of synaptic signals, their propagation, and their capability to evoke action potential output (Hä usser et al., 2000; Magee, 2000; Poirazi and Mel, 2001; Spruston, 2008) . This fundamental relationship between the geometry of dendrites and their cable properties has been explored intensely using computational modeling (Rall, 1962 (Rall, , 1967 Jaffe and Carnevale, 1999; Vetter et al., 2001) . Any physiological or degenerative alteration of the geometry may potentially change the electrical properties of the dendritic cables, which may have functional consequences on the neuronal input-output transformation. Indeed, dendritic degeneration is a common phenomenon observed in many neurodegenerative diseases (Ferrer et al., 1988 , Ferrer, 1999 Spires and Hyman, 2004; Zaja-Milatovic et al., 2005; Grutzendler et al., 2007) . In Alzheimer's disease, reduced dendritic branching and length are found consistently in hippocampal and cortical pyramidal neurons of patients (Spires and Hyman, 2004; Grutzendler et al., 2007; Adlard and Vickers, 2002; Falke et al., 2003; Geula, 1998) and in animal models (Grutzendler et al., 2007; Le et al., 2001; Tsai et al., 2004; Moolman et al., 2004) .
However, despite the omnipresence of structural alterations in neurodegenerative diseases, the specific consequences of dendritic degeneration on their electrical properties and neuronal function are not known. The basic modeling studies performed in wild-type neuronal morphologies predict that a reduction in dendritic branching, length, and surface, as observed in Alzheimer's disease, would render a given neuron electrically more compact. In a more compact neuron, synaptic currents would be translated more efficiently into postsynaptic and axosomatic depolarization, which then, in turn, could lead to increased action potential output (Johnston et al., 1996) . The consequences may not only include neuronal hyperexcitability on the single cell level but also aberrant circuit synchronization, both of which have been found to contribute to cognitive dysfunction in patients and in animal models of Alzheimer's disease (Palop et al., 2007; Minkeviciene et al., 2009; Busche et al., 2008 Busche et al., , 2012 Sanchez et al., 2012; Vossel et al., 2013) .
The aim of this study was to establish a framework linking the pathological changes of dendritic morphology to neuronal malfunction. In particular, we intended to determine whether the integration of synaptic signals and their transformation into action potential output is altered as a consequence of the pathological changes in dendrite morphology.
RESULTS

Hyperexcitability on the Cellular and Network Levels in APP/PS1 Mice In Vivo
We first investigated whether neuronal excitability is increased on the single cell and network levels in vivo. To address this question, we recorded, in parallel, the membrane potential dynamics of single CA1 pyramidal neurons using the whole-cell patch-clamp technique and the hippocampal local field potential (LFP) in isoflurane-anesthetized, double-transgenic APP/PS1 (Willuweit et al., 2009 ) and age-matched wild-type mice (Figure 1A) . These experiments were performed at an age range of 10-14 months, at which these mice exhibit hippocampal amyloid accumulation ( Figure S1 available online) and learning deficits (Willuweit et al., 2009) .
The excitability of spiking neurons is often characterized by the action potential frequency and pattern. We found that the average action potential frequency during spontaneous firing was increased by 62% in APP/PS1 mice (2.91 ± 0.55 Hz, n = 16 in wild-type mice; 4.69 ± 0.64 Hz, n = 16 in APP/PS mice; p < 0.05) ( Figure 1B ). In addition, we observed that the action potential output mode of pyramidal neurons transitioned from predominantly solitary firing in wild-type mice (75% of all events were single action potentials) to predominantly burst firing in APP/PS1 mice (66% of the events showed burst firing of more than one action potential) ( Figure 1A ). Although we detected solitary action potentials at similar frequencies in both experimental groups (1.54 ± 0.43 events/s, n = 16 in wild-type mice; 1.48 ± 0.51 events/s, n = 16 in APP/PS1 mice; not significant [n.s.]), the occurrence of action potential bursts was increased significantly in APP/PS1 mice (0.85 ± 0.22 events/s, n = 16 in wild-type mice; 2.07 ± 0.31 events/s, n = 16 in APP/PS1 mice; p < 0.01). In (A) Combined whole-cell patch-clamp and local hippocampal field potential measurements (s. radiatum) of CA1 pyramidal neurons under isoflurane (0.5%) anesthesia in vivo. The top traces show the spontaneous action potential output of pyramidal neurons (holding membrane potential, À40 mV) and local field potential (30 s; top trace, unfiltered data; center trace, 3-12 Hz band-pass-filtered; bottom trace, 30-80 Hz band-pass-filtered). The bottom traces show that CA1 pyramidal neurons discharge single action potentials and bursts in wild-type and APP/PS1 mice (recording duration, 5 s). The red asterisks denote burst firing of two action potentials or more (interspike interval <10 ms). (B) Average spontaneous firing frequency of CA1 pyramidal neurons. Error bars denote SEM (unpaired Student's t test, *p < 0.05). (C) Event frequencies for singlets, bursts (> singlets), and triplets in wild-type and APP/PS1 mice. Error bars denote SEM (Mann-Whitney test, **p < 0.01, ***p < 0.001). (D) Subthreshold membrane potential of CA1 pyramidal neurons (top traces) and simultaneously recorded local field potentials (bottom traces) in wild-type and APP/PS1 mice (holding membrane potential, À55 mV). Network bursts (showing predominant activity in the g band) are shown in gray. Corresponding spectrograms (bottom panels) illustrate frequency distribution during spontaneous activity and network bursts. AU, artificial units. (E) Quantification of network burst duration. Error bars denote SEM (Mann-Whitney test, *p < 0.05). (F) Quantification of subthreshold depolarization measured in a whole-cell mode outside of and within network bursts (NB). Error bars denote SEM (Kruskal-Wallis nonparametric ANOVA, *p < 0.05, **p < 0.01). (G) Quantification of spontaneous firing frequency of CA1 pyramidal neurons outside of and within network bursts. Error bars denote SEM (one-way ANOVA, **p < 0.01, ***p < 0.001). particular, the frequency of triplets (bursts of three action potentials) was elevated strongly in APP/PS1 mice (0.16 ± 0.05 events/ s, n = 16 in wild-type mice; 0.61 ± 0.1 events/s, n = 16 in APP/PS1 mice; p < 0.001) ( Figure 1C) .
The simultaneously recorded CA1 LFPs confirmed that altered network activity occurred in APP/PS1 mice in vivo. In particular, prolonged periods of network burst activity were detected in APP/PS1 mice (1.72 ± 0.14 s per 30 s, n = 13 in wild-type mice; 2.28 ± 0.14 s per 30 s, n = 13 in APP/PS1 mice; p < 0.05) ( Figures 1D and 1E ), which accounted for $5.7% of the total recording time in wild-type mice and 7.6% in APP/PS1 mice and, therefore, did not alter the mean power of the q and g frequency bands ( Figure S2 ). The network bursts in APP/PS1 mice were characterized by a strong activity in the g frequency band ( Figure 1D , see Experimental Procedures for the detection algorithm).
We then analyzed how the observed patterns of network bursts and spontaneous synaptic activity translated into suband suprathreshold excitation of CA1 pyramidal neurons during whole-cell patch-clamp recordings in vivo. We observed that somatic depolarization was increased significantly within network bursts in APP/PS1 mice (5.05 ± 0.43 mV over baseline within network bursts, 3.38 ± 0.17 mV over baseline outside of network bursts, n = 13, p < 0.01), whereas there was no significant difference in wild-type mice (3.74 ± 0.19 mV over baseline within network bursts, 3.30 ± 0.16 mV over baseline outside of network bursts, n = 13, n.s.) ( Figure 1F ). Furthermore, the firing frequency of CA1 pyramidal neurons in APP/PS1 mice was increased within network bursts (3.87 ± 0.53 Hz, n = 13 in wild-type mice; 9.89 ± 0.99 Hz, n = 13 in APP/PS1 mice; p < 0.001) and in their absence (3.43 ± 0.46 Hz, n = 13 in wild-type mice; 6.58 ± 0.47 Hz, n = 13 in APP/PS1 mice; p < 0.001) ( Figure 1G ), indicating that the higher firing frequency of CA1 pyramidal neurons might not exclusively depend on stronger, network burst-dependent synaptic input but also on an altered intrinsic excitability of single neurons.
To address this experimentally, we performed whole-cell patch-clamp recordings of CA1 pyramidal neurons in a hippocampal slice preparation. We performed brain slice experiments in mice aged 10-14 months and at an age range that preceded plaque formation (2-4 months). The hippocampal slice preparation allows measurements of active and passive membrane properties under conditions of reduced spontaneous network activity.
Increased Intrinsic Excitability of CA1 Pyramidal Neurons
We measured the instantaneous frequency of two first action potentials (initial frequency) in response to the first suprathreshold current step of a step current protocol (see Experimental Procedures) to distinguish solitary spiking from bursting. In agreement with the in vivo data ( Figure 1A ), we observed a pronounced output mode transition of CA1 pyramidal neurons from regular spiking to bursting (Figure 2A ). This finding was supported by an increase in the mean initial frequency in APP/PS1 mice in vivo and in vitro (in vivo, 97.84 ± 20.27 Hz, n = 17 in wild-type mice and 209.12 ± 17.69 Hz, n = 19 in APP/PS1 mice, p < 0.001; in slice, 39.49 ± 9.14 Hz, n = 28 in wild-type mice and 91.80 ± 13.78 Hz, n = 27 in APP/PS1 mice, p < 0.01) ( Figure 2B) . A similar output mode transition was observed when we injected suprathreshold brief (3 ms) current steps ( Figure S3 ). In wild-type animals, spike bursts represented only a small proportion of overall events (in vivo, 7%; in slice, 4%). However, in APP/PS1 mice, they contributed strongly to the overall neuronal output (in vivo, 40%; in hippocampal slice, 63%).
We next determined the neuronal input resistance at the soma using step current injections ( Figure 2C ). We found that the input resistance was increased significantly in the APP/PS1 group (124.6 ± 11.35 MU, n = 30 in wild-type mice; 171.8 ± 11.95 MU, n = 37 in APP/PS1 mice; p < 0.01) ( Figure 2C ). The higher input resistance was associated with lower rheobase evoked by a brief, 3 ms current injection (500.9 ± 47.54 pA, n = 20 in wild-type mice; 283.2 ± 36.61 pA, n = 21 in APP/PS1 mice; p < 0.001) ( Figure 2D ) and a smaller burst current required to trigger a second spike in APP/PS1 mice (500.8 ± 69.81 pA, n = 15 in wild-type mice; 347.5 ± 30.79 pA, n = 18 in APP/PS1 mice; p < 0.05) ( Figure 2E ). The resting membrane potential, action potential threshold, time required to reach the threshold, and active spike after depolarization were all unchanged ( Figure S3) . In experiments performed in hippocampal slices before the onset of plaque formation (age 2-4 months), no changes in the electrical properties of CA1 pyramidal neurons were observed ( Figure S4 ). Taken together, the functional in vivo and brain slice analysis of CA1 pyramidal neurons from late-stage animals (10-14 months) yielded higher input resistance, an increased firing rate, and a higher number of action potential bursts in APP/ PS1 mice. These changes reveal a higher cellular excitability on the single-neuron level.
Dendritic Structural Abnormalities in CA1 Pyramidal
Neurons of APP/PS1 Mice It is well known that neuronal degeneration occurs in Alzheimer's disease (Ferrer et al., 1988; Ferrer, 1999; Spires and Hyman, 2004; Zaja-Milatovic et al., 2005; Grutzendler et al., 2007) . This process primarily affects pyramidal neurons and leads to a diminished dendritic arborization that is widely reported in various animal models (Le et al., 2001; Moolman et al., 2004; Tsai et al., 2004; Grutzendler et al., 2007) . The electrical properties of a neuron critically depend on dendritic geometry (Rall, 1962; Rall and Rinzel, 1973) . Therefore, we next performed a detailed morphometric evaluation of recorded CA1 pyramidal neurons.
To this end, visualization of the 3D structure of biocytin-filled neurons and their overall morphometric evaluation was performed using Imaris software (Bitplane) (see Experimental Procedures). As illustrated by the representative examples (Figure 3A) , the pyramidal neurons of the APP/PS1 group had a different morphology of the dendritic tree when compared with wild-type mice, an observation generally reported in studies of similar animal models (Le et al., 2001; Moolman et al., 2004; Tsai et al., 2004; Grutzendler et al., 2007) . The morphometric analysis validated this observation and revealed that a significant reduction in dendritic length, surface area, and numbers of dendritic branches existed throughout each of the CA1 strata in APP/PS1 mice ( Figure 3B ). The basal dendrites, emerging from the neuronal base and extending into the stratum (s.) oriens, were reduced in length and surface area in APP/PS1 mice Neuron Dendrite Structure and CA1 Excitability in AD Mice ( Figure 3B ). The radial oblique dendrites (proximal and distal) stemming from the apical trunk and branching into the s. radiatum exhibited similar differences in length and surface area (Figure 3B) . Furthermore, apical tuft dendrites, protruding from the distal trunk into the s. lacunosum-moleculare were also different in length compared with wild-type mice. In addition, a reduction in the number of dendritic branches was observed in APP/PS1 mice; particularly the basal and the apical tuft branches were reduced (morphological findings are summarized in Table 1 ). Taken together, the average neuron in APP/PS1 mice differed remarkably from the average wild-type neuron with a reduction of dendritic length by z25%, of the dendritic surface area by z20%, and of the number of dendritic branches by z22%. This difference originated exclusively from small-caliber secondand higher-order branches, whereas the main neuronal trunk exhibited no obvious morphological differences (Table 1 ). In the absence of amyloid plaques (in animals 2-4 months of age), no morphological differences between CA1 pyramidal neurons of wild-type and APP/PS1 mice were observed ( Figure S4 ).
Dendritic spine loss and synaptic alterations are known to closely associate with cognitive decline both in humans and in animal models (DeKosky and Scheff, 1990 , 2006) and may contribute to the reduced neuronal surface area. Therefore, we next examined the spine density throughout each of the CA1 strata from the 3D reconstructions of the recorded neurons using stimulated emission depletion microscopy (STED) ( Figure 3C ). Interestingly, the spine density of the preserved dendritic branches in the s. radiatum and s. oriens was not altered. However, the spine density of branches in the s. lacunosum-moleculare showed a significant reduction in APP/PS1 animals (22.61 ± 1.1 spines/10 mm 2 , n = 10 in wildtype mice; 18.63 ± 0.9 spines/10 mm 2 , n = 10 in APP/PS1 mice; p < 0.01) ( Figure 3D ). In addition, the loss of synapses was confirmed by the decrease of the presynaptic marker synaptophysin from microdissected CA1 regions using real-time RT-PCR ( Figure S5 ). The synaptophysin mRNA levels were z23% lower in APP/PS1 animals, similar to a finding in the same mouse line described previously ( Figure S5 ; Willuweit et al., 2009) .
A Computational Link between Dendritic Degeneration and Increased Excitability
To test the effects of morphological alterations on the electrical properties of dendrites, we next implemented the morphological data into a full morphology model using the NEURON simulation environment (Hines and Carnevale, 1997) . Thirty compartmental models with morphological variations of one reconstructed CA1 pyramidal cell (the representative wild-type morphology and 4 of 30 APP/PS1 morphologies are depicted in Figure 4A ) were generated by modeling the altered morphological properties of APP/PS1 neurons ( Figure 3B ; Experimental Procedures). Altering these morphological parameters had a pronounced effect on the fundamental electrical properties of the whole neuron. The total membrane capacitance (the product of specific membrane capacitance and surface area) of the neuron with APP/PS1 morphology was decreased significantly by 30% (from 1.2 pF to 0.9 pF). To assess the impact of the morphological changes on neuronal input resistance and the resting membrane properties, a simulation of 10 pA steps (from À60 to 60 pA) and a long current injection protocol (500 ms), similar to the experimental protocol, were performed. To simulate in vivo conditions, this protocol was repeated, including synaptic background noise. The membrane potential changes generated in response to the current injections were larger in all APP/PS1 morphologies, yielding a significantly increased input resistance (without synaptic noise, 67.49 MU in wild-type mice and 76.22 ± 0.07 MU, n = 30 in the APP/PS1 mouse model, p < 0.001; with synaptic noise, 56.53 MU in wild-type mice and 63.58 ± 0.08 MU, n = 30 in the APP/PS1 mouse model, p < 0.001) ( Figure 4B ). In addition, we simulated the firing response to a long current injection (50-150 pA in 10 pA steps), and all models predicted a significant increase of the average firing frequency as well as a decrease of the rheobase (90 pA in wild-type mice and 70.33 ± 0.33 pA in the APP/PS1 mouse model, p < 0.001) ( Figure 4C , top right panel). Remarkably, a lower threshold for the transition from regular firing to burst firing was observed in APP/PS1 morphologies ( Figure 4C , lower right panel). Accordingly, the somatic current required to induce bursting was reduced by 8% (110 pA in wild-type mice and 101.33 ± 2.43 pA in the APP/ PS1 mouse model).
In vivo, the action potential output of the neuron results from the integration of synaptic input from different locations on the dendritic tree. Therefore, we next simulated excitatory synaptic input on basal dendrites at distances up to 200 mm from the soma and analyzed the effects of the morphology locally at the synaptic sites and at the soma. The modeling revealed that, following synaptic excitation, the effect of morphology on the local depolarization depended on the position of the synapses. When measured locally on a dendrite at the synaptic site, excitatory postsynaptic potentials (EPSPs) originating from synapses at a 20-30 mm distance from the soma showed significantly faster kinetics and higher amplitudes in APP/PS1 morphologies (amplitude, 0.64 ± 0.35 mV, n = 5 in wild-type mice and 0.79 ± 0.01 mV, n = 143 in the APP/PS1 mouse model, p < 0.001; half-width, 4.73 ± 0.15 mV, n = 5 in wild-type mice and 4.35 ± 0.03 mV, n = 143 in the APP/PS1 mouse model, p < 0.05). For EPSPs generated at more distal synapses (120-130 mm distance), no effects of reduced morphology were observed (amplitude, 7.02 ± 0.67 mV, n = 6 in wild-type mice and 6.89 ± 0.16 mV, n = 53 in the APP/PS1 mouse model, n.s.; half-width, 3.69 ± 0.16 mV, n = 6 in wild-type mice and 3.65 ± 0.03 mV, n = 53 in the APP/ PS1 mouse model, n.s.) ( Figure 4D ). This finding was not surprising because an exclusive length reduction of dendritic branches without significant changes in the branch diameter would not be expected to significantly alter local input impedance at the input site ( Figure 4D , bottom line; Figures S6A-S6D) . However, the most pronounced effect of altered dendritic geometry in APP/ PS1 models was observed on the propagation of synaptic signals, which was facilitated efficiently, resulting in a 29% increased EPSP amplitude and a 10% faster half-width of EPSPs at the soma in APP/PS1 models ( Figure 4D ; Figures S6E-S6H) . Accordingly, the dendritic length constant was increased by 12.3% (23.39 mm in wild-type mice; 26.26 ± 0.11 mm in the APP/PS1 mouse model; p < 0.001) ( Figure 4E ). Therefore, the computational modeling predicted a more effective integration of synaptic input in APP/PS1 morphologies. This prediction could be validated by our experimental findings, which show that the average amplitude of spontaneous EPSPs recorded in hippocampal slices was increased by 15% in late-stage APP/PS1 animals ( Figure S7 ). This change was accompanied by an increase in the frequency of spontaneous EPSPs ( Figure S7 ). We next tested whether this morphology-dependent facilitation of synaptic integration resulted in reduced numbers of synapses required for generating action potential and burst output. To this end, we simulated synchronous input (single-synapse peak conductance, 0.19 pS) from increasing numbers of equally distributed synapses on basal and radial oblique dendritic branches. We found that the number of synapses required to initiate either single action potentials or bursts was reduced in APP/PS1 morphologies (basal input: action potential from 80 to 66.6 ± 0.4 synapses; burst, from 203 to 181.3 ± 3.2 synapses, p < 0.001; radial/oblique input: action potential from 144 to 106.7 ± 0.8 synapses; burst, from 267 to 229 ± 1.3 synapses, p < 0.001) (Figures 4F and 4G) .
Finally, we assessed the effects of dendritic structural degeneration on action potential firing under in vivo-like conditions. We simulated a rhythmic cumulative activation of 200-250 excitatory synapses (z0.5% of the Schaffer collateral synapses on a CA1 neuron) (Megías et al., 2001 ) at q frequency (8 Hz, see Experimental Procedures) resembling an important input pattern received by CA1 pyramidal neurons during behavior. We found, in agreement with the experimental in vivo data, that the enhanced propagation and more effective integration in APP/ PS1 neurons significantly increased the probability of burst firing and resulted in a higher frequency of burst occurrence (from 0.07 to 0.34 ± 0.06 Hz with 200 activated synapses, p < 0.001; from 0.23 to 3.28 ± 0.78 Hz with 225 activated synapses, p < 0.001; from 1.93 to 6.94 ± 1.32 Hz with 250 activated synapses, p < 0.001) ( Figure 4H ).
DISCUSSION
Taken together, we demonstrated, using whole-cell patchclamp recordings, STED microscopy, and computational modeling, that an exclusive reduction of dendritic architecture in CA1 pyramidal neurons of APP/PS1 mice can sufficiently explain a transition to increased excitability on the level of dendritic integration and on the level of action potential output. Therefore, we identified a functional link between morphological degeneration of neurons and hyperexcitability in APP/PS1 mice. This structure-related pathomechanism might also be relevant in other neurodegenerative diseases with abnormal changes of dendritic morphology.
Reports of neuronal network remodeling associated with aberrant synchronization and hyperexcitability are accumulating both from animal models (Palop et al., 2007; Minkeviciene et al., 2009; Sanchez et al., 2012; Busche et al., 2008 Busche et al., , 2012 and from human patients with Alzheimer's disease (Amatniek et al., 2006; Noebels, 2011; Vossel et al., 2013) . In some studies, the aberrant network excitability is attributed to the amyloid b toxicity (Busche et al., 2008) . In other studies, the view is that amyloid/Fyn and tau-dependent mechanisms promote network remodeling and cause the failure of physiological network synchronization (Ittner et al., 2009; Roberson et al., 2011; Verret et al., 2012) . Interneurons may change their excitability and their synchronizing function as a result of cell type-specific vulnerability and/or persistently altered input. An increased input from the pyramidal cell network would likely exacerbate any pathological dyssynchronization. In particular, an increased burst output of pyramidal neurons may result in altered recruitment of feedback and feedforward inhibitory microcircuits (Williams and Stuart, 1999; Values are presented as mean ± SEM and were compared using Student's t test. *p < 0.05, **p < 0.01, ***p < 0.001. Pouille and Scanziani, 2004; Pouille et al., 2009; Mü ller et al., 2012) and, therefore, further support circuit dysfunction and remodeling during disease progression. A functional impairment of the hippocampal perisomatic inhibitory basket cell network caused by a downregulation of an interneuronal sodium channel subunit has been described recently in a different mouse model of Alzheimer's disease ). Therefore, it is possible that pyramidal cell-and interneuron-specific changes act together to produce network dysfunction. Although the structure-dependent mechanism can explain an increase in somatic EPSP amplitudes, the increased EPSP frequencies could not only result from higher pyramidal neuron output but also from additional functional changes of the interneuron network. Calcium imaging studies both in the cortex and hippocampus provided evidence for hyperexcitability on the cellular level that manifested as an increased rate of calcium transients that was preventable by g secretase inhibitor treatment in a similar animal model (Busche et al., 2008 (Busche et al., , 2012 . These studies, however, did not directly address a pathophysiological involvement of reduced cellular morphology that could explain the increase in Ca 2+ transient frequency in populations of neurons. Whether the higher rate of Ca 2+ transients was due to an altered individual contribution of either single spikes or bursts could not be resolved (Busche et al., 2008 (Busche et al., , 2012 . In any case, cellular and network hyperexcitability has been found consistently in mouse models of Alzheimer's disease, and these studies are supported by our results, which propose a structure-dependent cellular mechanism (Palop et al., 2007; Minkeviciene et al., 2009; Sanchez et al., 2012; Busche et al., 2008 Busche et al., , 2012 .
Our full-morphology computational modeling suggests that morphological changes alone are sufficient to reproduce the altered synaptic integration and the increased bursting of CA1 pyramidal neurons in vivo. It predicts that an increase of the total input resistance of CA1 pyramidal neurons in APP/PS1 mice originates from the experimentally observed decrease in the cell surface area that is caused by the loss of dendritic branching and the length reduction of small-caliber branches. The loss of neuronal membrane also underlies the decrease of cell capacitance and increase of the dendritic length constant (l). Therefore, in CA1 pyramidal neurons of APP/PS1 mice, signal propagation becomes more efficient, and dendritic synaptic input is less attenuated when it reaches the axosomatic compartment. The increased input resistance and the more effective propagation likely act together in vivo. Although the increased input resistance mainly accounts for higher firing frequencies and a more effective transition from solitary spiking to bursting, the more effective propagation causes the neuron to discharge and burst with lower numbers of activated synapses. These computational predictions support the view that cellular hyperexcitability might be driven by the structural degeneration of dendritic compartments.
However, although a structure-dependent mechanism could sufficiently explain hyperexcitability, different mechanisms of hyperexcitability might coexist in vivo. We acknowledge that changes in the expression levels, redistribution, or altered membrane trafficking of ionic channels can contribute to the alterations of synaptic integration and action potential output (Beck and Yaari, 2008) and may be influenced by effects of amyloid b oligomers (Chen, 2005; Morse et al., 2010; Brown et al., 2011) .
Morphological changes of dendrites are a prominent feature of neurodegenerative diseases, even in the early, presymptomatic stages, and have been described in human postmortem tissue (Ferrer et al., 1988; Ferrer, 1999; Spires and Hyman, 2004; Zaja-Milatovic et al., 2005; Grutzendler et al., 2007) and in animal models of Alzheimer's disease, Morbus Parkinson, frontotemporal dementia, and prion diseases (Hall et al., 2000; Le et al., 2001; Moolman et al., 2004; Tsai et al., 2004; Grutzendler et al., 2007; Kim et al., 2013; Si sková et al., 2013) . So far, research focused mainly on the structural deterioration of synaptic compartments, which undoubtedly plays an important role (DeKosky and Scheff, 1990; Selkoe, 2002; Scheff et al., 2006) . We now identify dendritic structural changes as an important element regulating cellular excitability in disease. The mechanistic link between altered morphology, changed neuronal electrical properties of single neurons, and dysfunction on the network level has been only rarely, if at all, made in any disease. In the future, it will be important to establish a cellular structure-function relationship for different neurodegenerative diseases and different cellular entities to evaluate whether structure-driven changes of cellular excitability are key contributors to cognitive dysfunction in animal models and patients.
Taking into account the close functional interconnection between structural alterations, perturbed single neuron excitability, and network malfunction, preserving neuronal structural integrity is an important goal in the development of preventive strategies. It has been shown that increased network activity is an exacerbating factor that significantly and negatively affected disease outcome (Noebels, 2011) . Prevention of network hyperactivity by increasing inhibitory function either pharmacologically or genetically has shown beneficial effects (Busche et al., 2008; Verret et al., 2012) . However, persistent modification of network excitability may, by itself, have substantial side effects on longterm cognitive performance (Kleen et al., 2012) . By identifying morphological alterations as functionally linked to the manifestation of hyperexcitability and network dysfunction, our work implies that preventative stabilization of dendritic structural integrity, preferentially at early time points, may constitute an innovative therapeutic strategy to preserve cellular dysfunction in neurodegenerative diseases.
EXPERIMENTAL PROCEDURES
All experimental procedures were performed in accordance with institutional animal welfare guidelines and were approved by the state government of North Rhine-Westphalia, Germany.
Animals
In all experiments, female and male mice (10-14 month) heterozygous for both transgenes, K670N/M671L-mutated amyloid precursor protein (APP swe ), and the M146V mutated presenilin 1 (PS1) under control of a neuron-specific promoter (Willuweit et al., 2009 ) were compared to age-matched noncarriers from the colony.
In Vivo Electrophysiology
A craniotomy for patch-clamp and local field potential electrodes above the hippocampal formation was performed on the right hemisphere. During the surgical procedures, mice were anesthetized deeply with an injection of ketamine (0.13 mg/g, Bela-Pharm) and xylazine (0.01 mg/g, Bayer). Preoperatively, a subcutaneous injection of buprenorphin (0.05 mg/kg) was administered, and the animals were fixed onto the stereotactic frame. In addition, dexamethasone (0.2 mg/kg) and carprofen (5 mg/kg) were administered subcutaneously. The craniotomy was sealed with a glass coverplate attached to a metal cannula (diameter, 3 mm). Before patch-clamp recordings, the glass cover was removed carefully, and the patch pipette was advanced through the cannula. For head fixation, a custom-designed metal bar was placed paramedial on the skull using dental cement. Animals received a subcutaneous injection of buprenorphin (0.05 mg/kg) twice daily for three days. Prior to the recordings, animals were anesthetized using isoflurane (Actavis, 0.5% isoflurane in pure O 2 ). The animals were head-fixed to the recording frame, and a single-channel local field electrode was placed in the CA1 region using stereotactic coordinates. The reference electrode was submerged at the edge of the recording window. Recordings were conducted under isoflurane (Actavis) anesthesia (0.5% isoflurane in pure O 2 ). Throughout all experiments, temperature was monitored and maintained at 37.5
C by a temperature controller (ATC 1000, World Precision Instruments). Recording pipettes were pulled with a horizontal puller (DMZ-Universal Puller) to 4-6 MU resistance. LFP and current-clamp whole-cell recordings were performed using an extracellular amplifier (EXT-02F/2, NPI Electronic) and a patch-clamp amplifier (BVC-700A, DAGAN), respectively, at a 100 kHz sampling rate using an ITC-18 interface (InstruTECH) controlled by Igor Pro Software (WaveMetrics. The recordings were performed using physiological intracellular solution (140 mM K-gluconate, 7 mM KCl, 5 mM HEPES-acid, 0.5 mM MgCl 2 , 5 mM phosphocreatine, and 0.16 mM EGTA), pH 7.2, at a depth between 1000-1400 mm from the brain surface, targeting the CA1 pyramidal layer using the following coordinates: anterior-posterior, 1.5; medial-lateral, 1.7; and dorsoventral, 1.2). Only neurons with the characteristic CA1 firing pattern, morphology, and position in the layer were included in the analysis. Following the in vivo experiment, animals were anesthetized deeply and decapitated. Then, hippocampal slices were prepared for further immunohistochemical analysis.
Slice Preparation and Electrophysiology
Mice were anesthetized deeply with isoflurane (Actavis) and then decapitated. The brain was quickly transferred to ice-cold artificial sucrose-based cerebrospinal fluid (ACSF sucrose) containing 87 mM NaCl, 75 mM sucrose, 2.5 mM KCl, 1.25 mM NaH 2 PO 4 , 25 mM NaHCO 3 , 0.5 mM CaCl 2 , 7 mM MgCl 2 , and 25 mM glucose. Transverse hippocampal slices (300 mm thick) were cut using a vibratome (Leica) and incubated in ACSF sucrose at 35 C for 35 min. Subsequently, slices were transferred to a submerged holding chamber containing normal ACSF solution (125 mM NaCl, 3 mM KCl, 1.25 mM NaH 2 PO 4 , 26 mM NaHCO 3 , 2 mM CaCl 2 , 2 mM MgCl 2 , 15 mM glucose) at room temperature (RT). All extracellular solutions were constantly carbogenated (95% O 2 , 5% CO 2 ). Current-clamp whole-cell recordings were performed at 34 ± 1 C using a DAGAN (BVC-700A) or Multiclamp 700B amplifier (Molecular Devices) at a 100 kHz sampling rate using a Digidata (1322A, Axon Instruments) interface controlled by pClamp Software (Molecular Devices) or an ITC-18 interface (InstruTECH) controlled by Igor Pro software (WaveMetrics). Recording pipettes were pulled with a horizontal puller (DMZ-Universal Puller) to 3-5 MU resistance, resulting in series resistance between 9-24 MU after break-in. The recordings were performed using standard physiological intracellular solution (140 mM K-gluconate, 7 mM KCl, 5 mM HEPES-acid, 0.5 mM MgCl 2 , 5 mM phosphocreatine, and 0.16 mM EGTA) and biocytin 0.4% (pH 7.2).
Neuronal Reconstruction and Morphometry
To fill and subsequently reconstruct neurons after recording, we included biocytin (0.4%) in the intracellular recording pipette. Slices were fixed overnight in paraformaldehyde (4%), incubated in 0.5% Triton X-100 for 15 min, and stained using streptavidin-coupled Alexa 488 (4 mg/ml) (Invitrogen) for 2 hr at RT. 3D morphological analyses of neurons were made from image stacks of 80-100 mm imaged by a 203 objective (Plan Apochromat 20 3 0.8, Zeiss) and reconstructed using Imaris filament tracer (Bitplane). Morphometric analyses of the 3D reconstructions were performed in a blinded experimental design. The experimenter did not have knowledge of the mouse genotype.
STED Microscopy
Slices were fixed overnight in paraformaldehyde (4%), incubated in 0.5% Triton X-100 for 15 min, and stained using streptavidin-coupled Alexa 488 (4mg/ml) (Invitrogen) for 2 hr at RT. Following the 3D reconstructions of cellular morphologies as described above, branches in all CA1 strata were selected for STED imaging. STED microscopy was performed using a Leica TCS 2Color STED CW microscope with a 1003 oil Leica HCX PL APO 1.4 objective using the following fixed laser configuration: excitation laser line 488, intensity 17.5%-20.5% (dynamic range for stacks); depletion laser line 592, intensity 34.4% and gating 0.32-6.06 ns. Images were acquired using a resonant scanner (12 kHz) with optical pixel size (XY direction, 30 nm (23 oversampling for deconvolution); Z direction, 250 nm (maximum 3 steps per half of the dendritic width of 23-mm-long dendritic segments). The density of dendritic spines was estimated from the 3D reconstructions of the acquired images, and the values were normalized to 10 mm 2 of measured dendritic branch area, excluding the area of dendritic spines. Prior to reconstruction, STED image stacks were deconvoluted using Huygens software (Scientific Volume Imaging) with the following parameters: numerical aperture of the objective, 1.4; refractive index of the embedding medium, 1.460; refractive index of the lens immersion medium, 1.516; excitation wavelength, 488 nm; emission wavelength, 510 nm. The remaining parameters, including signal-to-noise ratio, were default values.
Computational Modeling
All simulations were performed using the NEURON simulation environment (http://neuron.yale.edu) on a 44 node, 528 core HP ProLiant cluster. Representative reconstructed wild-type morphology was used to build a computational multicompartment model. An axon initial segment was added to the model. The following passive parameters were used: internal resistivity (R a ), 200 U/cm; specific membrane resistivity (R m ), 40 kU/cm 2 on dendrites, soma, and myelinated axon and 50 U/cm 2 on axon nodes; specific membrane capacitance (C m ) = 0.75 mF/cm 2 on dendrites, soma, and axon node and 0.04 mF/cm 2 on myelinated axon; and leak reversal potential (V leak ), À66 mV (Jarsky et al., 2005) . Based on quantification of the experimental findings of reduced branching and length of basal, radial oblique, and apical tuft dendrites, 30 different APP/PS1-like morphologies were randomly generated from the wild-type morphology. Therefore, as a first step, 46% of basal, 19% of radial oblique, and 20% of distal tuft dendrites were randomly selected and deleted. Then the lengths of dendrites were corrected to attain 40% loss of total length of basal dendrites, 37% of radialoblique dendrites, and 32% of distal tuft dendrites. Synaptic background noise was simulated by activating 200-250 equally distributed a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (time constants: t rise , 0.2 ms; t decay , 2 ms) (Jarsky et al., 2005) and N-methyl-D-aspartic acid receptors (time constants: t rise , 7 ms; t decay , 200 ms) on basal dendrites following independent Poisson processes.
Data Analysis In Vivo Recordings
The resting membrane potential of neurons included into the analysis was À55.7 ± 1.8 mV (n = 23 neurons) in wild-type mice and À53.2 ± 2.1 mV (n = 20 neurons) in APP/PS1 mice. Neurons were held either at À40 or À55 mV (values not corrected for the liquid junction potential) for the duration of the recordings to examine neuronal properties in spontaneously firing and nonfiring conditions, respectively. To determine the initial firing frequency, we measured the instantaneous frequency of two first spikes elicited by the first suprathreshold response in the depolarizing step current protocol. For detection of network bursts, the local field potential was downsampled to 5 kHz and band-pass-filtered between 30 and 80 Hz. The envelope of the resulting signal was computed using the Hilbert transform, and the detection threshold was set at twice the value of the SD of the filtered signal. Burst firing consisted of trains of two or more spikes occurring within a relatively short interval (R75 Hz) and was followed by a prolonged period of inactivity when compared with regular spiking neurons. The action potentials within a burst had decreasing amplitudes, and the interspike interval increased with the burst duration. Complex spikes, defined as bursts of action potential with decreasing amplitudes riding on a depolarizing envelope (Kandel and Spencer, 1961) were also included in the burst analysis. Acute Hippocampal Slice Recordings Only cells exhibiting a resting potential between À51 and À65 mV at break-in were used. The average resting membrane potentials of cells included in the analysis were as follows: for the late stage, À57.31 ± 0.98 mV in wild-type (n = 35 neurons) and À56.39 ± 0.65 mV in APP/PS1 (n = 44 neurons); for the early stage, À57.27 ± 0.78 mV in wild-type (n = 75 neurons) and À57.78 ± 0.86 mV in APP/PS1 (n = 69 neurons). All neurons were held between À64 and À66 mV for the duration of the recordings. The cells that required more than 200 pA of holding current to maintain these potentials were excluded from the data set. Recordings in which the series resistance exceeded 45 MU were also excluded. The action potential threshold was determined for the first action potential initiated by the first 500 ms suprathreshold depolarization current injection. Time to threshold was measured relative to the onset of current injection. Input resistance was determined from the linear slope of the steady-state voltage versus current plot that resulted from 500 ms current injections from À30 to 30 pA. Resting membrane potential was measured by averaging a 500 ms interval recorded in the absence of any current injection. The active afterdepolarization (ADP) amplitude was calculated for each spike by subtracting the subthreshold response from the peak voltage in a 10 ms interval following the spike. Some bursting neurons that exhibited bursting in response to the first suprathreshold 3 ms current injection had to be excluded from the ADP analysis because the second AP obscured the ADP measurement. To determine the initial firing frequency, we measured the instantaneous frequency of the two first spikes elicited by the first suprathreshold 500 ms depolarizing step current injection. To measure short pulse rheobase, a brief 3 ms current was injected in steps of 1 pA until the threshold was reached. Burst current was determined by a threshold-crossing injection step followed by an EPSP-shaped waveform (exponential onset with a time constant of 0.2 ms, double exponential decay with equally weighted time constants of 2 and 10 ms) to evoke a second spike. All membrane potentials measured in patch-clamp recordings were not corrected for the liquid junction potential. No gender differences were observed with respect to the electrophysiological and morphological parameters obtained in this study (data not shown). For analysis of EPSP kinetics, whole-cell recordings with a resting membrane potential between À75 and À55 mV were used. The data were downsampled to 5 kHz, smoothed over 2 ms, and baseline-corrected by subtracting the minimal value over each ± 75 ms interval. Events exceeding 0.5 mV in amplitude were fitted using the function Magee and Cook, 2000) in a range between the next reversal points before and after the peak. The fits were accepted if the r 2 of the fit was at least 0.75. Subsequently, the fit was quality-checked, and fitted events were refused if the root mean square error between onset and t Peak + t 2 exceeded 20% of the amplitude.
Statistical Analysis
Statistical significance was assessed using the following nonparametric tests. For group comparisons, a Mann-Whitney test was used for event frequencies, network burst duration, EPSP frequency, mRNA analysis, and spine density quantification. Kruskal-Wallis ANOVA was used for quantification of subthreshold depolarization in vivo. One-way ANOVA was used to compare the firing frequency in vivo. Unpaired Student's t tests were used for comparison of average spontaneous firing frequency in vivo, initial firing frequencies in vitro and in vivo, short-pulse rheobase, burst current, EPSP amplitude, and all morphological comparisons (with the exception of the spine density quantification). One-sample Student's t tests were used for the computational modeling analysis. Values are given as mean ± SEM, and differences with p < 0.05 were considered significant.
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