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SAŽETAK 
 
 Cilj ovoga završnog rada je detaljno razraditi tehnologiju agregacije 
komunikacijskih sučelja (engl. EtherChannel).U radu su navedeni i opisaniprotokoli 
koji se koriste kod EtherChannel veze, opisano je konfiguriranjeEtherChannel veze u 
IOS i CatOS operacijskim  sustavima, predstavljeni su problemi koji se javljaju prilikom 
korištenja EtherChannel veze, te predstavljena su rješenja za otklanjanje tih 
problema.Izrađena je osnovna mrežna topologija u simulacijskom programu Cisco 
Packet Tracer, u kojem su se testirale mogućnosti EtherChannel tehnologije. Mjerenje 
se provodilo u Cisco laboratoriju na laboratorijskoj opremi. Korištena su dva Cisco 
Catalyst preklopnika serije 2960-24TT i osam računala. Rezultati mjerenja i tražene 
vrijednosti su prikazani grafički uz pomoć Microsoft Office Excel programa. Testirana 
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1.  UVOD 
 
Za povezivanje dva preklopnika(engl.switch) koristi se kabel za spajanje dva fizička 
priključka i podešava ih kao „trunk“. Trunk veza (engl. Trunk link) je označena (engl. 
tagged) veza kojom se međusobno spajaju dva preklopnika te služi za propuštanje 
prometa na način da se točno zna koji promet je namijenjen kojoj virtualnoj lokalnoj 
mreži. Ali jedan „trunk“ ima ograničenu propusnost. Može se koristiti slaganje (engl. 
stacking) za veću propusnost, ali slaganje (engl. stacking) podržava ograničenu 
udaljenost. Da bi se dobila širokopojasna i visoko propusna veza između dva 
preklopnika koristi se agregacijakomunikacijskih sučelja(engl. Aggregation link). 
 
1.1 Agregacija komunikacijskih sučelja 
 
Agregacija komunikacijskih sučelja je proces međusobnog povezivanja dva uređaja 
sa dvije ili više Ethernet1veza, tako da je više veza spojeno u jednu veću virtualnu vezu 
koja ima veću propusnost.  
Također se agregacija veze koristi za povećavanje pouzdanosti veze. Budući da više 
veza spaja uređaje, u slučaju „pada“ jedne veze, komunikacija ne prestaje. Veze 
korištene u agregaciji se koriste i za ravnopravno raspoređivanje prometa (engl. Load-
balance). 
Broj veza koje se mogu spojiti u jednu,obično je ograničen od strane 
proizvođača.CISCO2, kao vodeći proizvođač mrežne opreme u svijetu, ima svoj naziv 




                                                 
1
Ethernet – IEEE standard 802.3 – fizička infrastruktura izvedena na principu strukturnog kabliranja 
2
Cisco Systems – Američka multinacionalna kompanija za dizajniranje, proizvodnju i prodaju mrežne 
opreme. 
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1.2 Spanning Tree Protokol 
 
Kod agregacija veza, važno je još spomenuti Spanning Tree Protocol ili STP. 
STP sprečava pojavu petlje kada su preklopnici međusobno spojeni višestrukim 
konekcijama. STP implementira 802.1D IEEE algoritam razmjenjujući BPDU3 poruke s 
ostalim preklopnicima kako bi detektirao petlju, nakon čega isključuje sučelja na 
izabranom preklopniku. Ovaj algoritam garantira da postoji samo jedan aktivni put 
između preklopnika[3]. 
Slika 1. Prikaz rada spanning tree protokola [9] 
 
 Spanning tree protokol ima više načina rada: 
 Common Spanning Tree (CST) - Cisco standard, predviđa 
jednu spanning-tree instancu za cijelu mrežu, neovisno o broju 
VLAN-ova čime smanjuje opterećenje procesora u 
preklopniku[3]. 
 Multiple Instance STP (MISTP) / 802.1s-  standard koji 
dozvoljava da nekoliko VLAN-ova bude mapirano na 
određeni broj instanci. Svaka se instanca brine za višestruke 
VLAN-ove koji imaju istu L2
4
 topologiju[3]. 
 Per VLAN Spanning Tree (PVST) - Cisco standard, podržava 
jednu ST instancu za svaki VLAN konfiguriran u mreži. 
Koristi ISL
5
 trunking metodu i omogućuje da VLAN trunk 
prenosi promet iz određenih VLAN-ova dok blokira promet iz 
ostalih VLAN-ova[3]. 
                                                 
3
BPDU – Bridge Protocol Dana Units – okviri koji sadrže informacije Spanningtree protokola 
4
L2 – Layer 2 – Sloj podatkovne veze  
5
 ISL – Cisco Inter-Switch Link – Ciscov vlastiti protokol koji zadržava VLAN informacije u Ethernet 
okvirima 
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 Per VLAN Spanning Tree Plus (PVST+) - Cisco 
standard,pruža istu funkcionalnost kao i PVST, ali 
korištenjem 802.1Q trunking tehnologije[3].  
 Rapid STP (RSTP) / 802.1w - je evolucija Spanning Tree 
protokola (802.1D standard) i pruža bržu ST konvergenciju 
nakon promjene topologije mreže. Koristi tehnologije kao što 
su EdgeFast, UplinkFast RSTP i BackboneFast Engine za 
bržu konvergenciju u mreži[3]. 
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2. ETHERCHANNEL 
 
EtherChannel je Ciscov pojam za tehnologiju koja omogućava udruživanje do osam 
fizičkihEthernet veza u jednu logičnu vezu. EtherChannel izvorno se nazivao FEC6 
budući da je u to vrijeme bio dostupan samo na Fast Ethernetu[1]. 
Sa EtherChannelom brzina jedne logičke veze jednaka je sumi brzina svih udruženih 
fizičkih veza. Na primjer, EtherChannel sa četiri 100 Mb/s7 veze, EtherChannel će 
imati brzinu od 400 Mb/s. No ova ideja nije bez problema. Prije svega, propusni opseg 
nije jednak sumi brzina svih fizičkih veza u svim situacijama. Ako se EtherChannel 
sastoji od četiri 1 Gb/s8veze, svaka komunikacija će i dalje podrazumijevano biti 
ograničena na 1 Gb/s[1]. 
Podrazumijevano ponašanje je da se svakom paketu koji prolazi kroz EtherChannel 
pridruži jedna fizička veza, ovisno o MAC9 adresi odredišta paketa. To znači da, ako 
jedna stanica razgovara s poslužiteljem(engl. Server) preko EtherChannela, koristit će 
se samo jedna veza. U biti, sav promet namijenjen tom poslužitelju putovat će preko 
jedne fizičke veze u EtherChannelu. To znači, da jedan korisnik uvijek ima na 
raspolaganju samo 1 Gb/sza vrijeme korištenja EtherChannela. Prednosti se pokazuju 
kad postoji više odredišta te se za svako može koristiti zaseban put[1]. 




 ima različita imena. UCatOS 
sustavu,EtherChannel se naziva  kanal (engl. channel), dok se na preklopnikus IOS 
sustavom EtherChannelnaziva sučelje kanala porta (engl. Port channel interface).  
Naredbe za postavljanje EtherChannela u CatOS sustavu je„show port 
channel“i„show channel“.EtherChannel kod IOS preklopnika je u biti virtualno 
sučelje i s njim se radi kao i s drugim sučeljima (primjerice pomoću naredbe 
„interface port-channel 0“ili „int po0“)[1]. 
 
                                                 
6
 FEC – FastEtherChannel – korišten na starijim verzijama Cisco preklopnika, daje statičke postavke i ne 
pregovara agregajicu 
7
Mb/s – megabit po sekundi 
8
Gb/s – gigabit po sekundi 
9
MAC – Media Access Control – označivač ili ključ koji se nalazi u svim mrežnim uređajima 
10
 IOS – Cisco Internetwork Operating System – operacijski sustav koji se koristi na Cisco preklopnicima 
11
 CatOS – Cisco Catalys Operating System- operacijski sustav Cisco preklopnika, zamjenjen IOS-om 
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Slika 2.EtherChannel na IOS-u i CatOS-u[1] 
 
2.1  Raspoređivanje opterećenja 
Kao što je ranije rečeno, EtherChannel ne zbraja brzine svih objedinjenih fizičkih 
veza.EtherChannel pruža prividnu ukupnu brzinu objedinjenih fizičkih veza slanjem 
određenih paketa kroz određene fizičke veze. Koja će se fizička veza upotrijebiti, 
određeno je odredišnom MAC adresom. Algoritam koji se koristi je vlasništvo tvrtke 
Cisco i on je deterministički jer će paketi s istom odredišnom MAC adresom uvijek ići 
preko iste fizičke veze. To osigurava da paketi poslani na određenu MAC adresu uvijek 
stižu po redu[1]. 
Algoritam za raspoređivanje prometa na fizičke veze nije javan, ali je način 
procjenjivanja veza koji se u njemu koristi objavljen. Bitno je istaknuti da savršena 
uravnoteženost opterećenja fizičkih veza nije nužno osigurana[1]. 
Algoritam uzima odredišnu MAC adresu i pretvara je u broj između 0 i 7. Isti se 
raspon koristi neovisno o tome koliko je veza stvarno objedinjeno u 
EtherChannelu.Svakoj fizičkoj vezi pridružen je jedan ili više od tih osam brojeva, 









Po0, Po1, itd. 
IOS preklopnik CatOS preklopnik 
Kanal 
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Slika 3.Raspoređivanje opterećenja fizičkih veza u EtherChannelu [1] 
 
Na EtherChannel-u s osam fizičkih veza, svakoj vezi pridružena je jedna vrijednost. 
Na EtherChannel-u sa šest veza, dvjema vezama pridružene su dvije vrijednosti, a 
preostalima četirima vezama, po jedna vrijednost. To znači da će dvije veze primiti dva 
puta više prometa od ostale četiri. Drugim riječima, kod EtherChannel-a se ne koriste 
sve veze jednako. Ako se pogleda prethodna Slika 3., jedini mogući način za jednoliko 
raspršivanje prometa preko svih veza u EtherChanneluje dizajn s osam, četiri ili dvije 
fizičke veze. Ova metoda će kombinirati vrijednosti u neku vrijednost između 0 i 7 i ona 
će se koristiti za pridruživanje veze prema danoj tablici, neovisno o informacijama na 
temelju kojih je odabrana fizička veza[1]. 
Metoda koju preklopnik koristi za određivanje puta kroz mrežu može se 
promijeniti.Podrazumijevano se koristi odredišna MAC adresa. Međutim, ovisno o 
verziji softvera i hardvera koji se koriste, moguće su sljedeće opcije[1]: 
 Izvorišna MAC adresa 
 Odredišna MAC adresa 
 Izvorišna i odredišna MAC adresa 
 Izvorišna IP12 adresa 
 Odredišna IP adresa 
 Izvorišna i odredišna IP adresa 
 Izvorni port 
                                                 
12
 IP – Internet Protocol – mrežni protokol za prijenos podataka 
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 Odredišni port 
 Izvorni i odredišni port 
Razlog za primjenu podrazumijevanog ponašanja ovisi o okolnostima. Slika 4. 
prikazuje vrlo čest raspored: grupa korisnika spojenih na preklopnik A pristupa 
poslužiteljima spojenim na preklopnik B preko EtherChannela. Opterećenje bi se 
normalno raspoređivalo na temelju odredišne MAC adrese u svakom paketu. No do 
problema dolazi zbog načina primjene. Normalno bi bilo da ako je MAC adresa 
jedinstvena, sve veze se jednako koriste. No, situacija je često drugačija jer se jednom 
poslužitelju pristupa češće nego ostalima[1]. 
Slika 4. Faktori za raspoređivanje opterećenja kod EtherChannel veze[1] 
 
Uz pretpostavku da poslužitelj elektroničke pošte u ovoj mreži prima više od 1 Gb/s 
prometa, dok je prosjek prometa ostalih poslužitelja oko 50 Mb/s, korištenje odredišne 
MAC adrese kao metode za raspoređivanje opterećenja uzrokovat će da se paketi u 
EtherChannelu izgube jer će svaki paket namijenjen poslužitelju elektroničke pošte 
putovati preko iste fizičke veze. Višak se ne prelijeva na ostale vezenego kada se fizička 
veza zasiti, paketi se ispuštaju[1]. 
Ako jedan poslužitelj prima većinu prometa, korištenje odredišne MAC adrese za 
raspoređivanje opterećenja nema smisla. U ovom slučaju raspoređivanje s izvorišnom 
MAC adresom dalo bi mnogo bolje rezultate[1]. 
Metoda raspoređivanja opterećenja(engl. Load balancing) primjenjuje se samo na 
pakete koji se prenose preko EtherChannela i nije dvosmjerna funkcija. Dok bi 
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promjena metode raspoređivanja opterećenja na korištenje izvorišne MAC adrese na 
preklopniku A mogla biti dobra ideja, to bi uzrokovalo katastrofu na preklopniku B gdje 
se poslužitelj elektroničke pošte najviše koristi. Kada se paketi vraćaju s poslužitelja 
elektroničke pošte, izvorišna MAC adresa je adresa samog poslužitelja. Prema tome, 
ako bi se na preklopniku B za raspoređivanje opterećenja koristila izvorišna MAC 
adresa, pojavio bi se isti problem koji se pokušavao riješiti[1].  
U takvoj situaciji rješenje je postaviti raspoređivanje opterećenja na temelju 
izvorišne MAC adrese na preklopniku A, a na preklopniku B, raspoređivanje 
opterećenja prema odredišnoj MAC adresi. Ako su svi poslužitelji spojeni na jedan 
preklopnik, asvi korisnici na drugi, kao što je slučaj u ovom primjeru, opisano rješenje 
će funkcionirati. Nažalost u stvarnom svijetu su ovakvi jednostavni rasporedi računala 
rijetkost. Mnogo češće su svi uređaji spojeni na jedan veliki preklopnik[1].  
Slika 5. prikazuje još jedan zanimljiv problem. Ovdje su na preklopnik A preko 
EtherChannela spojeni jedan poslužitelj i NAS13. Svi datotečni sustavi poslužitelja 
nalaze se na NAS uređaju,a poslužitelj se vrlo često koristi jer je to poslužitelj baze 
podataka koji poslužuje više od 5000 korisnika. Propusni opseg potreba između ova dva 
uređaja prelazi 2 Gb/s[1]. 




                                                 
13
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Za ovaj problem ne postoji jednostavno rješenje. Ne može se koristiti odredišna, niti 
izvorišna MAC adresa za raspoređivanje opterećenja, jer se radi o istoj adresi. Nemože 
se koristiti niti kombinacija izvorišne i odredišne MAC adrese, kombinacija izvorišne i 
odredišne IP adrese, kao ni broj izvorišnog i odredišnog porta, jer kad se odrede oni se 
ne mijenjaju. Jedina mogućnost uz pretpostavku da upravljački program to 
podržava,jeste promijeniti poslužitelja, odnosno NAS uređaj, tako da svaka veza ima 
svoju MAC adresu, no paketi će i dalje poticati s jedne adrese i biti namijenjeni samo 
jednoj od tih adresa[1]. 
Jedino rješenje ovog problema je ručno konfiguriranje raspoređivanja opterećenja ili 
povezivanje bržom vezom. Razdvajanje veze na četiri veze od po 1 Gb/s s vlastitim IP 
mrežama i spojenim drugim datotečnim sustavom riješilo bi ovaj problem[1].  
 
2.2 Konfiguriranje i administracija EtherChannel veze 
 
Uređaj na drugoj strani EtherChannela je obično odlučujući faktor u konfiguriranju 
veze. Pravilo koje se uvijek treba poštovati jeste da svaka veza koja sudjeluje u 
EtherChannelu mora imati iste postavke. Opisimogu biti drugačiji, ali svaka fizička 
veza mora biti istog tipa i brzine, i sve moraju biti u istom VLAN
14
-u. Ako su veze 
glavni vodovi, sve moraju biti postavljene s istim parametrima glavnog voda[1]. 
 
2.2.1 Protokoli EtherChannel veze 
 
Na Cisco uređajima podržana su dva protokola. Prvi je LACP15 definiran prema 
IEEE specifikaciji 802.3ad. LACPse koristi prilikom spajanja na uređaje koji nisu 
Ciscovi, kao što su poslužitelji. Drugi protokol koji se koristi je PAgP16. To je Ciscov 
vlastiti protokol, i koristi se samo kada se preko EtherChannela spajaju dva Cisco 
uređaja. Svaki protokol podržava dva režima: pasivni režim(auto u PAgP i passive u 
                                                 
14
 VLAN – Virtual Local Area Network – izvedba lokalne mreže u kojemu se logička podjena na domene 
prostiranja ostvarjue neovisno o fizičkoj povezanosti mrežnih uređaja na mrežne preklopnike. 
15
 LACP – Link Aggreggation Control Protocol 
16
 PAgP – Port Aggregtion Protocol 
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LACP-u) te aktivni režim (desirableu PagP-u te active u LACP-u). Alternativno, 
režim se može postaviti na „on“, što forsira formiranje EtherChannel veze. Raspoloživi 
protokoli i režimi navedeni su na slici 6.[1]. 
Općenito, kada se EtherChannel postavlja između Cisco preklopnika, portovi će biti 
EtherChannel tijekom cijelog trajanja instalacije. Postavljanje svih sučelja 
EtherChannela na„desirable“ima smisla. Kad se povezuje Cisco preklopnik na 
uređaj koji nije Cisco već neki drugi, upotrebljava se postavka „active“ u LACP-u. 
Također treba znati da neki uređaji koriste vlastite metode za formiranje kanala, te 
zahtjevaju da Cisco uređaj s jedne strane EtherChannel veze bude postavljen na „on“, 
jer se neće dogovarati s njim[1].  
Slika 6. EtherChannel protokoli i njihovi režimi[1] 
 
2.2.2 CatOS primjer 
Formiranje EtherChannela u CatOS-u relativno je jednostavno.  Na slici 1. formiran 
je EtherChannel. Kako su uređaji na obje strane veze Cisco preklopnici, port će se 
postaviti na obje strane u„desirable“stanje[1]. 
 
 
Protokol Režim Opis 
bez 
Prisiljava port režim EtherChannel bez dogovaranja. 





Port će pasivno dogovarati EtherChannel. Port će započeti 
dogovaranje. 
Port će pasivno dogovarati EtherChannel. Port neće započeti 
dogovaranje. 
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Pod pretpostavkom da je druga strana ispravno konfigurirana, ovo je sve što je 
potrebno da bi EtherChannel radio. Imena nisu nužna, ali bi sve trebalo biti označeno i 
dokumentirano, neovisno o tome je li trenutno potrebno[1]. 
Kada je konfiguracija EtherChannela završena, naredbom „show port 
channel“provjerava se  njegov status[1]. 
 
Naredba „show channel info“daje vrlo sličan rezultat, ali sadrži nešto više 
informacija. U većini slučajeva ova je naredba korisnija budući da prikazuje broj kanala, 




Switch-2-CatOS: (enable)show port channel 
Port  Status     Channel              Admin Ch 
Mode                 Group Id 
----- ---------- -------------------- ----- ----- 
3/1  connected  desirable              74   770 
3/2  connected  desirable              74   770 
3/3  connected  desirable              74   770 
3/4  connected  desirable              74   770 
 
Switch-2-CatOS: (enable)show channel info 
Chan Port  Status     Channel        Admin Speed Duplex Vlan 
Id                    mode           group 
---- ----- ---------- -------------- ----- ----- ------ ---- 
770  3/1   connected  desirable         74 a-1Gb a-full   20 
770  3/2   connected  desirable         74 a-1Gb a-full   20 
770  3/3   connected  desirable         74 a-1Gb a-full   20 
770  3/4   connected  desirable         74 a-1Gb a-full   20 
 
set port name   3/1  Link #1 in Channel 
set port name   3/2  Link #2 in Channel 
set port name   3/3  Link #3 in Channel 
set port name   3/4  Link #4 in Channel 
 
set vlan 20  3/1-4 
 
set port channel 3/1-4 mode desirable 
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Naredbe „show channel“ukratko prikazuje koji su portovi pridruženi kojem 
kanalu[1]: 
 
Još jedna korisna naredba je „show channel traffic“koja prikazuje kako se 
veze koriste, s distribucijom prometa izraženom u postocima[1]: 
 
2.2.3 IOS primjer 
 
Postavljanje EtherChannela na preklopniku sa sustavom IOS nije teško.Glavna 
razlika između CatOS i IOS je u tome, što se na IOS-u izrađuje virtualno sučelje port-
kanal. To pruža neke prednosti, sučelje se može konfigurirati s IP adresom ili ga ostaviti 
kao klasičan port preklopnika. Svako sučelje mora imati identične postavke, osim 
opisa[1].  
Switch-2-CatOS: (enable)show channel 
Channel Id   Ports 
-----------  ----------------------------------------------- 
770          3/1-4 
 
Switch-2-CatOS: (enable)show channel traffic 
ChanId Port  Rx-Ucst Tx-Ucst Rx-Mcst Tx-Mcst Rx-Bcst Tx-Bcst 
------ ----- ------- ------- ------- ------- ------- ------- 
   770  3/1   21.80%  18.44%  87.48%  87.70%  26.49%  21.20% 
   770  3/2   34.49%  37.97%   4.02%   4.98%  19.38%  11.73% 
   770  3/3   21.01%  23.47%   3.99%   3.81%  29.46%  28.60% 
   770  3/4   22.66%  20.06%   4.13%   2.79%  23.69%  38.32% 
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 description 4G Etherchannel Po1 
 no ip address 
 switchport 
 switchport access vlan 20 
 
interface GigabitEthernet3/1 
 description Link #1 in Po1 
 no ip address 
 switchport 
 channel-group 1 mode desirable 
 
interface GigabitEthernet3/2 
 description Link #2 in Po1 
 no ip address 
switchport 
 channel-group 1 mode desirable 
 
interface GigabitEthernet3/3 
 description Link #3 in Po1 
 no ip address 
 switchport 
 channel-group 1 mode desirable 
 
interface GigabitEthernet3/4 
 description Link #4 in Po1 
 no ip address 
 switchport 
 channel-group 1 mode desirable 
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Na IOS preklopnicima naredba „show etherchannelsummary“pruža brz način 
za pregled statusa EtherChannela.U ovom primjeru EtherChannel je u drugom sloju i 
koisti se (Po1(SU)). Sve zasebne fizičke veze su aktivne jer imaju oznaku (P) pored 
broja porta[1]: 
 
Puno korisnija naredba je „show etherchannel“. Ova naredba je zanimljiva jer 
pokazuje broj bitova koji se koriste u algoritmu raspodjele za svako fizičko sučelje, kao 
što je prethodno prikazano na slici 3.  Također je vrlo zanimljivo što naredba daje i 
vrijeme kad se sučelje uključilo u EtherChannel[1]: 
Switch-1-IOS#show etherchannel summary 
Flags:  D - down        P - in port-channel 
   I - stand-alone s - suspended 
   H - Hot-standby (LACP only) 
   R - Layer3      S - Layer2 
   U - in use      f - failed to allocate aggregator 
 
   u - unsuitable for bundling 
Number of channel-groups in use: 1 
Number of aggregators:           1 
Group  Port-channel   Protocol    Ports 
------+-------------+-----------+----------------------------------- 
1    Po1(SU)       PAgP    Gi3/1(P) Gi3/2(P) Gi3/3(P)Gi3/4(P) 
 
Switch-1-IOS #show etherchannel 1 port-channel 




Age of the Port-channel  = 1d:09h:22m:37s 
Logical slot/port  = 14/6   Number of ports = 4 
GC       = 0x00580001  HotStandBy port = null 
Port state   = Port-channel Ag-Inuse 
Protocol    = PagP 
 
Ports in the Port-channel: 
Index   Load   Port       EC state      No of bits 
------+------+------+------------------+----------- 
1   11  Gi3/1  Desirable-Sl   2 
2   22  Gi3/2  Desirable-Sl   2 
0   44  Gi3/3  Desirable-Sl   2 
3   88  Gi3/4  Desirable-Sl   2 
 
Time since last port bundled: 1d:09h:21m:08s Gi3/4 
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Kako je EtherChannel u IOS-u virtualno sučelje, može prikazati i podatke o sučelju.  
 
 
Switch-1-IOS#show interface port-channel 1 
Port-channel1 is up, line protocol is up (connected) 
  Hardware is EtherChannel, address is 0011.720a.711d (bia 
0011.720a.711d ) 
  Description: 4G Etherchannel Po1 
  MTU 1500 bytes, BW 4000000 Kbit, DLY 10 usec, 
     reliability 255/255, txload 1/255, rxload 1/255 
  Encapsulation ARPA, loopback not set 
  Full-duplex, 1000Mb/s 
  input flow-control is off, output flow-control is 
unsupported 
  Members in this channel: Gi3/1 Gi3/2 Gi3/3 Gi3/4 
  ARP type: ARPA, ARP Timeout 04:00:00 
  Last input never, output never, output hang never 
  Last clearing of "show interface" counters 30w6d 
Input queue: 0/2000/1951/0 (size/max/drops/flushes;Total 
output drops:139 
  Queueing strategy: fifo 
  Output queue: 0/40 (size/max) 
  5 minute input rate 3906000 bits/sec, 628 packets/sec 
  5 minute output rate 256000 bits/sec, 185 packets/sec 
377045550610 packets input, 410236657639149 bytes, 0 no 
buffer 
Received 66730119 broadcasts (5743298 multicast) 
0 runts, 0 giants, 0 throttles 
0 input errors, 0 CRC, 0 frame, 1951 overrun, 0 ignored 
0 watchdog, 0 multicast, 0 pause input 
0 input packets with dribble condition detected 
255121177828 packets output, 159098829342337 bytes, 0 
underruns 
0 output errors, 0 collisions, 0 interface resets 
0 babbles, 0 late collision, 0 deferred 
0 lost carrier, 0 no carrier, 0 PAUSE output 
0 output buffer failures, 0 output buffers swapped out 
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Kako su individualne veze fizičke, ta sučelja se mogu prikazati jednako kao i bilo 
koje fizičko sučelje na IOS uređaju, pomoću naredbe „show interface“: 
  
Switch-1-IOS#show interface g3/1 
GigabitEthernet5/1 is up, line protocol is up (connected) 
Hardware is C6k 1000Mb 802.3, address is 0011.7f1a.791c 
(bia    0011.7f1a.791c) 
Description: Link #1 in Po1 
MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec, 
 reliability 255/255, txload 1/255, rxload 1/255 
Encapsulation ARPA, loopback not set 
Full-duplex, 1000Mb/s 
input flow-control is off, output flow-control is off 
Clock mode is auto 
ARP type: ARPA, ARP Timeout 04:00:00 
Last input 00:00:45, output 00:00:03, output hang never 
Last clearing of "show interface" counters 30w6d 
Input queue: 0/2000/1054/0 (size/max/drops/flushes); Total 
output drops: 0 
Queueing strategy: fifo 
Output queue: 0/40 (size/max) 
5 minute input rate 924000 bits/sec, 187 packets/sec 
5 minute output rate 86000 bits/sec, 70 packets/sec 
190820216609 packets input, 207901078937384 bytes, 0 no 
buffer 
Received 48248427 broadcasts (1757046 multicast) 
0 runts, 0 giants, 0 throttles 
0 input errors, 0 CRC, 0 frame, 1054 overrun, 0 ignored 
0 watchdog, 0 multicast, 0 pause input 
0 input packets with dribble condition detected 
129274163672 packets output, 80449383231904 bytes, 0 
underruns 
0 output errors, 0 collisions, 0 interface resets 
0 babbles, 0 late collision, 0 deferred 
0 lost carrier, 0 no carrier, 0 PAUSE output 
0 output buffer failures, 0 output buffers swapped out 
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3. TESTIRANJE ETHERCHANNEL TEHNOLOGIJE 
 
Za dokazivanje prethodno napisanog i za testiranje koristi se Cisco Packet Tracer 
simulator iCisco laboratorijskaoprema.  
Slika 7. Sučelje Cisco Packet Tracer-a 
 
Cisco Packet Tracer je mrežni simulacijski program koji omogućuje korisnicima 
istraživanje ponašanja mreže. Packet Tracer pruža simulaciju, vizualizaciju i procjenu 
složenih tehnoloških koncepata.  
Packet Tracer dopunjuje fizičku opremu, tako da se korisnicima omogućuje 
stvaranje mreže s gotovo neograničenim brojem uređaja radi  poticanja , otkrivanja i 
otklanjanja poteškoća. Bazirano na simulacijskom okruženju, pomaže korisnicima da 
razviju vještine kao što su donošenje odluka, kreativnog i kritičkog razmišljanja, i 
rješavanje problema stoljeća. 
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3.1 Konfiguracija u Cisco PacketTracer simulatoru 
 
Testiranje mogućnosti EtherChannel tehnologije provedeno je u Cisco Packet 
Tracer simulatoru verzije 6.0.1.0011. Kao primjer odabrana je mrežna topologija sa 
slike 8. 
Slika 8. Mrežna topologija problema propusnosti 
 
Na slici se nalaze četiri korisnika, Korisnik 1, Korisnik 2, Korisnik 3 i Korisnik 
4, koja su spojena saFastEthernet
17
 vezom na Cisco preklopnik serije 2960-24TT. 
Korisnik 1 na komunikacijsko sučelje Fa0/1, Korisnik 2 na komunikacijsko sučelje 
Fa0/2, Korisnik 3 na komunikacijsko sučelje Fa0/3 i Korisnik 4 na komunikacijsko 
sučelje Fa0/4.Na drugi Cisco preklopnik, također serije 2960-24TT, spojena su četiri 
poslužitelja s FastEthernet vezom, Poslužitelj 1 na komunikacijsko sučelje Fa0/1, 
Poslužitelj 2 na komunikacijsko sučelje Fa0/2, Poslužitelj 3 na komunikacijsko sučelje 
Fa0/3 i Poslužitelj 4 na komunikacijsko sučelje Fa0/4.Svi korisnici i poslužitelji se 
                                                 
17
FastEthernet – Ethernet s brzinom od 100Mb/s 
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nalaze na 192.168.1.0/24 mreži s time da korisnici koriste raspon od 192.168.1.1/24  do 
192.168.1.4/24, a poslužitelji raspon od 192.168.1.10/24 do 192.168.1.14/24. 
Oba preklopnika povezana su međusobno s jednom FastEthernet vezom što je 
ujedno i problem ove mrežne topologije.Zadatak je otkloniti taj problem konstruirajući 
EtherChannel vezu za povećanje propusnosti između korisnika i poslužitelja. 
Pokretanjem IOS Command Line sučelja, započinje se osnovna konfiguracija 
preklopnika. Upotrebom „enable“ i „configure“ terminal dolazi se do najvišerazine 
administracije. 
 
Naredbom „hostname“ mijenja se ime preklopnika, u ovom slučaju u Preklopnik1 
 
Prije konstruiranja EtherChannel veze, naredbom „spanning-tree mode 
rapid-pvst“ mijenja se stanje protokola razgranatog stabla iz pvst načina u rapid-
pvst. 
 
Nakon osnovne konfiguracije i spanning tree konfiguracije, započinje se 
konfiguracija EtherChannel veze. Za početak odabiru se komunikacijska sučelja koja će 
biti korištena u EtherChannel vezi. Pošto su oba preklopnika spojena preko postojeće 
veze sa Fa0/10 na Preklopniku 1 i Preklopniku 2, koristi će se komunikacijska sučelja 
Switch>enable 
Switch#>configure terminal 




Preklopnik1(config)#spanning-tree mode rapid-pvst 
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od Fa0/10 do Fa0/13, s time da su od komunikacijska sučelja od Fa0/14 do  Fa0/17 
rezervirana za buduće proširenje EtherChannel veze. 
 
Naredbom „interface range Fa0/10-13“ označuju se sva  komunikacijska 
sučelja od Fa0/10 do Fa0/13 i ulazi se u njihov konfiguracijski mod. 
 
U konfiguracijskom modu sučelja, za stvaranje EtherChannela sa PAgP 
protokolom koristi se naredba „channel-group 1 mode desirable“. 
 
 
Nakon izvršenja naredbe, komunikacijska sučelja se isključuju i ponovo pokreću 
i grupiraju u EtherChannel. Novo kreiranom EtherChannel sučelju dodaje sedot1q 
trunk. Označuje se kreiranoEtherChannel sučelje s naredbom „interface port-




Preklopnik1(config)#interface range fa0/10-13 
Preklopnik1(config-if-range)# 
Preklopnik1(config-if-range)#channel-group 1 mode desirable 
Preklopnik1(config-if-range)# 
Creating a port-channel interface Port-channel 1 
Preklopnik1(config)#interface Port-channel 1 
Preklopnik1(config-if)#switchport mode trunk 
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Nakon izvršavanja naredbe, komunikacijska sučelja će se isključiti i ponovo 
uključiti. Kod ponovnog uključenja komunikacijskih sučelja dodajemo tri nove veze 
između preklopnika na komunikacijska sučelja Fa0/11, Fa0/12 i Fa0/13. 
Isti postupak se primjenjuje i na drugome preklopniku. Nakon konfiguriranja 
drugog preklopnika, na Preklopniku 1 naredbama „show etherchannel summary“ i 
„show etherchannelport-channel“ provjerava se ispravnost i stanje 
EtherChannel veze. 
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Preklopnik1#show etherchannel summary 
Flags:  D - down        P - in port-channel 
        I - stand-alone s - suspended 
        H - Hot-standby (LACP only) 
        R - Layer3      S - Layer2 
        U - in use      f - failed to allocate aggregator 
        u - unsuitable for bundling 
        w - waiting to be aggregated 
        d - default port 
 
 
Number of channel-groups in use: 1 
Number of aggregators:           1 
 




1      Po1(SU)       PAgP   Fa0/10(P) Fa0/11(P) Fa0/12(P) 
  Fa0/13(P) 
 
Preklopnik1#show etherchannel port-channel 
                Channel-group listing: 




                Port-channels in the group: 





Age of the Port-channel   = 00d:01h:02m:59s 
Logical slot/port   = 2/1       Number of ports = 4 
GC                  = 0x00000000      HotStandBy port = null 
Port state          = Port-channel  
Protocol            =   PAGP 
Port Security       = Disabled 
 
Ports in the Port-channel: 
 
Index   Load   Port     EC state        No of bits 
------+------+------+------------------+----------- 
  0     00     Fa0/10   Desirable-Sl       0 
  0     00     Fa0/11   Desirable-Sl       0 
  0     00     Fa0/12   Desirable-Sl       0 
  0     00     Fa0/13   Desirable-Sl       0 
Time since last port bundled:    00d:00h:13m:38s    Fa0/13 
Tomislav Loparić                                                              Cisco EtherChannel tehnologija 
Međimursko veleučilište u Čakovcu                                                                               24 
Iz detaljnog prikaza, vidi se da su komunikacijska sučelja Fa0/10,Fa0/11,Fa0/12 
i Fa0/13 pridružena u EtherChannel Po1, da se koristi PAgP protokol i da je 
EtherChannel Po1(SU) u upotrebi(engl. U - In Use) na drugom sloju(engl. S - Layer 2).  
 
3.2 Testiranje propusnosti na CISCO laboratorijskoj opremi 
  
Testiranje propusnosti provedeno je u CISCO predavaonici Međimurskog 
veleučilišta u Čakovcu. Uzeta je konfiguracija iz prethodnog problema i primijenjena je 
na laboratorijskoj opremi. Jedina razlika u konfiguraciji je da se EtherChannel prebacio 
skomunikacijskih sučelja Fa0/10, Fa0/11, Fa0/12 i Fa0/13 na komunikacijska sučelja 
Fa0/13, Fa0/14, Fa0/15 i Fa0/16. Propusnost se testirala slanjem podataka sa svakog 
poslužitelja na svakog korisnika u tri različita načina spajanja preklopnika. Prvi način 
bio je propusnost bez EtherChannel veze odnosno preko jednog komunikacijskog 
sučelja, drugi način je bio s dva komunikacijska sučelja u EtherChannel vezi i treći 
način, s četiri komunikacijska sučelja u EtherChannel vezi. Koristila su se četiri 
podataka, svaki podatak veličine 3,29GB18, koji su se nalazili na poslužiteljima. 
Korisnik 1 je pristupao Poslužitelju 1 i preuzimao podatak naziva''podatak.rar'', 
Korisnik 2 je pristupao Poslužitelju 2 i preuzimao ''Podatak2.rar'', Korisnik 3 je 
pristupao Poslužitelju 3 i preuzimao ''Podatak3.rar'' i Korisnik 4 je pristupao 
Poslužitelju 4 i uzimao ''Podatak4.rar''. Sva mjerenja su se vršila na računalu Korisnika 
1 na operacijskom sustavu Microsoft Windows 8.1 Professional. 
Slika 9. računalo Korisnik 1 
 
 
                                                 
18
GB - gigabajt 
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Slika 10. (Sa lijeva na desno) računala Korisnik 2, Korisnik 3, Korisnik 4 
 
Slika 11. (sa desna na lijevo) Poslužitelj 1, Poslužitelj 2, Poslužitelj 3, Poslužitelj 4 
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Slika 12. Konfiguracija bez Etherchannel veze 
 
Na slici 12. nalaze se tri Cisco preklopnika serije 2960-24TT. Korišteni jegornji , 
koji predstavlja Preklopnik 1, i u sredini, koji predstavlja Preklopnik 2. Povezani su 
jednom FastEthernet vezom na komunikacijskim sučelju oba preklopnika, Fa0/13, koju 
dijele četiri korisnika. 
Slika 13. Prijenos podataka bez EtherChannel veze 
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Istodobnim dohvaćanjem sva četiri podataka s poslužitelja od strane svih 
korisnika, na Korisniku 1 dobivamo propusnost od 24,7 Mb/s s odstupanjem od 
10%.Brzina je očekivana jer ukupna propusnost jednog FastEthernet komunikacijskog 
sučelja ne prelazi 100Mb/s. Također važno je zamijetiti i nestabilnost brzine na grafu 
prikazanom na slici 13. koja se javlja zbog preopterećenja FastEthernet veze. 
Slika 14. Konfiguracija s dvije veze u EtherChannelu. 
 
 
Dodavanjem nove veze na komunikacijsko sučelje Fa0/14 i spajanjem s 
komunikacijskim sučeljem Fa0/13 stvara se EtherChannel veza koja je prikazana na 
slici 14. Ponovnim mjerenjem istom metodom iz prethodnog mjerenja, dobiva se brzina 
od 37,5 Mb/s s istim odstupanjem od 10% prikazana na slici 15. Razlog povećanja 
brzine je povećavanje propusnosti s 100Mb/s na 200Mb/s jer se koriste dvije 
FastEthernet veze koje se dijele po dva korisnika na jednu vezu, za razliku od 
prethodnog slučaja gdje jednu vezu dijele četiri korisnika. 
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Slika 15. Prijenos podataka sa dvije veze u Etherchannelu 
 
 
Dodavanjem još dvije veze na komunikacijska sučelja Fa0/15 i Fa0/16 i 
njihovim spajanjem s postojećom Etherchannel vezom dobiva seEtherchannel veza s 
četiri linka kao što je prikazano na slici 16. Mjerenjem prijenosa podataka dobiva se 
stabilna brzina od 98,3Mb/s s odstupanjem od 5%kao što je prikazano na slici 17. 
Razlog stabilne i više brzine je u tome što se povećala propusnost s 200Mb/s na 
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Slika 16. Konfiguracija sa četiri veze u Etherchannelu 
 
Slika 17. Prijenos podataka sa četiri veze u Etherchannelu 
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Nakon provedenog testiranja, na grafu  slike 18., može se usporediti povećanje 
propusnosti između broja upotrebljenih veza u Etherchannel vezi.. Gledajući graf, 
primjećuje se znato povećanje propusnosti dodavanjem novih veza u Etherchannel 
vezu. 
Slika 18.Grafički prikaz rezultata mjerenja u Microsoft Excelu 
 
Važno je još napomenuti da konfiguriranje Etherchannel veze nije samo zbog 
propusnosti nego i redundancije. Etherchannel veze pruža odličnu redundanciju, jer 
prilikom prijenosa podataka ako ''pukne'' jedna veza između preklopnika, prijenos će se 
nastaviti preko ostalih linkova bez prekida prometa. Na slici 19. grafički je prikazano 
prekid triju veza u konfiguraciji Etherchannela s četiri veze. Brzina se smanjila, no nije 
bilo prekida prijenosa podataka već se sav promet preusmjerio na jednu vezu. Nakon 
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4.  ZAKLJUČAK 
 
Ovim radom proučena je i testirana EtherChannel tehnologija. EtherChannel nudi 
dvije glavne značajke koje su bitne za svakog mrežnog administratora: omogućava veći 
kapacitet i siguran sustav otporan na greške (engl. Fail-safe).  
Koristeći EtherChannel, troškovi za nadogradnju performansi i otpornost sustava 
mogu biti opravdani, jer se obje prednosti mogu  postići korištenjem postojećeg 
hardvera. Zahtjevni programi u sredinama visokih performansi kao što su poslužitelji u 
poduzećima, web poslužitelji i intranet poslužitelja ide u korist visoke propusnosti i 
duplex sposobnosti EtherChannel.  
Iz primjera administriranja i održavanja EtherChannel veze, vidi se da je vrlo 
jednostavno  postaviti i održavati EtherChannel veze. Stoga se EtherChannel 
tehnologija nameće kao vodeća tehnologija agregacije komunikacijskih sučelja. 
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