x" = fit, x, x') and (2) x" = git, x, x') where /, g: [a, + 00) x R -R are continuous.
Assume that solutions of initial value problems for (1) and for (2) are unique and extend to [a, + 00). Let fit, 0, 0) = 0 = git, 0, 0) for te[a,+ 00) and fit, x, x')/x < git, x, x')/x for |x| > 0 and it, x, x ) in the domain of / and g. Under these hypotheses it can be shown that if every solution of (2) has a zero on an interval / C
[a, + °o) then it follows that every solution of (1) has a zero on /. In particular this shows that under these hypotheses (2) is oscillatory (every solution has a zero on [a + n, + °°) for each positive integer 72) implies (1) is oscillatory.
Introduction.
We are concerned with the second order ordinary differential equations (1) x" = fit, X, x') and (2) x" = git, x, x') where we assume that f, g : [a, + 00) x R2 -R ate continuous and that solutions of initial value problems for (1) and for (2) are unique and extend to [a, + 00). We say that an equation such as (1) is oscillatory on [a, + «>) if every solution of (1) has zeros for arbitrarily large values of /.
We will show in this paper that if fit, 0, O) = 0 = git, 0, O) for / £ [a, + °o) and if /(/, x, x')/x < git, x, x')/x for |x| > 0 and it, x, x') in the domain of / and g then (2) is oscillatory implies (1) is oscillatory. In addition, under the same hypotheses, we will show that if every solution of (2) has a zero on /. This result actually implies the preceding one since (2) oscillatory implies every solution of (2) has a zero on [a + n, +oo) for each n = 0, 1, 2, • • • which implies that every solution of (1) has a zero on [a + n, +oo) for each 7Z = 0, 1, ■ • • which implies (1) [a, +oa) . If f(t, 0, 0) = 0 = g(t, 0, 0) for t £ [a, +o°) and if f(t, x, x')/x < g(t, x, x )/x for \x\ > 0 and (t, x, x') in the domain of j and g then (2) is oscillatory implies (1) is oscillatory.
Proof. If (1) is not oscillatory then there exists a solution y of (1) (2) that satisfies zib) = yib) and 0 < zit) < yit) for t £ [b, +oo) . This contradicts the fact that (2) is oscillatory since by the uniqueness of solutions to initial value problems and the fact that zib) > 0 we must have 0 < zit) for t > b.
We next observe that where one boundary condition is specified at c or d, respectively. When we wish to refer to any of these results we will just refer to the appropriate analogue of Theorem 2.2 for the interval in question.
The next result is our main theorem and, as pointed out in §1, this result implies Theorem 2.1.
Theorem 2.3. Let f, g satisfy the hypotheses of Theorem 2.1 and let I C [a, +oo) be an interval. If every solution of (2) has a zero on I, then every solution of (1) has a zero on I.
Proof. Let y be a solution of (1) having no zero on the interval /. We will assume that yit) > 0 for t £ I since the proof of the other case is similar.
If / = ib, +oo) the proof follows as in the proof of Theorem 2.1.
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If / = [c, d] then it follows from Theorem 3.1 of [l] that there is a solution z of (2) which satisfies zic) = yic), zid) = yid) and 0 < zit) < yit) fot t £ [c, d] . Moreover, since zic) > 0 and zid) > 0 it follows from the uniqueness of solutions to initial value problems that zit) > 0 for t £ [c, d] . This contradicts the fact that every solution of (2) by uniqueness of solutions to initial value problems for (2) . For a positive integer n let y be a solution of the initial value problem for (2) with initial conditions y (c) = 0, y'ic) = l/n where 0 < l/n < y'ic). Let t.in) be the smallest value of t, c < t < d, fot which y it) = 0. If for some n, y it) < yit) for t £ [c, t.in)] then by Theorem 2.2 using z/> = y and <p = y foi c < t < t.in) and <p = 0 for t.in) < t <d it follows that there is a solution z of (2) which satisfies zic) = 0, zid) = 0 and (pit) < zit) < yit) fot t £ [c, d] . It follows from the uniqueness of solutions to initial value problems that zit) > 0
for / e (c, d). This contradicts the fact that every solution of (2) has a zero on (c, d). We conclude that for each n there is a r(ra) < t.in) such that y ir in)) = yirin)). Since y converges uniformly to zero on [c, d] but this contradicts the fact that y'(y ) must converge to zero. We conclude that every solution of (1) has a zero on (c, d).
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