Over-identification is a signature feature of the influential Generalized Method of Moments (Hansen, 1982) that flexibly allows more moment conditions than the model parameters. Investigating over-identification together with high-dimensional statistical problems is challenging and remains less explored. In this paper, we study two high-dimensional statistical problems with over-identification. The first one concerns statistical inferences associated with multiple components of the high-dimensional model parameters, and the second one is on developing a specification test for assessing the validity of the over-identified moment conditions. For the first problem, we propose to construct a new set of estimating functions such that the impact from estimating the nuisance parameters becomes asymptotically negligible. Based on the new construction, a confidence set is estimated using empirical likelihood (EL) for the specified components of the model parameters. For the second problem, we propose a test statistic as the maximum of the marginal EL ratios respectively calculated from individual components of the high-dimensional moment conditions. Our theoretical analysis establishes the validity of the proposed procedures, accommodating exponentially growing data dimensionality, and our numerical examples demonstrate good performance and potential practical benefits of our proposed methods with high-dimensional problems.
Introduction
Over-identification broadly refers to a general situation when there are more conditions than parameters for specifying a data model. A popular over-identification occurs with the famous Generalized Method of Moments (GMM) (Hansen, 1982) through which a flexible number of moment conditions can be explored and incorporated in model building and the subsequent statistical inferences. Over-identification has been extensively studied in conventional statistical framework with finite dimensional model parameters; see, among others, Hansen (1982) , Hansen and Singleton (1982) , Hansen and Hodrick (1980) , and the monographs Hall (2005) and Matyas (2007) . There have been successful and influential practical applications of the GMM with over-identification in numerous areas including finance, econometrics, social and behavior sciences, among many others; see, for example, Singleton (2008) and Hansen (2015) .
Since over-identification typically occurs when full parametric probability distribution is not specified for the observable data, conventional parametric likelihood based approaches are not applicable for statistical inferences such as parameter estimation, hypothesis testing, and confidence set estimation (Hansen, 1982) . As an alternative, empirical likelihood (EL) (Owen, 2001) , coupled with over-identified moment conditions formulated as a set of general estimating equations, has been demonstrated powerful for statistical inferences since the seminal work of Qin and Lawless (1994) ; see also Newey and Smith (2004) . Without requiring specifying a full parametric probability distribution, EL conveniently supports statistical inferences with many desirable features including the Wilks' type theorems, data adaptive yet shape constraint free confidence regions, and flexibility in combining multiple sources of data information.
Recently, there has been a surge in research for statistical methods with high-dimensional models. A class of approaches are facilitated by the sparsity of model parameters, i.e., many are zeros among the components of the high-dimensional model parameter. The penalized likelihood approaches with appropriate regularization on the magnitudes of the model parameters have been demonstrated effective for estimating sparse model parameters; see, for example, the monograph Bühlmann and van de Geer (2011) , the overview by Fan and Lv (2010) and references therein. Nevertheless, most existing penalized likelihood methods are constructed from conventional tools such as the least squares criterion, and the loglikelihood functions. Hence, they do not accommodate problems with over-identification. In the literature, high-dimensional statistical methods for problems with over-identification remain less explored.
Facilitated by EL, Leng and Tang (2012) and Chang et al. (2015) considered regularizing the magnitudes of the model parameters with over-identified general estimating equations. They showed that sparse estimator and statistical inference procedures with good properties are achievable. However, their results only hold when the numbers of estimating equations and model parameters diverge at some slow polynomial rate of the sample size. More recently, Chang et al. (2017a) proposed a new penalized EL method that can accommodate exponentially growing numbers of estimating equations and model parameters with overidentification. Their method is constructed in a way such that targeting at estimating some sparse model parameters of interest, only a subset of all the estimating equations are effectively selected and utilized. Nevertheless, the investigation in Chang et al. (2017a) only focuses on the estimation problem and does not cover broader statistical inferences including testing hypotheses or constructing confidence sets.
We consider in this paper two statistical problems with over-identification. In our study, we refer to the case as low-dimensional when it is dealing with either fixed or slowly diverging number of model parameters. The first problem is how to construct a confidence set for low-dimensional multiple components of the high-dimensional model parameters, and the second one is how to test whether or not the set of over-identified moment conditions are correctly specified. For inferences of some specified low-dimensional components, the estimation errors associated with the rest components of the high-dimensional model parameters -so called nuisance parameters -are cumbersome. To overcome this difficulty, we propose to construct EL with a new set of low-dimensional estimating functions for the specified low-dimensional components of the parameters. By mapping the original ones with a linear transformation matrix whose rows are asymptotically orthogonal to the column space of the gradient matrix with respect to the nuisance parameters, the impact due to estimating the nuisance parameters becomes asymptotically negligible. Then the new EL based confidence set is valid for inferences associated with the specified low-dimensional components of the model parameters. For the specification test, the idea is to assess the marginal EL ratios calculated from a set of estimating functions evaluated at some consistent estimator. By observing that the corresponding marginal EL ratio diverges for a mis-specified moment condition, we propose a novel high-dimensional over-identification test by assessing the maximum of the marginal EL ratios.
Our investigation contributes to high-dimensional statistical inferences from several important aspects. First, our approach is among the first that can be applied with overidentification to construct confidence set simultaneously for multiple components of the model parameters. To our best knowledge, existing high-dimensional methods for confidence set estimations focus on univariate studies with no over-identification; see, for example, the de-biased method of Zhang and Zhang (2013) and van de Geer et al. (2014) , the de-correlated score function approach of Chernozhukov et al. (2015) and Ning and Liu (2016) , and the conditional distribution based approaches for the Lasso method with Gaussian linear models of Lee et al. (2016) and Tibshirani et al. (2016) . Recently, Neykov et al. (2016) studied univariate confidence set estimation in a high-dimensional setting with the same number of model parameters as that of the estimating equations. Our approach more broadly applies for constructing confidence set jointly for multiple components of the model parameters, and can be more generally extended to cover linear functions of the specified components and beyond. Second, our study contributes to high-dimensional EL methods, demonstrating that by appropriate mapping, EL still inherits the desirable merits for statistical inferences with over-identification. Third, our over-identification test for the first time offers a specification assessment for the validity of the moment conditions in highdimensional statistical problems. In conventional cases with over-identification, the validity of the moment conditions can be assessed by the famous Sargan-Hansen test (Sargan, 1958; Hansen, 1982) . Unfortunately, such a testing procedure cannot be applied with highdimensional statistical problems because the test statistic is not well defined when there are more moment conditions than the sample size. For filling the blank, our method provides a suitable and viable alternative for high-dimensional specification test. Furthermore, our real data analysis with a most recent longitudinal data set from the Trial of Activity for Adolescent Girls (TAAG) demonstrates that the EL methods with over-identification can provide an opportunity for potentially more accurate statistical inferences in practice.
We describe the methodology framework on high-dimensional statistical inferences in Section 2. Numerical examples with simulations and a real data analysis of a most recent data set from the TAAG are presented in Section 3. Discussion on the initial estimators and theoretical analysis supporting the validity of the proposed procedures are given in Section 4. We conclude the paper with a discussion in Section 5. Technical proofs are provided in the Supplementary Material of this paper.
Methodology

Notations and overview
Let X 1 , . . . , X n be independent and identically distributed d-dimensional random vectors, and θ = (θ 1 , . . . , θ p )
T be a p-dimensional model parameter taking values in its support Θ. For an r-dimensional estimating function g(X; θ) = {g 1 (X; θ), . . . , g r (X; θ)} T , information for θ is specified by a set of moment restrictions:
where θ 0 ∈ Θ is the unknown truth of the parameter. Here, we view the collection of the moment functions {g(
as an array, where r, d, p, X i , θ and g(X; θ) may all depend on the sample size n. For the model parameter θ specified by (2.1), we are interested in the following problems:
(a) (Inferences for low-dimensional components of the model parameters) Without loss of generality, let θ = (θ
T , where θ 1 ∈ R m is a low-dimensional subset containing parameters of interests, and θ 2 ∈ R p−m contains nuisance parameters. We are interested in constructing confidence sets associated with θ 1 .
(b) (Over-identification test) When r > p, we are interested in a specification test checking the validity of model (2.1) by testing the hypothesis H 0 : E{g(X i ; θ 0 )} = 0 for some θ 0 ∈ Θ v.s. H 1 : E{g(X i ; θ)} = 0 for any θ ∈ Θ.
In Problem (a) with m = 1, our method reduces to the special case of constructing a confidence set for an individual component of θ. More generally when m > 1, we are estimating confidence set for multiple components as specified by θ 1 . Problem (b) is known as the over-identification test for assessing the validity of the moment restrictions (2.1). The famous Sargan-Hansen test (Sargan, 1958; Hansen, 1982) and the EL ratio test (Qin and Lawless, 1994) can be used for such a purpose when r and p are fixed. When both r and p are less than n and are allowed to diverge with n at some polynomial rate, by appropriate normalization, the Sargan-Hansen test and the EL ratio test may still apply (Chang et al., 2015) . However, when p and/or r is greater than n, neither one applies because they both rely explicitly or implicitly on inverting large covariance matrices that is not of full rank in high-dimensional settings, not even mentioning their unclear properties in high-dimensional cases.
For simplicity and when no confusion arises, we take h i (θ) as equivalent to h(
1/2 to denote the L 1 -norm and L 2 -norm of the s 1 -dimensional vector B, respectively.
Inferences for low-dimensional components
In a low-dimensional case, the profile EL approach of Qin and Lawless (1994) can be applied to solve Problem (a) with r ≥ p. Specifically, we consider the EL
as a function of θ ∈ Θ, and define the EL estimator for θ 0 asθ n = arg max θ∈Θ L(θ). The profile EL ratio is defined as˜ (θ 1 ) = (θ 1 ,θ 2 )− (θ n ), where (θ) = −2 log{n n L(θ)}, andθ 2 minimizes (θ 1 , θ 2 ) with respect to θ 2 for a given θ 1 . It is well known that˜ (θ 1,0 ) → d χ 2 m as n → ∞ under some regularity conditions with θ 1,0 being the truth of θ 1 . Then a 100(1 − α)% confidence region for θ 1 is given by {θ 1 ∈ R m :˜ (θ 1 ) ≤ χ Clearly, when both r and p are allowed to diverge with n, the profile EL approach encounters substantial difficulty. First, calculating˜ (θ 1 ) is challenging due to the fact that it is generally a high-dimensional non-convex optimization problem. Second, the existing asymptotic analysis on profile EL ratio˜ (θ 1 ) cannot be generalized to the high-dimensional situation.
To identify the key difficulty, let us first pretend that the truth of the nuisance parameter θ 2 , denoted by θ 2,0 , is known. Then the EL for θ 1 ∈ R m follows the conventional framework. When r is fixed, the EL ratio (
r,1−α } is a valid confidence region estimation, where χ 2 r,1−α denotes the (1 − α)-quantile of the chi-square distribution with r degrees of freedom. When θ 2,0 is unknown and is replaced by a √ n-consistent estimatorθ 2 and r is fixed, (θ 1,0 ,θ 2 ) generally converges to some weighted sum of chi-square distributed random variables; see Hjort et al. (2009) . However, if the estimatorθ 2 converges to θ 2,0 at some slower rate than √ n, results in Chang et al. (2013 Chang et al. ( , 2016 can be applied to show that (θ 1,0 ,θ 2 ) generally diverges with probability approaching one. When θ is high-dimensional, θ 2 becomes a high-dimensional nuisance parameter whose estimator's best convergence rate is known to be slower than √ n. Hence, a naive plug-in of high-dimensionalθ 2 into (2.2) will not work due to a divergent EL ratio. Therefore, a key reason leading to the failure of the EL with high-dimensional problems is the estimation errors from estimating the nuisance parameters.
To cope with the key difficulty due to estimating nuisance parameters, we observe that for a consistent estimator θ * 2 of θ 2,0 , the first order Taylor's expansion leads to
where ∇ b is the partial derivative operator with respect to vector b, and R 1 is the asymptotically negligible remainder term. This motivates us to find a linear transformation matrix A n ∈ R m×r such that |A n Q n | 2 = o p (n −1/2 ). Then by utilizing f An (·; ·) = A n g(·; ·) as the new m-dimensional estimating function, the EL constructed with f An (·; ·) instead of g(·; ·) can be used for statistical inferences for θ 1,0 . Specifically, let *
Then, it can be shown that
2 )}| ∞ diminishes to 0 as n → ∞. Equivalently, we say that rows of A n should be chosen as asymptotically orthogonal to the column space of ∇ θ 2ḡ (θ 1,0 , θ * 2 ) -the r × (p − m) sample gradient matrix with respect to the nuisance parameters. As an additional key consideration, we note that the gradient with respect to θ 1 evaluated at θ 1,0 should not vanish respecting all its m components. Otherwise, a flat estimating function at θ 1,0 is not informative for statistical inferences. Therefore, we propose to impose more constraints by requiring that A n ∇ θ 1ḡ (θ 1,0 , θ * 2 ) to be nonsingular. In practice, the truth θ 1,0 is unknown, and we need an estimator, denoted by θ * 1 , when searching for A n . Let A n = (a n 1 , . . . , a n m )
T with row vectors a n k 's. By putting the ideas together, we propose to find A n row by row with the optimizations:
where
T is an initial estimator for θ 0 , τ is a tuning parameter, and ξ 1 , . . . , ξ m are the canonical basis of the m-dimensional subspace M ξ = {b = (b 1 , . . . , b p )
T : b j = 0 for j = m + 1, . . . , p}, i.e., ξ k is chosen such that its kth component is 1 and all other components are 0. Then a 100(1 − α)%-level confidence region for θ 1 is estimated by (2.4): (ii) When m is diverging,
To avoid digression, technical conditions and theoretical results are deferred to Section 4, where we establish the validity of the above procedure in Theorem 1 in Section 4.2. Briefly speaking, under regularity conditions and given consistent initial estimator θ * = (θ * T 1 , θ * T 2 ) T , the estimated confidence region is asymptotically valid as n → ∞, allowing both r and p diverging at some exponential rate of n. Requiring consistent initial estimator θ * is not restrictive, and it is broadly satisfied by sparse penalized estimators in specific cases such as linear models and generalized linear models. For more generic over-identified problems, we advocate to apply the penalized EL estimator of Chang et al. (2017a) given by (4.1) in Section 4.1 together with a review of its properties.
We now discuss the identifiability of A n from (2.5) in high-dimensional problems. Let Γ = E{∇ θ g i (θ 0 )}. Since the tuning parameter τ → 0 as n → ∞, the population counterpart of a n k in (2.5), denoted by a k , satisfies Γ T a k = ξ k (k = 1, . . . , m). Since (2.5) leads to sparse optimizers, we consider that A = (a 1 , . . . , a m )
T is sparse, which is a popular case for high-dimensional matrix estimation; see, among others, the settings of Bickel and Levina (2008) and Cai et al. (2011) . Specifically, let
and so is a k with zeros being its components not in V k . Hence, it is reasonable for us to consider that the optimizer a n k from (2.5) is consistent to a well defined sparse a k at the population level, satisfying some regularity conditions given in Section 4.
For high-dimensional problems with r and p much larger than n, we remark that finding a consistent estimator of a k (∈ R r ) with sample size n < r is not possible with no further structural information. Furthermore, we note that requiring A to be sparse indeed imposes some conditions on the design of the problem; we view it as additional structural information that facilities us to solve this challenging problem. In a special case of the linear model Y = Z T θ 0 + with response variable Y and high-dimensional zero-mean random predictor vector Z, then the estimating function g(
. . , r) itself is sparse -i.e., a particular component of the estimating function is not informative for too many components of the model parameters, which is a quite reasonable practical setting.
Our procedure for statistical inferences can be extended to broader cases of interest. For a generic function S(θ 1 ) ∈ R q of the specified θ 1 , the formulation of Qin and Lawless (1995) can be applied for constructing its confidence set as
Such a device further expands the range of viable statistical inferences for high-dimensional statistical problems. In a special case when S(θ 1 ) = Lθ 1 for L ∈ R q×m , i.e., q linear combinations of the low-dimensional components of the model parameters, validity of the confidence set construction can be established following the same analysis as in this paper; see also Leng and Tang (2012) .
Over-identification test
As shown in Hansen (1982) , over-identification also provides an opportunity for checking the validity of the conditions in the estimating equations. Specifically, the so-called over-identification test concerns H 0 : E{g(X i ; θ 0 )} = 0 for some θ 0 ∈ Θ v.s.
E{g(X i ; θ)} = 0 for any θ ∈ Θ. In low-dimensional cases, the famous Sargan-Hansen's J-test (Sargan, 1958; Hansen, 1982) and the EL ratio test (Qin and Lawless, 1994) can be used for such a purpose. For the EL approach, Qin and Lawless (1994) showed that
can be shown that the Sargan-Hansen's J statistic is first order equivalent to the EL ratio statistic (θ n ), so that they share the same limiting distribution.
When the paradigm shifts to high-dimensional with diverging r and p larger than n, existing methods fail to work. The reason is that the asymptotic quadratic form no longer holds, so that the limiting χ 2 r−p distribution in Hansen (1982) and Qin and Lawless (1994) becomes invalid. To our best knowledge, no over-identification test is available accommodating r and p diverging faster than n.
We propose to solve the problem of over-identification test with marginal EL ratios. Given θ n , a consistent estimator of θ under H 0 , we define the univariate marginal EL ratio for the jth estimating function g j (·; ·) in g(·; ·) as
, we propose the following test statistic:
where J is a chosen index set with |J | = q. Since evaluating j ( θ n ) only involves univariate optimizations, calculating T n is highly scalable and can be done efficiently. The intuition of (2.6) is that when H 0 is true, each j ( θ n ) should take a relatively small value. In contrast, when H 0 is violated, one expects that at least some j ( θ n )'s to be large.
The set J in (2.6) is a dedicated device for developing a powerful procedure for highdimensional over-identification test. For low-dimensional problems, a natural choice of J is to include all estimating functions. However, additional consideration is necessary when dealing with high-dimensional problems. When too many components are included in J , the critical value of the test inevitably becomes too large. Hence it will lead to power loss. To obtain a powerful test, we observe two facts. First, T n remains unchanged even with a small set J as long as the index of the largest EL ratio is included -best maintaining the signal for detecting the violation of H 0 . Second, under H 0 the critical value of T n with a small set J will be smaller than that based on all estimating functions -enhancing the power of the identification test; see also Section 2.3 of Chang et al. (2017b) on such a phenomenon of L ∞ -type statistic. Further, results in Chang et al. (2013 Chang et al. ( , 2016 show that j ( θ n ) diverges fast when |ḡ j ( θ n )| and |E{g i,j ( θ n )}| do not converge to zero fast enoughthe signal from violating H 0 that the over-identification test intends to detect. Thus one should ideally include in the subset J those components in g(·; ·) such that E{g i,j ( θ n )} = 0; or at the sample level, include those j's with large |ḡ j ( θ n )|. We present a concrete proposal for choosing J at the end of this section.
The test statistic T n in (2.6) depends on some estimator θ n . Similar to the discussions in Section 2.2, any estimator θ n consistent to θ 0 under H 0 is adequate. In special cases including the linear and generalized linear models, existing penalized likelihood estimators are generally applicable. To alleviate the impact due to the bias in the penalized estimator so that high data dimensionality can be best accommodated, we suggest applying bias correction or re-fitting selected model to obtain less biased estimator, for example, by the method of Belloni and Chernozhukov (2013) . For a generic problem with over-identification, we propose to apply the bias corrected estimator of Chang et al. (2017a) , given by (4.2) in Section 4.1.
Additionally, { j ( θ n )} j∈J is a collection of dependent random variables. Therefore, dedicated effort is needed to obtain the critical values of T n for implementing the overidentification test. The approach we take here is to characterize the joint distribution of { j ( θ n )} j∈J , and then to approximate the critical values by simulations. To stay focused, we consider sparse truth θ 0 with support S = supp(θ 0 ), and we assume for the simplicity in the presentation that the estimator θ n has the following two properties:
where m(·; ·) is the |S|-dimensional influence function of θ n,S . Property 1 is on the estimation of the nonzero component. Requiring |∆ n | ∞ = o p (n −1/2 ) is not stringent, and it is satisfied by penalized likelihood estimators up to a bias correction; see the estimator of Fan and Li (2001) , and (4.2) in Section 4.1. Property 2 is satisfied for approaches with the variable selection consistency. As seen below, Property 2 is not essential but more involved characterization is needed without it.
Thanks to the property that the EL ratio is self-Studentized, we can show that each
Following the idea of Gaussian approximation , we can approximate the distribution of T n = max j∈J j ( θ n ) by that of | G| N (0, W) is a multivariate normal random vector whose covariance matrix W satisfies
Since θ n is estimated from {X 1 , . . . , X n }, its influence function m i (·) and the estimating function g i (·) are dependent. To elaborate with details on the W and the procedure for approximating the distribution of T n , we need to be specific on the estimator θ n . Thus we present the framework by using θ n as the bias corrected estimator of Chang et al. (2017a) given by (4.2). Denote by R n the selected set of estimating function by (4.1). Singling out R n here is necessary for us to concretely present a complete framework of the overidentification test. The same steps apply to other estimators and general choices of the set J , by analogous development we present here.
To avoid loss of generality in our development, we do not impose any restriction on the relationship between the two sets J and R n . Let I = R n ∪ J . We note that the estimating functions in g(·; ·) indexed by I, and the covariance matrix of θ n,S are contributing to the joint distribution of { j ( θ n )} j∈J ; see Lemmas 5 and 6 in Supplemen-
Without loss of generality, we assume that g(·; ·) is ordered as:
To ensure the validity of W specified in (2.10), re-ordering is needed if estimating functions in g(·; ·) are differently ordered. For a sparse parameter θ 0 , let S = supp(θ 0 ) with s = |S|.
Rn (θ 0 ) and write it in blocks:
where B 11 and B 22 are |R n ∩ J | × |R n ∩ J | and |R
where B ij (i, j = 1, 2) are corresponding estimations of B ij in
To practically implementing our test at a given significant level α ∈ (0, 1), we propose to estimate the critical value by
where X n = {X 1 , . . . , X n }, and G ∼ N (0, W) with W defined in (2.10). Then the test rejects H 0 if T n > cv α . Furthermore, we note that cv α can be conveniently obtained by simulations with W obtained from data. That is, one can generate independent G 1 , . . . , G B from N (0, W) for some large B and then approximate cv α in (2.11) by cv α,B = inf{x ∈ R :
is the empirical distribution function. Our theory in Section 4.3 establishes the validity of the test; Theorem 2 justifies that size of the test is α asymptotically under H 0 , and Theorem 3 elucidates the property of the test on its power when H 0 is violated.
We conclude this section by a final remark that R n from (4.1) is actually an ideal candidate for J . As shown in Proposition 3 of Chang et al. (2017a) , components g j (·; ·)'s with large value in |ḡ j ( θ n )| are included in R n . Furthermore under H 1 , if E{g i,j ( θ n )} = 0 for some j, its sample counterpart |ḡ j ( θ n )| tends to take large value, and hence the corresponding index would fall in R n , making it a suitable candidate set of J for conducting the test using T n in (2.6) to achieve good power. In practice, we recommend using R n for the over-identification test, which is the one implemented in our numerical studies. In our numerical example presented in Section 3.2, we show that the over-identification test performs very well. And by choosing J in (2.6) as R n , the test is very powerful compared with using the set of all estimating functions, especially when r and p are large.
3 Numerical studies
Confidence set estimation
We implement our methods in Section 2.2 to construct confidence sets in the following three examples: a just-identified mean model, a linear regression model, and an example with over-identified estimating equations for analyzing longitudinal data. The optimization (2.5) can be solved efficiently by linear programming, and we apply the slim function in the flare package of R for that. We chose the tuning parameter τ as 0.5 n −1 log p, and it meets the conditions in our theoretical analysis.
As a counterpart of * An (θ 1 ) as in (2.4), the generalized EL ratio associated with the link function (·) is defined as * ( )
for an open interval U containing zero. The * ( ) An (·) becomes * An (·) in (2.4) when (u) = log(1 + u). Another two widely used link functions are (u) = −e u and (u) = −(1 + u 2 )/2, corresponding to the exponential tilting (ET) and continuous updating (CU), respectively. The generalized EL ratio * ( ) An (θ 1,0 ) asymptotically follows chi-square distribution χ 2 m , so they can be used for confidence set estimation. In our simulation, we also implement the ET and CU methods.
We apply the estimator (4.1) as the initial estimator θ * in (2.4) and (2.5). The SCAD penalty with local quadratic approximation (Fan and Li, 2001 ) is used for both the penalty functions P 1,π (·) and P 2,ν (·) in (4.1) in all the numerical experiments in this paper. The EBIC method (Chen and Chen, 2008 ) is applied to select the tuning parameters π and ν by a two-dimensional grid search. All simulation experiments are repeated for 1000 times.
Mean vector
The first simulation study concerns the mean of a p-dimensional random vector X = (X 1 , . . . , X p ) T that are generated from a multivariate normal distribution. In the simulation θ 0 = E(X) = (5, 4, 0, 0, 1, 0, . . . , 0)
T is sparse with only three non-zero components (X 1 , X 2 and X 5 ). The covariance matrix of the multivariate normal distribution is compound symmetry, i.e., var(X i ) = 1 (i = 1, . . . , p) and cov(X i , X j ) = 0.9 (i, j = 1, . . . , p; j = i). The estimating function is simply g(X; θ) = X − θ.
We consider three settings: (n, p, r) respectively being (50, 100, 100), (500, 100, 100), and (100, 500, 500). Though it is a just-identified case, this setting has more parameters than sample size, i.e., p = r > n. For the estimated univariate confidence sets of the first five components of the mean parameter, Table 1 reports their empirical frequencies covering the truth respectively. It is clear from Table 1 that the empirical coverages are satisfactory even for p and r being much larger than n. Further, as expected, larger sample size n = 500 has better performance. We also observe that the EL based method performs similarly to the other two methods (ET and CU) as expected because they all share the same leading order term that can be approximated by a chi-square distribution. Figure ? ? in the Supplementary Material plots two-dimensional and three-dimensional EL based confidence regions for one particular replication of the simulation. The observed elliptical confidence regions well match the fact that the data in this experiment are generated from normal distributions with high between-component correlations. Moreover, the confidence regions are not symmetric in their shapes, reflecting the merit that the EL based confidence region is data oriented, range respecting, and free of shape constraint.
Linear regression
In the second example, we consider a linear regression model with p = r > n such that Y i = Z T i θ 0 + i , where θ 0 = (3, 1.5, 0, 0, 2, 0, . . . , 0)
T , Z i ∈ R p are generated from a multivariate normal distribution with mean zero and a compound symmetry variance-covariance matrix (n, p, r) with σ = 1 and ρ = 0.5, and i is a standard normal random variable.
Method Nominal
Since p = r, this example is also a just-identified case. We consider two settings with (n, p, r) = (50, 100, 100) and (100, 500, 500) respectively. Table 2 reports the empirical frequencies of the estimated univariate confidence sets for the first five components of the parameter that cover the truth. Again, at each level, the empirical coverage probabilities are close to the nominal level. The two-dimensional and three-dimensional EL based confidence regions are plotted in Figure ? ? in the Supplementary Material, and we have similar observations to those from Figure ? ?.
Additionally, we report in Table 3 the empirical frequencies that the estimated 95% EL based confidence sets cover the values θ j + ∆ (j = 1, . . . , 5), where θ j is the truth of jth component of the parameter in the data generating process. By the duality of the confidence interval and hypothesis testing, this is equivalent to whether or not the null hypothesis H 0 : θ 0 j = θ j + ∆ is rejected, where θ 0 j denotes the jth component of θ 0 . When ∆ = 0, a close value of the empirical frequency to the confidence level 95% demonstrates the validity of the method maintaining the size of the test. When ∆ = 0, the smaller the empirical frequency is, the better the power of the test is. Clearly, we find that the confidence sets constructed with the proposed methods work well by observing that the empirical coverage frequencies reduce very fast as the value becomes further away from the truth, indicating good power of the inference procedure.
Regression model with repeated measurements
The third example is an over-identified case. We consider a regression model for two repeated measurements: Y ij = Z T ij θ 0 + ij (i = 1, . . . , n; j = 1, 2), where the p-dimensional parameter is set as θ 0 = (3, 1.5, 0, 0, 2, 0, . . . , 0)
T , and Z ij are generated from N (0, Σ) with Σ = (σ kl ) p×p and σ kl = 0.3 |k−l| . The random errors ( i1 , i2 ) T are from a two-dimensional normal distribution with mean zero, unit variance, and correlation ρ = 0.5.
T denote the vectors of response and predictor variables, respectively, and write
T . To incorporate the dependence among the repeated measures from the same subject when estimating θ 0 , we use the estimating functions proposed in Qu et al. (2000) :
where K i ∈ R 2×2 is a diagonal matrix of the conditional variances of subject i, and M j (j = 1, . . . , m) are working correlation matrices. Note that when m = 1, i.e., using only one (n, p, r) Table 2 : Empirical frequencies of the estimated confidence sets covering the truth in the linear regression example.
working correlation matrix M 1 , it becomes the GEE of Liang and Zeger (1986) with r = p. We choose m = 2 in our experiment with M 1 being the two-dimensional identity matrix and M 2 being the compound symmetry with the diagonal elements of 1 and off-diagonal elements of 0.5. In our setting, r = 2p -estimating equations are twice as many as the parameters.
For the first five individual components of the model parameter, the empirical frequencies that the estimated confidence sets cover the truth are reported in Table 4 . Similar to the previous examples, we see satisfactory performance of the proposed methods in this overidentified high-dimensional case. The plot of the two-dimensional and three-dimensional EL based confidence regions from one replication of the simulation are given by Figure ? ? reported in the Supplementary Material.
Over-identification test
To evaluate the performance of the over-identification test in Section 2.3, we consider the mean of a multivariate normal distribution in R p , where only the first component X 1 has a nonzero mean of 5 and the rest p − 1 components all have zero means, i.e., θ 0 = (5, 0, . . . , 0)
T . The first p estimating functions are simply from the components of X − θ. In addition, we impose an extra moment restriction, g p+1 (X; θ) = X Table 4 : Empirical frequencies of the estimated confidence sets covering the truth in the repeated measurements example.
where θ 1 is the first component of θ. In this case, the number of estimating equations r = p + 1. We consider the following two cases:
1. The covariance matrix Σ = (σ ij ) p×p is compound symmetry with diagonal σ 11 = 5 2 and σ ii = 1 for all other i = 1. All off-diagonal elements σ ij = 0.3 for i = j;
2. The variance-covariance matrix Σ = (σ ij ) p×p is compound symmetry with diagonal σ 11 = 5 2 × a with a < 1 and σ ii = 1 for all other i = 1. All off-diagonal elements σ ij = 0.3 for i = j.
Clearly, the moment conditions are correctly specified in the first case but not in the second.
We conduct the experiments for a few settings of the (n, p, r) in this example. We apply (2.11) to obtain the critical value of the test. Further, we compare the performances of the test by using two different choices of the J in (2.6). The first one, referred to as Method 1, uses the set R n of estimating functions selected by (4.1). The other one, referred to as Method 2, simply uses J containing all estimating functions.
We report in Table 5 the empirical percentages rejecting H 0 at α = 0.05 level. In Case 1, we expect that the rate to be close to 0.05, which indeed the case for our advocated Method 1 for choosing R n as J . Method 2 using all estimating functions works well when the dimension is low, but get much worse with p and r are close to n. In Case 2, the closer the rate is to 1, the better the power is for the testing procedure. We tried three cases with a = 0.7, 0.5 and 0.3 respectively, where smaller value in a can be viewed as more severe violation of H 0 . We clearly see that the advocated method works quite well in terms providing a more powerful test with the right choice of the set of the estimating functions. The power improves consistently for more severe violation of the null hypothesis. As for the Method 2, it works well when the p and r are small, but it becomes powerless in moderate high-dimensional cases, which is consistent with our discussions in Section 2.3.
Multi-level longitudinal study of physical activity among girls
We apply our method to the most recent data set of a longitudinal study of physical activities among girls from adolescence into young adulthood. An initial cohort of 730 girls were randomly recruited from the participating middle schools in the Trial of Activity for Adolescent Girls (TAAG) Maryland field site in 2006 and were followed up until 2015 (Young et al., 2014; Grant et al., 2015; Young et al., 2017) . TAAG was a national multicenter, group-randomized trial concerning the physical activity in middle school girls; for more information please refer to the NIH website. The main goal of the TAAG study is to identify individual, social, and environmental factors associated with moderate to vigorous physical activity (MVPA) among females over time using a multi-level approach. A total of 428 girls had complete assessments at all three study periods in 2006 (n = 730), 2009 (n = 589), and 2015 (n = 460) at ages 14, 17, and 23. The response variable, (n, p, r) Table 5 : Empirical percentages of rejecting H 0 : Case 1 is corresponding to a correct model specification and Case 2 is corresponding to a model misspecification; Method 1 using selected set of estimating functions by R n , and Method 2 using all estimating functions.
moderate to vigorous physical activity (MVPA) minutes, were assessed from accelerometers which the girls were asked to wear for 7 days in each of the study period. Thirty-four predictor variables to be considered include: (1) demographic and psychosocial information (individual-and social-level variables) that were obtained from questionnaires; (2) height, weight, and triceps skinfold to assess body composition; and (3) geographical information systems (GIS) and self-report for neighborhood-level variables.
This data set has a few features. First, the response variable takes only positive values. Though transformation is a possible option, identifying a full parametric distributional assumption remains challenging, especially considering the dependence nature of the longitudinal study. Second, dependence from the repeated measurements is a crucial issue that needs to be considered by statistical analysis, especially concerning the efficiency of the resulting estimator.
In this example, we consider an over-identified model specification with more estimating equations than the number of parameters, i.e., r > p, similar to the one in the simulation example of repeated measurements in Section 3.1.3. We employ the same estimating equations and basis matrices M 1 and M 2 of size 3 × 3 and r = 2p as in Section 3.1.3. Eight predictor variables out of thirty four were selected in the model for the logarithm of MVPA (Table 6 ). The second column of Table 6 provides the regression coefficients together with the 95% component-wise confidence intervals estimated by the approach in Section 2.2 using the over-identified estimating equations. We see that none of the 95% confidence intervals contain 0, showing that all the selected variables are statistically significant in the model. We applied the over-identification test of Section 2.3, and found no significant statistical evidence against the model specification with over-identification.
For comparisons, we then applied an alternative approach using the normal equation of the linear model as the estimating equations, corresponding to apply a linear regression model. The third column of Table 6 reports the component-wise point estimates and confidence intervals for the eight selected variables. We see that all confidence intervals in this case are wider than those from the over-identified estimating equations; the ratios of the interval lengths are reported in the fourth column of Table 6 . In particular, the variable smoker is significant when applying the over-identified approach, but insignificant simply with the normal equation ignoring the dependence between the repeated measurements. Our finding with over-identified estimating equations is consistent with the literature (Young et al., 2017) .
As for the selected model, the first variable TAAG is an ordinal variable indicating the wave of study when data were collected. As expected, physical activities decreased significantly over time among young females. The variable msqbod f (self-management strategies) is an aggregated variable and a sum of 8 questionnaire items, ranging from 8 to Table 6 : The regression coefficients and estimated 95% confidence intervals for the selected variables associated with MVPA over time using penalized EL, as compared to linear regression. The column C.I. Ratio lists the ratio of the 95% confidence intervals constructed from over-identified estimating functions and the linear models.
40. msqbod ob (social support from friends) is a sum of 3 questionnaire items with possible range from 3 to 15. Both msqbod f and msqbod ob are positively correlated with MVPA, as expected. In addition, parents' education and the number of parks with 1 mile distance from home have positive impact on physical activities. On the other hand, BMI and being a smoker are negatively correlated with physical activities. Our findings are consistent with the previous results (Young et al., 2014; Grant et al., 2015; Young et al., 2017) .
Furthermore, we calculated the two-dimensional confidence regions for the selected variables, while has not been investigated before. Figure 1 plots two-dimensional confidence regions for TAAG (i.e., time) v.s. other covariates. The constructed elliptical confidence regions are not symmetric at the estimate, and between variable difference may provide additional practical insights to the problem. 
. . , n} for U being an open interval containing zero, and P 1,π (·) and P 2,ν (·) are two penalty functions with tuning parameters π and ν, respectively. Recall S = supp(θ 0 ) and |S| = s n, i.e., the truth θ 0 is sparse. As shown in Chang et al. (2017a) , by respectively regularizing the magnitudes of the parameter θ and the Lagrange multiplier λ in (4.1), θ pe n is a consistent estimator under standard regularity conditions.
We observe that regularizing λ in (4.1) leads to a sparse solution λ corresponding to θ pe n , which effectively selects marginal estimating functions in g(·; ·). Write λ = ( λ 1 , . . . , λ r ) T and define R n = supp( λ). For the penalty function P 2,ν (·) involved in (4.1), let ρ 2 (t; ν) = ν −1 P 2,ν (t) for any t > 0. For the over-identification test in Section 2.3, the bias induced by the penalties P 1,π (·) and P 2,ν (·) in θ pe n may affect the properties of the test statistic. Write η = ( η 1 , . . . , η r )
T with η j = νρ 2 (| λ j |; ν)sgn( λ j ) for λ j = 0 and
To achieve its best performance, we propose a bias correction:
where the p-dimensional vector ψ * n satisfies ψ * n,S = ψ n and ψ * n,S c = 0 with s-dimensional
We have the following proposition for the properties of θ n . 
To compute the bias-corrected θ n , the support S of θ 0 is needed. In practice, we may use the support of θ pe n . Theorem 1 of Chang et al. (2017a) 
If the signal strength of the components in θ 0,S satisfies the condition α n = o(min k∈S |θ 0 k |), such a support estimation is valid in the sense P{supp( θ pe n ) = supp(θ 0 )} → 1 as n → ∞.
Inferences for low-dimensional components
To establish theoretical guarantees for the validity of the confidence sets C 1−α given in Section 2.2, we assume the following regularity conditions. Condition 1. There exists a small | · | ∞ -neighborhood of θ 0 , denoted by Θ 0 , in which g(X; θ) is twice continuously differentiable with respect to θ for any X, and
for some ϕ 1,n , ϕ 2,n > 0 that may diverge with n.
Condition 2. There are two uniform positive constants C 1 > 0 and γ > 4 such that
Condition 3. There exists n > 0 such that max 1≤j≤r n
, where n may diverge with n.
Condition 4. The eigenvalues of E{g(X i ; θ 0 )g(X i ; θ 0 ) T } are uniformly bounded away from zero and infinity.
Condition 1 is a standard requirement on the first and second derivations of the estimating function g(·; ·), ensuring the smoothness of the functions. If there exist two uniform envelope functions B n,1 (·) and B n,2 (·) with E{B 2 n,1 (X i )} < ∞ and E{B n,2 (X i )} < ∞ such that |∂g j (X; θ)/∂θ l | ≤ B n,1 (X) and |∂ 2 g j (X; θ)/∂θ l 1 ∂θ l 2 | ≤ B n,2 (X) (j = 1, . . . , r; l, l 1 , l 2 = 1, . . . , p) for any θ ∈ Θ 0 , then ϕ 1,n and ϕ 2,n in Condition 1 can be selected as constant 1. More generally, if there exist envelop functions B n,jl (·) such that |∂g j (X; θ)/∂θ l | 2 ≤ B n,jl (X) (j = 1, . . . , r; l = 1, . . . , p) for any θ ∈ Θ 0 , and |E{B
for any k ≥ 2, where H 1 and H 2 are two uniform positive constants independent of j and l, then Theorem 2.8 of Petrov (1995) 
provided that max{log r, log p} = o(n), so that ϕ 1,n = 1 as well. Conditions 2 and 3 contain assumptions on the existence of the moments of the estimating functions. Considering the high-dimensional problems, we allow divergent n . Condition 4 is commonly assumed on the eigenvalues of covariance matrix E{g i (θ 0 )g i (θ 0 ) T } to ensure that the covariance matrix of g(X i ; θ 0 ) is not singular.
T , we assume that max 1≤k≤m |a k | 1 ≤ C 2 for some uniform constant C 2 > 0, and the largest eigenvalue of AA T is uniformly bounded away from infinity.
Condition 5 ensures that the limits of a n k (k = 1, . . . , m) are well-defined, and the sparse matrix A is the approach we take here for that purpose. As discussed in Section 2.2, this condition imposes structural requirements on the estimating functions in g(·; ·), and it can be viewed as a generalization of the framework for large sparse matrix estimation. Here a sparse a k may correspond to that the Γ itself is sparse, essentially implying that a given component of g(·; ·) is not informative with respect to too many components of the parameter θ, which is reasonable in practice. For this challenging high-dimensional inference problem, it may also be viewed as additional structural information. The conditions on the convergence rate and the bounded L 1 -norm are not restrictive. For special case of the linear models, for example, the setting of Cai et al. (2011) satisfies the conditions. We note that alternatives of Condition 5 are possible for ensuring a well defined limit of A n , by incorporating different structural information on Γ, and accompanied with different estimators for constructing the linear transformation matrix A n .
We then have the following theorem for the procedure outlined in Section 2.2.
To ensure the validity of the procedure in Section 2.2, Theorem 1 requires consistent initial estimator θ * . Results in Theorem 1 also suggest that faster convergence rate of θ * would accommodate higher dimensionality of p and r. If we consider the case with sparse truth θ 0 = (θ Fan and Li (2001) , and for the bias corrected penalized EL estimator (4.2) of Chang et al. (2017a) in generic over-identified problems, n 1/2 rate is achievable for estimating each component of θ 0,S . In such cases, ξ 1,n = s * n −1/2 and ξ 2,n = (s − s * )n −1/2 , and Theorem 1 holds provided that m 2 (s − s * ) 2 n −1 = o(1), mω 2 n (m + log r) = o(1), m 3 n 2/γ−1 = o(1), mτ 2 (s − s * ) 2 = o(1) and ms 2 (s − s * ) 2 n −1 = o(1). When m is fixed, Theorem 1 holds if ω 2 n log r = o(1), s 2 τ 2 = o(1) and s 4 n −1 = o(1). That is, with a polynomial rate ω n when approximating a k in Condition 5, our method accommodates exponentially diverging r as n → ∞ for valid statistical inferences.
Over-identification test
Let q = |J | and h n = |R n |. We assume the following conditions for theoretical analysis of the over-identification test in Section 2.3.
Condition 6. For any j = 1, . . . , r and l = 1, . . . , p, E{|∂g j (X i ; θ 0 )/∂θ l | γ } < C 1 for the same C 1 and γ specified in Condition 2. There exists some ρ n > 0 that may diverge with n, such that
Meanwhile, there exists a constant C 6 > 0 such that as n → ∞.
|g j (X i ; θ)| 2 > C 6 → 1.
Condition 6 involves extra conditions on the moments of the estimating functions. If there exist an envelop function B n,3 (·) with E{B γ n,3 (X i )} < ∞ such that |g j (X; θ)| ≤ B n,3 (X) for any 1 ≤ j ≤ r and θ ∈ Θ 0 , ρ n can be taken as 1 as in (4.3). We have the following theorem for the size of the proposed over-identification test under the null hypothesis. T [E{∇ θ S g i,J (θ 0 )}] are uniformly bounded away from zero and infinity, and B defined in (2.8) satisfies B ∞ is uniformly bounded away from infinity. Let Conditions 1, 2(i), 4 and 6 hold, and θ n in (4.2) is applied so that Proposition 1 holds. If (ϕ 1,n s 2 + ρ 4/γ n log r)sh 3 n n −1 (log q) 2 = o(1), (ϕ 2 2,n s 2 + ϕ 1,n log r)s 2 h 2 n n −1 (log q) 2 = o(1), ρ 6/γ n (ϕ 1,n s 2 + log r) 3 n −1 (log q) 2 = o(1), q 2 n −(γ−2) (log n) 3γ+3 = o(1) and nφ 2 n log q = o(1), then sup 0<α<1 |P H 0 (T n > cv α ) − α| p − → 0 as n → ∞, where cv α is specified in (2.11).
Theorem 2 shows that the size of the test Ψ α = I{T n > cv α } is approximately α. In an ideal case ϕ 1,n = ϕ 2,n = ρ n = 1 and h n ≥ s, Theorem 2 holds provided that (s 2 + log r)sh 3 n n −1 (log q) 2 = o(1), n −1 (log r) 3 (log q) 2 = o(1), q 2 n −(γ−2) (log n) 3γ+3 = o(1) and nφ 2 n log q = o(1). In addition, if we select J = R n which means q = h n , then Theorem 2 is valid if (s 2 + log r)sh 3 n n −1 (log h n ) 2 = o(1), n −1 (log r) 3 (log h n ) 2 = o(1) and nφ 2 n log h n = o(1). Therefore, the proposed over-identification test can be employed in the case that r and p diverges exponentially.
To show the test is a consistent test, we assume that under the alternative hypothesis H 1 , inf θ∈Θ |E{g(X i ; θ)}| ∞ ≥ ς n (4.4) for some ς n > 0 that may decay to zero as n → ∞. Since Θ is a compact set in R p , there exists θ * ∈ Θ such that θ * = arg inf θ∈Θ |E{g(X i ; θ)}| ∞ . We assume the following condition to investigate the performance of the proposed test under H 1 .
Condition 7. Let j * = arg max 1≤j≤r |E{g j (X i ; θ * )}|. It holds that |n −1 n i=1 g j * (X i ; θ * ) − E{g j * (X i ; θ * )}| = o p (ς n ).
The following theorem shows that the proposed test is a consistent test. n n 2/γ−1 log q = o(1), then we have P H 1 (T n > cv α ) → 1 as n → ∞, where cv α is specified in (2.11).
As an implication of Theorem 3, the set of estimating functions in R n is informative in detecting violation of the null hypothesis, and it is indeed an ideal choice for J .
Discussion
We consider high-dimensional statistical inference problems with over-identification in this paper. Our study focuses on inference on low-dimensional components of the model parameters and over-identification test. We show that EL provides a powerful and flexible device for such a purpose. Our investigation extends the coverage of the tools for highdimensional statistical inferences to multiple low-dimensional components and linear functions of the model parameters. Our method for statistical inferences with low-dimensional components of the model parameters can also be viewed as an approach dealing with nuisance parameter estimation in EL, in which central chi-square distributed EL ratio is obtained even with high-dimensional estimating equations and plugged-in estimated nuisance parameters. The proposed testing procedure fills the blank for over-identification test in high-dimensional settings.
Statistical inferences with high-dimensional problems are generally more challenging when the paradigm shifts to exponentially diverging number of model parameters. There are many interesting open problems. For example, how to assess the efficiency of the inference procedure, how to establish an optimal procedure for conducting statistical inferences, how to incorporate more general non-standard and non-smooth estimating functions such as those for quantile regression, and how to handle the more challenging cases with potentially non-sparse model parameters. We plan to continue pursuing those problems in our future works.
