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Abstract –Defect cavities in 3D photonic crystal can trap and store light in the smallest volumes
allowable in dielectric materials, enhancing non-linearities and cavity QED effects. Here, we
study inverse rod-connected diamond (RCD) crystals containing point defect cavities using plane-
wave expansion and finite-difference time domain methods. By optimizing the dimensions of the
crystal, wide photonic band gaps are obtained. Mid-bandgap resonances can then be engineered
by introducing point defects in the crystal. We investigate a variety of single spherical defects
at different locations in the unit cell focusing on high-refractive-index contrast (3.3:1) inverse
RCD structures; quality factors (Q-factors) and mode volumes of the resonant cavity modes are
calculated. By choosing a symmetric arrangement, consisting of a single sphere defect located at
the center of a tetrahedral arrangement, mode volumes < 0.06 cubic wavelengths are obtained, a
record for high index cavities.
Introduction. – An atomic crystal is formed from
a periodic and systematic arrangement of atoms within
which electrons feel a periodic potential. This leads to
wave vector specific electronic bandstructures and is the
origin of electronic bandgaps in semiconductor materials.
Similarly, in a photonic crystal, the dielectric function
varies periodically, leading to photonic band structures.
Thus, light can be manipulated by such a structure, when
its periodicity is comparable to the wavelength of inter-
est. In the same way that localized electron states can be
created within atomic crystal lattices by introducing de-
fects, photons can be confined within defects in dielectric
crystal lattices [1–5]. Studying these defect modes pro-
vides useful information for the development of versatile
optoelectronic devices [6].
Since 1987, when the concept of three-dimensional (3D)
photonic crystal (PhCs) was considered for the modifica-
tion of spontaneous emission by atoms [7] and for strong
localization of photons [8], research on PhCs became one
of the most intensely studied subjects. There have been
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successful attempts at fabricating 3D PhC structures us-
ing layer by layer lithographic techniques [9–13]. More
recently, various high-refractive-index-contrast 3D PhC
structures with complete PBGs have been fabricated us-
ing two-photon polymerization (2PP) based 3D lithogra-
phy exploiting direct laser writing (DLW) with or with-
out backfilling materials [14]. Additionally, photonic di-
amond lattice structures such as rod-connected diamond
(RCD) [15–17], are known to exhibit the largest full PBG
[18]. Such structures have been numerically investigated
using the plane-wave expansion (PWE) method and finite-
difference time domain (FDTD) calculations [19]. In our
laboratory, we are actively pursuing 3D fabrication of
such structures using DLW and have already seen partial
bandgaps in 3D photonic crystals at 1.55µm [20].
Geometry and bandgaps: 3D RCD photonic
crystal cavity design. – In this paper, we are study-
ing the inverse RCD structure as shown in fig. 1. The
structure replaces the bonds in a diamond lattice with
low-refractive-index rods surrounded by high-index mate-
rial. This can be visualized as a non-primitive cubic unit
cell, containing 16 cylinders, which can be grouped into
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four regular tetrahedral arrangements. Here, we inves-
tigate the potential to create high-Q, low mode volume
cavities using the optical properties of single defects in
3D inverse RCD PhC cavities. The photonic bandstruc-
ture of such RCD crystals was calculated using the MIT
Photonic-Bands (MPB) package [21] for both non-inverse
(high-index rods in air) and inverse (air rods in high-index
backfill) structures. Using a refractive index nbg = 3.3
(simulating chalcogenide Ge20As20Se14Te46 or GaP ) for
the high-index material, a full photonic bandgap (PBG)
is generally found between the second and third bands, as
shown in fig. 2.
Fig. 1: (a) Cubic unit-cell of an RCD structure (transpar-
ent blue) with rods of radius r, and length L =
√
3au/4,
where au is the size of the cubic unit-cell. (b) Cubic unit-
cell of the inverse RCD structure (red) corresponding to
the one shown in (a). The large air rods of refractive in-
dex nc = 1 leave an RCD-like structure in the background
material of refractive index nbg. The first Brillouin zone
of the FCC lattice (green) and the k-points used in fig. 2
are also shown. In both figures, an RCD structure with
smaller rod radius (blue) has been added for clarity.
Fig. 2: Bandgap diagram of the optimal inverse RCD (r =
0.26au). The inset graphs show the movement described
by the wavevector along the surface of the first brillouin
zone in the corresponding left and right parts of the plot.
Figure 3 shows the gap-midgap ratio ∆ω/ω0 as a func-
tion of relative rod radius r/au, for the high-refractive-
index contrast (3.3:1) inverse RCD structures. The max-
imum gaps we find are ∆ω/ω0 ∼ 27% at rRCD = 0.11au
and ∆ω/ω0 ∼ 25% at rinverse−RCD = 0.26au for non-
inverse and inverse RCD respectively. So while the non-
inverse RCD offers a slightly wider bandgap, it is still pos-
sible to get a similar one in the inverse RCD, but by using
a radius which is about 2.36 times larger. This makes the
inverse RCD structure easier to fabricate.
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Fig. 3: Gap width to center frequency ratio ∆ω/ω0 (be-
tween band 2 and band 3) as a function of normalized rod
radius r/au for non-inverse and inverse RCD structures at
refractive index contrast 3.3:1.
Calculating relevant parameters of the cavities.
– In the following, we use FDTD simulations [22] to cal-
culate the relevant parameters for cavity structures placed
at various points across the unit cell as illustrated in fig. 4.
These are the cavity resonant wavelength λres, quality fac-
tor Q and mode volume Veff . We assume r/au = 0.26 and
refractive index contrast 3.3:1 as before.
The basis {Xs, Ys, Zs} used in the FDTD simulations
is different from the conventional cubic unit-cell ba-
sis {Xc, Yc, Zc} used in figs. 1, 2 and 4. The coordi-
nates of Xs, Ys, Zs in the conventional basis are: Xs =
[1, 0,−1]/√2, Ys = [−1, 2,−1]/
√
6, Zs = [1, 1, 1]/
√
3.
This was done so that the Γ− L direction ([1,1,1] axis in
the conventional basis and direction of some of the cylin-
ders) is aligned with the Zs direction.
The finite inverse RCD structures used for the FDTD
simulations were created by truncating an infinite crystal
using a cube of size 10au × 10au × 10au centred on the
defect. The refractive indices used were nc = 1 for the
rods of the crystal, nbg = 3.3 for the background material
and ndef = 3.3 for the defect. A non-homogeneous mesh
of around 107 cells was adapted to fit each simulation.
The simulations were conducted with a range of defect
diameters D = 2rd (varied from rd = 0.2au to 0.5au in
0.025au steps), but at different positions within the RCD
crystals. The defects are labeled Sm (m = 0, 0.5, 1.0,
1.5, and 2.0) for a sphere, where m corresponds to the
location along the [1,1,1] axis of the crystal as illustrated
in fig. 4(a). For each defect, three FDTD simulations (one
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Fig. 4: (a) Simplified illustration of the RCD (blue) and
inverse-RCD (red) both represented here using cylinders
with small radii. The green spheres along the [1,1,1] axis
represent the positions of the studied defects. (b) The
spherical shape defects Sm (m = 0, 0.5, 1.0, 1.5, and 2.0),
where m corresponds to the location in fig. 4(a). The
diameter of the defects is D = 2rd (sphere radius varied
from rd = 0.2au to, 0.5au in 0.025au steps), L =
√
3au/4,
is the length of the rods, and au is the lattice constant of
the RCD crystal as explained in fig. 1.
for each direction: Xs, Ys, Zs) were run using a broadband
dipole source placed in the defect. After calculating the
amplitude of the electric field over time for an inverse RCD
with these defects, the Q-factors (Q = λres/∆λ) can then
be estimated by analysing the resulting field decay in the
frequency domain via the fast Fourier transform (FFT)
and the filter diagonalisation method using the Harminv
software [23].
Figure 5 shows the normalized frequency of resonance
peaks (au/λ) as a function of defect radius for each defect
position (Sm) within a full PBG between au/λ ∼ 0.5129
and 0.6617 (mid-gap frequency au/λ ' 0.5873). For a
variety of sphere defects (Sm), the correspondingQ-factors
obtained for the different sphere radii are shown in fig. 6.
The defect radius (0.35au) in the defect position S1.5 gives
a maximum Q-factor (Q ' 7.9 × 106) for the excitation
in the Ey and Ez-oriented dipole sources. While when
the resonance peak (au/λ) is too close to the lower band-
edge (see fig. 5), the sphere defect (S0) gives a much lower
Q-factor (down to Q ∼ 1000) as seen in fig. 6(a).
Having determined the resonant frequency, a cavity
mode on resonance can be visualized using single fre-
quency snapshots. The confinement of the energy den-
sity distribution [ε(|E|2)] of the sphere defects (S0.5,r =
0.275au) and (S1.5,r = 0.35au) is illustrated in fig. 7 for
dipoles oriented along the Xs, Ys and Zs directions. In
all cases, the field is strongly localized to the defect with
some outlier peaks in surrounding high index regions. An
effective mode volume (Veff ) of the cavity modes can be
calculated from FDTD simulation results using [24,25]:
Veff =
∫∫∫
ε(r)|E(r)|2dr3
[ε|E(r)|2]max
(1)
A useful figure of merit is the dimensionless effective
volume fopt, which is the effective cavity mode volume
Veff normalized to the cubic wavelength of the resonant
mode in a medium of refractive index n, defined as:
fopt =
Veff
(λ/n)3
(2)
The corresponding mode volumes are shown in fig. 6.
The smallest mode volume was Veff ∼ 0.037(λres/n)3.
It was obtained for the defect S0.5 (a sphere radius r =
0.25au at the center of a ”tetrahedral arrangement”) ex-
cited by an Ex-oriented dipole source, with a resonance
at au/λ ' 0.5845 of Q-factor 1.4 × 106. However, for
this radius, the defect sphere does not touch the crystal
and hangs freely in space. Although one could postulate
using ultra-thin supporting ”strings”, this is not really fea-
sible at our chosen optical frequency. If only feasible de-
fects are considered, the smallest mode volume is still ob-
tained for the same defect, but with a slightly larger radius
r = 0.275au and an Ey-oriented dipole source. In this case,
Veff ∼ 0.058(λres/n)3, au/λ ' 0.55 and Q ∼ 1.7× 106.
The obtained fopt values can now be used to estimate
the expected coupling strength gR of the cavity mode with
a quantum emitter placed inside the defect by using the
following formula [3, 5, 26]:
gR =
(
3c0γosndef
8pifoptλosnos
)1/2
(3)
where c0 is the speed of light in vacuum, γos and λos are
the spontaneous emission rate and wavelength of the con-
sidered quantum emitter and nos is the refractive index di-
rectly surrounding the emitter. The weak and strong cou-
pling criteria 4gR/(κuc + γos), where κuc = 2pic0/(λosQ)
is the decay rate of the uncoupled cavity, can also be cal-
culated. Here, we consider coupling to the zero-phonon
line (ZPL) of diamond NV − centers, for which nos = 2.4,
λos = 637nm and γos = γZPL ∼ 4% · γtotal = 3.3 ×
106 rad/s because emission into the ZPL constitutes only
4% of the total spontaneous emission [3, 5].
Figure 8 shows the strong/weak coupling criteria
4gR/(κuc + γos) of the studied inverse RCD defect po-
sitions Sm (m = 0, 0.5, 1.0, 1.5, and 2.0) in the case of
coupling to a diamond NV − center. Almost all considered
defects have 4gR/(κuc+γos) > 1 and should therefore lead
to strong coupling, i.e. a splitting of the cavity line, even
at low excitation powers resulting in a double peaked emis-
sion spectrum. In fact the strong coupling criterion is over
100 times its threshold value for specific radius values in
all defect positions.
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Fig. 5: The normalized frequency of resonance peaks (au/λ) as a function of the normalized radius (rd/au) of the
defect for each defect position (Sm) with Ex-, Ey- and Ez-oriented dipole sources. The dashed lines indicate the limits
of the full bandgap from au/λ ' 0.5129 to 0.6617 and its midgap frequency au/λ ' 0.5873. In the case of S0 and S0.5,
the highlighted regions indicate radius values for which the sphere does not touch the crystal.
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Fig. 6: Q-factors (solid lines) and the normalized mode volumes (dashed lines) obtained for the various normalized
radii (rd/au) and locations (Sm (m = 0, 0.5, 1.0, 1.5, and 2.0), where m corresponds to the location in fig. 4) of sphere
defects. In the case of S0 and S0.5, the highlighted regions indicate radius values for which the sphere does not touch
the crystal.
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(a) S0.5, Ez-dipole (b) S1.5, Ez-dipole
(c) S0.5, Ex-dipole (d) S1.5, Ex-dipole
(e) S0.5, Ey-dipole (f) S1.5, Ey-dipole
Fig. 7: Isosurfaces of the material (red) and energy density
(blue) distributions for the defects S0.5 with radius rd =
0.275au (a,c,e) and S1.5 with radius rd = 0.35au (b,d,f),
after an initial broadband Gaussian modulated sinewave
excitation pulse in the Zs = Zc (i.e. Γ−L) (a,b), Xs (c,d)
and Ys (e,f) directions. The dimensions are normalized by
au.
It is noticeable that the curves for the different excita-
tion directions (Ex, Ey and Ez) are similar in the cases
of S0.5 and S1.5, when looking at figs. 5, 6, 8. However,
for S0.0, S1.0 and S2.0, the Ez excitations lead to differ-
ent values than the Ex and Ey excitations. Moreover, the
S0.5 and S1.5 positions are at the center of tetrahedral ar-
rangements and therefore have a higher symmetry than
the other positions, which have more of an axial symme-
try along the [1,1,1] direction, i.e. the Zs axis used in
the FDTD simulations. This makes sense if we look at
fig. 4. Hence, in the former case, it would seem that all
excitation directions are able to excite the same (or equiv-
alent via rotation) modes, while in the latter cases, the
Ez excitation is able to excite a different mode. How-
ever, the results of Q-factors, mode volumes and coupling
strength in figs. 6 and 8 are partly not in agreement with
the above facts (eg., the Q-factors for S0 (Ex) and S0
(Ey) are considerably different in fig. 6(a)). Fig. 7 also
shows that, in the case of S0.5 and rd = 0.275au, each
of the dipole orientations leads to different field distribu-
tions, despite all resonant modes having almost the same
frequency au/λ ' 0.55. The excited modes are therefore
sometimes distinct, even if the resonance frequencies are
close. We ascribe this as due to the different symmetries
seen in the planes orthogonal to the x, y and z dipoles (i.e.
the Xs, Ys and Zs planes).
The S1.5 and S2.0 positions require larger radiuses than
the other positions to support resonant modes (larger than
0.300au and 0.250au respectively). This is due to the fact
that in those cases, the high-index sphere defects are po-
sitioned inside high-index regions of the photonic crystal.
It is then necessary to use a radius large enough to actu-
ally modify the local material distribution. S1.5 being at
the intersection of four ”inverse rods” (see fig. 4) requires
a larger radius than S2.0, which is at the center of a sin-
gle ”inverse rod”, with the ”inverse rods” being smaller at
their centres than at their ends, as can be seen in fig. 1(b).
Conclusion. – In this paper, 3D inverse RCD PhCs
formed in high-index-contrast materials (GaP or chalco-
genide) were investigated and a maximum PBG of ∼ 25%
at (r/au)opt = 0.26 was reported by using the plane wave
expansion method. Moreover, a variety of sphere defect
positions, located along the [1,1,1] axis going through
rods of the 3D RCD structures, were investigated and
the Q-factors and mode volumes of their cavity modes
calculated using the FDTD method. Among the consid-
ered feasible defects, the sphere defect (S0.5) gives the
best results for an excitation in the Ey direction with a
mode volume Veff ∼ 0.058(λres/nGaP )3, while still hav-
ing high Q-factors Q = 1.7 × 106. Thus, this is smaller
than the dielectric cavity mode volumes obtained for non-
inverse RCD (∼ 0.09(λres/nSi)3 where nSi = 3.6 [19]) and
GaP based woodpile PhC cavities (∼ 0.1(λres/nGaP )3,
where nGaP = 3.3 [5]). Furthermore, it is about one
order of magnitude smaller than the mode volume ob-
tained for the 2D PhC high index defect microcavity
(∼ 0.25(λres/nInGaAs)3 where nInGaAs = 3.46 [24, 25]).
This is the smallest high index cavity volume that has
been seen, although smaller normalised cavity volumes
have been reported in low index cavities in 1D crystals
(slotted nanobeam) [27, 28]. Such a high-Q cavity with
small mode volume could allow the investigation of strong
coupling cavity QED effects on non-ideal quantum emit-
ters such as diamond NV − color centers [29–31].
Compared to woodpiles [4], the required inverse RCD
crystal size to reach Q-factors of one million is ∼ 33%
smaller (∼ 1500a3u versus 103a3u). Additionally, the plane
orthogonal to Γ−L exhibits a hexagonal symmetry similar
to the one encountered in 2D hexagonal crystal slabs. This
similarity can be exploited to transfer existing waveguide
designs from such geometries into RCD and inverse RCD
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Fig. 8: Strong/weak coupling criteria 4gR/(κuc + γ) of the studied inverse RCD defects Sm (m = 0, 0.5, 1.0, 1.5, and
2.0) against the normalized radius (rd/au) of sphere defects for coupling to a diamond NV
− center. In the case of S0
and S0.5, the highlighted regions indicate radius values for which the sphere does not touch the crystal.
strucures.
The main drawback compared to woodpiles is the fabri-
cation difficulty. However, this can be overcome by using
DLW [20] and other innovative fabrication techniques [11].
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