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ABSTRACT 
The thesis is concerned with investigating the role of mathematical 
programming in expressing the general theory of and facilitating effective 
computation for elasto-plastic skeletal structures subjected to 
deterministic sources of dynamic excitations, 
Static-kinematic duality, a common feature in the static analysis of 
structures, is extended to dynamic systems through the adoption of 
d'Alembert's principle. This allows the full use of graph theoretic methods 
for describing the fundamental structural relations in both mesh and nodal 
forms, 
For structures whose dynamic characteristics can be effectively 
described by a rigid-plastic constitutive law, mathematical programming 
formulations are presented. They are compared and contrasted with existing 
formulations, especially those associated with impact loading. 
Elasto-plastic structures are studied and their dynamic response is 
shown to be given by the solution of a differential linear complementarity 
problem. Four equivalent formulations are presented and are solved 
numerically through the use of direct integration methods. 
The effects of change of geometry may also be important in the dynamic 
analysis of structures. Firstly, for relatively small displacements, the 
method of fictitious forces is shown to lead to alternative mesh and nodal 
formulations. For large displacements, only the nodal method proves to be 
effective. An incremental differential linear complementarity problem is 
obtained and a suitable numerical solution procedure is proposed. 
Finally, a perturbation technique is established for solving the 
resulting differential equations and differential linear complementarity 
problems. It is proved that this technique is more general and flexible 
than the direct integration methods. 
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CHAPTER 1 
IITTRODUCTIOF 
1.1 A H OF UVESTIGATIOI 
The analysis of structures subjected to dynamic excitations has 
become recently a real necessity, since people are becoming more aware of 
the sources of these excitations and the damages they might cause. The 
increasing demands for safety necessitate a more rigorous analysis for 
structures when subjected to dynamic inputs. It has been established that 
if the structure is assumed linearly elastic, often safety and allowable 
deformation requirements demand greater rigidities for the member 
sections and hence higher cost for the structure as a whole. Therefore, 
the cost considerations advise that if the designer can accept some 
permanant distortions to occur when the structure is subjected to the 
dynamic excitation, then an elasto-plastic model for the structure 
material may be useful. 
The aim of this investigation is to establish a unified formulation 
approach for the analysis of elasto-plastic skeletal structures subjected 
to deterministic dynamic actions. Such unification, it is suggested, is 
achieved through the use of mathematical programming together with the 
mesh and nodal network descriptions of statics and kinematics. 
1.2 METHOD OF AIALYSIS 
The structure will be discretised into a set of beam-like elements of 
finite size, the terminals of which connect together at FODE points. Each 
element will be associated with a positive direction. Hence the 
discretised structure will be considered as a directed graph whose 
branches (directed elements) connect together at the node points. 
The connectivity properties of the branches in the graph can be 
expressed either by the incidence of the branches at the nodes or by the 
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incidence of the branches in a complete set of independent meshes. These 
alternatives allow the structural relations to be described in two 
different ways: the nodal description and the mesh description. 
The masses of the elements will be either lumped at their ends 
(lumped mass model) or assumed to be distributed throughout the spans 
(distributed mass model). The inertia forces associated with the element 
masses will be considered as if they were externally applied loads; their 
directions and values will be calculated by using d'Alembert's principle. 
The fundamental ingredients of dynamic analysis - the STATICS 
(dynamic equilibrium), the KIEEMATICS (structural compatibility) and the 
CONSTITUTIVE RELATIONS - are each developed separately. Through 
d'Alembert's principle with the incorporation of inertia forces, the 
static-kinematic duality evident in static analysis is thereby maintained. 
This follows the general approach developed in the Systems and Mechanics 
Section at the Imperial college. 
Once the statics and kinematics are established, they will be 
combined with the constitutive relations to yield the governing 
formulations. The numerical solution of these formulations will then be 
investigated. 
1.3 SDKIABY OF THESIS 
In chapter 2, a way of discretising the structure and hence, of 
representing it as a directed graph is presented. The static and 
kinematic relations established for the static analysis, in both mesh and 
nodal formats, are then extended to account for the inertia forces 
generated by using d'Alembert's principle. 
Chapter 3 describes a suitable set of constitutive relations for both 
linearly elastic and elasto-plastic materials. 
In chapter 4, linearly elastic constitutive relations are used 
together with the static and kinematic relations established in chapter 2 
for both mesh and nodal formulations. The numerical solutions of the 
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resulting equations are then discussed with some application in 
earthquake engineering. 
Chapter 5 serves to collect the established theorems of mathematical 
programming that will be of direct relevance to the formulations given in 
the following chapters. Linear programs (LP) and quadratic programs <QP) 
are discussed and the Kuhn-Tucker conditions necessary and sufficient for 
their solution are identified as linear complementarity problems (LCP). An 
algorithm for solving such LCPs is then presented. 
Again, in chapter 6 the static and kinematic relations are employed 
with the plasticity constitutive relations to establish two theorems for 
dynamically loaded rigid-plastic structures in both nodal and mesh 
formulations. These theorems are specialised later to the case of 
Impulsive loading problems, and hence two quadratic programs are 
presented for each of the nodal and mesh methods. The solution of these 
QPs are obtained by solving two LCPs. Another two LCPs are established 
on vectorial bases by using the direct integration techniques. The 
uniqueness of the solution obtained from rigid plastic dynamics is also 
discussed. 
In chapter 7, elasto-plastic constitutive relations are used together 
with the statics and kinematics of chapter 2. Four differential linear 
complementarity problems (DLCP) are then obtained. The numerical 
solutions of these DLCPs are achieved by using the direct integration 
methods. The uniqueness of the resulting solution is also proved. 
Chapter 8 is devoted to the effects of the change of structural 
geometry. A first-order approximation is undertaken which produces extra 
sets of fictitious forces to be added at the end of each element. By 
adding these extra forces, one can use the initial configuration of the 
structure in setting up the statics ani^  kinematics in mesh and nodal 
formats. Two DLCPs are obtained when the statics, kinematics and elasto-
plastic constitutive relations are combined, Their numerical solution is 
also discussed. 
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In chapter 9, a full large displacement analysis is presented in 
incremental form based on the displacement method (nodal formulation). 
The problem is formulated as a DLCP which is solved iteratively by the 
aid of direct integration techniques. 
Chapter 10 is devoted to establishing an alternative numerical 
procedure for the resulting differential equations and DLCPs by employing 
a perturbation method. This technique is used instead of the direct 
integration schemes surveyed in appendix A. 
It should be mentioned that most of the formulations presented in 
this work are implemented in computer codes and tested against either 
closed form solutions or examples already existing in the litrature. 
It should also be mentioned that, in this work, bold symbols denote 
matrices or vectors; and when (T) is used as upper index it should be 
interpreted as transpose. Further, superimposed dot denotes 
differentiation with respect to time. 
1.4 ORIGIIAL FEATUEES 
To the author's knowledge, the following features of this thesis are 
original. 
1. Formulating the governing relations, under both small and large 
displacement assumptions, in the form of a standard differential 
linear complementarity problem (DLCP). 
2. The employment of the mesh description to derive a force method of 
analysis as an alternative to the more usual displacement method for 
elasto-plastic and rigid-plastic structures. 
3. Utilizing the direct integration methods to transform the resulting 
DLCPs into ordinary LCPs. 
— 4 -
4. Establishing a perturbation technique as an alternative to the direct 
Integration methods for transforming the DLCPs. 
5. Utilizing a special form of Volfe's algorithm in solving the resulting 
LCPs. 
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CHAPTER 2 
STATICS AED KINEMATICS OF FRAMED STRUCTURES 
2.1 STRUCTURAL IDEALIZATION 
An engineering structure is a highly complex system, the analysis of 
which has to be based on a simplified model whose response to external 
actions can be described completely by a finite set of continuous 
variables. This is usually achieved by discretising the structure into a 
set of beam like elements of finite size, the terminals of which connect 
together at junctions which herein will be termed NODE points. 
Structural discretisation is normally achieved by positioning a node 
at: 
1. Connections between two or more members, 
2. End of segment changes in cross-sectional properties, 
3. Points of concentrated loading (forces and couples), 
4. Control points in the span of distributed loads. 
Thus the framed structure indicated by the diagram of Fig.2.la may be 
represented by the specific discretisation shown in Fig.2.lb. 
Further, curved members could be approximated by a set of straight 
elements, and members with continuously varying cross sectional 
properties by a set of prismatic elements with differing cross-sections, 
Adjacent to each node is a critical section at the end of each 
element, as shown in Fig.2.lb. The development of plasticity is assumed to 
be confined to these sections only. 
Distributed loads will be lumped into concentrated loads at the nodes-
The total number of critical sections (Sc) defined by the procedure 
outlined above may b£ great, but normally not all these sections may be 
necessary. One may select a subset of them which adequatly represent the 
location of potential plastic hinges. 
Once the structural model has been discretised in the above way, it 
is convenient to associate each element with a positive direction (arrow), 
and to collect all foundation nodes into a single representative DATUM 
NODE as shown in Fig.2.lb. The graphic model which may now be considered 
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as a set of orjmted branches (elements) connecting any two points 
(nodes), is called a DIRECTED GRAPH. 
4 ' 13 
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U IS te 8 
Mesh 1 
I 
—i&i— 
to It 
Mesh 2 1 
12 6 
^ / / / / / / / / / "TT / / / / / y 
K — — »( 
(a) Frame structure (b) Graph model 
Fig .2.1 
On Fig.2.lb are also shown the MESHES or cycles of the graph, being 
c 
orated continuous paths around the branches wKich are initiated and 
terminated at the same point on the path. As shown in the Figure there 
£ 
are only two indpendent meshes. 
The connectivity properties of the branches (elements) in the graph 
can be expressed either by the incidence of the branches at the nodes 
(nodal connectivity) or by the incidence of the branches in a complete 
set of independent meshes (mesh connectivity). These alternatives allow 
the statics and kinematics of a structure to be described in two 
different ways: the nodal description and the mesh description which will 
be discussed in the following sections of this chapter. 
7 -
22 STBUCTUSAL WARS XDEALIZATIOI 
The mass of a structure can normally be idealised by using either a 
lumped mass model or a distributed mass model. The latter is often closer 
to physical reality but less mathematically tractable. In comparison, the 
lumped mass model may demand a greater number of elements in order to 
give an adequate representation of the mass and its kinetic energy. 
In the following few chapters a lumped mass model will be adopted, 
but in lat€r chapters both models will be employed. 
2.2.1 Dynamic Degrees of Freedom (coordinates) 
An unconstrained mass m may have in a three dimensional space six 
degrees of freedom: three translations and three rotations as shown in 
Fig.2.2a. These degrees of freedom will be termed as dynamic degrees of 
freedom (DDF) or dynamic coordinates in order to distinguish them from 
the kinematic ones which will be defined later. 
r "33 
22 '13 
23 
Uaj^ 
# 
Ui 
(a) (b) 
Fig .2.2 Dynamic degrees of freedom 
If the mass m is constrained to move in a two dimensional space (xi , 
Xz), the number of degrees of freedom will be reduced to three: two 
translations (ui, uz) and one rotation us as shown in Fig .2.2b. Further if 
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the rotational inertia of the mass around Xa is neglected, then there will 
be no need for considering the rotational degree of freedom ua and hence 
the mass will be termed as a POINT MASS, i.e. in this case the number of 
degrees of freedom will be reduced to two only: two translations ui and 
Uz. 
2 2 Z D'Alenbert's Principle - Inertia Forces 
If a point mass m is subjected to two applied loads Fi and Fz 
parallel respectively to the axes xi and xz. One can write the equations 
of motion, by using Hewton's low, in matrix form as 
Fi m 0 Ul 
Fa 0 m viz 
or F = m u 
where iii <i = 1, 2) is the second time derivative of the dynamic degree 
of freedom ui, i.e. the acceleration 
a is the mass matrix 
To simulate static equilibrium, this relation can be written in the 
following form 
F + p = 0 
where n u (2 .1) 
fi is normally called the inertia force vector, the ith component of which 
(/ii) is equal to the negative product of the corresponding acceleration 
and the accelerated mass. 
Therefore, one can apply static equilibrium on a dynamically loaded 
mass or system of masses provided that the inertia forces are taken Into 
account exactly in a similar way as the externally applied loads. This 
concept is normally called d'Alembert's principle. 
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2.2.3 Lumped Mass Model 
It is assumed in the lumped mass model that the entire mass of a 
structure is concentrated at the nodes. For a framed structure dlscretised 
in the way described in section (2.1), the mass of each element is 
assumed to be concentrated in point masses at each of its nodes. As was 
pointed out earlier such masses are considered to have no rotational 
inertia. The distribution of the element mass to these points should be 
determined by statics. The total mass concentrated at any node of the 
complete structure then is the sum of the nodal contributions from all 
the elements attached to the node. In the framed structure shown in 
Fig.2.1, let all elements be prismatic, the mass of any horizontal element 
be mt. and of any vertical element mc, then the lumped mass model will be 
as shown in Fig .2.3. 
m : 
ma 
mi 
m2 
mi 
•f7 
Fig .2.3 Lumped mass model 
where 
i l l 
mi = — fflc + " mb + mc 
2 2 2 
fflc + mia 
2 
1 1 
mz = mc + mts 
2 2 
1 1 
ms = ~ ~ mts + mta — m*., 
2 2 
1 0 -
The mass matrix obtained by this model is always diagonal since an 
acceleration of any point mass produces an inertia force at that point 
only. The inertia force at i due to a unit acceleration of point i is, 
according to d'Alembert's principle, equal to the mass concentrated at 
that point. 
If more than one dynamic degree of freedom is specified at any node 
point, the same point mass will be associated with each degree of 
freedom. In general any point mass of a structure may have a maximum of 
two transnational dynamic degrees of freedom. 
2.3 THE KKSH DESCRIPTION 
As was pointed out earlier, there are two basic ways of presenting 
statics and kinematics of a structure: the mesh description and the nodal 
description. The former will now be discussed. 
2.3.1 Static Indeterminacy 
If the equilibrium conditions alone are not sufficient to determine 
uniquely the forces in all elements of a structure, it will be described 
as statically indeterminate. Therefore it is necessary to determine the 
number of independent forces in the frame whose determination will allow 
all member end forces to be established: this is the static indeterminacy 
number <Np). 
It is necessary to note that the presence of closed cycles (Meshes) 
leads to indeterminacy. Let (life) be the number of elements into which the 
structure is discretized and (Ifd) the number of nodes positioned on the 
directed graph model, then the number of independent cycles <Scy) can be 
established as 
Fey = Ne - Nd + 1 (2,2) 
- 11 
when all foundation nodes are counted as a single node. For example 
consider the frame in Fig.2.lb 
Fe = 8 and Hd = 7 then Fey = 8 - 7 + 1 = 2 
A structure with Fey closed cycles can be converted into a tree 
structure by making a cut in each cycle. If the number of stress 
resultants released at each cut is Fsc and if Fr is the number of stress 
resultants released by some mechanical articulations or releases of 
forces, then the static indeterminacy number <Fp) can be given as 
Fp = Fsc X Fey - Fr (2.3) 
The value of Fsc depends on the classification of the structure and 
its loading; table T2.1 contains the most notable cases. 
Type of structure Fsc 
Spatial frame 6 
Plane frame 3 
Vertically loaded horizontal grid 3 
Table T2.1 
For the frame in Fig.2.1 
Fsc = 3 and Fr = 0 then Fp = 3 x 2 - 0 = 6 
A full Investigation into the static indeterminacy of framed 
structures was made by Henderson and Bickley (1955) who first gave 
equations (2.2) and (2.3) 
- 1 2 -
2.3.2 lesh Statics 
The mesh description of the statics of a structure is performed on a 
physical basis by inserting Ifp suitable releases of force in the members 
of the structure, so rendering it statically determincitc These releases 
may be sited anywhere in the frame, not necessarily at the critical 
sections, and be of any type and combination provided only that no local 
mechanisms are thereby generated. 
For ease of presentation, an example of a simple plane frame. Fig.2.4a 
will be taken and attention will be confined to the bending moments X at 
the Nc critical sections, where 
X - [ Xi Xz ... Xnc (2.4) 
Xi 
A-
iX: 
XL XL 
(a) Frame <b) Positive moment 
Fig .2.4 
This plane frame has one mesh so that Hp = 3 and the same Figure 
also suggests a sign convention for bending moment. 
If all elements of this frame are prismatic and the mass of each 
horizontal element is (mt.) and that of each vertical element is (mc), 
then the lumped mass model of the frame can be as shown in Fig.2.5a. 
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mz 
m 1 -#mi 
1/^ 2 
(a) Lumped mass model (b) Inertia forces 
Fig .2.5 
where mi = 
nte = 
2 
1 
Cnkzi t mc) 
(mt, + mt,) = mt. 
It should be mentioned here that in establishing the statics and 
kinematics of the structure, by either mesh or nodal description, the 
structural elements will be assumed inextensible. Also the initial 
configuration of the structure will be used in setting up the equilibrium 
relations, namely the small displacement assumption will be adopted. 
In Fig .2.5a, mass mz has a horizontal and a vertical degree of 
freedom, whereas mass mi can move horizontally only because of the 
assumption made in the preceding paragraph. Therefore the horizontal 
movement at the floor level will be associated with both masses (mi and 
ma), but the vertical movement at (m^ .) will be associated with mz only. 
In other words, if a unit horizontal acceleration were applied at the 
floor level, then, by applying d'Alembert's principle, the inertia force 
generated at the floor level is equal to mz + 2 mi. Similarly if a unit 
vertical acceleration were applied at m^, then the inertia force generated 
is vertical and equal to ma. 
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From the above argument, if ui and uz aa-e respectively the horizontal 
and vertical degrees of freedom (dynamic degrees of freedom) then one 
can define the corresponding inertia force pn and jdz as 
M2 
<2mi + mz) 
mz 
Ui 
Uz 
/ii and for this example are shown in Fig.2.5b. 
The negative sign was added to be fully compatible with d'Alembert's 
principle which dictates that the inertia forces can be treated as if 
they were externally applied loads provided they were applied in opposite 
directions to the accelerations. 
In general for any structure one can write the relation between 
inertia force vector /i and the acceleration vector u of the dynamic 
degrees of freedom in a similar way to relation (2.1) as 
M = n u (2.5) 
where m Is a diagonal and positive definite mass matrix. It should be 
mentioned that no account will be taken of the damping forces, although 
they can be treated in the same way as that for inertia forces were 
treated. 
The frame in Fig.2.4 may be made statically determinate, for example, 
by making a cut at the base of the right hand column; then the bending 
moments I may be established in terms of Hp unknown indeterminate or 
mesh forces P, the applied loads X, and the inertia forces /i. The 
statically determinate system to which the frame is reduced is normally 
called the primary system. It is shown in Fig.2.6 for the present example. 
By applying a unit value of each applied load Xk (k=l,2) or inertia 
force (L=l,2) in turn on the primary system, one can establish the 
load equilibrating moment influence diagrams bok and the inertia force 
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equilibrating moment influence diagrams bau as shown in Fig .2.7 and 
Fig.2.8 respectively. 
A A 
Fig .2.6 Primary system 
Xi=1 
-L 
-L 
rih 
bo, 
lXz= 1 
Eoz 
Fig.2.7 The load-equilibrating moment influence diagrams 
-L 
/j,r 1 
/i. = 1 
bdi 
Fig.2 <8 The inertia force equilibrating moment influence diagrams 
— 1 6 — 
Another set of influence diagrams will be constructed by inserting 
unit values of the indeterminate forces Pj <J=1,2,3) into the releases. 
Each of these forces (biactions) generates a moment influence diagram bj 
on the determinate structure as shown in Fig .2.9. 
• 1 
4-1 
+ 1 
bt 
• 1 
+ 1 
1 ; ^ 
p. =1 
*k 
+ L 
ba 
• 2L 
4-21 
Fig.2.9 The self-equilibrating moment influence diagrams 
All statically possible moment sets I can be constructed by a linear 
combination of the static influence sets (diagrams) bj, bow and bdi_ with 
multipliers Pj, )ik and For instance, the bending moment Xi at the 1th 
critical section can be written as 
Xi = bi^ Pi + ba^ Pz + bs^ Ps + b^oi Xi + b^o2 Xz 
+ b^di fii + b*d2 (2 .6 ) 
where b^j, b*ok and b^ di_ are the static influence coefficients at the ith 
critical section. 
Relation (2.6) is valid for all critical sections, resulting in the 
following eight equilibrium equations. 
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Xi 
Xa 
X@ 
X^ = 
Xs 
Xs 
X t 
Xe 
2 
2 
2 
1 
1 
- 1 -1 
-1 
-1 
- 1 Pi 
Pz L 
Pa L 
X1 L 
Xz L 
L 
jiz L 
(2.7) 
In general, when only a single bending moment is considered at each of 
the Nc critical sections, these equations may be written in matrix 
form as 
I = [ B Bo Bd ] 
P 
X 
( 2 . 8 ) 
B is usually called the mesh matrix. 
For the more general case of a plane frame where the shear forces %. and 
the axial forces Xm have to be included at each critical section as well, 
the above relation can be generalized as 
X 
X. 
X. 
B 
B . 
B . 
Bo 
Bo-
Bo-. 
Be 
Bd. 
B e . 
P 
X 
M 
(2.9) 
The incremental form of relations (2.8) and (2.9) can be established very 
easily by substituting the variables by their increments since B, Bo, . . . 
are all constant matrices. So the incremental relations can be written as 
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Al = [ B Bo Bd ] 
6P 
AX 
AM 
( 2 . 1 0 ) 
and 
Al 
Al. = 
Al. 
B 
B . 
B . 
Bo 
Bo . 
Bo . 
Bd 
Bd. 
Bd. 
AP 
AX 
An 
(2.11) 
2,3.3 Sesh Kinematics 
Again the plane frame in Fig.2.4 together with the primary system of 
Fig.2.6 will be used for the purpose of demonstration. In order to set up 
the kinematic description, corresponding to the static one derived in the 
preceding subsection, a single rotation xi will be considered at each 
critical section i chord-line to node-line. These rotations can be 
collected in the vector of strain resultants x as 
X = [ Xi X z . . . Xnc ]"' ( 2 . 1 2 ) 
The sign convention for xi is made to correspond with that of Xi as 
shown in Fig.2.10. 
chord 
node line 
Fig.2.10 Positive rotation at the ith critical section 
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The mesh description of the kinematics can be obtained in a way 
similar to that of Munro (1965a, 1965b) by applying, in turn, a unit 
rotation to each critical section of the primary system. This will result 
in Kc mechanisms in which discontinuities Vj (j=l,2,3) appear at the 
releases (cut) and the signs of these are considered positive if their 
directions are the same as those of the indeterminate forces Pj. One also 
can obtain from these mechanisms the chord displacements of the load 
application points S and the displacements of lumped masses u. Once these 
mechanisms are produced for the Nc strain resultants z, all kinematically 
possible Y, 6 and u can be constructed by a linear combination of these 
mechanisms with multipliers Xt. For instance at the jth release, the kth 
applied load, and the Lth inertia force (lumped mass). 
Vj = b S + b ^ j X2 + . . . + b®j xe (2.13a) 
Sk = b' Xi + b= o k X2 + . . . + b®ok X e (2.13b) 
Ul. = b ' d u Xi + b^cJL. X2 + . . . + b®di_ Xe (2.13c) 
where b^j, b*ok and b*du are respectively the jth discontinuity, the chord 
displacement at the kth load points, and the displacement of the Lth 
inertia force (dynamic degrees of freedom) due to a unit rotation at the 
ith critical section. Sk and Ui_ are considered positive if their 
directions correspond respectively with the applied loads and inertia 
forces. A more detailed discussion about generating these mechanisms for 
the non-dynamic case can be found in smith (1974). 
It should be remembered that the compatibility of the original 
statically indeterminate structure dictates that the Hp discontinuities at 
the releases should vanish, i.e. Vj = 0. Then relation (2.13) can be 
collected in matrix form as 
v=o B* 
s = Bo* 
u Bd* 
(2.14) 
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It was shown by Munro (1965a, 1965b) that B* and Bo* are the transpose 
of the static matrices B and Bo, and similarly it can be seen that Bd* is 
the transpose of Bd. Therefore (2.14) can be written as 
v=o B-^  
s = Bo^ 
u Bd-^  
(2.15) 
Or in general, if the shear and axial deformation are to be accounted for, 
relation (2.15) becomes 
V=0 BT B.^ B.T z 
6 = Bo"^  B^ o^. B^o. z. 
u Bd^ ^ B-^ d- B^d. z. 
(2.16) 
where x. and x. are the shear and axial deformations respectively at all 
critical sections. 
Relations (2.15) and (2.16) can easily be written in incremental form 
by substituting the variable vectors by their incre ments since all other 
matrices are constant. This can be displayed as 
av=o B^ 
AS = Bo^ 
AU Bd"r 
and 
AV=0 
AS = 
Au 
B^ 
Bo-r 
Bd^ 
Az 
(2.17) 
B.^ 
B^o-
B^d. 
B.T 
B^o. 
EFd. 
Az 
AX« 
Az. 
(2.18) 
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It should be mentioned that the appearance of the kinematic matrices 
as the transpose of the static matrices is not accidental; but it was 
proved for static structures and termed by Munro (1965a, 1965b) as 
static- kinematic duality (SKD), and was used very extensively by Smith 
(1974) for statically loaded elasto-plastic structures. 
2.4 THE lODAL DESCRIPTIOI 
In this section attention will be turned from the meshes of the graph 
model to its nodes, and hence an alternative form of the static and 
kinematic descriptions based on the nodes will be derived. 
A typical element of a discretized plane frame can support six end 
e 
forces (stress resultants). Three of them only can be indpendent in 
general because there are three equilibrium equations among the six 
stress resultants. Fig.2.lib shows one possible choice for the independent 
stresses with their positive directions 
- C - 4 -
X, 
G r 
X 2. 
H 
(a) End forces (b) Independent end 
forces 
(c) Element 
deformations 
Fig.2.11 Element stress and strain resultants 
Similarly the element can sustain six strain resultants three of which 
only are independent and the other three are rigid body motions. Again 
one possible choice of these three independent strains is xi , xa and xs, 
Fig.2.11c, which are associated and agree in sign with Xi , Xz and Xs. 
It should be noted that if the frame element is assumed inextensible, 
then X3 = 0 and there is no need to consider Xs. In other words the 
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number of independent stress (strain) resultants of the element is 
reduced to two and this is the case considered in this section. 
2.4.1 Kinematic Indeterminacy 
It was shown in the preceding section that the number of mechanisms 
generated for the primary system is Ec which is also equal to the number 
of independent stress (strain) resultants (Ns) of the whole structure, 
since the elements are assumed to be inextensible. But it was shown to be 
necessary to constrain these mechanisms by ITp equations in order to 
remove the discontinuities at the releases of the primary structure. Hence 
there remain Ns-Fp independent mechanisms. In general the number of 
independent mechanisms 5q (or kinematic degrees of freedom) which are 
sufficient to describe the structural kinematics is called the kinematic 
indeterminacy number and given as 
Kq = Ss - Np (2.19) 
where Fs = 3 x Be for extensible plane frame members 
ITs = 2 X ire = Nc for inextensible plane frame members 
and Ne, Nc and Ifp, as defined before, are respectively the number of 
elements, the number of critical sections, and the static indeterminacy 
number. 
It should be mentioned that Nq, unlike Np, is not a topological 
invariant but depends on the number of elements employed in the network 
(graph model) representation of the frame. 
Once the kinematic indeterminacy number (Nq) is calculated a set of 
Fq kinematic degrees of freedom (KDF) has to be selected to describe the 
independent mechanisms and hence the kinematics of the structure. 
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2.4.2 lodal Kinematics 
For ease of presentation the frame of Fig,2.4 will be employed. It 
should be recalled that the memte r s are assumed inextensible, the static 
indeterminacy number is Fp = 3, and the number of elements employed 
in the network is Ne = 4, thus 
Fs = 2 X 4 = 8 
and hence Bq = 8 - 3 = 5 
Therefore five independent displacements qj (j=l,2 5) are chosen, 
as shown in Fig.2.12a, to represent the five kinematic degrees of freedom 
needed to describe the kinematics of the chords of the frame members. 
, » 
(a) Kinematic degrees of freedom (b) Motion of chords 
Fig .2.12 
It is important to note that these kinematic degrees of freedom are 
different from the dynamic degrees of freedom. It is possible to have 
some of them coincide. 
For this example the same mass modelling and dynamic degrees of 
freedom, and hence inertia forces, presented in Fig.2.5 will be adopted; 
therefore relations (2.5) are still valid. 
If the eight independent strain resultants (rotations at critical 
sections) are to be generated by the kinematic degrees of freedom qj, it 
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would be convenient to imagine that each critical section has the 
facility of rotating freely as though it contained a frictionless hinge. 
To render the frame kinematically determinate, a rigid constraint must be 
Imposed at each of the kinematic degrees of freedom. How these 
constraints may be released, each in turn being given a unit displacement 
qj = 1, thereby generating in each resulting BASIC MECHAHISM a set of 
rotational strain resultants aj at the critical sections, a set of load 
point displacements aoj, and a set of displacements Bdj corresponding to 
the dynamic degrees of freedom. All five basic mechanisms are shown in 
Fig .2.13. 
q, = 1 
X, =-1/L 
X3 = -1/L q -1 X6=-1/L 
1/L 
K»=1/L; 
5, = u, = 1 , 5t= "2.= 1 
X 7 = 1 / L 
Xh.= *•= 1/L 
5, = u, = 0 , = 1 
92 
qu.= 1 95=1 
x»=-1 
61 — V 2 " ^  I — U 0 
XT-rl 
95 
Fig.2.13 Basic mechanisms 
Since these Basic mechanisms are Independent, then all kinematically 
possible rotation sets x can be constructed by a linear combination of 
these basic mechanisms with multipliers qj. For instance, at the ith 
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critical section, at the kth load point, and at the Lth dynamic degree of 
freedom 
xi = a^ i qi + a^z qz + . . . + a^e qs 
<Sk = a^oi qi + a^oz qz + . . . + a^os qz 
Ui_ = a ^ d i q i + a h d z q z + . . . + a ^ a s q s 
(2 .20) 
(2.21) 
(2.22) 
where a*j, a'^ oj and a'-dj are respectively the rotation at the ith critical 
section, the displacement at the kth load point and the displacement of 
the Lth dynamic degree of freedom due to qj = 1 in the jth basic 
mechanism. Assembling the preceding relations for all i, k, and L gives 
Xi -1/L . . . 
X2 1/L . -1 . 
X s . -1/L 1 . 
X 4 • 1/L -1 
X s • 1/L 1 
X e . -1/L -1 
X7 -1/L . 1 
X s 1/L • • 
5 i 1 
6 = 
• 1 • 
Ui 1 
U 2 • 1 • 
qi 
qz 
qs 
q* 
qs 
(2.23) 
For flexural planar frame action, each element contributes exactly two 
rotations to the vector x. 
Eelations (2.23) can be written more generally as 
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X A 
6 = Ao 
u Ad 
(2.24) 
These relations can be written in incremental form simply by substituting 
the variable by its increment; since matrices A, Ao and Ad are constant 
AX A 
6S = Ao 
Au Ad 
Aq 
(2.25) 
2 . 4 . 3 Modal Statics 
The static description of the frame of Fig .2.4 on a nodal basis can 
be started in the same way as the kinematic description. In Fig.2.12 
kinematic Indeterminacy was achieved by the insertion of eight hinges at 
the critical sections and by introducing five kinematic constraints qj=0. 
The structure is then also statically determinate under the support of 
the five corresponding constraint forces Qj. Fow a unit stress resultant 
(bending moment) is applied to each critical section in turn and eight 
sets of Influence coefficients can be calculated for the reacting 
constraint forces. A selection of three of these sets is shown in 
Fig.2.14. Four further influence sets can be assembled corresponding to 
the application of two applied loads Xi ,X2 and of two inertia forces pi , 
}i2. Therefore, in general, the reacting force in the jth constraint can be 
written as 
Qj - a^j Xi + a^j Xa + , . . + a®j Xe ~ 
a^oj Xi - a^od Xz - a^dj - a^aj (2.26) 
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where a^j, a''oj and aSyj are forces at the jth constraint, which 
correspond to the jth kinematic degree of freedom, due to Ii = 1, Xk = 1, 
|ii_ = 1 respectively. 
«:=-i/L a'=-1/L 
K3»-
K^1 
» # » •jtP^  
X.=1 
a r = -1 
o% = 1/L 
i»%br 
Fig.2.14 Three sets of constraint force influence coefficients 
Assembling (2.26) for all j yields 
qi -1/l 1/l -1/l 1/l 1 1 . 1 . 
qa • • -1/l 1/l 1/l -1/l . 1 . 1 . 1 
qs = -1 1 • . . • • 1 • • • • 
• • . -1 1 . • • 1 « • • • 
qs 
' • • • -1 1 . 1 . . 
Xi 
Xe 
"Xi 
-pi 
(2.27) 
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It should be noted that the equilibrium of the original structure 
dictates that these reacting constraint forces must vanish; then these 
can be written in general matrix form as 
Q = I AT Ao"^ ] 
X 
-X 
M 
= 0 
( 2 . 2 8 ) 
The static matrices A^, Ao^ and Ad^ are just the transposes of the 
kinematic matrices appearing in relations (2.24) and hence static 
kinematic duality (BED) also appears when the nodel description is 
employed to represent the statlces and kinematics of the structure. 
Relations (2.28) can be written in incremental form simply by 
substituting each variable by its increment as 
AQ = [ A"^  Ao^ Ad"^ ] 
AX 
-AX 
-A>1 
= 0 
(2.29) 
2.4.4 Condensing the Modal Statics and Kinematic Relations 
By examining equations (2.23), one may observe that the kinematic 
degrees of freedom qs, q^ and qs have no influence on the dynamic 
degrees of freedom ui, uaj the part of Ad corresponding to qg, qa and qs 
is a zero submatrix. In general such kinematic degrees of freedom (KDF) 
q* may be termed slaves, whereas the rest qn are termed masters. 
According to this division the kinematic relations (2.23) can be 
written as 
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X iU A. 
S = Aom Ao 
u Adm 0 q-
<2.30) 
Similarly the static relations (2.27) will be written as 
A^m A^Om X 0 
-X = 
AT. A^o. 0 0 
(2.31) 
The incremental form of these relations can be obtained by replacing each 
va^able by its increment, since all submatrices are constant. As will be 
demonstrated in later chapters, this division of the kinematic degrees of 
freedom will be very useful in condensing the equations of motion so as 
to obtain positive definite mass matrices. 
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CHAPTER 3 
STRUCTURAL CONSTITUTIVE RELATIONS 
In the preceding chapter the structural static and kinematic 
relations were established without considering the material properties 
from which the structural members were made. Therefore it is the 
intention in this chapter to describe a suitable set of constitutive 
relations for both a linearly elastic material and a rigid plastic 
material. These will then be employed in the dynamic considerations of 
the following chapters. 
3.1 ELASTIC COISTITUTIYE BELATIOIS 
Consider first a single element (e) dissected from plane frame, 
Fig.2.11a. Each end of the element is capable of supporting three forces, 
making six element end forces in all. However, for plane frame element 
there are three equilibrium equations, so there are only three independent 
end forces X*. One possible choice is shown in Fig.2.1ib. 
Similarly, as pointed out in section 2.4, the element can sustain only 
e 
three indpendent deformations One possible choice is that which 
'corresponds' (or is dual) to the independent end forces Z», Fig.2.lie. 
Let us assume that the material of the element is linearly elastic, 
homogeneous and isotropic. Assume further that the element is prismatic 
and the reference axes of the cross section are principal axes. In the 
basic element only flexural and axial deformations will be considered; 
shear deformations will be assumed negligible. 
From elementary calculations the following flexibility relations may 
be established for the chosen set of forces and deformations z*. 
Xi 
Xz 
Xa/L 6EI 
2 1 0 
1 2 0 
0 0 6I/AL= 
Xi 
XsL 
(3.1) 
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If the element is assumed inextensible, i.e. axial deformation is 
neglected, then the above relations are contracted to 
Xi L 
Xz 6EI 
2 1 
1 2 
X, 
X=: 
(3.2) 
Both of these relations can be written in brief as 
X* — im X* (3.3) 
where E is Young's modulus. 
A is the area of section. 
I is the moment of inertia of the section. 
L is the length of the element. 
f* is the element flexibility matrix. 
Relations similar to (3.3) for all the unconnected elements of the 
structure can be arranged as 
xi 
Z2 
I 
I 
j 
Zn. 
fa 
f. 
inm 
Xi 
Xg 
I 
I 
X. 
I 
t 
XN. 
or in brief as 
X = f X 
(3.4) 
(3.5) 
f is normally called the unassembled structural flexibility matrix. 
The inverse problem presents the relations by which the forces X. 
can be calculated from the independent deformations z*. The required 
relations can be found by inverting (3.1) which gives 
Xi EI 
Xs = 
XaL L 
4 
- 2 
0 
- 2 
4 
0 
0 
0 
AL=/I 
XT 
X2 
Xa/L 
(3.6) 
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Agftin if the axial deformations are neglected, relation <3.6) can be 
reduced to 
X, EI 4 -2 Xi 
X2: L -2 4 X2 
Both <3.6) and <3.7) can be written in short form as 
X. = k. z* 
(3.7) 
(3.8) 
where k. is called an element stiffness matrix. 
Relations (3.8) for all elements of the structure can be collected 
together in the form 
Xi 
X2 
» 
X. 
1 
XN. kN. 
zi 
Z2 
I 
I 
L . 
or X = k X 
(3.9) 
(3.10) 
k is normally called the unassembled structural stiffness matrix. 
3 ^ m S T I C COISTITUTIVE KELATIOIS 
In this section the plasticity relations presented first by Maier 
<1968), will be reviewed. They are expressed in a form that encourages 
the use of mathematical programming techniques in the analysis of elasto-
plastic frame structures subjected to dynamic loading. 
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3.2.1 Yield Governed by Single Bending Moment 
It will be assumed in this subsection that the effects of axial 
forces on the plastic moment capacities of the structural sections are 
negligible. Therefore the yield conditions will be written only in terms 
of the bending moments at the critical sections. 
Let Fig.3. la represent the cause-effect relation between bending 
moment and rotation at the ith critical section of a frame for a linearly 
elastic, perfectly plastic matrial. The total rotation Ax^ is the sum of 
elastic and plastic addends 
6x^ = AXe^ + AXpi 
XL , 
Kinematic 
B ' 
A • x*-
. -L 
— Ax*. AJ; 
u A Xp 
o 
4 
Kinematic B 
- x i J 
(b) 
Fig.3.1 Moment-rotation characteristic 
Fig .3.1 (b) separates the component of plastic relation AXp^ from the 
total. 
Parameters X*"*^  and are the plastic moment capacities of the 
structure at the ith critical section (both are non-negative). The bending 
moment attains the yield level and the critical section becomes activated 
when reaches either X*** for X^ ) 0 or X*~^ for X^ ( 0. 
It should be noted that the plastic rotation AXp^ can be written as 
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AZpi = AX*+1 if (3.11a) 
or AXpi = -Ax*~ if X" = -X*' (3.11b) 
thus Ax*'*"* or Ax* * is the (non-negative) amplitude of the rotation AXp*. 
Static phase: 
Let X be any set of bending moments X^ (not necessarily in 
equilibrium) at all critical sections of a structure whose plastic moment 
capacities X*** and X*"* are collected into non-negative vectors X*"*" and 
I*". The degree of safety against yield at the ith critical section with 
respect to its plastic moment capacities can be expressed from Fig.3.lb 
in terms of the values of 
and 
Y*+i = X*+* - X* 
Y*-i = X*-* + X* 
(3.12a) 
(3.12b) 
The permissible values of these two variables are determined by the 
following yield conditions 
- X*-i ( X* i %*- (3.13) 
which, together with (3.12), dictate that 
Y*+i ) 0 
and Y*-i ) 0 
(3.14a) 
(3.14b) 
These conditions are satisfied when the moment point A in Fig.3.lb lies 
between the two extreme points B. 
Collecting relations (3.12) for all He critical sections gives 
T** X*- I 
Y*- X*- -I 
(3.15a) 
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or in short form 
T* = I» - I (3.15b) 
where Y**= . . . Y**": ] 
(Y*-)-r = [ Y*-i Y*-= . . . Y*-"= ] 
and I is the identity matrix. 
Similarly the yield conditions (3.14) can be collected together for 
all He critical sections to become 
Y* >y 0 (3.16) 
It should be noted that the number of yield sufaces (modes) Hy = 2Hc for 
this case. 
The yield conditions summarised in relations (3.15,16) generate a 
rectangular polytopein the Ifc-dimensional moment space, the Ec coordinate 
dilutions of which indicate the amplitude of the moment at the He corres-
ponding critical sections. The moment vector X must always be inside this 
yield polytope, whether equilibrium is satisfied or not. Hotice that this 
polytope is convex and that a positive plastic hinge can only be formed 
at section i if the vector X actually touches the yield surface Y*** = 0. 
Kinematic phase: 
The plastic rotation AXp^ can be written as the difference of two 
non-negative plastic multipliers Ax*+i, 
AXp^ = Ax*+^ - (3.17a) 
where Ax*"^ ^ , Ax*'* ) 0 (3.17b) 
and Ax*+^ . Ax*-* = 0 (3.17c) 
The orthogonality condition (3.17c) ensures that at least one of the two 
factors is always zero. 
If Ax*+* and Ax*-*, for all He critical sections, are collected into 
two vectors Ax** and Ax*~, then relations (3.17) can also be collected 
for all critical sections to give 
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AXp = [ I -13 
Ax*-
Ax*~ 
= I Ax* , 
<3.18a) 
Ax*- = 0 , (3.18b) 
and Ax* ) 0 (3.18c) 
These relations are called the normality conditions of the flow rule. This 
refers to the fact that if att^ axes were superimposed on X axes in the 
moment space, then the first Ifc columns of 1 would be the unit normal 
vectors n* to the T** = 0 yield surfaces whereas the second set of 
columns of 1 would be the unit normal vectors n" to the surfaces Y*" = 
0. Therefore the plastic deformation produced by an activated yield 
surface is normal to this surface when measured in the superimposed 
AXp-space. 
Coupling relations 
The cause-effect relation between the moment and plastic rotation 
AXp^ can be formulated, as can be seen from Fig.3.lb, through the coupling 
between the static and kinematic phases of the moment rotation 
characteristic. This relation can be expressed hereafter by saying that 
and AXp^ are associated. 
Fig.3.lb embraces, for the ith critical section, three general and 
comprehensive cases 
1. AXpi = Ax*+^ -» X^ = X*+1 -t ADi = X^ AXp^ = X*^^ Ax*'*-^  ) 0 
2. AXp* = Ax*-^ 4 X* = X*-1 4 ADi = X* AXpi = X*"* Ax*"* > 0 
3. AXpi = 0 4 -X*-i ( X^ < X*+i 4 ADi = X* AXpi = X*+" Ax*-^ ^ = 
X*-i Ax*~^ = 0 
where ADi is the plastic energy dissipation. 
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With the aid of the orthogonality condition <3.17c), the above relations 
can be written 
ADi = X* AZpi = Ax*-i > 0 
since at least one of the last two terms will always be zero. Adding the 
contributions of all critical sections gives 
AD = AXp = [ X*""^  ] 
Ax*-
Ax*-
= AX* > 0 
(3.19) 
Finally using the flow rule (3.18) 
Ax* = XT AXp = X^ ( 1 Ax*) = ( T X)"^  Ax* 
Reai^nging X*^ Ax* - ( I T X)"^ Ax* = 0 
or (X* - r X)T Ax* = 0 
Introducing (3.15) into this yields the coupling or association 
conditions, i.e. 
T*^ Ax* = 0 (3.20) 
Since T* ) 0 and Ax* > 0, then (3.20) also applies componentwise, i.e. 
Ax*+i = 0 and Y*-* Ax*"^ = 0 
The summary (3.21) of the plasticity relations, collecting the 
fundamental relations, emphasises the reciprocity or duality between the 
yield conditions and flow rule for a standard plastic material. 
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- I AXp I 
Y* = [ r X* ] = AX* 
1 AD 
T* ) 0 Y*"^  Ax# = 0 , Ax* ) 0 
(3.21) 
3.2.2 Plastic Potential Theory for a Stable Plastic Material 
An extension to the constitutive relations obtained in the previous 
section has to be made where the onset of yield is governed by several 
stress resultants, Suppose that the material element is subjected to 
stress resultants lo and an extez^l agency is then applied for the 
purpose of varying the applied stress resultants through increments dX. 
For this purpose Drucker (1951) postulated that a stable plastic material 
should satisfy the following requirments. 
1. The plastic work done by the agency during the application of these 
additional stress resultants dX is non-negative. 
2. The net work done by the agency during the application of a cycle of 
additional stress resultants is non-negative. 
Fig.3.2 illustrates these requirements in the case of a single stress 
resultant. 
The first requirement implies: 
a. for a stable material dX.dXp > 0, 
b. for a perfectely plastic material dX.dXp = 0, 
c. for an unstable material dX.dXp < 0. 
The second requirement implies: 
dw = (X - Xo) dXp ) 0 . 
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^dXdxp>0 
i f idX AXprO 
X+dX . 
Fig .3.2 Single stress resultant material characteristics 
For a material subjected to several stress resultants, the work done 
by all stress resultants is added together and the above requirements 
then must hold for the total work 
1. For a perfectly plastic material dl^ dXp = 0 (3.22) 
2. For a stable material (X - dxp ) 0 (3.23) 
Let 0^(X) = 0 represent the yield surface enclosing a safe region 
for the ith critical section: if the stress resultant I* lies inside the 
region, no yielding can take place. Relation (3.23) has a fundamental 
effect on defining the shape of the yield surface. Suppose the yield 
function is as sketched in Fig .3.3. 
If, corresponding to the stress resultant X*, the strain resultant 
increment dxp^ is supposed to be known and a hyperplane H through X* 
with dxp>* as normal is constructed, then (3.23) implies that vector CX^  -
Xo*) lies on the opposite side of H from dzp for any admissible Xo^. Thus 
H is a supporting hyperplane, so the yield surface is convex and dxp 
follows the normality rule. 
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Fig .3.3 Yield surface 
If X* is on the yield surface, an increment dl* can not pass outside 
the safe region. Either dX^ should return to the interior and then the 
plastic flow must stop, or dl* will remain directed along the boundary 
and the plastic flow will continue and hence 
0^ (X) = 0 and 0^ (X + dX) = 0 
3 01 
thus A01 = 0 M X + dX> - 0* (X) = I dXji = 0 
J 
i.e. 
3 0^ 
I dXji = 0 
J axji 
(a) 
where Xj^ denotes the jth component of vector I*. 
Relation (3.22) can be written forthe ith critical section as 
I dx*pj dXji = 0 
J 
(b) 
Multiplying equation (a) by a scalar Ax**- and subtracting <b> from the 
result yields 
- 41 -
3 0 
I (dxpj - Ax*)* dXj* = 0 
^ 'iXj 
This relation will hold for all values of dXj* if 
30* 
pj -
3Xj 
AX** Ax* * > 0 <3.24) 
where 
-J 0* 
3Xj: 
are the components of the outward normal to the yield 
surface at X*, and Ax** > 0 is required to satisfy (3.23). Therefore 
Drucker's postulate guarantees that the plastic deformations are 
normal to the yield surface for the superimposed stress and strain 
resultant spaces. This kind of yield function, dx^ normal to 0, is 
said to be an associated flow rule. 
A generalisation due to Koiter (1953) allows the safe region to be 
bounded piecewise by a finite set of yield functions 0k*(X) = 0. In 
this case relation (3.24) must be written as 
-8 0^* 
A x * p j = E Ax**k 
" 3Xj* 
Ax**k > 0 (3.25a) 
or 
AXp 1 
AXp2 
3 01 
3Xi 
3 01 
3 X 2 
002 
3Xi 
302 
3X2 
AX**i + Ax*, 
AXpr 
3 01 
3Xr 
302 
3Xr 
(3.25b) 
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3^.3 Yield Governed by Several Stress Resultants 
At the 1th critical section several stress resultants may interact 
and the yield surface may be approximated by hyperplanes as shown in 
Fig .3.4, thus generating a safe polytope in a subspace which could be 
up to six dimensional. Usually only two or maybe three of these stress 
resultants produce significant interaction. 
(4)-x'=xik 
Fig .3.4 Piecewise linearised yield surface 
Suppose that there are r stress resultants interacting at section i and 
the yield surface is made of h segments. Then 
= 
1 1 
12 
I 
I 
Z r 
nic* = 
Hi k 
HZk 
i 
I 
« 
t 
B r k 
and I** = 
X*i 
X*i-i J 
where X^*k and ni<^  are the perpendicular distance and the normal to the 
kth segment 
Fig.3.4 shows that 
0^*1 = (niiyr ji _ xi*i ( 0 
0**2 = (na^)"^ X* - X i *2 ( 0 
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0l*h = I* - Xi*h i 0 
Collecting these in one vector yields 
(3.26) 
- 1 i _,1 
0*1 X*i 
0*2 X*2 
0** = 1 1 
1 
0*h 
! 1 1 
X* - 1 1 
t 
X*t-i 
or 0*^ = (I*)"r I* - 1*1 < 0 
(3.27) 
Collecting all relations, like (3.27), for all critical sections throughout 
the structure yields 
0m = 
0*' X' X*T 
0*= 
1 
1 
1 
t 
= 
x= 
1 
t 
1 
1 
-
I*= 
t 
1 
1 
0*'"= ^ JNcX XIMc X*'^ '= 
or in short form 
0* = r I - I* < 0 (3.28) 
This relation represents the yield conditions of the structure. 
Substituting relations (3.26) into relation (3.25) yields 
AXp*- = Hi* Azi*2 + Us* AX**3 + . . . , Ax^*k ) 0 
Rearranging this gives 
or 
AXp* = [ni ust Oh 
Axp* = I* Ax** 
AX*i 
AX*2 
AX*h 
AX*i ) 0 (3.29) 
Collecting all the plastic deformations of all critical sections into a 
single vector yields 
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AXp = 
AXpT 
AXp= 
1 
( 
1 
AXp"^ -: 
I P 
JMC Ax*" 
or as AXp = I Ax* Ax* > 0 (3.30) 
This relation exhibits the normality of the flow rule. 
Energy dissipated in the plastic hinges can be evaluted as in section 
(3.2.1) by 
AD = AXp = Ax* 
Substituting (3.30) into (3.31) gives 
AD = 37 ( 1 Ax*) = %*^ Ax* 
or (X* - X)"^ Ax* = 0 
Introducing relation (3.28) now yields 
0*7 Ax* = 0 
(3.31) 
(3.32) 
Relations (3.28-32) can be displayed in the following form to show the 
static-kinematic duality 
X AXp V 
0 * = [ r X* ] (a) = Ax* (b) 
-1 AD X*T 
0 * < 0 , 0*^ AX* = 0 
• 
Ax* i 0 (c) 
(3.33) 
In subsequent numerical calculation, it is convenient to introduce 
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Y* - - 0» > 0 
and hence Y* = %* - XF I ) 0 (3.34) 
3.2.4 Alternative Form of Plasticity Relations 
Relations (3.33) were introduced in an incremental form suitable for 
use immediately in irreversible behaviour of plasticity, and can be 
written in derivative form for use in reversible plasticity (or non-linear 
elasticity) 
r n 
X Xp, 1 
0* = [ r X* ] 
-1 
(a) 
b x*^ 
6 1 
X* ' (b) 
0» < 0 , 0*"^  i* = 0 I ) 0 (c) 
(3.34) 
Relation (3.34b) means that the rate of the plastic deformation is normal 
to the yield surface. 
A further set of useful relations, introduced first by Tamuzh (1962) 
and used inter alia by Capurso (1972a) and Cannarozzi and Laudiero 
(1976), will now be reviewed and reorganised into a form suitable for 
present needs. 
Equation (3.29) can be written as 
= E nji 
where xi*j = 0 if 0i*j < 0 
) 0 if 0i*j = 0 (3.35) 
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The parameters z» may be partitioned according as 
x**y > 0 and x^*r = 0 
Hence 
Xp* = [ : Ir* 3 
X*r 
and 
fifclcv 
1 1 i 
0 
0»* = = X* -
Lcn 0 
(3.36) 
(3.37) 
where the equality sign in (3.37) is chosen to satisfy (3.32). 
By following the same argument presented by Tamuzh (1962), it is 
possible to establish the accelerations of the plastic deformations by 
differentiating (3.35) with respect to time t 
= Z Bj* xl*j (3.38) 
Sow postulate that 
if 0j* < 0 , then x^*j = 0 (3.39a) 
if 
and if 
0j* = 0 , then x^*j ) 0 (3.39b) 
0j* = 0 and x^*j > 0 , then x^*j I 0 (3.39c) 
i.e. the acceleration of the plastic deformation need not be normal to the 
yield surface. 
This can be put into a more compact way if relations (3.36) are 
differentiated to give 
XP,* = [ Iv* : I-* 3 
X*v 
X*r 
where x**v \ 0 X^*r ) 0 (3.40) 
- 47 -
Collecting all relations of type (3.40) for all critical sections 
1 
1 
1 
= 
En' 
S=*v 
\ 
\ 
\ 
\ xT*n 
X 
X^*n 
t 
1 
or Xp = ly X*v + In x*n 
iLy i 0 , b n > 0 (3.41) 
Similarly collecting all relations of type (3.37) for all critical sections 
AKV ly^ 
I -
X*V = 0 
0*n In^ Z*n 0 
(3.42) 
Vith the aid of relations (3.39), relations (3.41) and (3.42) can be 
coupled by the following 
cr*n x*n = 0 (3.43) 
which must also hold componentwise. 
The acceleration of the plastic energy dissipation can be calculated by 
D = r Xp (3.44) 
by introducing (3.41) into this gives 
D = r ip, = r- (Iv + In i*n) = (ly-r 1)^ + (In^ 1)^ ^kn 
Introducing (3.42) into this, one obtains 
b = r izp = Z*y + r'*n X*n (3.45) 
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Relations (3.41-45) can be best displayed to confirm the material duality 
or reciprocity as follows 
~~ 0 f 0]#cr ( 0 I 0' Xafcr* — 0 , XatCT" ^  0 , ^ 0 
(3.46) 
This set of relations will remain valid as long as there is no change of 
activation, i.e. the activated yield surfaces remain active and no new 
activation takes place. 
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CHAPTER 4 
DYNAMIC ANALYSIS OF ELASTIC STRUCTURES 
It is time that the fundamental static and kinematic relations, 
e 
established indpendently in chapter 2, were related to the material 
behaviour established in the preceding chapter. It is the intention, 
therefore, of this chapter to establish the link between statics and 
kinematics and linearly elastic material relations thereby deriving the 
governing equations of the structural behaviour. This will be achieved by 
employing the nodal description first and the mesh description later. 
4.1 lODAL STIFFIESS FORKULATIOI 
In this section the nodal description of statics (2.28) and 
kinematics (2.24) will be used together with the elastic constitutive 
relations (3.10), in order to establish the governing relations of motion. 
These equations of motion will be established firstly by employing the 
Hamilton's principle and secondly by using d'Alembert's principle. 
4.1.1 Equations of Motion by Hamilton's Principle 
Hamilton's principle is normally used to avoid the problem of 
establishing the equations of motion on a vectorial basis so that it 
employs scalar energy quantities in a variational form instead. This 
principle states that the variation of the kinetic and potential energy 
plus the variation of the work done by the forces acting on the 
structure, considered during any time interval tn to t,-,+1 , must equal 
zero. It can be expressed mathematically as 
/
tn-t-1 rtn-»- 1 
A(T - V) dt +J AV dt = 0 (4.1) 
tm 
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where T is the total kinetic energy of the system 
V is the potential energy of the system, representing the 
strain energy of the internal elastic forces. 
V is the work done by the forces acting on the system. 
A indicates a variation taken during the indicated time 
interval. 
The total kinetic energy for a structure modelled as in chapter 2 can be 
expressed as 
1 
T = uF m u (4.2) 
2 
where n is the mass matrix 
u is the first time derivative of the vector containing the 
dynamic degrees of freedom: ie the velocity vector. 
Relation (2.24) advises that u can be written in terms of the velocity 
vector of the kinematic degrees of freedom as 
u = Ad q (4.3) 
since Ay is a constant matrix. Introducing this into (4.2) gives 
1 
T = q"^  K q (4.4) 
2 
where K = Ad^ m Ad (4.5) 
By using (4.4) one can write the variation of the kinetic energy as 
AT = Aq^ X q (4.6) 
By integrating this by parts, it is possible to write the kinetic energy 
part of relation (4.1) as 
/
tn+1 r ~jtr>-'-1 /tn-»-l 
(AT) dt = AqT (X q) - J Aq^ [ - ^ (X q)] dt 
tr, •- -"tn tn 3t 
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where 6q is an arbitrary set of variations in the kinematic degrees of 
freedom (generalized coordinates). 
The first term on the right hand side of this equation is zero since 
q(tn) and q(tm+i) are prescribed, i.e. 
Aq(tn) = 6q(tn+1 ) 
Hence the kinetic energy part is reduced to 
/ tr*+1 n^**-1 
(AT) dt = -J AqT [ — ^ (It q)3 dt 
(4.7) 
tn tn ^)t
The potential energy is equal to the strain energy and can be 
expressed as 
1 
V = Xe"*" I (4.8) 
2 
where xe is the elastic strain resultant vector 
I is the independent stress resultant vector 
Feeding the constitutive relation (3.10) into (4.8) yields 
1 
V = xe"^  k XjE (4.9) 
2 
where k is the unassembled stiffness matrix. 
Introducing the first part of (2.24) into (4.9) leads to 
1 
V = qT (AT k A) q (4.10) 
2 
The variation of the potential energy is then 
AV = AqT (AT k A) q (4.11) 
The potential energy term in relation (4.1), hence, can be written as 
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/"tn-*-1 1 
J (AV) dt = j [ Aq-r iJT k A) q ] dt (4,12) 
It remains now to evaluate the work done by the externa]^ applied 
loads caused by the arbitrary variation Aq of the kinematic degrees of 
freedom. The work done by the applied loads X over the displacements S 
can be expressed as 
V = fT X (4.13) 
Introducing the expression for S from (2.24) gives 
V = q^ (Ao"^  X) (4.14) 
The variation of this work can be written as 
AV = Aq"^  (Ao"^  X) (4.15) 
Substituting relations (4.7), (4.12) and (4.15) into (4.1) leads to 
/
tn-f-l 
[ (1 q) - (A? k A) q + Ao'^  X] dt = 0 (4.16) 
n "Bt 
This will be satisfied for arbitrary variations Aq if and only if 
(K q) + CAT k A) q = AcJ X (4.17) 
3t 
for all time t. 
Provided that M is a matrix of constants, (4.17) can be written as 
I q + (A? k A) q = AoJ X (4.18) 
These are the appropriate equations of motion. 
It should be noted that no use was made, of the structural static 
relation (2.28); the only relations employed are the kinematic relations 
(2.24) and the elastic constitutive relation (3.10). The imposition of 
Hamilton's principle ensures the satisfaction of the static relations. 
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A.lJi Equations of Motion by d'Alembert's Principle 
Equations (4.18) will now be derived again from a vectorial basis by 
means of d'Alembert's principle. This allows the notions of equilibrium to 
be applied to a dynamic system if inertia forces are imposed upon the 
system in addition to any other applied loads X. The static relations 
(2.28), established on this basis, are 
AT I - AdF p _ AoT X = 0 
while the kinematic relations (2.24) are 
(4.19) 
XE A 
6 = Ao 
u Ad 
(4.20) 
and fi = - • u (4.21) 
are the inertia forces from (2.5) 
Together with these, the elastic constitutive relation (3.10) will be 
recalled 
I = k Xe (4.22) 
By using relation (4.20), one can write 0 in terms of the acceleration q 
of the kinematic degrees of freedom 
u = Ad q (4.23) 
Substituting this into (4.21) and the result into (4.19) gives 
(Ad"" * Ad) q + AT I = AoT x (4.24) 
Introducing xe from (4.20) into (4.22) and the result into (4.24) yields 
the required equations of motion as 
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I q + (A^ k A) q = Ao^ X (4.25) 
where H = Ad^ m Ad (4,26) 
D'Alembert's principle gives rise to the static relations (4.19). Then 
combination of the vectorial relations of statics, kinematics and 
constitutive relations leads directly to the governing equations of motion 
4.1.3 Condensing the Equations of Motion 
The assembled mass matrix K is positive definite in special cases 
only, such as for shear frames and simply supported beams in which M = 
m, i.e. where no rotational kinematic degrees of freedom are allowed. If 
the terminology of section (2.4.4) is used, then for this case all the 
kinematic degrees of freedom (KDF) are masters. In general therefore, K 
is singular because of the presence of the slave KDF (normally rotational 
KDF) which do not influence the dynamic degrees of freedom of the 
structural masses. Therfore to obtain a positive definite mass matrix, one 
of two approaches may be followed. Firstly, the equations of motion (4.25) 
may be subjected to a condensation procedure, viz. Clough and Penzien 
(1975), to remove the slave variables. Alternatively, a different form of 
\ 
the equations of motion can be set up in wich the slave variables are 
eliminated ab initio. The kinematic relations (2.30) will be recalled as 
follows 
xe = Am qm + A« q_ (4.27) 
S Aom qm t Ao« q« (4.28) 
u = Adm qm (4.29) 
Similarly the static relations (2.31), following d'Alembert's principle, 
can be written 
Am"*" % A'^dm ^ — A^Om X (4.30) 
A.^ I = A-^ om X (4.31) 
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where the inertia forces p are given by (2.5), i.e. 
/I = - m u (4.32) 
By using (4.29), one can write u in terms of qm as 
u = Adm qm (4.33) 
Substituting this into (4.32) and the result into (4.30) gives 
(A'^cta. a Adm) qm + A*^ I = A^o. X (4.34) 
Introducing (4.27) into the elastic constitutive relation (3.10) yields 
I = k Am qm + k A. q. (4.35) 
Feeding this into (4.34) and (4.31), one obtains 
( A ^ d m • A d i n ) q** + ( A m ^ k A m ) q m — A ^ o m X Am**^ k A s q m (4.36) 
and (A»"^  k Am) q« = A'^ om X - A.^ k A» q« (4.37) 
The shape of these relations will be simplified by introducing the 
following notations 
1* = A^ <*« m Adm 
kinat — Am^ k Am 
km. = Am^ k A. 
ku. = A.^ k Am 
and k*m — A«^ k A« 
Introducing these into equations (4.36) and (4.37) gives 
I* qm t kmm qm — A^Om X km# q« 
k*m q* — A'^ Om X "" kmm qm 
Solving relation (4.40) for q. yields 
(4.38a) 
(4.38b) 
(4.38c) 
(4.38d) 
(4.38e) 
(4.39) 
(4.40) 
(4.41) 
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The governing differential equations are now derived from (4.39) and 
(4.41) 
** q* + K* q. = x (4.42) 
where K* = km* - ku, (4.43) 
Ao*"^  = A-^ o« - km. k..-" k-^om (4.44) 
Once a solution qm for equations (4.42) is found, then q. can be obtained 
from (4.41); hence all the kinematic degrees of freedom, in terms of 
which all the structural variables can be calculated, are established. 
4.1.4 Solution of Equations of Motion 
It is possible to write both sets of differential equations (4.25), 
(4.42) in the general form 
1 q + K q = F(t) (4.45) 
where (4.45) represents a system of second order ordinary differential 
equations in which K and K are both positive definite constant 
coefficient matrices. 
In dynamics, there are primarily two methods for solving such 
equations: the mode superposition procedure and the direct integration 
schemes. While the former method is much used for linear elastic systems, 
its extension to non-linear systems is not without certain complications. 
Since most of the problem types formulated later in this work give rise 
to sets of non-linear differential equations, it will prove convenient to 
solve equations (4.45) by a numerical integration scheme, the most 
popular of which are surveyed in Appendix A. 
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As pointed out in Appendix A, all the methods considered there 
produce good accuracy provided the time increment is taken small enough; 
but Eewmark's method makes a good compromise with regard to accuracy, 
unconditional stability in the linear case, flexibility in choosing the 
appropriate values for the two parameters, and finally ease of 
implementation. For these reasons Fewmark's method will be employed for 
solving equations <4.45). 
Numerical integration methods are based in general on the idea of the 
solution for the equations of motion being known at time tn, and an 
approximate solution at time tn+i is then sought. 
Since Fewmark's method is an implicit procedure, equations (4.45) 
must be considered at time tn+i as 
M qn+1 t K ~ Fn-*-! (4.46) 
Substituting equations (A.22) into this yields 
A A 
K qm+1 = Fn+1 (4.47) 
where K = K + ao M (4.48a) 
* 
Fn*i = Fn+i + H C ao qr, + ai q,n + (az - 1) qn 3 (4.48b) 
ao, ai, az, . . as are integration parameters as defined in section A.5; 
they are functions of the time increment and of Fewmark's a and Y 
parameters. 
The steps of the numerical solution can be summarised as follows; 
1. Identify K, K and F; once these are established, invert K to obtain 
1-1. 
* A 
2. Calculate K from (4.48a) and invert it to obtain K"'. 
3. Since qn and qn are known at time tr,, then calculate qn from the 
equations of motion (4.45) 
qn = M-i (Fn - K qn) 
A 
4. Calculate the effective force vector Fn+i from (4.48b). 
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5. Find from (4.47) as 
a a 
qn+1 — K ^ Fn-H 
6. Calculate the velocity vector q^+i from relation (A.23) 
qn+1 = as (qn+i - qn) - au qn - as qn 
7. If the problem has slave dynamic degrees of freedom, then calculate 
them from equation (4.41). 
8. Calculate the strain resultants xe from the structural kinematic 
relation (4.20) or (4.27) as appropriate. 
9. Calculate the stress resultants I from the elastic constitutive 
relation (3.10), i.e. 
I = k *E 
10. Put n = n + 1 and return to step 3 to calculate for the next time 
increment. 
It should be noted that the acceleration vector q is always 
calculated by imposing the equations of motion so that structural 
equilibrium is satisfied at the beginning of each time increment, or in 
other words the out-of-balance forces are taken into account indirectly 
by the acceleration term. 
A 2 XESH FLEXIBILITT FOKKOLATlOl 
A different kind of formulation will be derived in this section; it 
will depend, unlike the nodal formulation, on the indeterminate forces as 
the main unknowns in the governing equations. For this purpose the static 
and kinematic relations of section (2.3) will be employed to derive the 
governing relations. For convenience relations (2.8), (2.15), and (2.5) 
will be repeated here 
I = B P + B O X + BcjM (4.49) 
BF XE = 0 (4.50) 
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and 
6 - Bo^ XE 
U = Xe 
fl = - B u 
(4.51) 
(4.52) 
(4.53) 
The flexibility relation (3.5) will be used here to link the static 
relations (4.49) with the kinematic relations (4.50,52) 
Xe = f X (4.54) 
Feeding (4.49) into this and the result into (4.50) and (4.52), one 
obtains 
(B^ f B) (BT f Be) 
(Bd^ f B) (BcT f Ba) 
- (BT f Bo) X 
u - (Bd^ f Bo) X 
(4.55) 
(4.56) 
4.2.1 Solution of Governing Equations 
Relations (4.55) and (4.56) together with relation (4.53) are the 
governing relations. In order to eliminate the acceleration term u in 
(4.53), Fewmark's temporal operator will be used again. Int roducing 
relation (A .22) into (4.53) yields 
/In+I = - • [ ao Um-M - ao Un - ai iln - (az - 1) Ur> ] 
Re-arranging, one further obtains 
a 1 8.2 — 1 
Ui-I+I = - (ao •)"•• + Un + Ur. + Ur. (4.57) 
&0 &0 
Writing (4.55) and (4.56) at time tn+i and combining then with (4.57) 
(BT f B) Pn+1 + (BT f Bd) = - (BF f Bo) Xr (4.58) 
— 6 0 — 
(Bd"^  f B) Pr,+ 1 +[ (Bd^ f Bd) + (ao m)-i] = -(Bd^ f Bo) 
ai Ekz - 1 
+ [ Un + Un + Cn 1 (4.59) 
ao ao 
These two sets of equations can be displayed in the following compact 
form 
BT f B B^ f Bd 
Bd^ f B Bd^ f Bd+(ao m)-i 
P F, 
Fs. 
- - rt-t' 1 - (4.60) 
where Fi = - (B^ f Bo) Xo-M 
ai as: - 1 
Fa = - (Bd^ f Bo) Xn+I + Un + Un + Un 
ao ao 
The size of the matrix in (4.60) can be reduced by eliminating either P 
or fi between relations (4.58) and (4.59). To demonstrate this the inertia 
forces fi will be eliminated. To solve (4.59) for /i, one needs to invert 
E = Bd^ f Bd + (ao m)-i (4.61) 
in order to obtain and hence fx in terms of P as 
= - E-1 (Bd^ f B) Pn-l - B-1 (Bd^ f Bo) XnH-l 
ai aa - 1 
+ E-1 (Un + ikn + On) (4.62) 
ao Bko 
Substituting this into (4.58) one obtains 
G Pn+1 — Fr (4.63) 
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where G = f* B (4.64) 
f * = f - f B d E - ' Bd^ f (4.65) 
ai az - 1 
F„-hi = - (BT f Bd) (Urn + iln + Un) 
&0 So 
- BT f* Bo Xn*-, (4.66) 
The steps of the numerical solution can be outlined as follows 
1. Establish the E matrix from (4.61), bearing in mind that inverting 
(ao m) is a trivial operation since it is diagonal; and Invert B to 
obtain . 
2. Then establish f* and G as given in relations (4.65) and (4.64) 
repectively, and invert G to obtain G"''. 
3. Since Un, Ur. and iin are known at time tn, then calculate Fn+i from 
relation (4.66). 
4. Calculate the indeterminate force vector Pn+i from 
Pn-t-1 — G~^ Fn-i-1 
5. Calculate the inertia forces from relation (4.62) 
6. Having both Pn+i and , calculate the stress and the strain 
resultants as follows 
In-»-1 = B Pn* 1 + Bd Jln+1 +Bo 1 
and ~ f 1 
7. Calculate the dynamic coordinates ( degrees of freedom ) from (4.52) 
as 
Un+i = Bd Zmn+I 
8. Calculate the velocity vector Un+i from relation (A.23) which can be 
written as 
iiiT+-1 a3 (un+1 uo) a^ un as un 
9. Calculate the accelereration vector un-n either from relation (A .22) 
as 
- 6 2 
On+i = ao (Un+1 - Un) ~ ai Un + (.OiZ ~ 1) Un 
or from relation (4.53) as 
Un+1 = -
and this is preferable since the numerical integration error is 
avoided. 
10. Put n = n + 1 and return to step 3 to calculate for the next time 
step. 
It should be mentioned that at the beginning of the procedure (i.e. at 
time t = 0) the acceleration vector So is unknown, but it can be 
determined through the inertia forces fio, namely relation (4.53), which 
have to equilibrate the externally applied loads acting at the mass 
centres at t=0. 
4^ aialysls of elastic stru(rruses subjectted to earthquakes 
Dynamic loadings may result from several sources such as wind or 
wave action and vehicular motions, but the type of dynamic input which is 
potentially of greatest importance is that produced by earthquakes. The 
significance of the earthquake problem stems from the terrible 
consequences of a major earthquake in a heavily populated area. It would 
be useful therefore to employ the field of earthquake engineering to 
demonstrate the application of the formulations and techniques presented 
in this work. 
For deterministic analysis the definition of an appropriate ground 
motion history is the most difficult and uncertain phase of the problem 
of predicting structural response to earthquakes. Once a suitable support 
excitation history has been established, the calculation of the dynamic 
state variables ( dispacements, stresses...) that would be produced in any 
given structure is a standard problem of structural dynamics. The only 
special feature of deterministic earthquake input, compared with any other 
form of dynamic loading, is that the excitation is applied in the form of 
support motion rather than by external loads; thus the essential subject 
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of the present discussion is the method of defining the effective 
external load history resulting from a given form of support motion. 
The complete description of earthquake input includes three 
translations and three rotational components of accelaration. 
Unfortunately, no measurements have been taken for the magnitude and 
character of the ground-rotation components, and consequently this effect 
(if considered) has been accounted for only by tentative order of 
magnitude analysis in which rotational motions were hypothesised from 
the translational components. From this it is possible to see that, in 
practical cases, only the three translational components of the 
acceleration are taken into account. 
Another assumption usually adopted in the treatment of earthquake 
excitations is that the same motion acts simultaneously at all parts of 
the structure's foundation. This assumption is equivalent to considering 
the foundation soil to be rigid if rotational motions are neglected. 
Although such a hypothesis is not consistent with the concept of 
earthquake waves propagating through the earth's crust from the point of 
fault rupture, it would be acceptable if the base dimensions of the 
structure are small compared to the vibration wavelengths in the basement 
rock. 
It should be mentioned here too that the soil-structure interaction, 
which tends to make the motion imposed upon the base of the structure 
different from the free field motions that would have been observed 
without the presence of the structure, will not be considered since it 
lies beyond the scope of this simple application. 
Especialising the above considerations to suit the problem of a plane 
framed structure, which is the subject of this work, it is possible to see 
that, in practical cases, only two translational conponents of ground 
acceleration should be considered; these are iiai , and Uoz which are 
parallel to the global axes of the structural coordinates. 
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Suppose that the structural masses are given a pseudostatic 
displacements u" resulting from a static support motion, then the total 
displacements (dynamic degrees of freedom) u*- can be written as 
u'^  = u + u" (4,67) 
in which u is the relative displacement vector. 
The static and kinematic relations derived in chapter 2 will remain 
valid provided that the set of dispacements u are taken as the relative 
quantities; and the only difference is that when applying d'Alembert's 
principle, the inertia forces developed in the structure are proportional 
to the second time derivative of the total dynamic degrees of freedom u^. 
Thus relation (2.5) becomes 
^ = - n u*- (4.68) 
Since there exist two translational components Ugt and Uga for the 
pseudostatic support motion, then u" can be expressed as 
u" = [ Ji Ja ] 
ugl 
UgE 
(4.69) 
or u" = J Ua 
where Ji (i=l ,2) is a column vector having entries equal to one if the 
dynamic degrees of freedom will be directly affected by the i th 
component of support translation or equal to zero otherwise. This vector 
was termed by Clough and Penzien (1975) the influence coefficient vector. 
Substituting (4.69) into (4.67) and the result into (4.68) gives 
= - m (u + J iia) (4.70) 
where Ua = [ ugi u@2 P 
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is the ground acceleration vector. 
It should be pointed out that if the rigid base rotation is to be 
taken into account, then it is necessary to enlarge Ug by another 
component ugs which is the second time derivative of a small amplitude 
base rotation, and consequent ly J has to be also enlarged by another 
column Ja which has entries equal to the height hk of the masses having 
horizontal dynamic degrees of freedom or zero otherwise; hk is the height 
taken from the foundation level to the center of the mass ( m* ). 
The governing relations can be derived, as done earlier, either by 
using nodal or mesh descriptions. 
4.3.1 Modal Formulation 
The governing relations will be derived exactly in the same manner 
used in subsection (4.1.2) or (4.1.3). To demonstrate, this the static and 
kinematic relations (4.27-31) will be repeated here after discarding the 
applied load term 
see = Aa, q» + A. q« (4.71) 
u = Acb. q* (4.72) 
AmT % _ ^ = 0 (4.73) 
A.T I = 0 (4.74) 
Combining these relations with (4.70) and (3.10) and using the short 
notations of (4.38), one can write 
I* q» + K* q™ = F* (4.75) 
q* — ^ kmm qm (4.76) 
- 6 6 -
where M* = A^ <im m Ad,. (4.77a) 
K* = k«- - k«. k _ _ k . m (4.77b) 
F* = - A-^ «*» m J ug (4.77c) 
Relations (4.75) and (4.76) are identical to (4.42) and (4.41), apart from 
the effective load term F* which is given here by (4.77c). 
In the case where all kinematic degrees of freedom (KDF) q are 
masters, then 
q« = 0 and A» = 0 
and hence A« = A , Adm = Ad 
consequently the equations of motion become . 
l q + (AT k A) q = - AcT * J Ga (4.78) 
where M = Ad^ , Ac 
which is identical to relation (4.25), apart from the right hand side. 
numerical solutions to these governing equations, therefore, can be 
obtained by the same procedure outlined in subsection (4.1.4). 
4.3.2 Kesh Fomulation 
Again the mesh description of statics and kinematics developed in 
chapter 2 can be used by considering u as the relative displacements. 
Repeating relations (4.49-52) here, and bearing in mind that there is no 
externally applied load acting on the structure, one writes 
I = B P + Bd >1 (4.79) 
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X e = 0 
u = Bd xe 
(4.80) 
(4.81) 
Combining these with relation (4.70) and with the flexibility relation 
(4.54) produces the following results, 
(B"^  f B) (B"^  f Be.) 
(Bd"^  f B) (Bd^ f Bd) 
(4.82) 
(4.63) 
and u = - p - j tie (4.64) 
Treating these governing relations by the same techniques used in 
subsection (4.2.1), one can establish 
G Pn-»-1 — Fr (4.85) 
where G = BT f* B (4.66a) 
f * = f - f B d E - ^ Bd^f (4.86b) 
E = Bd^ f Bd + (ao m)"^ (4.86c) 
ai az — 1 
Fn+l = - (B"^  f Bd) E-' [ U,n + Urn + Ur, ] 
ao ao 
ao 
(B^ f Bd) E-1 J Ugn+1 (4.86d) 
These relations are identical to (4.63 - 66), apart from some difference 
in the effective force Fr,+1. Thus the numerical solution can be carried 
out exactly by the same steps of the procedure discussed in subsection 
(4.2.1). 
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Ezaj^le E4.1 
The elastic floor displacements, strain and stress resultant 
histories are to be established for the two story shear frame shown in 
Fig.E4.1a under the effect of the triangular impulse shown in Fig.E4.1b. 
The columns have constant flexural rigidities EI and plastic moment 
capacities X*. All the structural properties are normalised in terms of 
two parameters 
mgL 
Pi = 8 
X* 
EI 
Pz — — = 25 
X*L 
El , const 
12 L 
trr 
(a) 
Ao =4 
0 5 t'=t L/g 
(b) 
Fig.E4.1 
T man - • 
JL 
tu 
CM 
111 
q, = 6 , = u, 
* 
X 
CSJ 
q^= 
* 
X 
CNl 
(a) 
q , = 1 
Xu,= 1/L 
(b) 
Fig.E4.2 
qt=1 
Xa.= X3 
= 1/L 
<c) 
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The structure will be modelled as in Fig.E4.2a and will be presented in 
the nodal formulation. If the kinematic degrees of freedom <qi , qz) are 
given unit values each in turn, two independent mechanisms as shown in 
Fig. <E4.2b,c) will be obtained. With the aid of these mechanisms, the 
kinematic description of the structure can be expressed in the form 
Xi 
Xa 
X* 
% 
Ui 
U2 
0 
0 
1 
1 
1 
0 
1 
0 
q' 
qs 
/ 
X k 
or / = AO 
u kc 
where xi = ga Xi 
q 'i = qi 
L 
i = 1, . . . , 4 
fiz / 
6± = Ui = — " Ui i = 1,2 
L 
It should be mentioned that some of the details given above, such as the 
plastic moment capacities of the structure, are not necessary for the 
elastic solution, but they will be used in later chapters. 
The mass of the structure is lumped at the floor levels as shown in 
Fig.E4.1; hence the inertia forces can be expressed as 
where 
/ 
Ml 
/ ~ 
>12 
L 
M' 
X* 
Mi 
ui 
ui 
. . 
U l = U i 
g 
or 
/ 
M = 
i = 1,2 
u' 
The assembled mass matrix then is 
I = KDJ * AD = * 
Similarly the normalised applied load can be expressed as 
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/ 
X = 
I* 
The normalised velocities and accelerations can be written as 
. / 
qi = 
(L/g)' 
qi qi = 1 = 1 ,2 
where the normalised time is 
/ 
t = t / (L/g)i/= 
The unassembled stiffness matrix can be written as 
k = 
8 
-4 
-4 
8 
8 
-4 
-4 
8 
provided that the following normalised stress and strain resultants are 
used , 
Xi = Xi / X* , XEi = Pa Xei i=l,2 
Hence the assembled system stiffness matrix Is given by 
A? k A = 
24 
-24 
-24 
48 
The structure is assumed to be started with stationary initial 
conditions, i.e. 
/ _ 
qo = qo = 0 
By using the equilibrium equations (4.25) one can establish the 
normalised accelerations as 
qo = K-i Ao"^  Xo 
where 
/ 
Xo = [ 4 8 ] 
then qo = [ 4 4 ] 
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To determine the natural frequencies of the structure the following 
set of homogeneous differential equations has to be solved 
1 q' + (A-r k A) q = 0 
Substituting q'and q'in terms of q and q yields 
gi L 
( ) K q + (AT k A) q = 0 
Pz g 
Hence the following eigen problem has to be solved 
I A-r k A - p X I 
Pi L 
where P = 
Pz 8 
By solving this, one obtains 
pi = 7.0294374 
24-p -24 
-24 48—2p 
= 0 
pa = 40.97056 
If the numerical integration methods are to be employed in solving this 
example, then the ratio of the time increment to the smallest natural 
period will be good indicator for accuracy and stability of the results 
obtained. This ratio can be established by using pz 
t= 4%= 
pz = = 
hence 
Pi L Pi 
P= g 
At 
= 1.01823 < At 
T Pi 
= 40.97056 
Pz t= T= 
P^ 
For Pi = 8 and Pz = 25, one obtains 
At 
= 1.80086 At 
If At/T < 0.1 is recommended for accuracy, then At ( 0.0555 has to be 
chosen. Further, if lewmark's numerical integration method is to be 
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used, then the Integration parameters given by relations (A.24) should 
be normalised as 
Pi 1 1 1 
a o = X ;— , a'l = ^ , a a = 
Pz a (At)^ a At 2a 
, _ Pi * , * 
as - X ^ , a^ - - 1 , as = ( - 1) At 
Pz a At a 2a 
y 
At = 0.025 is chosen to be used with the Bewmark average acceleration 
method for numerical integration. The resulting displacements are 
plotted on Fig.E7.10, which are in very good agreement with the results 
obtained from the mode superposition scheme. 
///// 
Exaiq>le E4.2 
The two story shear frame studied in the preceding example will be 
analysed here under an earthquake input consisting of a single ground 
acceleration. This acceleration is given in table T4.1 and plotted on 
Fig.E4.3. 
t* u*sn t* u t* ij i* B l t* U * f l 1 t* U * o 1 
0.000 0. 000 0. 100 -0. 800 0. 200 -1. 275 0. 250 -1.350 0. 300 -1.350 
0.400 -1.000 0. 500 -0. 100 0. 550 0. 350 0. 600 0.550 0. 700 1.300 
0.800 2.250 0. 900 2. 500 1. 000 2. 150 1. 100 1.000 1. 200 0. 000 
1.300 -0.900 1. 400 -1. 775 1. 500 -1. 200 1. 600 0. 000 1. 650 0.325 
1.700 0.300 1. 750 0. 425 1. 800 0. 300 1. 900 -0.350 1. 950 -0.400 
2.000 -0.375 2. 100 -0. 150 2. 200 0. 050 2. 300 0. 175 2. 350 0.250 
2,400 0.225 2. 450 0. 200 2. 500 -0. 350 2. 550 -0.575 2. 600 -0.525 
2.700 0. 000 2. 800 0. 275 2. 850 0. 325 2. 900 0.325 3. 000 1. 000 
3.100 -0.250 3. 150 -0. 300 3. 200 -0. 225 3. 250 0. 125 3. 300 0. 125 
3.400 0.000 
Table T4.1 5-S Component of Port-Hueneme Earthquake 
18/3/1957 Imp. College (Courtesy of Dr. S K. Barma) 
where t* = t/0.4598 u*bi = iioi/<0.069 g) 
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1.80 
•—TIME SEC-» 
Fig.E4.3 N-S Component of Port-Hueneme Earthquake 
The Fevnnark average acceleration method for numerical integration with 
At=0.05 sec is used to obtain the desired accuracy. The computed 
displacements are shown on Fig.E7.lib. 
///// 
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CHAPTER 5 
ESSENTIAL MATHEMATICAL PROGEAMMIFG THEORY 
5.1 UTKODDCTIOI 
This chapter serves to collect together some well established results 
in mathematical programming (MP) theory which will be needed for the 
presentation to follow. Some of the remarkable duality properties in 
linear and quadratic programming (LP, QP) will be summarised. A key role, 
however, is played in the following work by the Kuhn-Tucker conditions 
for constrained optimization. 
The most general form of a mathematical program can be written as 
Minimize z = f (xi , xz, . . ., x,-,) 
subject to the following constraints 
g i (x 1 , Xi>, . . ., Xn) ^ 0 X 1, . . ., m 1 
and to 
hj <Xi , X2 Xn) = 0 j = 1, . . ., ma (5.1) 
in which m = mi + ma is the number of constraints. 
In this statement no assumption is made concerning the properties, 
such as the continuity of the first or the second derivatives, of the 
objective function or the m constraint functions. 
Mathematical program (5.1) can be displayed in a slightly different 
form 
Min 2 = f(x) 
subject to 
gi (x) ( 0 i = 1, 2, . . ., mi 
and to 
hj (x) = 0 j = 1, 2 ma (5.2) 
Before going further it is desirable to touch briefly on the convexity 
of a mathematical program; many significant mathematical results can be 
established for mathematical programs which possess such a property. 
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Convex sets: 
In general, a set of points is said to be convex if, given any two 
points in the set, all points of the line segment joining them are also in 
the set. This statement can be formulated in mathematical terms: a set 
S £ R " is said to be convex if, given xi, xz e S, then points defined by 
X = xi + <1 - >i) X2 where 0 ( ^ ( 1 (5.3) 
are also in S 
Convex functions 
A function f(x) is said to be convex if, firstly, it is defined on a 
convex set S and, secondly, the line segment drawn between any two points 
on the graph representing the function never lies below the graph. This 
latter condition can be written mathematically as 
f (ji Xi + (1 - }l) Xz ) ( ^  f ( X i ) + (1 - f (Xz) 
where 0 ( ^  < 1 (5.4) 
It will be useful to make a number of statements which follow directly 
from the assumption of convexity 
1. A local minimum of a convex function is necessarily a global one. 
2. If a function f(x) is convex and differentiable in an interval I, then 
the first derivatives are nondecreasing on I. 
3. If f(x) is convex and has continuous second derivatives on an open 
set S, then the Hessian matrix (the matrix of second derivatives) is 
positive semidefinite for every x e S, and conversely. 
4. A positive semidefinite quadratic form is convex. 
Full proofs may be found in Aoki (1971), for example. 
It should be mentioned that the notations used in this chapter bear no 
relation to their special use in the structural mechanics as adopted in 
the remainder of this work. 
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5.2 EQUALITY CCWSTEAIIED lATHBEATICAL FROGEAOUG 
Consider the problem 
Min 2 = f(x) 
subject to 
gi<x) = 0 i = 1, 2, . . m (5.5) 
This problem can be solved indirectly by employing the Lagrange 
multiplier method in which a Lagrangian function L (x, X) is constructed 
as 
m 
L <x, X) = f(x) + I Xi gi<x) (5.6) 
i=l 
where Xi, i = 1, . . m, are known as Lagrange multipliers. 
It is possible to show, as in Templeman (1982), that a solution of the 
constrained minimization problem (5.5) is also a stationary point of the 
Lagrangian function (5.6). Problem (5.5) can, therefore, be solved 
indirectly by finding a stationary point of the Lagrangian function (5.6). 
This is equivalent to replacing a constrained minimisation problem by an 
unconstrained problem which can easily be solved. 
It also can be shown that x^ solves problem (5.5) if and only if there 
exist an m-vector of X° such that 
v.. L (x°, X°) = 0 (5.7a) 
and Vx L (x°, X°) = 0 (5.7b) 
These necessary conditions need not be sufficient; they will be sufficient 
if f(x) and gi(x), 1 = 1, . . m, are convex. It should be noted that the 
first derivatives of f(x) and gi(x) are assumed to exist at x°. 
Substituting (5.6) into (5.7) gives 
m 
V x f (x°) = - I Xi*'9* gi(x°) (5.8a) 
i=l 
and gi(x°) = 0 i = 1, . . ., m (5.8b) 
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Therefore, If f(x) and gi<x), i = 1, , . m, are differentiable, a 
necessary condition for a point to solve (5.5) is that the gradient of 
the objective function Vx f(x) can be written as a linear combination of 
the gradients of the constraints at 
5 ^ HBQUALITY C»ISTRAIIBD KATHEKATICAL PKOGRAMUG 
The general form of this problem is 
Min z = f (x) 
subject to 
gi(x) ( 0 i = 1, . . m (5.9) 
Any inequality constraint can be written in the form g (x) i 0 with 
suitable algebraic manipulations, so problem (5.9) is quite general. Kuhn 
and Tucker (1951) extended the concept and the application of Lagrange 
multipliers to problems involving inequality constraints. They constructed 
the Lagrangian function in a similar way to that of the preceding 
section, but added non-negative slack variables Si=, i = 1 to 
convert the inequality constraints to equality constraints. 
m 
L(x, X, s^) = f(x) + r Xi (gi(x) + si^) (5.10) 
i=l 
where Xi, i = l, are non-negative Lagrange multipliers. 
By applying the same argument as in the preceding section, it can be 
shown that a point x® solves problem (5.9) if and only if there exists 
non-negative vectors and so® such that 
V x L (X®, X°, So=) = 0 (5.11a) 
V). L (x°, X°, So®) = 0 (5.11b) 
and V - L (x°, X<>, so==) = 0 (5.11c) 
It should be noted that f(x) and gi(x) were assumed to be differentiable 
at x°. 
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By feeding the Lagrangian (5.10) into (5.11), one can write the 
necessary conditions for to be an optimal point as 
m 
vx f(x°) = - Z \t° vx gi(x°) 
1=1 
Xi* > 0 , Xi® gi(x°) = 0 , gi(x°) i 0 , 1 = 1 m 
(5.12) 
Therefore, if f(x) and giCr), 1 = 1, . . ., m, are differentiable, the 
necessary conditions for a point xo to solve (5.9) is that the gradient 
of the objective function V x f(x) can be written as a convex linear 
combination of the gradients of the constraints at x°. These conditions 
will be also sufficient if f(x) and gi(x), i = 1 m, are convex. 
For a maximisation problem, in order to retain non-negative Lagrange 
multipliers Xi, it is necessary to replace the plus sign in (5.10) by a 
minus sign. Then f(x) must be concave and gi(x) convex for (5.12) to be 
both necessary and sufficient conditions. These are known as the Kuhn-
Tucker (KT) conditions, and further details may be found in Lasdon 
(1970), for instance. 
A more specialised discussion of mathematical programming will be 
restricted to: linear programming and quadratic programming since they 
will be used extensively in the dynamic formulations for elasto-plastic 
framed structures. 
5.4 LUSAS FBOGSUOIIIG (LP) 
The linear programming problem is a special case of mathematical 
programming problems where both the objective function and the set of 
constraints are linear. It can be written in matrix notation as 
Kin z = cF X 
subject to A X > b 
and to X ) 0 (5.13) 
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in which c is a known (nxl) column vector, x is an unknown (nxl) column 
vector, A is a (mxn) known matrix, and b is a known (mxl) column vector. 
Problem (5.13) is expressed as a minimisation form. If a specific 
problem requires the maximisation of a function z, then it can be 
immediately transformed to one of the minimisation of a function Zi , 
which is equal to (-z) and limited by the same constraints. There is thus 
no need to consider maximisation problems separately. 
The Lagrangian function of the minimisation problem (5.13) may be 
written as 
L (x, X, p) = X + yr (b - Ax + s=) + (- X + u^) (5.14) 
where and are (mxl) and (nxl) non-negative slack vectors 
respectively; and X and )i are (mxl) and (nxl) non-negative vectors of 
Lagrange multipliers, respectively. 
The Kuhn-Tucker (K-T) conditions for LP (5.13) at the optimal point x^ 
can be obtained by substituting (5.14) into (5.11) 
c - A""" X° - = 0 or A7 X° - c S 0 (5.15a) 
X° ) 0 , X°T (b - A xo) = 0 , b - A x° < 0 (5.15b,c,d) 
ji° ^ 0 , pOT (_xO) = xOT (c - A7 XO) = 0 , -x° ^ 0 (5.15e,f,g) 
These conditions are not only necessary for optimality but they are also 
sufficient for a point xf to be a global minimum since the linear 
programming problem is convex (and can be considered concave as well). 
In order to explain the duality of linear programming, consider the 
following maximisation problem 
Max w = b"^  X 
subject to A^ X < c 
and to X ) 0 (5.16) 
As mentioned ealier, this can be converted to a minimisation problem: 
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Kin zi = - w = - X 
subject to X ( c 
and to X ) 0 (5.17) 
The Lagrangian function for this problem is 
L (X, X, y ) = - X + xT (47 X - c + s=) + (-X + u=) (5.18) 
where x and y are respectively (nxl) and (mxl) non-negative Lagrange 
multiplier vectors, and and are non-negative slack variable vectors 
as before. 
The K-T conditions for LP (5.17) at an optimal point X"^  are 
- b + A x ° - X ° = 0 or b - A x° < 0 (5.19a) 
x° ) 0 , x°^ (A-^  X° - c) = 0 , A-r X° - c ^ 0 (5.19b,c,d) 
y° ) 0 , y°^ (-X°) = XT (A x° - b) = 0 , - X ( 0 (5.19e,f,g) 
By comparing conditions (5.15) and (5,19), one can see that they are 
identical. The solution, therefore, of this K-T problem will contain 
simultaneously the solution for both LPs (5.13) and (5.16). If LP (5.13) 
is the primal program, then LP (5.16) is called the dual. The optimal 
objective function values are easily seen to be 
Kin z = c"*" x° = Max w = b X° (5.20) 
Duality is a reflexive relation: the dual of the dual LP is the primal LP. 
In general terms there is an equivalence between the MP and the K-T 
problems: suitable multipliers (X°, /i°) can always be found such that a 
solution x° for one problem solves the other. 
Details of numerical solutions by pivotting schemes (simplex method) 
can be found in Dantzig (1963) or Gass (1964), for example. 
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5.5 QVADSATIC PBOGSAKIIIG (QP) 
A general form of QP problem may be presented as a quadratic 
objective function associated with linear contraints 
1 1 
Kin z = y"*" B y + x"*" D x + c"*" x 
2 2 
subject to B y + H x ^ b 
and to X ^ 0 (5.21) 
in which B and D are, respectively, (mxm) and (nxn) symmetric positive 
semi-definite matrices; b and c are, respectively, (mxl) and (nxl) known 
column vectors, H is (mxn) a known coefficient matrix, and x and y are 
respectively (nxl) and (mxl) unknown column vectors. 
The Lagrangian function for the minimisation problem (5.21) can be 
written as 
1 1 
L (x, y, V, f) = yT E y + x^ D x + c? x + 
2 2 
v'r (b - B y - H x) + (-X) (5.22) 
where v and f are respectively (mxl) and (nxl) non-negative vectors of 
Lagrange multipliers. 
It should be noted that no slack variable vectors are used in (5.22), 
so the sign of the original constraints of (5.21) should be kept in mind. 
Since E and D are positive semi-definite, then z, according to section 
(5.1), is a convex function, and it is defined on a convex set (linear 
constraints). Therefore, if a local minimum exists for QP (5.21), it must 
be a global one. 
The Kuhn-Tucker conditions for an optimal solution (x°, y®) to QP 
(5.21) are found by applying (5.12) 
V:«L = D x ° + c - r " v ® - f ° = 0 
V ^ L = B y O - B v ® = 0 
yo ) 0 , (b - B y* - H x*) = 0 , b - B y ® - H x o ^ O 
) 0 , (-af) = 0 , - x° ( 0 (5.23) 
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Under the condition of convexity and differentiability of z, the K-T 
conditions <5.23) may be considered necessary and sufficient for an 
optimal solution to QP (5.21). 
The Lagrangian function (5.22) can be written as 
1 1 
L <x , y, v) = y'T E y + D x + 0"^  x + v"^  (b - E y - H x) 
2 2 
X ) 0 , V ) 0 (5.24) 
Introduce a vector u defined by 
D u = D X (5.25a) 
and Let E v = E y (5.25b) 
This last constraint imposed on the multipliers v is not in conflict with 
the necessary condition on v ° for an optimal solution of QP (5.21). With 
the aid of relations (5.25), one can write 
x^ D X = xF D u = D X = D u (5,26a) 
yT E y = yT E v = E y = v? E v (5.26b) 
Therefore the following results are obtained 
1 1 
xF D X = - u"^  D u + x"'" D u (5. 27a) 
2 2 
1 1 
yT E y = - E V + y""" E V (5. 27b) 
2 2 
Introducing these into (5.24) gives 
1 1 
L (u, V, x ) = - E V - D u + bF v - x ^ (IT^  v - D u - c) 
2 2 
V > 0 , X > 0 (5.28) 
where x is now a vector of Lagrange multipliers. By a similar discussion 
to that of the preceding section, the Lagrangian (5.28) represents the 
following maximisation problem 
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. 1 1 
Kax w = - vT E V - D u + v 
2 2 
subject to r V - D u < c 
V > 0 (5.29) 
If an optimal solution (z°, y°) to QP (5.21) exists, a vector v° 
satisfying the K-T problem (5.23) must be found such that 
1 1 
L (u°, w°, x°) = 7°"^  E D x° + c"^  x° = Kin z 
2 2 
The effect of the K-T problem (5,23) on the Lagrangian (5.28) is 
1 1 
L (u°, v°, x°) E + u°"^  D u° + b"^  v° = Max w 
2 2 
But the two Lagrangians are identical, thus the two previous expressions 
are equal 
Kin z - L (x°, Y°, u°, v®) - Kax w 
and the basic result of QP duality is established. 
Consider a solution (x°, v°) to K-T problem (KTP) (5.23) such that 
(x°, y*') solves QP (5.21), Now v° is related to through (5.25b) and 
similarly u° is related to x° through (5,25a); clearly v° - y®, u° = x° is 
always a possible optimal solution to the dual QP (5.29). This solution is 
called the JOINT solution by Cottle (1963), enabling the dual QP (5.29) to 
be written as a maximising QP in which the variables are identified as 
those of the primal problem, i.e. 
1 1 
Kax w = - y"^  E y - x""" D x + b''" y 
2 2 
subject to H ^ y - D x ^ c 
y ) 0 (5.30) 
In the structural programs to be given later, the joint solution is of 
such importance that the resulting dual programs will be written with the 
same variables appearing in either QP form. 
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The joint solution, although always valid, may not be the only possible 
solution. A well-known result of mathematical programming is the 
following: a minimising program, the objective function of which is 
strictly convex over a convex set of feasible solutions, has a solution 
vector which is unique. In QP <5.21) the function z is strictly convex if 
both D and E are positive definite, which then establishes the uniqueness 
of the solution (x°, y°). Under the same conditions both D and E are 
invertable and hence (5.25a,b) can each be solved uniquely giving x°=u° 
and y^=v°. Thus, if D and E are both positive definite, the joint solution 
is unique. 
More about the duality of quadratic programming problems can be found 
in Cottle (1963). In the following enunciation the primal and dual QPs 
are (5.21, 29) respectively, and it is to be understood that both D and E 
are positive semi-definite. 
The Duality Theorem of Cottle 
1. Veak Form of Duality: If (x, y) and (u, v) are feasible solutions of 
the primal and dual QPs respectively, then 
w (u, v) ( z (x, y) 
2. Duality: If <x°, y°) is an optimal solution of the primal QP, then 
there exists a v° satisfying Ev° = Ey° such that (x°, v°) is an 
optimal solution of the dual QP and Max w = Min z. 
3. Converse: If (u°, v**) is an optimal solution of the dual QP, then there 
exists an x° satisfying Dx° = Du° such that (x°, v*>) is an optimal 
solution of the primal QP, and Max w = Min z. 
4. Unbounded Primal QP: If the dual QP has no feasible solution, then if 
the primal QP is feasible its objective function is unbounded in the 
direction of extremisation, Min z 
5. Unbounded Dual QP: If the primal QP has no feasible solution, then if 
the dual QP is feasible its objective function is unbounded in the 
direction of extremisation. Max w 4 +#. 
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6. Joint—Solution: If either the primal or the dual QP has an optimal 
solution, then there exists an (x°, y°) which is optimal for both the 
primal and dual QPs. 
7. Existence: If both the primal and dual QPs are feasible then both have 
optimal solutions. 
It is useful to display the K-T problem (5.23) as follows 
E y - E V = 0 
D x - H ^ v + c - f = 0 
- E y - H x + b + l i = 0 
f 
h 
) 0 (fT hT) 
X 
V 
= 0 
slack variables 
(primal and dual) 
complementarity 
dual constraints 
primal constraints 
) 0 
primal and dual 
variables 
(5.31) 
so that the structural formulations presented in the following chapters 
can be compared with it systematically, This has the form of a linear 
complementarity problem. Problem (5.15) also can be displayed in the same 
fashion 
5.6 STAIDABD LUEAB COMPLEMEITABITY PROBLEM OCF) 
The K-T problem (KTP) is often arranged in a certain way and solved 
directly, instead of solving the equivalent LP or QP. As explained before, 
the solution of this KTP is the optimal solution to the primal and dual 
programs. This arranged KTP is a special case of a linear complementarity 
problem (LCP). As presented by Kurty (1978), the LCP is given a standard 
form without unrestricted variables 
r ^ 0 
r - S q = p 
q = 0 q ) 0 KL32) 
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Problem (5.15) can be written as 
- c + A " ^ X + f i = 0 
b - A x + h = 0 
h ) 0 , X = 0 
^ > 0 , p F X = 0 , 
dual constraints 
primal constraints 
X > 0 
z ) 0 
where h and }x are the primal and dual slack variables respectively. 
A more compact form for this, to be compared with (5.32), can be 
displayed as 
M 
h 
0 
A 
-A^ 
0 
M 
h 
r ) 0 
) 0 (>1-^  h^) 
X 
q 
z 
X 
r"^  q = 0 
c 
-b 
P 
= 0 
z 
X 
q ) 0 
) 0 
(5,33) 
In the QP (5.21), if all variables are restricted in sign, then there is 
no need for partitioning the variables to x and y sets, namely E = 0. 
Reflecting this in KTP (5.31) and arranging it in a similar way to (5.33), 
one obtains 
f 
h 
r 
f 
h 
D 
A 
-A"^  
0 
z 
V -b 
P 
) 0 (fT h-T) 
q 
= 0 > 0 
(5.34) 
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Therefore, in both linear and quadratic programming, the KTP is a linear 
complementarity problem, and solving this LCP provides the solution for 
the primal and dual programs simultaneously. Thus it is clear that 
solving the LCP is more general, and worth investigating. Again more 
discussion about mathematical programming in general (LP, QP, LCP, ...) is 
presented in Holzman (1978). 
5.7 ¥OLFE'S SHORT FORI ALGORITHM FOR SOLVUG LCPS 
It will be shown in the following chapters that the governing 
relations of elasto-plastic structural analysis can be identified as a K-T 
problem. This elasto-plastic LCP can be presented in general form as 
E E 
D 
X > 0 
0 
I 
x"^  y = 0 
P 
X 
y 
y ) 0 
(5.35a) 
(5.35b,c,d) 
where p is an unknown vector of a unrestricted variables. 
X and y are unknown vectors of ^ non-negative variables each, 
K, D and E are coefficient matrices; K is symmetric and positive 
definite and D is symmetric only. 
I is an identity matrix. 
and f and b are respectively a and g-column vectors of constants. 
The steps of the Wolfe's algorithm [ Wolfe (1959) ] for solving such a 
problem, as recommended by Smith (1984), are the following 
Phase 1 
1. Pivot the unrestricted variables pj (j = 1, . • a) into the basis, 
hence matrix K will be converted to a unity matrix and vectors f and 
b will be changed to f'and b respectively. Once the pj (j = 1 a) 
are basic, they may not be removed. It should be noted that variables 
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yj 1, . . are basic already. This step is highlighted in 
table T6.1 of example E6.1. 
2. After a pivotting operations in step <1), there may be negative 
components of b. Multiply each such row, including the right hand 
side, through by (-1) and insert an artificial variable Wk to replace 
the variable thereby removed from the canonical basis. This step is 
demonstrated in table T6.2. 
3. Initialise the list IRBE of variables to which entry into the next 
basis is restricted, thereby satisfying the complementarity between xj 
and yj (j = 1, . . P). Thus IRBE must initially contain the indices 
of yk, identified in stage 2 above, together with their complements Xk, 
These variables are marked by i on table T6.2. 
Phase 2: Minimisation of z = E Wk 
4. Subtract all rows into which artificial variables Wk are inserted from 
the cost coefficient row of z. This step is also shown on table T6.2. 
5. Examiae the resulting cost coefficient cj for each variable listed in 
IRBE, and select the minimum <c«), Identifying s as the pivot column 
and hence the variable entering the basis. If c« > 0, then stop. This 
entering variable is marked by (*) on the tables of example E6.1. 
6. Form the ratio 6i = bi/aL,. <i = 1 g and q = 1, . . ., a + P) of 
the right hand side bi to the coefficients of the pivotting column al,. 
ia^m > 0). Select the minimum value Or) and hence identify the pivot 
row (r). This row is recognised by (*) on the tables of example E6.1. 
7. Update the list IRBE: remove the indices of the entering variable and 
its complement. Replace these indices by those of the variable which 
has just left the basis and its complement, but only if the leaving 
variable is a structural variable (xj or yj). 5o replacement should be 
undertaken if the leaving variable is an artificial variable Wk. 
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8. Select a'r-n as a pivotting element to perform a pivotting operation as 
in the simplex method for linear programming. 
9. Return to stage 5 and iterate until all artificial variables are non-
basic and all the cost coefficients are non-negative. 
The steps of this algorithm can be seen in the solution of examples E6.1 
and E6.2. 
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CHAPTER 6 
DYFAKIC ANALYSIS OF RIGID PERFECTLY 
PLASTIC STRUCTURES 
6.1 nriEODUCTIOI 
Ductile structures which are subjected to large dynamic loads can be 
expected to undergo deformations in which the strains are significantly 
greater than the elastic strain magnitudes at the yield points. It is 
therefore appealing, and in many cases computationally advantageous, to 
neglect elastic behaviour in the analysis of the structural response. For 
these reasons the rigid, perfectly plastic material model will be employed 
in this chapter. 
Although the rigid-plastic model in dynamic plasticity was first 
proposed by Taylor (1946) to overcome the analytical difficulties connected 
with the continuum model, a systematic study in this sense was begun only 
in 1952 by Lee and Symonds. Their approach was successively extended by 
Hopkins and Prager (1954), Hodge and Brooklyn (1956), and Cox and Morland 
(1959). In this approach one must localize some plastic sections which 
single out the assumed mechanism of the structure. The position of each 
section is a function of time; then one must define a field of admissible 
static stresses which, through the associated flow rule, are compatible with 
the strain rates defined by the instantaneous mechanism. In this procedure 
the spatial variables and the time variable become separated and their link 
becomes explicit by means of the dynamic equilibrium equation. Generally 
the shape of the velocity field is deduced from the static collapse 
mechanism by a heuristic procedure. 
Another simplified method to evaluate the final (small) deflections of 
a rigid plastic structure, depending on one degree of freedom modelling, was 
proposed by Martin and Symonds (1966) and successively developed by 
Augusti (1970). In this approach one must a priori define the form of the 
velocity field which does not vary with time. Final deflections are 
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determined by making the kinetic energy input equal to the plastic work 
done. A variational formulation of this model was proposed by Martin 
(1972), and discussed further by the same investigator in 1980 where he 
observed that the velocity field, as it changes in time, moves towards a 
mode form, i.e. a form where the shape remains constant with time, or where 
the velocity field can be written as separable functions of space and time. 
Both previous approaches meet notable difficulties in defining the 
primary mode of deformation when they confront realistic structures with 
complex geometry and loading conditions; Martin (1981) has established for 
impulsively loaded structures that, for certain structures with a certain, 
range of initial velocity, convergence onto a mode is so slow that the mode 
approximation technique does not give even a rough estimate of the final 
displaced configuration. 
Theorems concerning bounds on the permanent (small) deflections of 
inelastic bodies, have been proposed by Martin (1964) and Morales and 
Nevill (1970); these theorems have been successively extended by Martin 
(1965,1968) to include the effect of elasticity and by Martin and Ponter 
(1972) and Maier (1973) to include the effects of finite deformations, These 
bound theorems have been applied to various problems, mainly to determine 
upper bounds for displacements in structures subjected to impulsive loading, 
but it has been shown that the displacement bounds so obtained may give 
only the order of the actual displacement. Therefore, the bound techniques 
may be of limited interest, but useful for preliminary calculations. 
Applications of the above mentioned techniques tend to be limited to 
very simple problems. Recent approaches involving direct calculation 
techniques for the transient deformation history of discrete structures, 
which give the structure a greater number of degrees of freedom, were 
proposed by Capurso (1972a). They depend on the kinematic acceleration 
principle of Tamuzh (1962) for rigid plastic bodies and use quadratic 
programming techniques for impulsively loaded problems. Further 
investigation of this approach and its numerical implementation was 
advanced by Cannarozzi and Laudiero (1976). It seems that this procedure is 
worth still further consideration, mainly because it depends entirely on 
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variational principles, but also partly because it gives the structure a 
more realistic representation - a greater number of degrees of freedom -
than the classical rigid plastic model. 
For these reasons framed structure problems, idealised under the small 
displacement assumption as in chapter 2, will be studied here. Firstly, for 
the special case of impulsive loading, both nodal and mesh formulations 
will be undertaken; for each of these pfimal and dual quadratic programs 
will be obtained and their numerical solution will be discussed. Secondly, 
alternative nodal and mesh formulations will be established, depending on 
the direct numerical integration techniques, and their numerical 
implementation will be investigated. These formulations will be capable of 
tackling any kind of dynamic loading. It should be mentioned here that no 
consideration will be given to large displacement effects and the material 
of the structure is rigid perfectly plastic. 
6.2 lODAL FOEKULATIOI - VARIATIOIAL APPEOACH 
Probably the most important theorem in this field is the kinematic 
acceleration principle of Tamuzh (1962) for a rigid plastic continuum. This 
principle will be discussed here in detail and reformulated to suit the case 
of the discrete structural model of chapter 2. 
6.2.1 Admissibility Conditions 
Since framed structures will be idealised in the same way as in chapter 
2, the static and kinematic relations derived in section (2.4) will be valid 
here. These relations will be combined through the holonomic (reversible) 
plasticity relations of section (3.2). Therefore it is convenient to 
summarize the essential relations here. 
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Statics; 
From d'Alembert principle the equilibrium relation (2.28) together with 
(2.5), can be written as 
AJ % + * q = Ao^ X (6.1) 
where I = m Ad 
K will be assumed in this chapter to be positive definite; if not so, the 
lumped mass model should be replaced by a distributed mass model, as will 
be explained in chapter 9. 
It is said that I and q are dynamically admissible when they satisfy the 
equations of motion (6.1). 
Kinematics: 
The compatibility conditions between the plastic strain resultants Xp 
and the kinematic degrees of freedom q stated in relation (2.24) are 
Xp = A q (6.2) 
By differentiating this with respect to time, one can establish the 
compatibility conditions of the strain resultant velocities and 
accelerations (Xp, Xp) with the velocities and accelerations of the 
kinematic degrees of freedom (q, q) respectively as 
Xp = A q (6.3) 
and Xp = A q (6.4) 
It is normally said that (Xp, q), (xp, q) and (Xp, q) are kinematically 
admissible if they satisfy respectively the compatibility relations (6.2), 
(6.3) and (6.4). 
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Constitutive relations: 
As previously stated the structural material will be assumed holonomic 
(reversible) rigid perfectly plastic. Thus plasticity relations (3.34) and 
(3.46) together with Drucker relation (3.23) for a stable material are still 
valid herein. Relations (3.34) can be represented as 
Y* = I* - I (6.5) 
ip = I i* (6.6) 
b = X*"^  X* (6.7) 
Y* ) 0 , Y*"^  X* = 0 , i* ^ 0 (6.8a,b,c) 
Similarly relations (3.46) are 
Y*v = X*y - X (6.9) 
Y*^ = %*r - 1-"^ X (6.10) 
X|3 — My Zjicy- Mr* (6 .11) 
D — X ' *y 3j#cy t X ' (6.12) 
Y*y — 0 I Yskf ) 0 I X ' ]#cr X]#cr ~ 0 } ^ 0 , X#:y \ 0 
(6.13a ,b,c,d,e) 
The material stability relation can be written as 
(I - dxp i 0 (6.14) 
or as (X - X°)"^  Xp ? 0 (6.15) 
if the time increment dt during which dxp occurs is very small. 
In this relation X and Xp are associated through the normality rule (6.6). 
Similarly, it can be seen that 
- (X - X'^ )'^  xp'5 ) 0 (6.16) 
where now X° and Xp° are associated . 
Adding (6.16) to (6.15) establishes 
(X - X®)'^  (Xp - Xp®) > 0 (6.17) 
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If the change in plastic strain rates (xp - ip'=) is infinitesimal, then this 
relation can be expressed as 
(X - I°)T dxp ) 0 (6.18) 
If this change in Xp> occurred during a very small time interval dt, then it 
is possible to write (6.18) as follows 
(X - X^yr ip ) 0 (6.19) 
where X and Xp are associated through the normality rule (6.11). 
By examining these plasticity relations, the following facts can be set 
down. 
1. If the stress point X, at time t = tn, is inside the yield surface, then 
Xpr, = 0 and hence x*,-, = x*,-, = 0 
and in this case the stress state is not determined. 
2. If the structure, at time tn, is given an initial deformation Xp,-,, then 
by virtue of the normality rules (6,6) and (6.11) the following two 
cases can be distinguished. 
a. The stress point is a regular point on the yield surface, then Xpn 
and Xpv^  will be parallel. Therefore the stress point X, provided it 
respects Koiter's normality rule, is not required to be time 
dependent as long as no change of activation takes place, i.e. the 
stress vector X still touches the same yield planes. 
b. The stress point is a singular point of the yield surface, then Xpn 
and Xp,-, need not be parallel. Agcin, X is not required to be time 
dependent as long as vector Xp,-, is internal to the cone of outward 
normals to the activated yield planes. 
It is normally said that the stress resultant vector X is plastically 
admissible if it satisfies the yield conditions (6.5) and (6.8),and 
kinematically admissible if it respects the normality rule (6.6) or (6.12). 
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It should be noticed that all quantities involved in the above 
plasticity relations are exactly those of section (3.2.4), 
6.2.2 The Kinematic Theorem: lodal Formulation 
As mentioned before, Tamuzh's variational principle for the rigid 
plastic continuum will be reformulated here for a discrete structural model. 
Let dq be an arbitrary but kinematically admissible infinitesimal or 
finite variation in the acceleration vector at the instant t. Multiplying Eq, 
(6.1) by dq gives 
dq^ * q + dqT A"^  X - dq"^  Ao"^  X = 0 (6.20) 
Since dq is kinematically admissible, then there exists a dxp which is 
compatible with it through relation (6.4). Therefore Eq. (6.20) can be 
written as 
dq^ 1 q + dXpT X - dq"^  Ao"^  X = 0 (6,21) 
This equation may be restated as 
dace J = 0 (6.22) 
1 
where J = q"^  H "q + Xp - F""" q (6.23) 
2 
F = Ao^ X (6.24) 
and d.cc J is to be interpreted as the first variation of the functional J 
as the acceleration q varies in accordance with the compatibility 
conditions (6.4). 
Equations (6.22) state a variational principle; that is, of all 
kinematically admissible accelerations q and strain resultant accelerations 
Xp, those which satisfy the equations of motion (6.1) are distinguished by a 
stationary value of the functional J. This is one form of Gauss' principle 
of least constraint. Further it may be shown that the true (Xp, q) are 
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those which minimize the functional J. This argument can be collected in 
the following theorem. 
The kiaematic Theorem 
Of all kinematically admissible Xp, q and X, the true Xp>°, q° and 1° at 
each instant are those which minimize the functional J of relation (6.23). 
Proof: Let 
1 
J° = q°"^  M q° + lOT ipO - in- q o (6.25) 
2 
then it is necessary to prove that 
1 
JO _ J = (qox g qO _ q-r x q) + (JOT - jj 
2 
- F'T (q° - q) ( 0 (6.26) 
where Xp°, q° and X° are the true variables. 
Xp, q and I are kinematically admissible variables. 
1 1 
(q®"^  1 "4° - qT * q) = (q°^ - q^) M (q° - q) 
2 2 
+ q°T j[ (qo _ q) 
Substituting this into (6.26) and arranging yields. 
1 
JO _ J = (-qOT _ qX) , (qO _ q) + (%oT '^o -
2 
- (F - M q°)^ (q° - q) 
By remembering the equations of motion (6.1) this can be written as 
1 
JO _ J = (qOT _ qT) J[ (qO _ q) + (jot 
2 
- 1°^ A (q° - q) (6.27) 
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Since and q are kinematically admissible, then their difference (q° -
q) is kinematically admissible too, i.e. 
A ( q o - q ) = i p O - ' i p ( 6 . 2 8 ) 
Introducing this into (6.27) and arranging gives 
1 
J° - J = (q°^ - q^) K (q° - q) - (JT - 1°"^) ip (6.29) 
2 
The first term on the right hand side is non-positive, and the stability of 
the plastic material requires that the second term be non-positive, as was 
shown in relation (6.19). Therefore 
J ° - J ( 0 (6.30) 
thus the true q° and 1° minimize J and the theorem is proved. 
This principle was proposed by Tamuzh (1962) for rigid plastic bodies 
and was extended to a broad class of materials by Reytman (1964) and to 
finite deformations of elasto-plastic continua by Lee and Ni (1973). 
Capurso (1972b) also extended this principle to the dynamics of rigid-
viscoplastic bodies allowing for large displacement effects. Another 
contribution was made by Stolarski and Belytschko (1980) to extend this 
principle to the area of large deformations of rigid plastic dynamics of 
continua, and to use it as the basis for numerical solutions. 
6.2.3 The Dynamic Theorem: lodal Formulation 
The dual of the kinematic theorem was established for rigid plastic 
bodies by Nielson (1969) and independently for the dynamics of isotropic 
rigid plastic and rigid viscoplastic continuous media by Capurso (1972c). 
It will be more convenient here to re-formulate this dual principle for 
discrete structures. 
- 99 
The Dynamic Theorem 
Of all dynamically and plastically admissible X and q, that is those 
which satisfy the equations of motion (6.1) and yield conditions (6.5), the 
true X° and q° at each instant are those which minimize the functional 
1 
Z - qT M q (6.31) 
2 
Proof: Let 
1 
Z° = qO'T M q° (6.32) 
2 
then it is necessary to prove that 
1 1 
Z* - Z = q°"r K qo q^ X q ( 0 (6.33) 
2 2 
where q and q° are respectively a dynamically admissible acceleration 
vector and the actual acceleration vector . Now 
1 
Z* - Z (q^T - qT) g (qo _ q) + qox % (qo - q) (6.34) 
2 
where q and q° satisfy the equations of motion (6.1); hence at time t one 
obtains 
M (q° - q) = - AT (X° - X) (6.35) 
Substituting this into (6.34) gives 
1 
2° - Z (q^T - qT) 1 (q° - q) - q®^ (%o _ x) (6.35) 
2 
Since q° is the true acceleration vector, it satisfies the compatibility 
conditions (6.4) which can be written as 
= A q° (6.37) 
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Here is the true strain acceleration vector which is associated with 
the true stress vector JP through the normality flow rule (6.11). 
Substituting (6.37) into (6.36) yields 
1 
Z* - Z = (q°"r - qT) I (qo - q) - (jo _ '^o (6.38) 
2 
The right hand side is identical to that of (5.29) which was shown to be 
non-positive, hence 
Z* - Z < 0 (6.39) 
Therefore the true q° minimizes Z and the theorem is proved. 
6.2.4 Uniqueness of Solution 
From the kinematic theorem follows immediately the uniqueness of the 
acceleration vector q at each instant. To prove this, suppose that at time t 
there are two complete solutions (Xp", q", X*) and (Xp^, q", X^). Let the 
functionals J* and J'=' correspond to these solutions. 
From the theorem it follows that J® ( J for an arbitrary kinematically 
admissible J including J'"'. But by the same argument ( J for an arbitrary 
kinematically admissible J including J^, thus 
J* _ jb = 0 (6.40) 
This expression may be represented in a form similar to (6.29) as 
j« _ jt. = (q- - qb)T ]i (q. _ qt.) - ( y _ %-)% = o (6.41) 
2 
Since both terms on the right hand side are non-positive, as shown above, 
each of them equals zero, i.e. 
1 
(q» - q'=>)"^  X (q* - q'=') = 0 (6.42) 
2 
- 1 0 1 -
and (r* - xpt, = 0 (6.43) 
It follows from (6.42) that 
q- = qb (6.44a) 
and hence Xp" = ip' (6.44b) 
The stress resultants X at points where Xp = Xp = 0 remain undetermined. 
But, if (Xp # 0) or (x^ = 0, 2 0), then X is determined from the 
mechanism of flow. 
The uniqueness of the velocity vector q can be established in a similar way 
to that of the acceleration vector. For this, assume again that at time t 
there exist two sets of velocities, accelerations, stress resultants and 
strain rate resultants which satisfy the equations of motion, compatibility 
relations, contitutive relations (plasticity relations), initial conditions 
and boundary conditions. Let these two sets be (q", q-, X*, Xp") and (q'=, 
q^, X^, Xp'='). Since each set satisfies the equations of motion (6,1) and the 
compatibility conditions (6.3), then the difference between the two sets 
must also satisfy these relations, i.e. 
A"^  (X- - X*) + * (q* - q'=') = 0 (6.45) 
Xp* - Xp" = A (q" - q*') (6.46) 
The material stability criterion (6.17) can be written for these two 
solutions as 
(X- - X")"^  (Xp- - Xp*') ) 0 (6.47) 
By applying the principle of virtual velocities on (6.45), it may be shown 
that 
(X- - X^ )"^  A (q" - q") + (q* - q'^ )"' 1 (q" - q^O = 0 (6.48) 
Substituting (6.46) into this gives 
1 0 2 -
<q- - qt>)T X (q. - q^) = - (X- - X^)t ( ^ . - ipt>) (6.49) 
This can be written as 
d 
[(q- - 1 (q- - q«^ )] = - (X- - X^ )t (^- - (6.50) 
dt 
By introducing (6.47) into this, one obtains 
d 
(KE) ( 0 (6.51) 
dt 
where KE = (q* - q")"^  H (q* - qi^ ) (6.52) 
It is quite clear that 
KE ) 0 (6,53) 
Both q* and q^ satisfy the initial conditions at time t = tn, hence qn* 
must equal qnf\ This leads to 
KE(tm) = [(q- - q*)T M (q- - 4")]- = 0 (6.54) 
Relation (6.51) indicates that KE is non-increasing with time, i.e. 
KE(t) ( KE(tn) 
Introducing (6.54) into this leads 
KE(t) < 0 (6.55) 
Comparing (6.53) with (6.55) demands that 
KE(t) = (q- - q")^ 1 (q" - q*) = 0 (6.56) 
This relation will be satisfied for all t > tn if and only if 
q*(t) = q^(t) (6.57a) 
and consequently Xp"(t) = (t) (6.57b) 
Therefore the velocities q(t) and the rates of the plastic strain resultants 
Xp are unique. 
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It should be mentioned here that the uniqueness of the solutions of 
dynamically loaded rigid-plastic and rigid-viscoplastic continue was first 
discussed by Martin (1966). 
6.2.5 Quadratic Prograataing for Impulsively Loaded Rigid Plastic 
Structures 
From the argument presented at the end of subsection (6.2.1), it can be 
seen that the assumptions of a rigid plastic material and a piecewise 
linearised yield surface allows one to define the development of the stress 
state as a sequence of constant stress states, each occupying a finite 
interval of time. Further, if the vector of applied loads X is assumed to be 
constant during this finite interval of time, then equation (6.1) dictates 
that the acceleration vector q will be constant too in the same time 
interval. Therefore the general motion of the structure can be thought of as 
a sequence of uniformly accelerated motions, that is as a sequence of 
mechanisms, and the interchange of two consecutive mechanisms is 
characterised by a discontinuity of the acceleration vector. 
In this case, since the development of q can be considered as a 
sequence of constant accelerations, then by virtue of the kinematic relation 
(6.4), one can establish that the development of the accelerations of the 
plastic deformations ^ is also a sequence of constant plastic deformation 
accelerations. Therefore q and Xp vary linearly with respect to time during 
the time interval; in other words, the development of q and Xp will be 
piecewise linear in time. From this argument, it is possible to write q and 
X* = C x*y^ x*r^ 3"^  as linear functions of time during the time interval 
q ( t ) = q,n + q ( t - t n ) (6.58) 
X*y ( t ) = X*yn + X*y ( t - t r .) (6.59a) 
X*r ( t ) = ( t - t n ) (6.59b) 
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The time interval, during which q and Xp are constant, is defined by the 
fact that the components of vector z» must be non-negative. Therefore this 
interval may be defined by the following linear program (LP). 
Kax At 
subject to i*vn + x*y At ) 0 
and to At % 0 (6.60) 
where At = t - t,-, 
In order to establish the quadratic programs (QP) governing the response of 
the structure, it is convenient to combine the kinematic relation (6.4) with 
the normality flow rule (6.11) into one relation. This relation together 
with the equations of motion (6.1) and the yield conditions (6.9), (6.10), 
(6.13), can by summarised here as 
AT I + * q = AoJ X (6.61a) 
- A q + ¥y i*y + If i*r = 0 (6.61b) 
Iy"f I = X*y (6.61c) 
Ir"^  I + Y*r = X*r (6.61d) 
Y*r ) 0 , = 0 , ) 0 (6.61e) 
To show that this set of relations represents the Kuhn-Tucker problem (KTP) 
corresponding to two dual QPs, it is convenient to display this set in the 
following way so that the comparison with KTP (5.31) can be performed very 
readily, 
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M O O 
0 0 0 
0 0 0 
E 
q 
X*v 
M O O 
0 0 0 
0 0 0 
£ 
q 
'i*r-
= 0 
[ A - Iv - Br ] 
BF 
q 
X*y = 0 
' - -
TL 0 0 q Ao^ X 0 
0 0 0 - -Iv"^ X + -I*v + 0 = 0 
0 0 0 -Mr--" -I*r Y*. 
£ H 
0 = 0 q q I 0 
0 = 0 (0^ 0^ Y*rT) X*y. = 0 X*y I 0 
Y*r 0 X*r X*r } 0 
h V V 
(6.62) 
apparent from such a comparison that this structural problem is 
the same type as that of KTP (5.31), and therefore it is equivalent to the 
following two dual quadratic programs (QP). 
- 1 0 6 -
1. The primal QP is 
subject to: 
Kin z = qT g q 
2 
1 
0 
0 
0 
0 
0 
- -
q AT = Ao^ X 
Xafcy + -SyT X = -X*v 
X*n -I*. 
KL63) 
and to ) 0 
Vithin the class of all stresses and accelerations which are dynamically 
and plastically admissible (i.e which obey the equilibrium equations and 
yield conditions), the actual set minimises the functional z. 
2, The dual QP is 
Max w - - q""" M q + (X"*" Ao) q - x*v - r"*r x*r 
2 
subject to: 
A q + ly X*y + Ji- = 0 
and to X*r ) 0 (6.64) 
Vithin the class of all accelerations and plastic multiplier accelerations 
which are kinematically and direction admissible (i.e. which comply with 
compatibility and with outward normal rule for the set of planes not 
activated initially), the actual set maxmises the functional w. 
It can be seen that QP (6.64) is a specific formulation of the 
kinematic theorem presented in subsection (6.2.2), as is QP (6,63) of the 
dynamic theorem of subsection (6.2.3). 
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It should be mentioned that these two QP's were formulated directly for 
the first time by Capurso (1972a), and their numerical solution was 
discussed later by Cannarozzi and Laudiero (1976). 
6.2.6 Solution of the Impulsive Loading Problem 
It has been demonstrated in section (5.6) that any Kuhn-Tucker problem, 
which is equivalent to a linear or a quadratic program, can be arranged as 
a linear comple^tarity problem (LCP), Therefore KTF (6.64) can be put in the 
following form which is suitable for manipulation by the LCP algorithm 
presented in section (5.7) 
- H 0 0 0 q - Ao^ X 
- A 0 Iv I. 0 I 0 
0 Iv"" 0 0 0 = 
0 0 0 I X*r-
- - Y*. -
Y*r- ? 0 
• 
Y^*r X*r = 0 , X*r ^ 0 (6.65) 
In order to obtain the dynamic state variables (q, I, x*y, x*,-, Y*r), this 
LCP will be solved instead of QP (6.53) and QP (6.64). To start the solution 
procedure of LCP (6.65), the partitioning defined in subsection (3.2.4) must 
be carried out, identifying the activated yield surfaces, at time t = to. For 
this, the following two cases are distinguished. 
Case (a) 
The structure at time (t = to) is at rest when suddenly it is subjected 
to a finite loading vector X which can not be statically equilibrated by 
any admissible stress distribution X. Then 
- 1 0 8 
i * ( t o ) = 0 
* * , Iv = 0 
**>- ~ X * I X*n — % * , Y*I- = Y * 
Feeding these in (LCP) (6.65) gives 
(6.66) 
X - A - r 0 0 q - A o ^ X 
- A 0 1 0 I = 0 
0 r 0 I iLc 
Y * 
X * 
Y * > 0 Y*T X* = 0 X* > 0 (6.67) 
The solution of LCP (6.67) will provide a certain stress distribution which 
implies a certain mechanism. This initial mechanism will survive as long as 
the vector X remains constant (say during time interval At), then the 
plastic multiplier rates are 
x*(t) = X* At (6.69) 
and hence the activated yield surfaces now are known, and partitioning 
(6.61b-d) can be carried out very easily. Once the partitioning is done, LCP 
(6.65) can be solved for the next time increment, and the duration of this 
time increment is provided by LP (6.60). The procedure has to be carried on 
until the structure comes to rest. This can be defined from relation (6.58) 
as 
q(t) = qn + q.-.(t - tn) = 0 (6.70) 
and the time taken by the structure to come to rest can be calculated as 
tf = Z At (6.71) 
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en 
To find the dlsplacemjU q, equation (6,58) is integrated once more 
1 
q(t) = qr. + qr.(t - tn) + qm(t -tm)= (6.72) 
2 
Therefore, at the end of the nth time increment, the velocity and 
displacement vectors can be written as 
qn+i = q.-, + qr. Atr. (6,73a) 
1 
qn+l = qn + qn 6tn + (jn (Atrt)^  (6.73b) 
2 
and hence i = A qn+i , i = A q^+i (6.74a,b) 
Case <b) 
The structure is subjected to an initial impulse (I) or to a given 
velocity distribution qo. The former case can be reduced to the latter 
since, as the lumped mass distribution is known, it is possible to make the 
impulse acting on the influence area of a given mass equal to its momentum. 
Therefore, it is easy to obtain the initial velocity distribution qo for the 
structural masses. 
In order to initialise the procedure for solving (LCP) (6.65), the yield 
surfaces activated due to initial velocities qo must be defined. By virtue 
of the compatibility equations (6.3) the initial deformation rates kpo can 
be calculated. Let lo define a stress state correspoding to this deformation 
rates. The Drucker postulate given by relation (6,15) for a stable material 
requires that 
(lo - X)"^  ipo ^ 0 (6,75) 
for any stress state I, provided it lies inside the yield surface, i,e. it 
satisfies the following yield conditions. 
r I ( Lc (6,76) 
- 1 1 0 -
Relation (6.75) can be written as 
Zpo ( lo^ Z|30 (6.77) 
This relation means that the stress vector X will be the actual stress 
state corresponding to the given deformation rates (i^o = A q©) if it 
solves the following LP. 
Max w = r kf>o = (A qo)"^  I 
subject to r % ( I* (6.78) 
Dualising this LP, as explained in section (5.4), gives 
Kin z = X* 
subject to * X* = A qo 
X* ) 0 (6.79) 
Therefore, by solving LP (6.79), the plastic multiplier rates x*o are known 
and hence so are the activated yield sufaces. Thus the required partitioning 
can be performed to identify the activated yield surfaces as follows 
x*o = 
X*y > 0 
= 0 
and accordingly I and Lt can be partitioned likewise 
(6.80) 
I = [ ly : Ir ] (6.81a) 
= [ X T * y ; ] (6.81b) 
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Sow the procedure for solving LCP <6.65) can be started, since the initial 
conditions were provided by the solution of LP (6.79). 
To find the interval (At) during which the initial mechanism will 
survive, LP (6.60) must be solved. Consequently, the rate of the plastic 
multipliers can be established as 
— XakrO At (6.82a) 
Xj^ cyO t XjfcyO At (6.82b) 
After this period (At), one component at least of vector x*y will become 
negative. Hence vector x* would not respect the normality rule any more. 
Therefore the stress state must change, and because of equation (6.1) vector 
q(t) must change discontinuously. Thus a new mechanism is set up and the 
partitioning (6.80)-(6.81) must be updated accordingly. To iterate further, 
the argument used in case (a) is applicable. 
Example E6.1 
The simply supported beam shown in Fig.E6.1a is to be analysed for the 
effect of the impact load shown in Fig.E6.1b. The impact load is applied 
suddenly, at the quarter points of the span, at time t=0 and will be also 
removed suddenly at time t = t 
X ( t ) 
<n) 
Ik; 
(b) 
Fig.E6.1 
1 1 2 -
(D ® ® 
-yo ^ -»G 
iq, i . i 
& 
93 
m m m 
* " * # # 
I I 1 ^ 
'Ui fU2 fU3 
Fig.E6,2 
The beam has constant cross section and plastic moment capacities 
= Hp) throughout its span. Also its mass distribution is 
uniform, being m/L per unit length. It is assumed that the beam is initially 
at rest, and is discretised into four inextensible finite elements as shown 
in Fig.E6.2a. A set of three displacements (qi , qa, qs) is chosen to 
represent the independent kinematic degrees of freedom. The masses of the 
elements are lumped at node points as shown in Fig .EG .2b. The dynamic 
degrees of freedom (ui , usj, ua) coincide with (qi, qa, qs); i.e. 
u = I q 
where q = [ qi qz qs 3^  
U = [ Ui U2 Us 3"^  
I is (3x3) identity matrix. 
The mass matrix then is 
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M m m 
m 
Giving each of <qi, qa, qa) a value of unity in turn, and suppressing the 
others, yields the following three influence diagrams 
q,= u,= 
1 
—o-
Xa.= -1/L 
I k 
"2=1 J 
Fig .E6.3 Independent mechanisms 
Vith the aid of these three mechanisms, it is possible to establish the 
kinematic relations of the beam as 
X p = A q 
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where 
5 — Ao <J 
6 = I S^ ^2 ]T 
Zp = [ Xpl Xp2 Xp3 ]• 
A = 
2 - 1 
- 1 2 
0 - 1 
0 
- 1 
2 
Ao = 
0 
0 
It should be pointed out that critical sections (1, 2, 3) are assumed to 
be the location of potential plastic hinges. The plastic moment capacity 
vector X* of these sections can be expressed as 
I * = M p [ l l l 1 1 1 ]T 
The normality matrix can be found as 
I = [ I -I ] 
where I is (3x3) identity matrix. The nodal load vector can be calculated 
from the applied load vector X = t X X]^ as 
F = A o ^ X = C X 0 \ r 
where X = Xo = k Mp/L if T ) t > 0 
X = 0 if t ) T 
and 7 ) k ) 1 
Before using LCP (6.67) it will be very useful to introduce the following 
non-dimensional quantities. 
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I = I /Mp , q = (k m L/Mp) q , x * = (L= m/Mp) i * , Y* = Y*/Mp 
Feeding the above information into LCP (6.67), one obtains Table T6.0. 
«./ 
qi qz qa 
/ / < 
h Xz Xa X**' X.*: X*-' x^ -: xi-®l Y,*' Yi+: Y^' Y'.-'I RHS 
- 1 
• ] 
•2 1 
1 - 2 1 
1 - 2 
1-k 
I 0 
1 - k 
• I - -
I 0 
I 0 
I 0 
- 2 1 
1 - 2 1 
1 - 2 
- 1 
- 1 
1 I 
Table T6.0 Starting tableau 
The numerical algorithm outlined in section (5.7) will be demonstrated 
step by step by means of this example . 
Phase 1 
1. Pivot the unrestricted variables qi, Xj (i,j 
obtain Table T6.1. 
= 1,2,3) into the basis to 
1 1 6 -
../ »/ 
qt q* qa h Xz b x»* x»* x« X«" X*" Y.+: Y*+3 Y»-' Y*-2 Y.-3 
1 1 1-3/4 -1/2 -1/4 3/4 1/2 1/4 1 1 0 
1 1 1 -1/2 -1/2 1/2 1 1/21 1 0 
1 1 1 -1/4 -1/2 -3/4 1/4 1/2 3/41 1 0 
11 17/8 1 5/8 -7/8 -5/81 1 k 
1 1 1 1 3/2 1 -1 -3/2 -1 1 1 k 
1 115/8 1 7/8 -5/8 -7/81 1 k 
1 1 -7/8 -5/8 7/8 1 5/81 1 1 1-k 
1 1 -1 -3/2 -1 I 3/2 1 1 1 1 1-k 
1 1 -5/8 -7/8 5/8 1 7/81 1 1 1-k 
1 1 7/8 1 5/8 -7/8 -5/81 1 1 1+k 
1 1 1 3/2 1 -1 -3/2 -1 1 1 1 1+k 
1 1 5/8 
1 1 
1 7/8 -5/8 -1 -7/81 
1 
1 1 1+k 
1 
RHS 
Table T6.1 Unrestricted variables are in the basis 
2. After the six pivotting operations carried out in the preceding step, 
the constant (1-k) on the rhs may be negative (7 ) k ) 1). Hence the 
corresponding rows must be multiplied through by (-1). Consequently 
three artificial variables wt <i=l,2,3) must be inserted in these rows 
to replace the (j=l,2,3) variables which have now left the basis. 
3. Initialise the list IRBE which contains the indices of (j=l,2,3) 
together with the indices of their complements x*"^ J (J=l,2,3). Thereby, 
entry to the next basis is restricted to these variables, such 
variables are indicated by (i) on the following tables. 
Phase 2 
Phase 2 of the algorithm is required to minimize 
Z = Wl + W2 + Ws 
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The procedure for minimizing z is exactly identical to that of the 
simplex algorithm. It will therefore be started by subtracting all rows 
containing artificial variables from the the above expression for z. 
This results in the last row Table T6.2 - a row of cost coefficients. 
It is worth mentioning here that once the unrestricted variables are in 
basis they may not be removed. For this reason they are not shown on 
the following tables, although their presence is kept in mind. It should 
also be noted that the basic variables are indicated on the following 
tables by (©) 
I I I t I 
X**' X.-2 X*"® Y,+' Y,+: Y*+: Y.-' Y,-: Y,-3 1 «2 #3 -2 1 RHS 
-3/4 -1/2 -1/4 3/4 1/2 1/4 1 1 0 
-1/2 -1 -1/2 1/2 1 1/2 1 1 0 
-1/4 -1/2 -3/4 1/4 1/2 3/4 1 1 0 
7/8 1 5/8 -7/8 -1 -5/8 1 1 k 
1 3/2 1 -1 -3/2 -1 1 1 k 
5/8 1 7/8 -5/8 -1 -7/8 1 1 k 
7/8 1 5/8 -7/8 -1 -5/8 -1 11 1 k-1 
1 3/2 1 -1 -3/2 -1 -1 1 1 1 k-1 * 
5/8 1 7/8 -5/8 -1 -7/8 -1 1 1 1 k-1 
7/8 1 5/8 -7/8 -1 -5/8 1 1 1 k-1 
1 3/2 1 -1 -3/2 -1 1 1 i k-1 
5/8 1 7/8 -5/8 -1 -7/8 1 1 1 k-1 
-5/2 -7/2 -5/2 5/2 7/2 5/2 1 1 1 1 1 1 3-3k 
Table T6.2 Beginning of phase 2 
4. From among the updated cost coefficients associated with those 
variables having indices in IRBE, one has to select the minimum 
(negative) cost coefficient, and thereby the pivotting column (say the 
sth column). This column is indicated on the tables by ( * ). By taking 
- 1 1 8 -
5. 
the ratios of the rhs coefficients corresponding to the restricted 
variables (i.e. 7th to 12th coefficients) to the corresponding ones in 
the pivot column (if non-negative), one can select the pivot row as 
that corresponding to the smallest ratio. This row is indicated by (*) 
on the tables. The coefficient located by the intersection of the pivot 
row and column is termed the pivot element. Once this pivotting element 
is identified, the pivotting process can be carried out leading to the 
next tableau, Table T6.3. 
It should be pointed out here that once a variable has entered the 
basis, its index and its complement's index must be replaced in the 
list lEBE by the index of the variable which has just left the basis 
and the index of its complement. Ifo replacement should be carried out 
if the leaving variable is artificial 
1 / K 
x,-3 1 Y,+' Y,+: Y«+' Y,-' Y«-^  Y^ -3 1 #3 -z 1 RHS 
-5/12 1/12 5/12 -1/2 1 -1/3 1 1/3 1 (k-l)/3 
1/6 1/6 -1/6 -1/6 1 -2/3 1 2/3 1 2(k-l)/3 
]/12 -5/12 -1/12 5/121 -1/3 1 1/3 1 (k-l)/3 
5/24 -1/24 -5/24 1/241 2/3 1 -2/3 1 (k+2)/3 
1 1 1 -1 1 1 
-1/24 5/24 1/24 -5/24i 2/3 1 -2/3 1 (k+2)/3 
5/24 -1/24 -5/24 1/241 -1 2/3 1 1 -2/3 1 (k-l)/3 
2/3 1 2/3 -2/3 -1 -2/3 1 -2/3 1 2/3 1 2(k-l)/3 * 
-1/24 5/24 1/24 -5/241 2/3 -1 1 -2/3 1 1 (k-1)/3 
5/24 -1/24 -5/24 1/241 2/3 1 1 -2/3 1 (k+5)/3 
1 1 1 1 -1 1 2 
-1/24 5/24 1/24 -5/241 2/3 1 1 -2/3 1 (k+5)/3 
-1/16 -1/16 1/6 1/6 1 1 -4/3 1 1 7/3 1 1 2(l-k)/3 
* e 6 e 
Table T6.3 
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6. Steps (4,5) should be repeated until all cost coefficients are non-
negative and hence all artificial variables are non-basic. This will be 
demonstrated by the following tables 
I ; 
X**' %»*' X*"' x*"^ x»'® 
i 4 
Y,+' Y.+: Y*+: Y*-' Y,-: Y.'S «1 V2 V3 RHS 
5/8 1 
-1/4 
- 1 / 8 - 1 
-5/8 -1/2 
1/4 
1/8 1 /2 
-3/4 
- 1 / 2 
-1/4 
3/4 
1/2 
1/4 
I 3 ( H ) / 4 
I ( H ) / 2 
I (k-1)/4 
-5/16 -1 
1 / 1 6 1 
5/16 1/4 
-1/16 -1/4 
7/8 
1 
5/8 
-7/8 
- 1 
-5/8 
(k+7)/8 
I 1 
(3k+5)/8 
-5/16 -1 
3/2 1 
1/16 1 
-5/16 -1 
1/16 1/4 
- 1 
5/16 1/4 
-3/2 -1 
-1/16 -1/4 
5/16 1/4 
-1/16 -1/4 
7/8 
- 1 
5/8 
7/8 
1 
5/8 
-7/8 
1 
-5/8 
-7/8 
- 1 
-5/8 
5/2 
I (k-l)/8 t 
I k-1 
I 3(k-l)/8 
I (k+15)/8 
I 2 
I (3k+13)/8 
1/4 -1/4 1 -3/2 1 (l-k)/2 
Table T6.4 
- 1 2 0 -
X**' X**® x: - : xi"® Y»*' Y,+: Y,+= Y.-' Y,-: Y»-» 1 «, «2 «3 z 1 RHS 
S/14 2/7 -S/14 -2/7 -6/7 1 6/7 1 6(H)/7 
-3/7 -1/7 3/7 1/7 -4/7 1 4/7 1 4(k-l)/7 
-3/14 -4/7 3/14 4/7 -2/7 1 2/7 1 2(k-l)/7 
S/14 2/7 -5/14 -2/7 
1 
8/7 
1 -1 
1 -8/7 
1 1 
1 (8-k)/7 
2/7 3/7 -2/7 -3/7 5/7 1-5/7 1 (2k+5)/7 
-5/]4 -2/7 5/14 2/7 -8/7 1 1 8/7 -1 1 (k-l)/7 
1 8/7 5/7 -1 -8/7 -5/7 -8/7 1 8/7 1 8(k-l)/7 
2/7 3/7 -2/7 -3/7 5/7 
1 
-1 
1 
1-5/7 
1-1 
1 1 2(k-l)/7 i 
1 2 
S/14 2/7 -5/14 -2/7 8/7 1 1-8/7 1 (15-k)/7 
2/7 3/7 -2/7 -3/7 S/7 1 1-5/7 1 2(k+6)/7 
-2/7 -3/7 2/7 3/7 -5/7 1 1 12/7 1 1 1 2(l-k)/7 
e t 6 6 e 
Table T6.5 
6 e 6 
X**' x*** x ^ ' x : - : x*-3 Y»« YV® Y*" Y«-^  Yr= 1 «i «2 * 3 -z 1 RHS 
1/6 -1/6 -4/3 2/3 1 4/3 -2/3 1 2(k-l)/3 
-1/3 1/3 -1/3 -1/3 1 1/3 1/3 1 2(k-l)/3 
1/6 -1/6 2/3 -4/3 1-2/3 4/3 1 2(k-l)/3 
1/6 -1/6 
1 
2/3 2/3 
1 
1-1 
1-2/3 
1 
-2/3 
-1 
1 1 
1 (4-k)/3 
1 1 
-1/6 1/6 -2/3 1 -2/3 1 2/3 -1 2/3 1 (k-l)/3 
1 2/3 -1 -2/3 -7/3 5/3 1 7/3 -5/3 1 2(k-l)/3 
2/3 1 -2/3 -1 5/3 
1 
-7/3 
1 
1-5/3 
1 1 
7/3 1 2(k-1)/3 
1 2 
1/6 -1/6 2/3 2/3 1 
1 
1-2/3 
1 1 
-2/3 
-1 
1 (7-k)/3 
1 2 
1 1 1 I 1 1 0 
Table T6.6 Last table 
- 1 2 1 -
From Table T6.6, the following results can be established 
/ / 
Xi = Xa = 1 4 IT = Xa = Kp 
/ 4 - k 4 - k 
Xz ~ — ^ ^ Xz = 
3 3 
2 2 Mp 
qi - qz - qs - (k - 1) => qi = q^ = qs = (k - 1) 
3 3 mL 
x*--" = x*+= = = x*-= = 0 4 x*-i = %*+= = x*-= = %*-= = 0 
2 2 Mp 
= (k -1) 4 = (k -1) 
3 3 mL= 
Y*+i = Y*+:= = 0 4 Y*+' = Y*+= = 0 
Y*-i = Y*-= = 2 4 Y*-i = Y*-i = 2 Mp 
1 1 
Y*+= = <k - 1) 4 Y*+2 = (k - 1) Mp 
3 3 
1 1 
Y*-= = <7 - k) => Y*-= = (7 - k) Mp 
3 3 
To obtain the velocities and displacements, the accelerations must be 
integrated, bearing in mind that the structure has started from rest 
2 Mp 
qi = qz = qs = (k - 1) t 
3 mL 
1 Mp 
qi = qa = qa = (k - 1) t^ 
3 mL 
The plastic strains can be established either by integrating the 
acceleration^ of the plastic multipliers twice, and applying the normality 
rule relation or by applying the compatibility relation (6.2) since 
Xp = A q 
- 1 2 2 -
The mechanism corresponding to this stage of the solution is shown in 
Fig.E6.4. 
q,=q2=q •r "2-
Fig .E6.4 
It should be mentioned that the results obtained above are identical to 
those derived by Capurso (1972a) from a semi-graphical solution of QP 
(6.64) for this simple problem. 
This solution will remain valid within the time interval (? ) t > 0) 
during which the applied loads remain constant. 
Once the loading conditions have changed at time t = T, another 
solution has to be established. Therefore, as discussed previously, the 
plastic multipliers x * , plastic potentials Y* and the normality matrix J 
should be partitioned in accordance with the activated yield surfaces. From 
examining the accelerations of the plastic multipliers x * or the plastic 
potentials Y*, one can observe that the activated yield surfaces are (+1) 
and (+3). Hence the partitioning can be carried out as 
[ I v E. ] = 
0 
0 
1 
0 - 1 0 0 
1 0 - 1 0 
0 0 0 - 1 
: r"*r ] = Mp [ 1 1 : 1 1 1 1 ] 
Y*T = [ ] = [ Y*+1 Y*+= : Y*+= Y*-' Y*-= Y*-= ] 
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X*"^  = [ x*-i %* = x*"® ] 
where T*v = 0 , r * y i*y = 0 , x*v I 0 
Y*i- ^ 0 , Y ' *r X*r — 0 , X*r ) 0 
At t = T the applied loads will be removed suddenly, i.e. 
X = 0 when t ) T 
Feeding this information into LCP (6.65), and employing the pivotting 
algorithm of section (5.7), as done earlier in this example, one obtains the 
following results 
XI = Xz — Xs = Mp 
qi = qs = -p , qa = 0 
2p 
X**1 = X*+3 = - x*+= = -
L 
x*-i = x*-3 = x*-= = 0 
Kp 
where p = 
mL 
How the mechanism corresponding to the solution becomes as shown in 
Fig.E6.5. 
Ai =43 
q 
Fig .E6.5 
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The velocities and displacements can be established by integrating the 
accelerations once and twice respectively, bearing in mind that the initial 
values are those established in the preceding step. 
2 
q i = q 3 = ~ p t i + ( k - 1 ) p T 
3 
2 
q z = ( k - 1 ) p T 
3 
1 = 
1 2 1 
and q i = q s = ( k - 1) p + ( k - 1) p t ti - p t 
3 3 2 
1 2 
qz = ( k - 1) p T= + ( k - 1) p T ti 
3 3 
where ti = t - T 
Integrating the accelerations of the plastic multipliers, one obtains 
the plastic multiplier rates as 
2 p 2 p 
= - t i + < k - 1 ) T 
L 3 L 
2 p 
%*+= = ti 
L 
The solution will remain valid as long as 
%*+= ) 0 
) 0 
This latter inequality dictates the length of the time interval during 
which the solution is valid, i.e. 
2 p 2 p k - 1 
- T i + ( k - 1 ) 7 = 0 4 T l = T 
L 3 L 3 
Therefore, at time t = t + t i , the activated yield surface is (+2) and 
the corresponding mechanism is shown in Fig.E6,6; according to this the 
1 2 5 
partitioning process has to be updated, and hence, a new LCP has to be 
assembled and solved in order to obtain the new solution 
Xi — Xs — 
2 
3 
1 
qi = qs = 
X*-
X z — Mp. 
QA - - P 
3 
2 P 
3L 
= = x*"~® = 0 
Fig.E6.6 
Integrating the accelerations, one obtains the velocities and 
displacements as 
1 1 
Q I = Q S = - P T A + ( K - 1 ) P T 
3 3 
2 2 
Q^. = - P TFFI + ( K - 1 ) P T 
and 
1 1 1 
Q , = Q@ = ( K = - 1 ) P + <K - 1 ) P T T A - P T Z ^ 
6 3 6 
1 2 1 
QA = . ( K - 1 ) ( 2 K + 1 ) P + ( K - 1 ) P T T A P T : 
9 3 3 
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where tz = t - (r + n ) 
It is easily seen that, for 
t z = T z = <k - 1) T 
one obtains 
qi = qa = qa = 0 
Therefore, the beam comes to rest at time 
1 
t = T + T i + T z = (4k - 1) T 
3 
The displacements at this instant are 
k 
qi = qs = (k - 1) p 
3 
1 
qa = — <k - 1)(5k - 2) p 
9 
It should be mentioned that, due to the symmetry of the discrete model of 
the beam and symmetry of loading it is possible to solve half of it only. 
The displacements (qi, i=l,2,3) are plotted on Fig.E6.8 for the case in 
which k = 3 and t = 0.5 second, it should be remembered that the forgoing 
formulation and example are restricted to holonomic plasticity. 
///// 
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6.3 lESH FORJIDLATIOI - VAKIATIOFAL APPROACH 
The applicability of the mesh formulation to rigid plastic structures 
subjected to dynamic loading will be explored. Therefore the discussion 
presented in the preceding section will be repeated here by using the mesh 
discription instead of the nodal. 
6.3.1 Admissibility Conditions 
If frame structures are idealised and discretised in the way explained 
in chapter 2, then the static relations (2.8), incorporating the inertia 
forces (2.5), and the kinematic relations (2.15) will remain valid here. 
Further, the holonomic plasticity relations (3.34), (3.46) and Drucker 
relation (3.23) will hold here too. Therefore it will be useful to summarise 
these relations once more 
Statics: 
Kinematics: 
X = B P + Bd ^ + Bo X (6.83) 
0 
s = Bo^ Xp 
u Be,-" (6.84a,b,c) 
where the inertia forces are 
= - IH U (6.85) 
and the plasticity relations are exactly those (6.5)- (6.8) and (6.9)-(6.13). 
The kinematic relation (6.84) can be differentiated with respect to time to 
yield 
0 B^ " 
's = Bo"^  
u Bd^ 
0 B^ 
S = Bo"r 
u Bd^ 
_ _ _ 
(6.86a,b,c) (6.87a,b,c) 
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since matrices B, Bo, Bd are constant. These relations express the 
compatibility of the velocities f, u with the deformation rates Xp and the 
compatibility of the accelerations 6, ii with the accelerations of the plastic 
deformations Xp. 
Introducing relation (6.87c) into (6.85) and the result into (6.83) 
gives 
X ^ B p - M x p + B o X (6.88) 
where H = Bd n Bc^ (6.89) 
It should be mentioned that M is not only symmetric but also positive 
semi-definite. This can be shown by using the kinematic relation (6.87c) 
1 1 1 
E ^ Bd^ n Bd Xp = u"^  h u (6.90a) 
2 2 2 
1 
But m u > 0 (6.90b) 
2 
for all values of u since m is a positive definite mass matrix. Hence, by 
comparing (6.90a) and (6,90b), one obtains for all values of ^ 
1 
Xp"r K 'ip ^ 0 (6.90c) 
2 
This quadratic form dictates that M is at least positive semi-definite. 
It is said that X, p and Xp are dynamically admissible if they satisfy 
the equilibrium equations (6.88), Further it is said that Xp, Xp and Xp are 
kinematically admissible if they satisfy respectively the following 
kinematic relations 
BT Xp = 0 (6,91a) 
BT Xp = 0 (6.91b) 
BT Xp = 0 (6.91c) 
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In relation to the plasticity relations, it is said that I is 
plastically admissible if it satisfies the yield conditions expressed by 
relation (6.5) and (6.8), and I is kinematically admissible if it respects 
the normality rule. Likewise, Xp and Xp are plastically admissible if they 
obey the normality flow rule. 
It should be emphasized here that plasticity relations (6.5-13) and 
relations (6.14-19), together with the discussion which followed them, are 
quite general regardless of the method by which the structure is to be 
analysed. Therefore they can readily be used in this section. 
6^.2 The Kinematic Theorem: Mesh Formulation 
Let dip be an arbitrary but kinematically admissible infinitesmal or 
finite variation in the plastic deformation accelerations at time t, i.e. it 
satisfies relation (6.91c)). Multiplying (6.88) through by dzp yields 
dxp"^ * Xp + dxp"^  X - dZpT B p - dxp"^  Bo X = 0 (6.92a) 
The third term of this relation is equal to zero since dxp is kinematically 
admissible. Hence this relation can be reduced to 
dZpT K ip + dxp"^  I - difj Bo X = 0 (6.92b) 
Relation (6.92b) may be expressed as 
d.cc J = 0 (6.93) 
1 
where J = M x p + r x p - F ^ x ^ (6.94) 
2 
F = Bo X (6.95) 
and d.cc J is to be interpreted as the first variation of the function J as 
the acceleration vector of the plastic strain resultants Xp varies in 
accordance with the compatibility conditions (6.91c). 
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Equation <6.93) states a variational principle: of all kinematically 
admissible plastic strain resultant accelerations Xp, those which s^isfy the 
equilibrium equations (6.88) are distinguished by a stationary value of the 
functional J. This is an alternative form of Gauuss' principle of least 
constraint, see Aharoni (1972) or Lanczos (1966). Further it will be shown 
that the true Xp minimizes J. This may be expressed in the following 
theorem: of all kinematically admissible (^, X) the true (^°, X°) at each 
instant are those which minimize the functional J presented in relation 
(6.9<t) 
Proof: let 
1 
J'= = M Xp° + X°^ (6.96) 
2 
then it is necessary to prove that 
1 
J O _ J ^ ( ^ o - r % X S p J + ( J O T _ J T 
2 
- ( ^ ° - Xp) < 0 (6.97) 
where and 1° are the true variables. 
Xp and X are the kinematically admissible variables. 
1 1 
(ip°-^  K 'i. - ip-^  M ^ ) = (^°-r - 'ip"^ ) K ( ^ ° - "ip) 
2 2 
+ H (Xp° - ^ ) (6.98) 
Substituting this into (6.97) and arranging yields. 
1 
J O _ J = _ ( ^ O T _ ^ T ) g ( ^ O _ + ( J O T _ J - r 
2 
+ (X Xp° - F)^ (^° - ^ ) 
By remembering the equilibrium equations, this relation can be written as 
1 
JO _ J = (^OT - JI (^o - - (X - X°)T (6.99) 
2 
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The first term is non-positive since 1 is positive semi-difinite, and the 
second term is also non-positive because of relation (6.19). Therefore 
JO - J ( 0 or J° ( J 
By using this, theorem, one can establish the uniqueness of ip exactly in 
the same way used in section (6.2.4) to establish the uniqueness of q and 
Xp. For this, assume that at time t there are two complete solutions (x^*, 
I " ) and (ip**, r " ). Let the functionals J* and correspond to these 
solutions. From the theorem it follows that J" < J for any arbitrary 
kinematically admissible J including J*='. But by the same argument ( J 
for any arbitrary kinematically admissible J including J", thus 
j« -jt> = 0 
This expression may be expressed as 
1 
J . _ JT . ( ^ - - I P ' - ) T M ( I P - - I P T - ) 
2 
- ( I - - r ^ ) ^ Xp* = 0 (6.100a) 
since both terms in the centre are non-positive, then each of them must 
equal to zero. Hence 
1 
(Xp- - Xp")'^ K (Xp- - Xp") = 0 (6.100b) 
2 
and ( I - - r*)"^ Xp^ = 0 (6.100c) 
Since M is positive semi-definite, equation (6.100b) will be always 
satisfied if 
ip- = ip" (6.100d) 
The stress resultants I at points Xp = Xp = 0 remain undetermined. But if 
(Xp * 0) or (Xp = 0, Xp * 0 ) , then I is determined from the mechanism of 
flow. 
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6.3.3 The Dynamic Theorem: Mesh Formulation 
The preceding kinematic theorem can be dualised in a form of a dynamic 
theorem: of all dynamically and plastically admissible (I, P and , the 
true (X®, P° and Xp°) minimize the following functional 
1 
Z = Zp K ^ (6.101) 
2 
Proof: let 
1 
Z° = * Xp° (6.102) 
2 
then it is necessary to prove that 
1 1 
Z° - Z = M K iL ( 0 (6.103) 
2 2 
where Xp, are respectively a dynamically admissible and the true 
plastic strain resultant accelerations. 
Substituting (6,98) into (6.103) gives 
1 
Z° - Z = (Xp°-^  - K (ip° - Sp) + "ipOT H (Xp° - Xp) (6.104) 
2 
Since both and ^ are dynamically admissible, they satisfy the 
equilibrium equations (6.88) and hence 
1 (Xp"^  - Xp) = - (X° - X) + B (P° - P) (6.105) 
Substituting this into relation (6.104), and bearing in mind that Xp° Is 
kinematically admissible, i.e. Xp° satisfies (6.87a), one obtains 
1 
Z'^' - Z = - — (Xp° - Xp)"^  M ( ^ ° - Xp) - (Xo - X)-r (6.106) 
2 
The right hand side of this relation is identical to that of relation (6.99) 
which was proved to be non-positive. Therefore 
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z* - Z < 0 or Z° ( Z (6.107) 
and the theorem is proved. 
The uniqueness of Xp> can be established in a similar way to that used 
in section (6.2.4). For this, assume that at time t, there exist two sets of 
solutions (%*, P-, x^", ^ - ) and (P=, P=, ^i=) such that both satisfy 
the equilibrium equations (6.88), the kinematic relations (6.91) and the 
plastic constitutive relations (6.5-19). The diference of these two sets 
also satisfies the equilibrium equations and the kinematic relations, hence 
(I- - r=) + K (Xp- - ^ f ) - B (P* - P*) = 0 (6.108) 
and (ip- - Xp'=') = 0 (6.109) 
B"^  (Xp- - Xp'') = 0 (6 .110) 
Multiplying relation (6.108) through by (Xp" - Xp'=)'^ , and bearing in mind 
relation (6.109), one obtains 
(Xp- - Xp'=')'^  H (Xp" - Xp'^) = - (X- - X^)^ (Xp- - ip-^) (6.111) 
This relation is similar to relation (6.49), so by the same argument used to 
prove that relation (6.49) is equal to zero, one can arrive at 
(Xp" - Xp")'^ X (Xp" - Xp^) = 0 
This relation will always be satisfied if 
Xp* = Xp^ (6.112) 
since K is positive semi-definite. Therefore the rates of the plastic strain 
resultants Xp are uniquely defined. 
6.3.4 Quadratic Programming for Impulsively Loaded Rigid Plastic 
Structures 
It has been shown in subsection (6.2.1) that the use of a rigid plastic 
material and piecewise linearised yield sufaces lead to the definition of 
the development of the stress state as a sequence of constant stress 
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states in finite intervals of time. Further the vector of indeterminate 
forces P must obey this conclusion since P, physically, is a stress 
resultant vector at the release points. Therefore, if the applied load vector 
X is constant during these finite intervals of time, then the equilibrium 
equations (6.88) dictates that Xp is constant also during the same 
intervals. Consequently the development of kp may be considered as 
piecewise linear with time. Thus the plastic multiplier rates x*i- and at 
time t can be expressed exactly as in relation (6.59) 
X*y(t) = X*yn + (t " tm) (6.113a) 
i*r(t) = iLcr (t - t„) (6.113b) 
where x*y, x*r- are constant and defined as in the plasticity relations (6.9-
13). The time interval during which ip is constant is defined by the fact 
that the components of vector x* = [ x*y"^  ]'^  must be non-negative. 
Therefore the interval may be defined by LP (6.60). After this period, one 
component at least of vector x*y will become negative, so that vector x* 
would no longer respect the normality rule, and hence X must vary 
discontinuously. 
It can be seen from equations (6.87c) that the acceleration vector of 
the dynamic degrees of freedom u is constant in the time interval specified 
above. Thus the velocity vector u will vary linearly in the time interval. 
This confirms the result obtained in the preceding section. Therefore 
U(t) = Un + Un (t -t,-,) (6.114) 
In order to establish the quadratic programs (QP) governing the 
response of the structure, it is convenient to combine the normality rule 
equations (6.11) with both the equilibrium equations (6.88) and the 
conpatibility equations (6.87c). Joining these equations to the yield 
conditions (6.9), (6.10) and (6.13) one can summarise the governing 
relations as 
X = B P + B o X - I I y X*y - * (6.115) 
Ey X*y + BT * = 0 (6.116) 
lyT X = X*y (6.117) 
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I Y*i- — Zjkr (6.118) 
Y*,- ^ 0 , Y^*,. X*,. = 0 , X*,. ^  0 (6.119a,b,c) 
Substituting (6.115) into (6.117) and (6.118) and arranging, one can display 
the resulting equations in a form which can be compared with the Kuhn-
Tucker problem (KTP) (5.31) as follows 
Iv^ I Iv Iv^ M Ir 
1 Iv K Ir 
E 
X*v 
'i*r-
7 
K Iv Iv"^  I Ir 
Ir^ K Iv Ir^ M Ir 
Xafcy 
X*i-
V 
= 0 
- [ - BT ly - BT Ir ] 
BT 
X4cv 
'X*r 
V 
= 0 
Iv"^  1 Iv Iv^ 1 Ir X*v Iv"" Iv"" Bo X - X*y 0 
- P + + 
Ir^ I Iv Ir"^  I Ir b r Ir^ Ir"^  Bo X - X*r Y*r 
E y H X b h 
= 0 
0 
Y*r 
h 
= 0 
) 0 
(0"^  YT"*r) 
X*y 
"kxr-
V 
= 0 
X*,-
V 
S 0 
) 0 
(6 .120) 
It is apparent from the comparison shown above that this structural 
problem is of the same type as the KTP (5.31), and therefore it is 
equivalent to the following two dual QPs. 
- 136 -
1. The primal QP 
Min z = (x'^ *y x'^ *T-) 
2 
K Iv Iv"^  * Ir 
I.T X Fy 1 I, 
X*y 
iUcr 
Subject to 
m Hv 
I.T I Iv 
Iv"^  K Ir. 
M Ir 
X*y 
Z*r Ir 
Be X - X*y 
5t-^ Bo X - X*r-
and to 
X*r 
^ 0 
> 0 
(6 .121) 
Within the class of all indeterminate forces and plastic multiplier 
accelerations which are dynamically and plastically admissible, the actual 
set minimises the functional z. 
2. The dual QP 
Kax w = -
Subject to 
and to 
ly^ I ly lyT I Mr 
I Hy M Ir 
[ B^ ly B^ Ir- ] 
X*y 
"x*f 
X*y 
= 0 
I 0 
) 0 
X*y 
iT r 
ly^ Bo X - X*> 
Ir^ Bo X - %*r 
X*y 
X*r-
(6 .122) 
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Vithin the class of all plastic multiplier accelerations which are 
kinematically, plastically and direction admissible, the actual set 
maximises the functional w. 
It should be mentioned that these two QPs correspond repectively to QP 
(5.21) and QP (5.30). Further, they are related respectively to the dynamic 
and kinematic theorems discussed in the preceding two subsections. Also 
worth mentioning is that the matrix of the objective function can be proved 
to be positive semi-definite. To show this, consider 
1 1 
— x*"^  E X* = 'ifj M Xp <6.123a) 
2 2 
where 
E = 
I I v Iv"" 1 I r 
H Iv K Ir 
(6.123b) 
and = [ x^*y x'^ *r ] <6.123c) 
Introducing (6.90c) into (6.123a) gives 
1 
x*T E X* ) 0 (6.123d) 
2 
for all values of x*, hence E is at least positive semi-definite. 
It should be pointed out that, according to the duality theory of Cottle 
presented in section (5.5), a joint solution to QP (6.121) and QP (6.122) 
may not be the only solution, i.e. uniqueness of solution can not be 
guaranteed. But, if both QPs are feasible, then both have optimal solutions. 
This conclusion is not in conflict with the previously established result on 
the uniqueness of the solution in subsection (6.3.2), since the stress 
distribution X was proved to be uniquely determined if and only if the 
stress point lies on the boundary of the yield surface. Further, in the case 
of QPs (6.121,122) the indeterminate force vector P may be seen physically 
as part of the stress distribution which is not always uniquely determined; 
therefore this explains why QPs (6.121,122) do not always have unique 
solutions. Consequently, it can be observed that, if the structure is 
statically determinate (i.e. P = 0), then the joint solution for both QPs 
should be unique. 
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6.3.5 Solution of the Impulsive Loading Problem 
As demonstrated in section (5.6) that any Kuhn-Tucker problem (KTP), 
which is equivalent to two dual QPs, can be arranged in the form of an LCP. 
Hence KTP (6.120) can be organised in the following form which can be 
tackled readily by the LCP algorithm presented in section (5.7). 
0 
B 
B 
B^ Iv 
-lyT M Iv 
-I.-r B Ey 
B^ 
-Iv"^ H Ir 
-FrT K I n 
0 p 
0 X*v 
I X*r-
- Y*r-
X*y - ly""" Bo X 
I * . - I r ^ Bo X 
Y*r- > 0 X*r = 0 > 0 
(6.124) 
Therefore, instead of solving QP (6.121) and QP (6.122) to obtain the 
dynamic state variables, LCP (6.124) will be solved. 
As for the nodal case, partitioning (6,9-13) must be carried out to 
define which of the yield surfaces are activated at time t=to. For this, the 
following two cases are distinguished. 
Case (a) 
The structure is at rest at time (t=to) and suddenly is subjected to a 
finite load vector X which can not be statically equilibrated by any 
admissible stress distribution X, then 
i * o = 0 
X*r = X* 
Ir = I , Iv = 0 
X*T- = X* , Y*i- = Y* (6.125) 
Feeding this conclusion into (6.124) yields 
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0 BT I 0 
r B -r K I I 
p 
X* 
Y* 
- " t o 
X* - Bo X 
t o 
Y* > 0 Y*T i* = 0 X* ) 0 <6.126) 
The solution of this LCF will provide the initial indeterminate forces Po 
and the accelerations of the plastic multipliers x*o. If these are 
substituted into relation (6.88), then a stress distribution would be found 
and hence a corresponding mechanism. This initial mechanism will survive as 
long as the vector of external loads X remains constant (say during time 
interval At), thus the plastic multiplier rates are 
X * = X * A t (6.127a) 
Therefore, the activated yield surfaces now are known and partitioning (6.9-
13) can be done accordingly. Once the partitioning is done, LCP (6.12W has 
to be solved for the next time increment, and the length of this increment 
is provided by LP (6.60). This step has to be iterated until the structure 
comes to rest, namely until 
u ( t ) = U n + U n ( t - t r , ) = 0 
The time taken by the structure to come to rest is 
tf = E Ati 
(6.127b) 
(6 .126) 
For finding the mass displacement vector u at time t , equations (6.127b) 
must be integrated 
u ( t ) = U n + i l n ( t - t n ) + U o ( t " t n ) ^ 
2 
(6.129) 
where tin can be found by means of equations (6.87c) and equations (6.11) as 
U n — Xp>n — Bej"*" d y X]#cy) n Bd"*" (Mr X * r ) r (6.130) 
Therefore, at time tn+i (or at the end of the time increment), the velocity 
and the displacement vectors can be written as 
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"" U n l i n A t n ( G . l S l s ) 
1 
Un+1 = Un+ Un Atn + Un (Atn)^ (6.131b) 
2 
Case (b) 
The structure is subjected to initial impulse (I) or to a given velocity 
distribution iio. 
As was explained previously, the impulse I can be converted to initial 
velocities iio. To initialise the procedure for solving LCP (6.124), the yield 
surfaces activated due to the initial velocity vector iio must be identified. 
Let Xo and ij^ o define the stress state and the compatible plastic 
deformation rate corresponding to iio. The Drucker postulate given by 
relation <6.15) for a stable material may by recalled here 
do - lyr Zpo ) 0 (6.132) 
This is valid as long as vector I lies inside the yield surface, i.e. 
r % ( X* (6.133) 
Relation (6.132) can be written as 
57 ipo ( lo^ Xpo 
Substituting the equilibinium equations (6.83) into this yields 
i^o + Zpo + i^o ( lo"^  ipo 
Introducing the kinematic relations (6.86), one obtains 
X"^  ffo + iio ^ Xo"^  ipo 
Since X = 0, this becomes 
UoJ M Xf,o (6.134) 
Inroducing (6.83) into (6.133) gives 
[ r B r Bd ] (6.135) 
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From relations (6.134, 135), it can be observed that the true indeterminate 
force and Inertia force vectors solve the following linear program 
Kax w = [ QT uc,T ] 
Subject to 
[ r B r Bd ] < I* (6.136) 
Within the class of all indeterminate forces and inertia forces which are 
dynamically and plastically admissible, i.e. those which obey dynamic 
equilibrium and the yield conditions, the true set maximises LP (6.136). 
Dualising LP (6.136) as explained in section (5.4) gives 
Kin z = X*"^  z* 
subject to 
I 0 
i* = 
Bc^ I Uo 
X* ) 0 (6.137) 
Within the class of all plastic multiplier rates which are kinematically, 
plastically and direction admissible, i.e. those which satisfy compatibility 
conditions, normality of flow rule, and sign constraints, the actual set 
minimise LP (6.137). 
Therefore, by solving LP (6.137), the plastic multiplier rates x*o will 
be established, and hence the activated yield surfaces will be identified. 
Thus partitioning (6.9-13) can be done accordingly, so that the procedure 
for solving LCP (6.124) can be started and iterated until the structure 
comes to rest. 
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It should be emphasised again that the solution obtained for LCP 
(6.124) need not be unique. But, if the structure is statically determinate, 
the solution obtained is unique. To show this the following example is 
studied 
Example E6.2 
The simply supported beam analysed in Example E6.1 by the nodal 
formulation will be solved here by using the mesh fomulation under the same 
loading conditions. The discrete structural model and the lumped mass 
system shown, respectively, in Fig.E6.2a,b will remain suitable for use 
herein 
By applying a unit inertia force in turn at the mass points, one 
obtains the influence diagrams shown in Fig.E6.7. 
3L/4 
IA'i = 1 
L/2 U 4 
1 2 
AJ2=1 
I 
L/2 
(a) 
(b) 
<c) 
Fig.E6.7 Bending moment influence diagrams due to inertia forces 
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From these influence diagrams, Be can be established as 
Bcf = 
L 
4 
2 
4 
2 
Two more influence diagrams corresponding to the applied loads can be 
obtained by applying a unit load in turn at node (1) and node (3). These 
two diagrams are identical to those shown in Fig.E.6.7a,c respectively, 
hence 
Bo = 
L 
4 
Since the structure is statically determinate^then 
B = 0 and P = 0 
The same loading conditions, plastic moment capacities and mass matrix 
employed in example E6.1 will be used here. Further, critical sections 
(1,2,3) shown on Fig.E6.2a will be considered as potential plastic hinges, 
c 
Therfore X, a, V and Z* are the same as those established in example E6.1 
S = Bd a Bej^  = 
m L= 
16 
14 16 10 
16 24 16 
10 16 14 
It should be mentioned that H in this example is positive definite 
As initial conditions, assume the structure is at rest when it is 
suddenly subjected to the constant loads 
k Xc 
Xo — [ 1 1 ]' 
These loads will also be removed suddenly at time t = t. The velocities iio 
and displacements Uo of the masses are equal to zero at t = 0, hence it can 
be seen that 
ipo = 0 and i*o = 0 
- 144 -
and then 
X*y = 0 , l y = 0 4 
Normalising z* and 1* as 
m 
X*r — Z« , Ir- — M I I * r — H* 
X» 
16Mp 
x* Y * = T * 
Hp 
and feeding the above information into LCP <6.126), Table T6.7 will be 
obtained 
X**' x**= x.-' x;- x.- Y,+' Y*+: Y , * : Y* - ' Y«-^ Y*-3 RHS 
-14 -16 -10 14 16 10 1 1-k 
-16 -24 -16 16 24 16 1 l - k 
-10 -16 -14 10 16 14 1 1-k 
14 16 10 -14 -16 -10 1 1+k 
16 24 16 -16 -24 -16 1 1+k 
10 16 14 -10 -16 -14 1 1+k 
Table T6.7 Starting tableau 
By treating this table by the LCP algorithm presented in section (5.7) 
in the same way as done in example E6.1, the following set of tables are 
obtained. 
i I i i i 
x ;+ ' X«*3 X.-' x : - X*-3 1 Y , * ' Y*+: Y*+: Y . - ' Y , - : Y , " * 1 wz »3 - z 1 RHS 
14 16 10 -14 -16 -10 1 -1 1 1 1 k -1 
16 24 16 -16 -24 -16 1 -1 1 1 1 k -1 1 
10 16 14 -10 -16 -14 1 -1 1 1 1 k -1 
14 16 10 -14 -16 -10 1 1 1 1 k+1 
16 24 16 -16 -24 -16 1 1 1 1 k+1 
10 16 14 -10 -16 -14 1 1 1 1 k+1 
-40 -56 -40 40 56 40 1 1 1 1 1 1 1 - 3 ( k - l ) 
e e 
Table T6.8 
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x«* ' x*+* i i ; - ' x ; - : X*"® Y,+' Y ,+ : Y,+3 Y , - ' Y , - : Y.-3 1 • l t2 -2 RHS 
10/3 - 2 / 3 -10 /3 2/3 - 1 2/3 i 1 - 2 / 3 ( H ) / 3 
2/3 1 2/3 - 2 / 3 -1 -2 /3 -1 /24 1 1/24 ( k - l ) / 2 4 t 
- 2 / 3 10/3 2/3 -10/3 2/3 -1 1 - 2 / 3 1 ( k - l ) / 3 
10/3 - 2 / 3 -10 /3 2/3 2/3 1 1 - 2 / 3 (k+S)/3 
1 1 1 -1 2 
- 2 / 3 10/3 2/3 -10 /3 2/3 1 1 - 2 / 3 (k+5) /3 
- 8 / 3 - 8 / 3 8/3 8/3 1 -4/3 1 1 7/3 1 - 2 ( k - l ) / 3 
t e 
Table T6.9 
1 
X**' X**® 
1 
X**® X*-' Y^*' Y r ' Y ^ - : Y.-3 1 «1 »2 «3 z 1 RHS 
-S -4 5 4 - 1 7/8 1 - 7 / 8 1 ( k - l ) / 8 * 
1 3/2 1 - 1 - 3 / 2 -1 -1 /16 1/16 1 ( k - l ) / 1 6 
1 4 -1 -4 5/8 -1 1 - 5 / 8 1 1 3 ( k - l ) / 8 
5 -4 5 4 7/8 1 1 - 7 / 8 1 (k+15)/8 
1 1 1 - 1 1 2 
1 4 -1 -4 5/8 1 1 - 5 / 8 1 (3k+13)/8 
4 -4 1 - 3 / 2 1 1 5/2 1 1 - ( k - l ) / 2 
Table T6.10 
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i ^ 
x»*' x,'-= xr= I Y^' Yr' yV® »i »2 »3 -z I RHS 
-40/7 -32 /7 40/7 32/71 - 8 / 7 1 8/7 -1 1 ( k - 1 ) / 7 
1 8/7 5/7 -1 -8 /7 - 5 / 7 1 -1 /14 1/14 1 ( k - l ) / 1 4 
32/7 48/7 -32/7 -48/71 
1 
5/7 
1 
-1 
1 
- 5 / 7 
- 1 
1 1 2 ( k - ] ) / 7 
1 2 
40/7 32/7 -40/7 -32/71 8/7 1 - 8 / 7 1 (15 -k ) / 7 
32/7 48/7 -32 /7 -48/71 5/7 1 - 5 / 7 1 2(k+6) /7 
-32/7 -48 /7 32/7 48/71 - 5 / 7 1 12/7 1 1 1 - 2 ( k - 1 ) / 7 
e * 6 e e e 
Table T6.11 
e 0 
x*+' x«** X**3 x;-' x;- X*-® 1 Y>2 Y>3 Y*-' Y»-= Yr= «i »2 »3 -Z 1 RHS 
- 8 / 3 8/3 1 -2 /3 1 - 2 / 3 2/3 -1 2/3 1 ( k - 1 ) / 3 
1 2/3 -1 - 2 / 3 1 -7 /48 5/48 7/48 -5 /48 1 ( k - l ) / 2 4 
2/3 1 - 2 / 3 - 1 1 
1 
5/48 
1 
-7 /48 
I 
-5 /48 
-1 
7/48 1 ( k - U / 2 4 
1 2 
8/3 - 8 / 3 1 
1 
2/3 2/3 1 
1 1 
- 2 / 3 -2 /3 1 ( 7 - k ) / 3 
1 2 
1 1 1 1 1 1 0 
Table T6.12 Final table 
From table T6.12 the following can be established 
x*+i = x*+a = (k - l)/24 => 
X*' x*-= 
Y*--" 
= X* + 2 = 
= Y*" 
X*" 
0 
2 
4 
4 
4 
2 H= 
X*+1 = X*-* (k - 1) 
Y*+i 
Y*-T 
x*-= 
Y*+= 
Y*-= 
3 mL= 
= x*-= = 
0 
2 Mp 
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k - 1 
Y*+= = (k-l)/3 4 Y*+= = Hp 
7 - k 
Y*-= = (7-k)/3 4 Y*-= = 
The accelerations of the dynamic degrees of freedom u can be obtained from 
the plasticity relations (6.11) and the kinematic relations (6.87c>, and 
they can be integrated to yield the velocities and displacements of the 
masses. The solution can be carried on until the beam comes to rest as was 
done in example E6.1 
From comparing the nodal and mesh solutions of this example, it can be 
observed that the results are identical, although the row dimension of the 
tableau in the nodal solution is twice that for the mesh case. This is 
because of the presence of the unrestricted variables in the former 
approach. Moreover, these unrestricted variables had to be pivoted into the 
basis at the beginning of each time intrval. This also makes the nodal 
approach more consuming of computation time. Therefore it is easy to 
conclude that in such a case the mesh formulation is far more economic 
than the nodal one. 
///// 
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6 .4 lODAL FOBKDLATIOI - VECTOEIAL APPEOACT 
It has to be admitted that the nodal and mesh variational formulations, 
presented in the two preceding sections, are not easy to implement, and 
even for step-function loads the solution process is very extensive. This is 
mainly because of the need for: (a) partitioning the plastic multiplier 
rates x*, the plastic potential vector Y* and the normality matrix F 
according to which yield surfaces have been activated; (b) re-assembling 
the tableau of the related LCP whenever the activation of the yield surfaces 
has changed. Such difficulties are further compounded when more general 
loading functions are introduced. Moreover, the decision-making required in 
the analysis will be even more complex if one is to use an irreversible 
(non-holonomic) perfectly plastic material which in most cases gives a more 
realistic representation. 
Figure <6.1) shows the non-holonomic behaviour of the structural 
material at the critical section i assuming that yield is governed by a 
single stress resultant X (say the bending moment). 
• L 
- Xi 
-I + L 
L 
Fig 6.1 Koment-plastic strain resultant relation for 
a non—holonomic perfectly plastic material 
Therefore it would be reasonable to use a numerical integration technique 
for solving the governing relations so that complex loading conditions and 
non-holonomic plastic material can readily be accommodated. 
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6.4.1 Holancnlc FarMulatlon 
The static and kinematic relations (6.1) and (6.2) can be employed here 
in order to derive the required formulation for holonomic perfectly plastic 
structures 
A'r I + M q = Ao"^  X (6.138) 
H = kcJ m Ad (6.139) 
Xp = A q (6.140) 
The mass matrix K is assumed positive definite, otherwise the distributed 
mass model (see chapter 9) should be used instead. 
Plasticity relations (3.21) or (3.33) may be written in total variable 
form to represent the holonomic plastic material as follows 
Y* = - I + I* (6.141) 
Xp = 1 X* (6. 142) 
and Y* > 0 , x* = 0 , x* ) 0 (6.143) 
Using Hewmark's numerical integration method (Appendix A) to express the 
accelerations qn+i at time tn+i in terms of the displacements qn+i , one 
obtains 
q,n+i = ao qn+i - ao q^ - ai qr> - (az - 1) q^ (6.144) 
Equations (6.138) expressed at time tn+i and combined with (6.144) gives 
A^ In-fi + ao M qr,-f-i = H [ ao qm + ai q,-, + (a^ - 1) qn ] 
+ Ao^ i (6.145) 
Writing relations (6.140-143) at time tr.+ i , and combining (6.140) with 
(6.142), one obtains 
A qi-i-t-i — I x*n-n — 0 (6.146) 
X n - f l + Y * n - t-1 — X * ( 6 . 1 4 7 ) 
Y * n - n ^ 0 , Y^ *n-i-i x*n-n — 0 , x * n - i - i ^ 0 (6. 148) 
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Relations (6.145-148) can be organised into the following LCP 
ao K 
k 
0 
AT 0 0 
0 1 0 
r 0 I 
q 
I 
X* 
Y * 
- Fn+I 
0 
J* 
Y , r > 0 I ' *n+ 1 X*rn 
^n+1 
= 0 X * n - t - 1 ^ 0 (6.149) 
where hi = Ao"^  Xn+1 + It [ ao q,-. + ai qr. + (az - 1) q^ ] 
Solution Steps 
Assume that at time t = tr, the solution is known, i.e. qr., qr., q^, In, 
x * n , Xf»n and Y * n are known. Given the applied loads Xn+i at time tn+i , it 
is required to establish approximate values for these variables at this 
instant. 
1. Calculate the effective load vector from 
Fn-i-1 = Ao^ Xn+i + M [ ao qn + ai qr, + (az - 1) q,-, ] 
2. Solve LCP (6.149) to obtain. 
q n - M , Xn- t - l , X * n - » - l , Y * n - f - 1 
3. Calculate the plastic strain resultants from 
Xpn+1 — M X*n-+-1 
4. Calculate the velocity vector q^+i from equation (A.23) as 
q,-,+ i = as (qn-M - qn) - a* qn - as qn 
5. Calculate the acceleration vector q^+i, either from (A.22) as 
qr,+ i = ao (qr,+ i - qr.) - ai qn - (az - 1) ijn , 
or from the equilibriun equation (6.138) as 
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qri-t-l = M ^ (Ao"*" Xn-4-1 ~ A"*" I n + 1 ) 
The latter procedure is preferable since it imposes equilibrium at each 
time station, and hence the out-of-balance forces are eliminated. 
6. Put n=n+l and return to step (1) to establish the solution at the next 
time station. 
6 .4 .2 l o n - H o l c m t n i c Formulat ion 
For non-holonomic, perfectly plastic structures, one should employ the 
governing relations in their incremental forms; i.e. the static relations 
(2.29), kinematic relations (2.25) and plasticity relations (3.21) should be 
used and combined with the inertia forces expressed by relation (2.5). 
Therefore, a set of relations similar to those of (6.138-143) can be 
obtained 
AJ Al + * Aq = Ao"^  AX ( 6 . 1 5 0 ) 
- A Aq + I Ax* = 0 (6.151) 
+ r" AI = (6.152) 
Y*n-n ) 0 , I' *n-n Az* = 0 , Ax* ) 0 (6.153) 
where ¥*„ = I * - T I r . ( 6 . 1 5 4 ) 
1 is a positive definite mass matrix given by ( 6 . 1 3 9 ) . 
The increment of the acceleration vector Aq can be established from 
(6.144) as 
Aq = ao Aq - ai qn - az qn (6.155) 
Introducing this into (6.150) and arranging the result with relations 
(6.151-153), one obtains 
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P P — r 
- ao I - AT 0 0 Aq - AF 
- A 0 1 0 Al = 0 
0 r 0 I AX* Y*n 
Y*n+ 1 
Y*n-«-1^0 . YT*n+, Ax* = 0 , Ax* 0 (6.156) 
where AF = Ao^ AX + K (ai qn + az qn) (6.157) 
Solution Steps 
Let (qn, q.-., qn, In, x*,n, Xpn and Y*n) be a known solution at time t=tn. 
The applied load vector Xn+i is known at time tn+i and the solution at this 
time station is therefore required. 
1. Calculate AF from (6.157) as 
AF = Ao^ AX + H (ai qn + aa qn) 
2. Solve LCP (6.156) to establish Aq, AX, AX* and Y*n+i. 
3. Calculate the plastic strain resultants as 
A X p — M A x * 4 X p n - # - 1 ^ X p n t A X p 
4. Calculate the stress resultants 
In-*-1 — In t AI 
5. Calculate the kinematic degrees of freedom qn+i and the velocities qn+i 
from 
qn-n = qn + Aq 
qn+i = as Aq - a^ qn - as qn 
6. Establish the acceleration vector qn+i, either from relation (6.155) as 
q„+i = ao Aq - ai qn - (az - 1) qn , 
or from the equilibrium equation in total variables as 
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qn-i-1 — M ^ (Ao^ Xn+1 - A"*" In-t-1 ) 
This latter procedure may yield better accuracy since the equilibrium 
equations are imposed at each time station. 
7. Put n=n+l and return to step 1 to calculate for the next time 
increment. 
To demonstrate this numerical soution the following two examples are 
studied. 
Example B6.3 
The simply supported beam investigated in examples (E6.1, E6.2) will be 
solved here by the preceding numerical procedure under the same loading 
program and initial conditions, but the material behaviour will be assumed 
non-holonomic. Further, the duration of impact will be taken as t=0.5 second 
and a value of 3 will be chosen for the parameter k 
The Hewmark average acceleration numerical integration method, with 
time increment At=0.005 second, is used to obtain the desired accuracy. 
Although the displacements are almost identical to those obtained in 
example E6.1 ( the error is less than 2%, see Fig.E6.8 ), the resulting 
stress distribution is quite different. This is because the material used 
here is non-holonomic. As just mentioned, the displacements differ slightly 
from those obtained in example E6.1 because the accelerations qo at t=0 can 
not be determined from the equilibrium equations since the stress 
resultants X are not necessarily all zero at this instant, In this case, 
either the first step of the variational approach (subsection 6.2.5) can be 
employed to determined the initial accelerations, stress resultants and 
plastic strain resultants, and then the numerical solution of (6.156) may be 
started. Alternatively, the numerical solution may be started at t = - A t 
where all the dynamic state variables are zero at this time station; then 
the first loading increment can be applied and the incremental procedure 
may then be continued. If this approach is to be chosen, then a smaller 
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time increment is needed to get a comparable accurcy with the former 
approach. 
It should be mentioned that, if the variational approach is used to 
start the solution, and if the applied loads at t=0 are constant over a 
certain period t, then a combination of of both approaches is very useful, 
the variational scheme being adopted from t=0 to t=t and the present 
approach after t= t . 
In the results plotted on Fig.E6.8, only the present procedure is used. 
This explains why the time increment used to obtain the desired accuracy is 
very small. 
///// 
Example E6.4 
The two story shear frame, discussed in example E4.1, will be analy ,sed 
under the same loading conditions ( Fig.E4.1b) but considering the 
structural material as non-holonomic and rigid perfectly plastic. The 
structural model and hence the kinematic mechanisms of Fig.E4.2 are still 
valid here, and the kinematic matrices A, Ao, and the lumped mass matrix 
m established in example E4.1 will again be employed. 
From the compatibility relations established in example E4.1 between x 
and q it can be seen that 
AXpi = - 6Xp2 = 6qz/L 
AXps = - AXpA = (Aqz - Aqi)/L 
Therefore the compatibility conditions can be reduced to 
where 
AXp2 Aqi 
= A 
AXps Aqz 
0 -1/L 
A = 
1/L 1/L 
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A known property of rigid plastic shear frames is 
All = - AXa and aXa = -
Introducing this into the following equilibrium equation 
0 
-1/L 
0 
1/L 
•1/L 
1/L 
1/L 
-1/L 
one obtains 
iJ 
AXi 
AXz 
AXs 
AXd. 
2AXa 
ZAXs 
= Ao"^ AX - H Aq 
— Ao^ AX — M Aq 
It should be mentioned that the above condensing operation on A to 
obtain A was carried out because A contains two linear dependencies among 
its rows. These dependencies lead to zero rows in the LCP tableaus during 
pivotting the unrestricted variables. Therefore these redundant rows should 
be eliminated before assembling the LCP, as done above. On the other hand, 
this condensation has an advantage in reducing the size of the LCP to be 
solved. 
The flow rule containing the normality matrix I can be established as 
Ax**2 
A%*+= 
AX*-2 
Ax*-® 
To make the yield conditions consistent with the above condensation, 
the stress resultants and plastic potentials s^uld be multiplied by two as 
follows. 
AXp2 1 0 -1 0 
AXps 0 1 0 -1 
2T*+= 
2Y*+= 
2Y*-= 
2Y*-= 
2AX2 
2AX3 
n+1 
2Y*"= 
2Y*+= 
2Y*-= 
2Y*-= 
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Therefore the initial plastic potentials and stress resultants must be 
multiplied by two. Further, their computed values should be divided by two 
in order to obtain the correct results. 
The Hewmark average acceleration numerical integration method, with 
At=0.0125, is used to obtain the desired accuracy. The computed qi and qz 
are represented in Fig.E7.10 by a single curve since they coincide. 
///// 
6.5 MESH FOfiinJLATIOI-VBCTORIAL AFFSOACH 
Attention will be now turned to establishing an alternative formulation 
depending on the mesh description of statics and kinematics presented in 
chapter 2. 
For non-holonomic, perfectly plastic structures, one should employ the 
governing relations in their incremental form; i.e. the static relations 
( 2 . 1 0 ) , kinematic relations (2 .17) and plasticity relations (3 .21) should be 
used and combined with the inertia forces expressed by relation ( 2 . 5 ) . For 
convenience, the required relations will be summarised here as 
Statics: 
A l = B ^ + Bd + Bo AX ( 6 . 1 5 8 ) 
Kinematics: 
AXp = 0 ( 6 . 1 5 9 ) 
Bd^ AXp = All ( 6 . 1 6 0 ) 
Plasticity relations: 
A%p = 1 ( 6 . 1 6 1 ) 
= Y*n - AX ( 6 . 1 6 2 ) 
Y«n = X* - r I r . ( 6 . 1 6 3 ) 
y*r,+ i > 0 , AX* = 0 , AX* > 0 (6 . 164) 
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Inertia forces: 
A/1 = - Aii <6. 165) 
The above notations are those introduced in chapters 2 and 3. 
Introducing (6.161) into (6.159, 160) and (6.158) into (6.162), and 
combining the results with relations (6.164), yields the following compact 
formulation 
0 0 BT I 0 AP 0 
0 0 Ba^ I 0 A;j AU 
r B r Be 0 I Ax* T*n - X' Bo AX 
1 
1 ^ 0 1 I ' 1 
Ax* = 0 Ax* ) 0 
(6.166) 
6.5.1 luaerical Solution 
LCP (6.166) can not be solved on its own since Au appearing on the 
right hand side is unknown; thus it has to be solved in conjunction with 
relation (6.165). For this, Fewmark's numerical integration method will be 
employed to express Au as 
Au = ao AU - ai Ur, - az Ur, 
Combining this with relation (6.165), one obtains 
ai az 
AU = - (ao m)^^ A|1 + Un + Un 
(6.167) 
(6.168) 
ao ao 
Introducing this into (6.166) yields 
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0 0 EF * 0 
0 <ao •)-' BcjT I 0 
r B r Ba 0 I 
AP 
am 
A Z » 
T * n - f - 1 
( a i Un + 8 2 Urn) 
So 
T * n - r " Bo AX 
Y * n - » - 1 ^ 0 T^*n+1 Ax* = 0 Ax* > 0 
(6.169) 
Although this LCP is now a suitable basis for the numerical solution, 
it will be computationally advantageous to reduce its size by eliminating 
the inertia force vector A>i in terms of Ax*. This will lead to the following 
LCP 
0 BTT I 0 AP 0 
A X * = 
r B -ao 1 I I Y * n + 1 AF 
Y * n - t - 1 ^ 0 , Y ' * n + 1 A x * = 0 Ax* > 0 
(6.170) 
where K = Bd s Bc^ 
a F = Y * n - r Bo AX - r Bd • ( a i Ur> + a a i i n ) 
(6.171) 
(6.172) 
Solution steps 
Let (Pn, |i,n, Xr>, x*r., x^an, Y*m, u,-,, Un and Un) be a known solution at 
time t = t r > . The applied load vector Xn+i is known at time t m + i and hence the 
solution at this time station is required. 
1. Calculate AF from (6.172) 
2. Solve LCP (6.170) to establish AP, Ax* and Y*n+i 
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3. Calculate the Inertia forces from 
Ap = - ao * I Ax* + * <ai Un + a@ Bn) 
4. Calculate the plastic strain resultants as 
AXp = F Ax* 4 Xf>r>+1 = X p n + 
5. Calculate the stress resultants from 
A X = B A P + BCIA/I + B O A X 
% m + 1 = Xr> + A X 
6. Calculate the displacements, velocities and accelerations of the 
structural masses as 
A U = B d ^ A X p 4 U n + i = U r . + A U 
Un+1 = aa Au - a* iin - as Un 
Un+I = or frOffi U r>+1 = B o A U - S i U n " ( B z - 1) U r , 
7. Put n = n + 1 and return to step (1) to calculate for the next time 
station. 
To demonstrate this numerical solution, the simply supported beam 
investigated in examples (E6.1, 2, 3) is studied here under the same loading 
program and initial conditions. The material behaviour is assumed to be 
non-holonomic. Further, the duration of impact is taken as t = 0.5 sec and 
a value of 3 is chosen for the parameter k. 
ffewmark's average acceleration numerical integration method, with At = 
0.005 sec, is used. The results are identical to those obtained in example 
E6.3. 
- 1 6 0 -
I 
i-» 
O) 
cr 
X 
c r 
At q^  % TYPE OF PLASTICnY 
CLOSED FORAI 
t t ime 
Flg.E6.8 
CHAPTER 7 
DYHAMIC ANALYSIS OF ELASTO-PLASTIC STRUCTUEES 
7.1 nrTRODUCTIOI 
In many dynamic loading cases, such as earthquake excitations and 
wind loads, the elastic strains are significant in comparison with the 
total strain magnitudes. Therefore an elasto-plastic model will be adapted 
in this chapter in idealizing the structural material such that the total 
strain resultants will be considered as the sum of elastic and plastic 
parts. The plastic phase of the material behaviour will be assumed to be 
non-holonomic and perfectly plastic, and a piecewise linearised yield 
surface will be used to approximate the true yield surface. Further, the 
development of plasticity is confined to the critical sections: in other 
words, plastic hinges may develop at the critical sections only. 
Structural elements will be assumed inextensible and their masses 
will be lumped at their ends. The displacements will be assumed so small 
that the initial configuration of the structure will be used in writing 
the static and kinematic relations. Therefore, the static and kinematic 
relations presented in chapter 2 for both nodal and mesh descriptions 
will remain valid herein. 
7.2 lODAL STIFFIESS FORKULATIOI 
The nodal description of statics (2.29) and of kinematics (2.25) will 
be augmented by the elastic and plastic constitutive relations so that 
compact governing relations will be obtained. It seems therefore desirable 
to summarise the static, kinematic and constitutive relations as follows 
Statics: 
A"^  AX + AD^ A>I = AO^ AX <7.1) 
1 6 2 -
Kinematics: 
Ax A 
Atf = Ao 
Au Ad 
Aq 
(7.2a) 
(7.2b) 
(7.2c) 
Constitutive relations: the strain resultants may be split into elastic 
and plastic parts as follows 
Ax = Axe + AXp (7.3) 
Relations (3.10) may be used here in incremental form as an elastic 
stiffness relation 
Al = k Axe (7.4) 
As non-holonomic plasticity relations, (3.21) or (3.33) may be recalled 
AXp, = I Ax* (7.5) 
Y * = X * - r " I (7.6) 
) 0 , Y*"^  Ax* = 0 , Ax* > 0 (7.7a,b,c) 
It should be mentioned that the above notations are exactly those 
originally used in chapter 2 and 3. Further, the governing relations may 
be obtained, as in chapter 4, either by use of Hamilton's principle or on 
a vectorial basis by using d'Alembert's principle. 
7.2.1 Governing Formulation by Hamilton's Principle 
This principle is normally employed to avoid establishing the 
governing equations on a vectorial basis, so that it utilizes scalar 
energy quantities in a variational form instead. This principle, as 
expressed mathematically in subsection (4.1.1), will be recalled as 
/ t n + 1 AT dt ; t r T + 1 f t n + 1 
a V d t + j 
AV dt = 0 (7.8) 
t n t n t r 
where T is the total kinetic energy of the system 
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V is the potential energy of the system, representing the elastic 
strain energy of the structure 
V is the work done by the forces acting on the system 
A indicates variation taken during the indicated time interval. 
In the derivation of the governing equations by this principle total 
variables will be used. Once the equations are established, they will be 
converted to an incremental form suitable for non-holonomic elasto-
plastic analysis. 
The contribution of the kinetic energy into relation (7.8) is exactly 
equal to that given by relation (4.7), i.e. 
ftn+1 ftn-^-1 ^ 
J AT dt = - J Aq-^ [ — ^ (M q ) ] dt (7.9) 
tn tr. l)t 
where 1 = n Ad 
The potential energy is equal to the elastic energy, and can be 
expressed as 
1 
V = Xe"^ X (7.10) 
2 
where xe is the elastic strain resultants 
X is the end force vector (independent stress resultants). 
Feeding the elastic constitutive relation (3.10) into (7.10) yields 
1 
V = xe"^  k xe (7.11) 
2 
where k is the unassembled stiffness matrix. 
Considering relations (7.2a), (7.3) and (7,5) in total variables and 
combining them yields 
XE = A q - H X* (7.12) 
Substituting this into (7.11), one obtains 
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1 1 
V = ( A T k A ) q - ( r k A ) q + C T " k I ) x * 
2 2 
<7.13) 
The variation of V can be found as 
AV = AqT (AT k A q - AT k I X * ) + Ax*t ( * ? k * x * - k A q) 
(7.14) 
The work of the internal forces is the work done by he end forces X 
over the plastic strain resultants Xp. This work is equal to the negative 
product of X and Xp, i.e. 
V i n t = - XT Xp (7.15) 
By comparing this relation with (3.19) or (3.31), it can be seen that 
ViTTt, = - D = - X*T X* (7.16) 
where D is the plastic energy dissipation. 
The work of the externally applied loads X over the displacements S can 
be established as in relations (4.13,14), i.e. 
V.*t = fT X = qT (^T X) (7.17) 
Therefore the total work done by the forces acting on the structure is 
V = + Vint = qT (AqT X) - X*T X* (7.18) 
The variation of V can be established as 
AV = AqT (AoT X) - Ax*T X* (7.19) 
Substituting (7.9), (7.14) and (7,19) into (7.8), and considering H 
constant with time, yields 
; t)i+1 
A q T [ M q + A T k 
A q - A T k * X* - A o T X ] dt + 
t 
't Jtn-H 1 
AX*T [ I T k ¥ x * - I T k A q + X * ] d t = 0 (7.20) 
t r , 
It can be established, by the aid of structural compatibility, elastic and 
plastic relations, that 
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T* = I* + r " k I x * - r ^ k A q 
Substituting this into (7.20) gives 
rt, 
t 
t^n-f- 1 
't 
(7.21) 
/ t n + 1 
AqT [ K '4 + AT k A q _ k J ^ _ j^T X ] dt + 
tr 
i: 
Ax*"^  Y * dt = 0 
The second integral always equals zero, because of relations <7.7a,b,c). 
Therefore the first integral must equal zero, and hence 
I q + A " r k A q - A ^ k I x * = A o ' ^ X (7.22) 
since Aq is arbitrary variation of q. 
From the above derivation it can be seen that the governing relations 
are (7.22), (7.21) and (7.7). These will be collected together to form the 
following DIFFERENTIAL linear complementarity problem (DLCP) 
X * 
Y * ) 0 
A 7 k A A T k * 
r k A - F T k a 
q 0 - A o T X 
+ = 
X * Y * X* 
Y*T X* = 0 X* ) 0 
(7.23) 
As mentioned earlier, formulation (7.23) was derived in total 
variables; therefore it will be useful if holonomic plasticity is adopted. 
An incremental form of (7.23) is required if non-holonomic plasticity is 
allowed for. This can be achieved simply by substituting the variables by 
their increments, since all matrices involved are constant 
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Aq 
Ax* 
-A"^  k A AT k * 
r k A -IF k * 
Aq 0 ~&oT AX 
+ = 
AX* Y * n - l - 1 
_ 
y * r n - 1 ^ 0 A X * = 0 A X * ) 0 
where A<J — q r r t - 1 — ( J n i 
A X * — X * v T + - 1 — X * i - i 
A X = Xn-t-1 ~ X n 
Y * n — X * — 11 ' X n 
Aq — qn+1 qn 
, A x * = X * n + 1 - X * r 
(7.24) 
(7.25a,b) 
(7.25c,d) 
(7.25e) 
(7.25f) 
It should be noted that no use was made of the static relation (7.1); the 
only relations employed are the kinematics and the elastic and plastic 
constitutive laws. The imposition of Hamilton's principle ensures the 
satisfaction of the static relation (7.1). 
7.2.2 Governing Formulation by d'Alembert's Principle 
Formulation (7.24) will be derived directly here by combining the 
static and kinematic relations (7.1,2) directly through the constitutive 
relations (7.3-7). 
The accelerations of the dynamic degrees of freedom can be 
established by differentiating (7.2c) with respect to time 
Au = Ad Aq (7.26) 
Substituting this into (2.5) and the result Into (7.1) gives 
A7 Al + a Aq = Ao^ AX (7.27) 
where S = m Ad (7.28) 
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Combining relations (7.2a) and (7.3), one obtains 
AXe = A Aq - AXp (7.29) 
Substituting (7.5) into this and the result into (7.4) yields 
AX = k A Aq - k 1 Ax* (7.30) 
Relation (7.6) can be written in incremental form as 
— Y*n ~ B' AX (7.31a) 
where Y*r, = X* - X,-, (7.31b) 
Feeding (7.30) into (7.27) and (7.31a) and arranging, one produces 
Aq 
A%* 
- A ^ k A A T k * 
r k A - r ^ k I 
~ 
Aq 0 -Ao^ AX 
+ = 
AX* Y*n+ 1 Y*n 
^ 0 YT*n+1 Ax* = 0 Ax* ) 0 
(7.32) 
which is identical to formulation (7.24). 
7.2.3 Ckindensing the Governing Formulation 
As explained in subsection (4.1.3), the mass matrix M might not be 
positive definite because of the presence of some slave kinematic degrees 
of freedom which have no influence on the movement of the lumped point 
masses of the structure. Therefore, to obtain a positive definite mass 
matrix, the static and kinematic relations (2.31,30) will be employed as 
in subsection (4.1.3) in an incremental form so that the slave KDFs can 
be eliminated. For convenience the necessary relations will be recalled 
here. 
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Kinematics: 
Ax = A„ Aqm + A . Aq. (7.33) 
Au = Adm Aqm (7.34) 
(7.34) twice with respect to time, one establishes the 
increments of the accelerations of the dynamic degrees of freedom in 
terms of the accelerations of the KDFs as 
Aii = Adm Aqm (7.35) 
Statics: 
A«,"r AX - A^dm A/i = A^om AX (7.36) 
AX = A^o. AX (7.37) 
Introducing (7.35) into (2.5) and the result into (7.36), one gets 
n Adm Aqm + Am"^  AX = A^ o^m AX (7.38) 
Combining relations (7.33) and (7.3) yields 
AXE = An, Aqm + Am Aq. - AZp (7.39) 
Substituting (7.5) into this and the result into (7.4) gives 
AX = k Am Aqm + k A . Aq. - k I Ax* (7.40) 
Substituting (7.40) into (7.37,38) and (7.31a) and introducing the 
notations (4.38) one obtains 
1 * Aqm + kmm Aqm " Am^ k I AX* = A^ O^m AX " km. Aq. (7.41) 
k . . Aq. — A^o. AX ~ kmm Aqm A."*" k W Ax* (7.42) 
and r k Am Aqm + k A. Aq. - r k f Ax* + Y*,-,-^  = Y*,-. (7.43) 
Solving (7.42) for Aq. gives 
(7.44) 
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Substituting (7.44) into (7.41) and (7.43) and appending relation (7.7) to 
the result, the following DLCP emerges. 
-K* 0 Aqm 
+ 
0 0 Ax* 
_ 
-K* A*T k I 
IT k A * S I 
Aqm 
+ 
0 -Ao*^ AX 
Ax* 1 
Y*n- i -1 ) 0 AX* = 0 Ax* ) 0 
where — kmwn km« 
A* = Am - k..-i k.m 
A o * ~ Aom A o * kmm kmm 
S = k - k A . k._-' A ."^ k 
¥ * r i — Y * n — J ' k Am k m « ^ K^Om A X 
(7.45) 
(7.46a) 
(7.46b) 
(7.46c) 
(7.46d) 
(7.46e) 
7.2.4 lunerical Solution Procedures 
It is important to note that formulations (7.32) and (7.45) are 
similar in form, hence their solution procedures must be also similar. The 
former is chosen to be solved for the purpose of demonstration; the 
latter can be solved in a similar way. The numerical solution will be 
founded on one of the direct integration methods presented in appendix A. 
In this solution, one normally assumes the dynamic state variables are 
known up to time tn, and approximate values for these variables are 
required at time t n + i . As shown in appendix A, Newmark's method is more 
flexible and easier to implement, and it yields better accuracy at peak 
values since it does not suffer from any artific^l damping. Moreover, it 
is unconditionally stable in the linear case where, as will be shown 
later, a good part of the response will be linearly elastic. For all these 
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reasons this method will be employed so that the accelerations may be 
approximated by means of relation (A .22) which can be written as 
Aq - ao Aq - ai q,-, - az q, (7.47) 
where Aq, Aq are, respectively, the increments of the kinematic degrees 
of freedom and of the accelerations. 
qn, qr> are respectively the velocity and acceleration vectors at 
time t,-,. 
ao, ai , as are numerical integration coefficients given by 
relations (A .24). 
Introducing (7.47) into (7.32) and arranging yields 
-I A^ k 1 0 Aq - A F n - t - 1 
Ax* = 
r k A - r k 1 I y * n - + - 1 Y * r > 
T^*r,+ 1 Ax* = 0 Ax* ) 0 
where 
(7.48) 
K = A"^  k A + ao l (7.49a) 
AFm+i = Ao^ AXn+i + H (ai q,-, + az q^) (7.49b) 
To proceed further in the solution, there are several ways - some of them 
are purely incremental and some others are iterative. An example of each 
of them will be presented hereafter. 
I. The Self-Correcting Procedure 
It is called self-correcting because it takes into account the out-of-
balance forces inherited from the preceding time increment. These forces 
are normally produced by the fact that the equilibrium equations (the 
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first set of equations of DLCP (7.32)) are not entirely satisfied by the 
solution resulting from solving LCP (7.48). This is because relation 
(7.47) is an approximate estimate for Aq. 
The out-of-balance forces can be calculated from the equilibrium 
equations (7.27) as 
= Ao"^  Xr. - * q,-, - A^ In (7.50) 
In order to obtain better accuracy, these forces must be applied on the 
structure as if they were external loads, i.e. AFn+i becomes 
AFn-t-1 = Ao^ (Xn-t-i - Xn) + H (ai q^ + az q,-,) + Ao"*" Xn - K qn - A"*" 
Rearranging, one obtains 
AFn-n = Ao^ Xn+ 'i - A"^  Xn + M [ a I qn + (as; - 1) qn 3 (7,51) 
Steps of the self-correcting procedure: 
1. Establish A^ k A, AJ k * , I T k F, X = A^^ n Ld, and hence the 
effective stiffness matrix K = A"*" k A + ao K can be computed. 
2. Assume the initial conditions qn, qn, qn, Xen, Xpn, %n, x*n and Y*n 
are known. 
3. Calculate AFn+1 from (7.51). 
4. Solve LCP (7.48) to obtain Aq, Ax* and Y*n+i. 
5. Calculate the accelerations from relation (A.22), the velocities from 
relation (A.23) and the displacement at time tn+i as 
qn+1 = ao Aq - ai qn - (az - 1) qn 
qn-n = as Aq - a^ qn - as qn 
qn+i = qn + Aq 
6. Establish the plastic strain, elastic strain and stress resultants as 
follows 
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AZp - F Ax* => Xpn+ I = Zpn + AXp, 
A X e = a A q - A X p =) X E n + i = X E r ) + A x e 
X n - t - l — k X E , - , + 1 
7. Calculate the dynamic degrees of freedom, if necessary, as 
Un- t - l = a<j 
8. Put n = n + 1 and return to step 2 to calculate for the next time 
increment. 
II. Iterative Procedure 
In general, the cost considerations might necessitate the employment 
of large time steps, and in such a case the errors resulting from 
approximating the equilibrium equations may not be negligible, and their 
accumulation can lead to gross errors or instability of the solution. 
Moreover, the analyst does not know a priori whether the time step chosen 
is small or large. Therefore, iteration in the solution of the DLCPs is 
desirable at all time steps in order to satisfy equilibrium and yield 
conditions to an acceptable degree of tolerance. For all these reasons the 
following iterative scheme is proposed for solving DLCP (7.32). 
Steps of iterative procedure: 
1. Establish a"^  k a, k i, k ¥, II = ad^ n ac, and hence the 
effective stiffness matrix K = a""" k A + ao K 
2. Assume the initial conditions qn, q,-,, q,-,, xe,-,, X p , - , , Xn, x*n and Y*,-, 
are known. 
3. Calculate AF,-,-m from (7.51) and set the error force Fr® to Fr° = 0. 
4. Solve the following LCP 
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- - 1 -
- X AT k 1 0 Aq -AFn+i - Fr^ 
AX* 
r k A - r k I I Y*n^ 1 Y*r* 
Y*n+1 ^ 0 T^*r,+ i Ax* = 0 ) 0 
(7.52) 
to obtain Aq^, Ax*^ and Y^*n+i 
5. Calculate the following iterates 
= ao Aq^ - ai qn - (az ~ 1) q.-, 
q^ = a@ Aq^ - a* q^ - as qn 
q^ = q,T + Aq^ 
AXp^ = 1 Ax*^ 
AXe^ = A Aq^ - AXp^ 
Al^ = k AXe* 
I* = Im + AI* 
6. Calculate the out-of-balance forces from 
F^.rr = Ao^ Xn+1 " A"*" " H q^ 
and update Fr as 
F r l + 1 = Fn" + F ^ . r r 
7. Return to step 4 to iterate if the following convergence criterion is 
not satisfied 
Aq^^ F*err i € Aq*^ (Ao^ Xi-1+1 A^ In X qn) 
e = 0.001 is recommended 
(7.53) 
Otherwise put 
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qr^ +1 - , qr.+i = q^ , qr>+i = q^ 
Xpn-*-1 "" Xpri AXp ^  
XED-M = XEO + AXE^ 
In+1 = 
8. Put n = n + 1 and return to step 2 to solve for the next time step. 
It should be pointed out that the convergence criterion presented in 
step 7 provides some indication that the displacements and forces are 
near their equilibrium values, since the amount of work done by the out-
of-balance forces on the displacement increments is compared with the 
internal energy increment. This criterion was first recommended by Bathe 
and Cimento (1980) since it gives some control on both displacements and 
forces. Further, an iterative scheme similar to the one presented above 
was first proposed for solving non-linear differential equations by 
Belytschko and Schoeberle <1975). However, the author's experience is 
that, if the time increment is chosen small enough to trace the 
development of plastic hinges in the structure, one iteration is 
sufficient to yield the desired accuracy. In such a case, the iterative 
scheme is reduced to the self-correcting procedure. 
It should also be pointed out that at the beginning of the loading 
program (i.e. at time t = 0) if the initial conditions qo, qo are given, 
one should establish the accelerations qo from the equilibrium equations 
as 
qo = K" (Ao"^  X* - AJ k A qo) (7.54) 
This relation necessitates that K be invertable. 
It is worth mentioning that the size of LCP (7.48) can be reduced by 
eliminating the unrestricted variables Aq by solving the first set of 
equations of (7.48) for Aq as 
Aq = K~'' (AFn-fi - AT k F Ax*) (7.55) 
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Introducing this into the second set of equations of <7.48) yields the 
following LCP 
- r (k + k A A^ k ) I Ax* + Y*n-t-1 — Y*n - k A K - ' AFn+1 
Y*n-t-1 ) 0 , Y^*n+1 AX* = 0 , Ax* ) 0 
(7.56) 
Experience has shown that solving LCP (7.56) instead of LCP (7.48) is 
more cost effective with respect to computer time. The same steps used in 
the preceding numerical schemes may be used for solving LCP (7.56). LCP 
(7.48), however, has been given special emphasis since it represents the 
typical form of LCP resulting from the nodal elasto-plastic analysis, as 
will be shown in later chapters, for both small and large displacement 
dynamic analysis. 
7 . 3 lODAL FLEXIBILITY FOIMULATIOI 
An alternative nodal formulation depending on the elastic flexibility 
constitutive relation can be established by employing the static and 
kinematic relations (7.1,2) and the plasticity relations (7.3) and (7.5-7) 
together with the elastic flexibility relation (3.5) which can be written 
in incremental form as 
Axe = f AI <7.57) 
It can be seen that relations <7.26-29) are also valid here. Therefore 
combining relation (7.57) and (7.5) with <7.29) one obtains 
f AX + I Ax* - A Aq = 0 <7.58) 
Hence the governing relations <7.27), (7.31a), (7.7) and (7.58) can be 
arranged in a form of a differential linear complementarity problem as 
follows 
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X 0 0 Aq 0 -iT 0 Aq 0 -Ao""" AX 
0 0 0 AX + -A i T AX + 0 = 0 
0 0 0 A ^ 0 r 0 Ax* Y*n+ 1 Y*r. 
Y*n+1 ) 0 Ax* = 0 Ax* ) 0 
(7.59) 
where = %* - FT I, (7.60) 
This formulation can be solved by the same numerical procedures used in 
the preceding section to solve DLCP (7.32). If the mass matrix M is not 
positive definite, an alternative formulation with a positive definite 
mass matrix can be derived, depending on the static and kinematic 
relations presented in subsection (2.4.4). 
7.4 KESH FLEXIBILITY FOEKULATIOI 
A different kind of formulation to those presented previously in this 
chapter will be derived here. This formulation will depend on the mesh 
description of statics (2.10) and kinematics (2.17) presented in section 
(2.3). These relations can be recalled here as 
statics; 
kinematics: 
A l = B AP + Bd A|l + Bo AX (7.61) 
0 B^ (a) 
AS - Bo^ AX (b) 
AU Bd^ (c) 
(7.62) 
As an elastic constitutive relation (3.5) will be used in an incremental 
form as 
- 177 -
AXe = f A% (7.63) 
The nQn-holonomic plasticity relations (3.21) or (3.33) can be also 
employed here as 
Y*n-t- 1 ) 0 
AXp = 1 A x * 
= Y*n - r AX 
Y*n - Xjk - I n 
I % ' *n-i-1 Ax* — 0 Ax* ) 0 
(7.64) 
( 7 . 6 5 ) 
(7.66) 
(7.67) 
The strain resultants can be divided into elastic and plastic parts as 
done in the preceding sections 
A x = AXE + AXP (7.68) 
Feeding relations (7.63) and (7.64) into (7.68), and the result into 
(7.62a,c) one obtains 
I F f A% + BF * AX* = 0 
Au = f AX + I Ax* 
Cr.69) 
(7.70) 
Substituting (7.61) into (7.69), (7.70) and (7.65), and appending relation 
(7,67) to the results yields 
BT f B BT f Be B^ I 0 AP 
p 
- B^ f Bo AX (a) 
BUT f B f Bd Bd^ I 0 A/i = Au - Bd"r f Bo AX (b) 
r B r Bd 0 I Ax* Y*n - Bo AX (c) 
- - Y*n+ 1 - -
Y*n+ 1 ) 0 +1 Ax* = 0 • Ax* ) 0 (d) 
(7.71) 
It should be noted that the linear complementarity problem (7.71) is 
not immediately solvable since the increments of the dynamic degrees of 
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freedom 6u appearing on the right hand side are unknown. To help in 
eliminating this difficulty , the inertia force relation (2.5) must be 
employed 
Au = Um+1 - On = - A>i (7.72) 
7.4.1 lunerical Solution Procedures 
There may be several ways for solving LCP (7.71) numerically, but all 
of them will depend on the fact that the solution is known up to time tn 
and an approximate solution is required at time t,-,+ i . As in the nodal 
formulation, some of the ways are purely incremental and others are 
iterative. 
L A Purely Incremental Procedure 
As in the nodal formulation, Fewmark's numerical integration method 
is chosen to approximate Aii as 
Au = ao Au - ai u,-, - az iin (7.73) 
Substituting this into (7.72) and solving for Au yields 
ai az 
Au = - (ao m)-i A/i + Un + iJn (7.74) 
ao ao 
By introducing this into (7.71) one can obtain 
BT f B B-^  f Bd B^ I 0 AP Fi 
Bd^ f B Bd^ f B* + (ao n)"^  Bd^ I 0 A>1 = Fa 
r B r Bd 0 I Ax* Fa 
- T*n-»- 1 -
Y*r,+ 1 > 0 Y^*n+1 Ax* = 0 1 Ax* ) c 
(7.75) 
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w h e r e F i = - B"^ f B o AX 
ai as; 
F z = - Bd^ f Bo AX + Un + Uo 
So ao 
Fa = Y*i-i — Bo AX 
Ifow the steps of the numerical procedure can be outlined as follows 
1. Establish the matrices involved in the tableau of LCP (7.75), bearing 
in mind that inverting n is trivial since it is a diagonal matrix. 
2. Assume that the solution is known at time tr,, i.e. P,-,, /i,-,, Xn, xeo, 
Xpn, Y*n, Un, Un and Ur. are known. 
3. Solve LCP (7.75) to establish AP, A/i, Ax* and Y*n+i . 
4. Calculate the stress and strain resultants as 
AL = B AP + Bd AFI + Bo AX =) XN+I = XR, + AL (7.76a,b) 
AXE = f AX 4 XEN-F-I = XER, + AXE (7.77a,b) 
AXp = I Ax * => Xpn+i = Xpr, + AXp (7.78a,b) 
Ax = AXE + AXp 4 XN+1 = XN + Ax (7.79a,b) 
5. Calculate the displacements, accelerations and velocities as 
AU = Bd^ AX 4 Un+I = Un + Au 
iin+i = ao Au - ai iin - (az - 1) Un 
or Un+1 = Un - A^ 
Un+ i = a s Au - a ^ Un - as iin 
6. Put n = n + 1 and return to step 3 to solve for next time increment. 
II. Iterative Procedure 
Again, Sewmark's numerical integration scheme will be used, but in 
diffferent way to that used above. If the average acceleration method is 
1 8 0 -
to be used (a - 0.25, Y - 0.5), then relations (A.20, 21) can be written 
as 
A t 
Un-^l = Un + (Um + Un+l) (7.80) 
( A t ) = 
Un+1 = Un + At iln + (Uv. + Un+l) (7.81) 
Relation (7.81) can be written as 
( A t ) 2 
Au = At u.-, + (ii,-. + un+i) (7.82) 
Steps of Iterative Procedure; 
1. Establish the matrices involved in the tableau of LCP (7,71), 
2. Assume that Pn, , Xr>, Xcn, xpn, Xsfctn, Y*i-i, Un I Un and Un are known, 
3. Estimate an approximate value for Au as 
( A t ) = 
Au° = At iin + Un (7.83) 
4 
4. Substitute Au into LCP (7.71) and solve it to obtain AP*, Ap^, Ax*^ 
and Y^*n+i. 
5. Calculate an approximate value for the accelerations Un+i by applying 
relation (7.72) as 
U^ - Un - AfJl^ 
6. Calculate a better approximation for Au from (7.82) as 
( A t ) = 
Au^ = A t Un + (Un + U * ) 
4 
7. Put i = i +1 and go back to step 4 to iterate if the following 
convergence criterion is not satisfied 
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I Au^ - Aui-1 M e I A u M (7.64) 
where e Is a convergence tolerance; e = 0.001 is recommended. 
Otherwise calculate 
Un+l = Un + Au* , iin+l = ii* 
A t 
i l n + l = U n + ( U n + U m + 1 ) 
2 
Pn+1 = Pn + AP^ , fln+1 = /In + A}1^  
1 = B PriH-1 + Bd 1 + Bo Xn-r 1 
XErn- I = f Xn-f-1 
A X P , = 1 A X * ^ 4 X P N + L = X P N + A X P 
8. Put n = n + 1 and return to step 2 to calculate for the next time 
station. 
This iterative approach may be more accurate for large time 
incerements. However it requires more computer effort since a minimum of 
two iterations is necessary to obtain the desired accuracy, and therefore 
a minimum of two LCPs must be solved in each time increment. To conclude, 
reasonable, if not accurate, results are always guaranteed by the 
iterative procedure: careful consideration of the magnitude of the time 
increment is necessary to secure reasonable results by the incremental 
procedure. 
7.5 K5SH STIFFIESS FOHHULATIOI 
A different formulation to that derived in the preceding section will 
now be established. The same static, kinematic and plasticity relations 
used in section (7,4) will be employed here, but the elastic constitutive 
relation will be in stiffness form. Therefore, relations (7.61), (7.62) and 
(7,64-68) remain valid. The elastic stiffness relation (3.10) will be 
employed in incremental form as 
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Al = k AXe (7.85) 
By differentiating the kinematic relation (7,62c) with respect to time, 
one obtains 
u = X (7.86a) 
u = X or Aii = Bd"^  Ax (7.86b,c) 
Substituting relation (7.86c) Into the Inertia force relation (2.5), and 
the result into (7.61), one gets 
AI = B AP - M Ax + Bo AX (7.87) 
where M = Ba m Ba^ (7.88) 
Feeding (7.87) into (7.85) and (7.65) yields 
B AP - k AXH - 1 AX = - BO AX (7.89) 
and R" B AP - M Ax + i = Y*,-, - Bo AX (7.90) 
To eliminate Ax in terms of Ax, Fewmark's numerical integration scheme 
will be used, i.e. with the aid of relation (A.22) one can approximate Ax 
as 
Ax = ao Ax - ai Xn - az x,-, (7.91) 
Substituting this into (7.89) and (7.90), and bearing in mind relations 
(7.86,88), one obtains 
B AF - k AXE - ao M AX = - BO AX - BD n (ai UN + az (i,-,) (7.92) 
and 
B AP - ao H Ax + = Y*„ - Bo AX 
- Bd B (ai iir, + as u,-,) (7.93) 
Substituting (7.64) into (7.68) and the result into (7.62a), (7.92) and 
(7.93), and appending (7.67) to the results, the following LCP is 
established. 
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_ 
r 1 
— — 
- k - aoK B - aoM M 0 AXE Fi 
B-r 0 BT^  I 0 AP = 0 
- a o r H r B - aoM^ IC I I AX* FA 
- - Y*n-*-1 -
Y * n + 1 ^ 0 
' 
I ' *n-t-1 Ax* = 0 , Ax* ) 0 
(7.94) 
where FT = - BO AX - BD N (ai U,-, + az Un) (7.95a) 
Fz = Y*,-, - Bo AX - Bd n (ai iin + a^ un) (7.95b) 
The size of LCP (7.94) can be reduced by eliminating the unrestricted 
variables (AXE, AP) . 
The steps of the numerical procedure are similar to those presented 
in procedure (I) of the preceding section. For convenience they will be 
summarised briefly as follows 
1. Establish the matrices involved in the tableau of LCP (7.94). 
2. Assume that the solution is known at time t r . ; i.e. P N , X.-., X E N , X P , - . , 
Y*n, Un, Un and u,T are known. 
3. Establish FI and FZ from (7.95). 
4. Solve LCP (7.94) to establish AP, Axe, Ax*, . 
5. Calculate 
Pn+I = Pn + AP , XEn-F I = XE.-. + AXE 
and hence Xn+i = k XEn+i 
6. Calculate 
AXp = S Ax* 4 Xpr,+ 1 = Xpn +Ax;p 
7. Calculate the displacements, velocities and accelerations 
Au — B d ^ (AXE t A X P ) 4 Un-t-1 — Un + Au 
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iin-t-i - Bo A u - ai i l n — (az: - 1 ) Un 
iin-t-i = a s Au - a* Un - a s iin 
8. Put n = n + 1 and return to step 3 to calculate for the next time 
step. 
7 .6 TIIIQUEFESS OF SOLUTIOl 
The uniqueness of the elasto-plastic solution can be established in 
the same way as that used to prove the uniqueness of the solution in the 
rigid plastic case. For this, the nodal description only will be used in 
total variables, although the same results can be established by using 
the mesh description. Assume that, at time t > tn, there exist two sets of 
solutions corresponding to the applied loads X(t). These two sets may be 
denoted by <q", q-, q", I-, Xe", Xp", Xe», Xp") and (qb\ q^, q*', 
Xp", xe", Xp'^ ). Since these two solutions satisfy the equilibrium 
equations and compatibility conditions, then their difference must also 
satisfy equilibrium and compatibility relations, i.e. 
(I- - r=) + K (q- - q'=) = 0 (7.96) 
and (XE* - XE^) + (XP* - XP^) = A (q" - q^) (7.97a) 
(xe* - Xe'') + (Xp" - Xp'^ ) = A (q* - q'=') (7.97b) 
By applying the principle of virtual velocities on (7.96), the following 
expression can be obtained 
(q- - q'')'^  H (q- - q"") + (X- - X^ )"^  A (q" - q*) = 0 (7.98) 
Introducing (7.97b) into (7.98) yields 
(q- - qb)t K (q» - qi^) + (%- - X*')"^  (xe* - Xe*®) = 
- (X- - f)'^ (Xp- - Xp«=) (7.99) 
The stability criterion for a plastic material advises that relation 
(6.17) can be written as 
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( I - - r=>)-r <xp- - ) 0 (7.100) 
The elastic strain energy stored in the structure because of the 
difference between the two solutions can be written as 
V - (X* - 1?=')"'" (xe" - ZE**) 
2 
(7.101) 
If relation (7.4) is used as an elastic constitutive relation, then one 
can write 
( I - - X^) = k (xe" - XE*') (7.102) 
Substituting (7.102) into (7.101) yields 
V = (xe" - XE^)^ k (xe" - xe") (7.103a) 
It should noted that 
V ) 0 (7.103b) 
since k is positive definite. 
Differentiating (7.103a) with respect to time gives 
dV 
dt 
= (XE" - XE^)"^ k (XE" - XE") 
Substituting (7.102) into this one obtains 
dV 
= (X- - X^)"^ (Xe- - XE*:) 
dt 
(7.104) 
(7.105) 
The first term on the left hand side of relation (7.99) can be written as 
(q- - q»)T X (q- - q»=) = 
dt 
(EE) (7.106a) 
where KE = (q" - q")^ M (q- - q'^ ) 
2 
KE ^ 0 
(7.106b) 
(7.106c) 
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since H is at least positive semi-definite. 
Introducing (7.100), (7.105) and (7.106a) into (7,99) yields 
d 
[ KE + V ] = - (I- - r-)T (xp- - Xpi^ ) ( 0 (7.107) 
dt 
This relation indicates that the quantity (KE + V) is non-increasing with 
time, i.e. if t ) t,-,, then 
KE(t) + V(t) < KE(tn) + V(t,0 (7.108) 
It is clear from (7.103b) and (7.106c) that 
KE(t) + V(t) > 0 (7.109) 
For all values of t. 
But when t = tn both sets of solutions must be equal, i.e. 
q"r. = q'^ n , X"r. = and X"Er, = X^En 
and hence 
KE(tvn) + V(tn) = 0 (7.110) 
Introducing this into (7.108), one obtains 
KE(t) + V(t) < 0 (7.111) 
Comparing (7.109) and (7.111), one establishes that 
KE(t) + V(t) = 0 (7.112) 
It was shown by relations (7.103b), (7,106c) that each of the two terms 
on the left hand side is non-negative, therefore 
1 
KE(t) = (q- - q"")"^  K (q" - q") = 0 (7.113) 
2 
1 
V(t) = (X- - 1^ )"^  (xe- - xe^) = 0 (7.114) 
2 
These two relations will be always satisfied if and only if 
q"(t) = q'=(t) (7.115a) 
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x - ( t ) = % b ( t ) 
XE"<t) = XE^Ct) 
for all t )tn, and consequently 
q"<t) = q^(t) 
Z E * ( t ) = X E * = ( t ) 
<7.115b) 
(7.115c) 
(7.115d> 
(7.115e) 
By substituting (7.115c,d) and (7.115a,e) into (7.97a) and (7.97b) 
respectively, it will be seen that 
XP*(t) = XP'='(t) 
Xp" (t) = Xp''(t) 
It follows, therefore, that the solution must be unique in all respects. 
It should be mentioned that the uniqueness of elasto-plastic continua 
subjected to dynamic loading was first established by Martin (1966). 
7.7 AIALYSIS OF ELASTO-PLASTIC STBDCTURES SUBJECTED TO EAHTHQUAKES 
Again, to demonstrate the applications of the formulations and 
techniques presented in this chapter, it will be useful to employ the 
field of earthquake engineering. Only determinstic analysis of the 
structural response to a specified earthquake motion will be carried out. 
If the assumptions made in section (4.3) are adopted here, then it can be 
seen that, for plane frame structures, only two transnational components 
of the ground acceleration should be considered; these are iigi and iigs. 
which are parallel to the global axes of the structure coordinates. 
Following a similar discussion to that presented in section (4 .3) one can 
express the inertia forces as in equation (4 .70) , i.e. 
m (ii + J Uq) (7.116) 
where m is the diagonal mass matrix 
u are the second time derivatives of the relative displacements 
iis, = [ iiai Ug2 1"^  is the ground acceleration vector 
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J — [Ji Ja ] 
Ji (1=1,2) is a column vector having entries equal to one if the 
dynamic degrees of freedom are directly affected by the 
component 1 of the support motion or equal to zero otherwise. 
The mesh and nodal static and kinematic relations established in 
chapter 2 will be valid here without modification, provided that the 
displacements u are considered as the relative quantities. 
7.7.1 Modal Stiffness Formulation 
The kinematic and static relations (7.33-37) can be recalled here 
after deleting the applied loading term 
Kinematics: 
Statics: 
Az = A«. 6qm + A. Aq. 
AU — Adm AQM 
Au — Adpn Aqm 
AX - AT^ dm A>1 = 0 
A.T Al = 0 
(7.117) 
(7.118a) 
(7.118b) 
(7.119a) 
(7.119b) 
Vlth the aid of relation (7.116), one can express the inertia forces 
in an incremental form as 
A;i = - a Au - m J Au* (7.120a) 
Combining this with (7.118b), one obtains 
A/1 = - n Adm Aqm - a J Aiig (7.120b) 
Substituting (7.120b) into (7.119a) yields 
A«n^  AX + A^dm B Adm Aijm — A^dm 5 J AUq (7.121) 
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The elastic and plastic constitutive relations used in section (7.2) will 
be employed here. Therefore, substituting (7,40) into (7.121), (7.119b) and 
(7.31a), and introducing the notations (4.38), results in 
and 
' A*""" k W A3j#c (7.122) 
-K* 0 Aqm 
+ 
0 0 A ^ 
- K* A*T k * 
r k A * - r s m 
A q „ 
AX* 
AF*n+l 
Y*rT+-l ) 0 , y ' 1 Ax* — 0 Ax* ) 0 
(7.123) 
(7.124) 
(7.125) 
where AF*n+ ^  = ATctn, m J Aug 
H* = A^dm n Adm 
K* and A* are given by relations (7.46a,b) 
S is given by relation (7.46d) 
If all the kinematic degrees of freedom are masters, then 
As = 0 , Aq[« = 0 , Am = A , Adm — Ad 
and consequently S = k , A* = A , 11* = Ad"*" • Ad , 
K* =A'^  k A and AFn+i = Ad^ m J Aub 
DLCP (7.123) can be solved numerically by the same numerical 
procedures discussed in subsection (7.2.4). 
190 -
7.7.2 Kesh Flexibility Formulation 
As mentioned earlier the mesh discreption of statics and kinematics 
established in chapter 2 can be used here, provided u are considered as 
the relative displacements. Therefore LCP (7.71) remains valid provided 
that Au, appearing in the right hand side, is considered as the increment 
of the relative displacement vector. Further, if no applied loads are 
acting on the structure, then the applied load terms must be deleted. 
Hence LCP (7.71) becomes 
BT f B BT f B* B^ I 0 AP 0 
Bd? f B Bd"^  f Bd Bd-^  I 0 AM = Au 
r B r Bd 0 I Ax* 
Y*rn-1 
Y* 
Y*n-t-1 ^ 0 Ax* = 0 Ax* ) 0 
(7,126) 
This LCP is not directly solvable since the Au, appearing on the 
right hand side, are unknowns. Hence relation (7.116) is needed which will 
be written in incremental form as 
A|i = - n (Au + J Aug) (7.127) 
Numerical solution of (7.126) can be obtained by either of the 
numerical procedures presented in subsection (7.4.1), For the purpose of 
demonstration, procedure (I) will be outlined. Combining relation (7.73) 
with (7.127) yields 
Au = - (ao n)~' Afi 
Bo 
(J A l i a ~ U n ~ 3 2 U n ) (7.128) 
Substituting this ino (7,127) yields 
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BT f B B^ f Bd B^ I 0 AP 0 
Bd^ f B Bd"^  f Bd + (aom)"T Bd^ I 0 AM = Fz 
r B r Bd 0 I A x * Y*n 
-
Y*rT+ 1 > 0 Y ' 1 A x * = 0 
• 
AX* ) 0 
where 
Fz = -
ao 
[ J Alio - ai Urn - az Urn ] 
(7.129) 
(7.130) 
The steps of the numerical solution are identical to those presented in 
procedure (I) of subsection (7.4.1). 
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Example E7.1 
The single story shear frame shown in Fig.E7.1a is to be analysed 
for the effect of the triangular impulse depicted in Fig.E7.1d. The 
material of the frame will be assumed non-holonondc, elasto-plastic, 
so that the restoring force developed in the frame is that plotted on 
Fig.E7.1b. The frame can be modelled as in Fig. 7.1c. It will be 
assumed that the motion starts with stationary initial conditions, and 
that damping is negligible. 
) m = 17 -5kNs'/m q(t) 
v / v / / / / / / / I — » 
k= 2 4 E I / L ' 
r 800 kNm 
rtr 
X^= const 
R* 25 
kN 
q*= 31-25 / 
m m / 
(a) Shear frame (b) Restoring force 
X(t) ^ q(t) 
• — w 
Ui 
m =175 kNs/m 
k = eOO kN/m 
'JL 
\ f 7 5 
kN 
X(t)=Xo(i-T ) 
X = 0-5 t sec 
(c) Graph model (d) Applied load 
Fig.E7.1 
This problem will be solved by three different methods: (1) closed 
form solution, (2) nodal stiffness formulation, (3) mesh flexibility 
formulation. 
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1. Closed Form Solution 
The solution process may be partitioned into four phases, 
according to the develepment of plasticity at the critical sections 1 
and 2. 
Phase 1: Elastic forced motion 
The equation of motion may be expressed as 
t 
mq + kq = Xo (1 - ) <E7. 1) 
t 
The natural frequency is 
(0 = (k/m)T/= = (800/17.5)'/= = 6.75123 rad/sec (E7.2) 
Solving the differential equation (E7.1) yields 
q(t) = 0.0277316 Sin(ut) - 0.09375 Cos(wt) + 0.09375 (l-2t) 
(57.3) 
q(t) = 0.1872 Cos(wt) + 0.63292 Sln(wt) - 0.1875 (E7.4) 
This solution will remain valid as long as no plasticity develops at 
the critical sections, I.e. as long as 
q ( q* = 0.03125 <E7. 4) 
Subtltuting equation (E7.3) into this, and solving for the limiting 
value of time, reveals that the solution is valid during the following 
time interval 
0 ( t ( ti = 0.131058 sec 
and hence qi = q(ti) = 0.03125 m , qi = qCti) = 0.420834 m/sec 
Phase 2: Plastic forced motion 
The equation of motion is 
t 
mq + K* = Xo (1 - ) (E7.5) 
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Substituting the values of m, R*, Xo and t into this yields 
q = 2.857143 - 8.5714286 t (E7.6) 
Bearing in mind that qi and qi are the initial values for this 
phase, one can obtain the velocity and displacement by integrating 
(E7.6) once and twice respectively 
q(t) = 2.857143 t - 4.285714 t= + 0.119995 (E7,7) 
and q(t) = - 1.42857 t® + 1.42857 t= + 0.119995 t - 5.79788x10-^ 
(E7.8) 
This solution will remain valid until the end of the loading program, 
i.e. during the interval 
ti ( t < tz = T = 0.5 sec 
and then qz = q/tz) = 0.232771 m , qz = qCtz) = 0.477138 m/sec 
Phase 3: Plastic free motion 
The equation of motion is 
E* 
m q + R* = 0 or q = - = - 1.42857 (E7.9a,b) 
m 
Considering qs; and qz as the initial values, and integrating (E7.9) 
once and twice, one obtains 
q(t) = - 1.42857 t + 1.191424 (E7.10) 
q(t) = - 0.714286 t=^  + 1.191424 t - 0,18437 (E7.11) 
The validity of this solution will cease when unloading 
occurs,i.e. 
q(t) = 0 
Feeding equation (E7.10) into this and solving for t indicates that 
this phase spans the following time interval 
tz ( t ( ts = 0.833997 sec 
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and then q-. = q(ta) = 0.312452 m , qs = q^ts) = 0,0 
Phase 4: Elastic free vibration 
The equation of motion is 
mq + k (q - q) = 0 (E7.12) 
where q = qa - qi = 0.281202 m 
Equation (E7.12) can be written as 
q + q = q (E7.13) 
Considering qs and qs as the initial values for this phase, one can 
obtain the following solution for the differential equation (E7.13) 
q(t) = - 0.018978 Sin(wt) + 0.024827 Cos(wt) + 0.261202 <E7.14) 
q(t) = - 0.128125 Cos(wt) - 0.167613 Sin(ut) (E7.15) 
This solution is valid when 
t ) ta = 0.833997 sec 
The displacement (q)-time history is plotted on Fig.E7.4. 
2. Nodal Stiffness Solution 
The frame model, Fig.E7.1c, has only one degree of freedom q; 
giving it a unit value yields the following mechanism 
Fig.E7.2 Independent mechanism 
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From this mechanism, one establishes 
Xi 
Xi 
6_ 
u 
•1/L 
1/L 
Multiplying this relation by (E I / R* yields 
/ 
Xi -1 — — 
Xz 1 x' A 
— — — — = — — — — q' or Ao 
(S' 1 u' A.y 
u' " l" -
E I 
where Xi = Xi i = 1,2 
E I 
R* L= 
(S' = 
E I 
/ 
u = 
E I 
R* R* L® R* 
The elastic stiffness relation of the single element representing the 
frame is 
Xi 
Xi. 
2EI 4 
- 2 
- 2 
4 
xei 
Xei' 
Multiplying this relation by 1/R*L yields 
Xi 
-
where 
8 
-4 
Xi = Ii/R*L 
-4 
8 
XEI 
/ 
XE2 
or Z = k XE 
E I 
Xe i - XE i i = 1,2 
R* 
The assembled stiffness matrix of the frame structure is 
E = AT k A = 24 
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Similarly, introduce 
E I 
R* L= 
i - -2, -1, +1, +2 
/ 
Xpi = 
E I 
Xp i i — 1, 2 
R* 
xl = X* / R*L = 0 . 5 
Hence the plastic moment capacity vector can be written as 
= [ 0.5, 0.5, 0.5, 0.5 ]-r 
The inertia force can be expressed as 
jj = - m u = - m q 
Multiplying this relation by 1/R*, one obtains 
/ = - m q' 
E I 
where jj. = p. / R'-*'- , c 
m 
K = = 0.525 (sec)= 
EI 
Similarly the applied load can be expressed 
R* 
Xo — 3 X(t) = X(t) / R* => 
The normality matrix is 
1 0 - 1 0 
0 1 0 - 1 
The plastic potentials may be expresed as 
Y* = Y* / R*L 
Using Kewmark's numerical integration method with 
a = 0.25 , % = 0.5 and A t = 0.01 sec 
and with the self-correcting procedure, one obtains a solution with an 
error less than 0.5% in q, in comparison with the closed form 
solution. So the computed time history of the displacement q can not 
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be distinguished from that obtained by the closed form solution when 
both are plotted on Fig.E7.4. 
It should be mentioned that at time t=0 the acceleration q'. is 
calculated from the equation of motion as 
qo = 
0.525 
= 5.714286 (sec)-= 
3, Mesh Flexibility Solution 
The mesh flexibility formulation (7.75) will be tested by solving 
the single story shear frame studied by the two preceding methods. 
The primary system will be chosen such that a hinge is inserted at 
critical section 2 of the graph model shown on Fig.E7.1c. Imposing a 
unit applied load, a unit inertia force and a unit biaction force on 
the primary system yields the following influence diagrams 
A.=• p=*i 
+1 
Fig.E7.3 Influence diagrams 
The stress state of the original shear frame can be expressed as a 
linear combination of these three Infuence diagrams 
X, -L -L 
0 0 
P 
X 
Multiplying both sides of this relation by 1/R*L yields 
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/ 
Xz 
- 1 - 1 
0 0 
where Xi = Xi / R*L 
or X = [ B Bo Bd ] 
i = 1, 2 
P 
X 
P P / E*L , X - X / B* , /i' = / R* 
The kinematics of the structure can be described by 
0 
6 
u 
1 1 
-L 0 
-L 0 
Xi 
Xa-
Multiplying both sides of this relation by (EI / R* L^) yields 
0 
X 
6 = 
u 
1 1 
- 1 0 
- 1 0 
Xi 
Xi or 
0 B^ 
s - Bo-^  
• 
u BdT 
where 
/ 
Xi = 
/ 
6 = 
E I 
R* L=: 
E I 
Xi 
R* 1= 
i = 1, 2 
/ 
u = 
E I 
R* 
The flexibility relation may be written as 
XEI 
XE2 24 EI 
2 
1 
Multiplying both sides by EI / R* 
1 
2 
X, 
Xz 
- 2 0 0 -
where 
similarly 
/ 
Xei 
XE2 
XEi = 
24 
E I 
2 
1 
XE i 
R* r-
1 
2 
Xi 
or *E = f X 
E I 
Xpi = Xpi 
R* L= 
E I 
i = 1, 2 
x».^  = X*-
R* L= 
i = -2, -1, 1, 2 
As in the nodal solution, the plastic moment capacity vector can be 
written as 
= I* / R* L = [ 0.5, 0.5, 0.5, 0.5 1^ 
and hence the plastic potentials may be written as 
Y* = Y* / R*L 
The normality matrix I is as given in the nodal solution. 
The inertia force can be given by 
ji = - m u 
Multiplying both sides by 1/R* and arranging yields 
/ = - M u' 
where is as expressed before 
E I 
ii' = 
R=* 
L® m 
X 0.525 (sec): 
E I 
As in the nodal solution, Bewmark's average acceleration method (a 
= 0.25, Y = 0.5) together with At = 0.01 sec is chosen to yield the 
desired accuracy. The results of the mesh solution are identical to 
those obtained by the nodal one, but the computing time was slightly 
higher in the mesh case. This was mainly because the size of the LCP 
to be solved in each time increment is bigger in the mesh formulation. 
2 0 1 -
ELASTOPLASTIC 
ELASTIC 
-TIME 8EC-
Fig.E7.4 Displacement-time history 
///// 
Eziuq>le E7.2 
The fixed end beam, shown in Fig.E7.5a, will be investigated by 
the same three methods of analysis used in the preceding example. The 
beam has a constant cross section throughout the span. It will be 
subjected to an impact load X at the mid-point of the span. This load 
will be removed suddenly at time t = 0.5 sec. 
\ i i ) 
37- 5 
KN 
,X(t) 
%: :0-5 t sec 
L = 5' 1 Ti 
(a) Fixed end beam (b) Applied load 
Fig.E7.5 
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EI = const = 4436 kl.nP 
EA = const = 948 x 10® k5 
Total mass of beam = 35 kF.sec^/m 
The material of the beam will be assumed non-holonomic, elasto-plastic 
such that the restoring force developed in the beam is that shown in 
Fig.7.6b. The beam mass will be lumped as shown in Fig.E7.6a. 
rtio 2MO —#— 
5 - 1 5 1 
m o = 8 7 5 k N s ^ m 
2 5 
kN 
31 149mm 
(a) Lumped mass model 
Fig.E7.6 
(b) Restoring force 
As shown above the beam and the loading conditions are symmetric, 
so that half of the beam will be studied only. This half can be 
modelled as in Fig.E7.7a. The applied load and the restoring force for 
this model are shown on Fig.E7.7(b,c) respectively. 
h 
L = 5 1 m 
X , ( t ) 
4 
T X 
(a) Graph model 
XC 
X ( t ) 
1 = 0 5 t 
18 7 5 k N 
(b) Applied load 
Fig.E7.7 
R 
R* 
31 1 4 9 / 
m m 
R* 12-5 kN 
(c) Restoring Force 
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As mentioned before, three procedures will be used for solving 
this example: (1) analytical precedure to obtain closed form solution, 
(2) nodal stiffness procedure and (3) mesh flexibility procedure. The 
results obtained from these three procedures will then be compared. 
1. Closed Form Solution 
As in the preceding example, the solution has four phases: 
Phase 1: Elastic forced motion 
The equation of motion for the single degree of freedom model 
shown in Fig.E7.7a can be written as 
m q + k = Xo <E7.16) 
where m = mo = 8.75 kF sec^/m 
12 EI 
k = = 401.293616 kS/m 
Xo = 18.75 klf 
The natural frequency is 
(i) = (k/m)T/^ = 6.77216 Ead/sec 
and hence the natural period is 
T = 2 n/(j> = 0.927796 sec 
Solving the differential equation (E7.16) yields 
q(t) = 0.0467239 (1 - Cos(cot)) (E7.17) 
4(t) = 0.3164216 Sin(ut) (E7.18) 
This phase will last as long as 
E* 
q ( q* = = 0.031149 m (E7.19) 
k 
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Substituting equation (E7.17) into this, and solving for t; yields 
that the solution given by <E7.17) is valid during the following time 
interval 
0 ( t ( t i = 0,183176 sec 
Substituting (ti) into (E7.17, 18) yields 
qi = q(ti) = 0.031149 m 
qi = qCti) = 0.2993177 m/sec 
Phase 2: Plastic forced motion 
The equation of motion is 
m q + R* = Xo (E7.20) 
Substituting the values of R* and Xo into (E7.20) yields 
q = 0.7142857 m/sec= (E7.21) 
Considering qi and qi as the initial values of this phase, one can 
obtain the velocity and displacement by integrating (E7.21) once and 
twice respectively 
q(t) = 0.7142857 t + 0,168478 (E7.22) 
q(t) = 0.357143 t^ + 0.168478 t - 0.011269 (E7.23) 
This solution will remain valid unless change of plastification or 
change of loading takes place. Change of plastification (unloading at 
critical section 1 and 2 in this case) necessitates that q(t) = 0, and 
this is impossible because of the nature of equation (E7.22). 
Therefore this phase spans up to the end of the loading program, i.e. 
ti < t < tz = 0.5 sec 
The velocity and displacement at the end of this phase can be found by 
substituting tz into relations (E7.22, 23) as 
qi: = q/tz) = 0. 1622556 m 
qz = qCtz) = 0.5256205 m/sec 
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Phase 3: Plastic free notion 
The equation of motion Is 
m q + R* = 0 
and hence q = - 1.42857 m/sec= (E7.24) 
Considering q^ and qz as the initial values for this phase and 
integrating (E7.24) once and twice, one obtains the velocity and 
displacement, respectively, as 
q(t) = - 1.42857 t + 1.239905 (E7,25) 
q(t) = - 0.714285 t= + 1.239905 t - 0.279125 (E7.26) 
The validity of this solution will cease when unloading at the 
critical sections occurs, i.e. 
q(t) = 0 
Feeding equation (E7.25) into this and solving for t yields the result 
that this phase will end when 
t = ts = 0.867965 sec 
and then the displacement and velocity are 
qs = qCta) = 0.2589526 m , qs = qCta) = 0.0 
Therefore this phase spans the following time interval 
ti ^ t ( ts 
Phase 4: Elastic free vibration 
The equation of motion can be written as 
m q + k ( q - q ) = 0 or q + q = q (E7.27a,b) 
where q = qa - qi = 0.2278036 m 
Considering qs and qs as the initial values for this phase, the 
solution for the differential equation (E7.27) can be found as 
- 2 0 6 -
q = - 0.0122847 Sin(ut) + 0.0286242 Cos(ut) + 0.2278036 (E7.28) 
This solution is valid when 
t ) ts = 0.867934 sec 
The time history of the displacement q(t) is shown on Fig.E7.9. 
2. Bodal Stiffness Solution 
The structural model shown in Fig.E7.7a has only one degree of 
freedom q; giving it a unit value yields the following machanism 
*,=-1 / L 
" J = 5 = U 
K . = 1 / L 
Fig.E7.8 Mechanism 
By using the auxiliary variables q', q', q', u', xf Ze, xi, X, Y*, 
X», p'and X employed in the preceding example, one can establish that 
- 1 
1 
AO ~ AD — [ 1 ] 
4 
- 2 
- 2 
4 
K = AT k A = 12 
= [ 0.5, 0.5, 0.5, 0.5 
Ho L® 8750 X <5.1)^ 
K = 
E I 4436 X 10® 
= 0.261658 (sec)= 
Xc. = Xo / R* = 1.5 
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1 
0 
- 1 0 
0 - 1 
At time t = 0 the acceleration q'can be calculated from the equation 
of motion as 
X o 1.5 
QO — 
0.261658 
= 5.732674 (see)'* 
Using Hewmark's numerical integration method with a = 0.25, Y = 0.5 
and A t = 0.01 sec and with the self-correcting procedure discussed in 
section (7.2.4), one obtains reasonably accurate results with an error 
less than 0.3% in q in comparison to the closed form solution, The 
displacement q, when plotted on Fig.E7.9, can not be distiguished from 
that obtained from the closed form solution. 
3, Xesh flexibility solution 
The primary system will be chosen such that a hinge will be inserted 
at critical section 2 of the structural model shown in Fig.E7.7a. Imposing 
a unit applied load, a unit inertia force and a unit biaction force at the 
release on the primary system yields three influence diagrams identical 
to those shown in Fig.E7.3. 
Introducing the auxiliary variables P, X, p' u, u', u' 6'', xe, xi, X, 
X* and Y* employed in the preceding example, one can establish that 
B = [ 1 1 ] 
f = 
12 
Bo — Bd — [ 
2 1 
1 2 
0 ] 
! * = [ 0.5, 0.5, 0.5, 0.5] 
* = 0.261658 (sec)2 
Xo = Xo / R* = 1.5 
- 2 0 8 -
I is as given in the nodal flfexi-feiiity solution. 
The initial acceleration can be found as 
_ 
UO = 
/ 
Xo 
= 5.732674 (sec)' 
As in the nodal solution, Hewmark's average acceleration method with 
At=0.01 sec is chosen to produce the desired accuracy. The results are 
identical to those obtained by the nodal stiffness solution, but again the 
computer time was slightly higher in the mesh solution. 
It can be proved that in order to reduce the maximum displacement by 
50%, the plastic moment capacities of the stuctural sections must be 
Increased by almost 100%. Therefore, if the designer can accept some more 
permanent distortion in the structure, the amount of resistance, and hence 
stuctural material and cost, can be appreciably reduced. 
ELXSTOPLAETIC 
ELASTIC 
I5O W 
-TIME SEC 
Fig.E7.9 Displacement-time history 
- 209 -
Example E7.3 
Establish the elasto-plastic floor displacements, strain and stress 
resultants histories for the two story shear frame shown in Fig.E4.1a 
under the effect of the triangular impulse shown in Fig.E4.1b. The columns 
have constant flexural rigidities EI and plastic moment capacities X*. As 
in example E4.1 all the structural properties are normalised in terms of 
two parameters 
mgL EI 
Pi = = 8 , P i = =25 
I* X* L 
If the following normalised variables are used 
PZ PI PI q = q , q = q , q = q 
L (L/g)i/= g 
/ 
L L 
/ 
X = X , >1 = )x , t = t / (L/g)T/= 
I* X* 
I = I / X* , z'= Pz X , J f e = P2 X E 
, , / 
X p = P z X p , X * = P z X * and Y* = Y* / X* 
then the kinematic matrices (A, kd, Ao), the mass matrix M, the stiffness 
matrix <.AJ k A) and the normlised Fewmark's integration parameters (ao, 
..., as) will be identical to those established in example E4.1. Plasticity 
will be allowed to develop only at the critical sections (1, 4) whose 
plastic moment capacities are collected in the following vector 
Y*o = %* = [ 2 2 2 2 2 2 2 2 3^  X* 
or yLo = Xiic = [ 2 2 2 2 2 2 2 2 
The normality matrix is 
I = [ I -I] 
- 2 1 0 -
where I is (4 x 4) identity matrix. 
Several time increments are used to establish reasonably accurate 
results. The results are very close when At = 0.025 and At = 0.0125 are 
used. Therefore the results obtained with At' = 0.0125 will be considered 
as the required values for the dynamic state variables. The displacements 
qi and are plotted on Fig.EV.lO, 
By examining the results, it can be seen that three main phases of 
the response can be distinguished: 
1. An initial elastic phase. 
2. An elasto-plastic phase during which the structure undergoes a series 
of shape changes until it reaches a mode pattern. 
3. Finally, the elastic strain energy available leads to a final elastic 
stage of vibrations around the mode pattern developed in the 
preceding stage 
It can be observed from Fig.E7,10 that although the elasto-plastic 
displacements are bigger than the corresponding elastic ones, the 
amplitudes of vibrations in the elasto-plastic case are significantly 
smaller. This can be justified by the fact that, in the elasto-plastic 
analysis, plastic hinges developed at sections 1 and 2, Fig.E4,2a. These 
hinges, under the effect of the applied loads, allow the frame to sway to 
a new position (mode pattern) and start vibrating elastically around its 
new deformed position. Therefore, some of the input energy caused by the 
applied loads is dissipated in developing the plastic hinges and forcing 
the structure to take the new position of vibration. For this reason the 
amplitudes of vibrations in this case are smaller than the corresponding 
amplitudes in the purely elastic case. 
It can also be seen from Fig.E7.10 that the rigid-plastic solution 
underestimates the final deflections with large errors. This is due to the 
fact that the duration of the pulse is long compared to the fundamental 
period of the stucture. This confirms the remark made by Kosquera et al 
(1985). 
- 2 1 1 -
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THE RESPONSE OF A TWO STORY SHEAR FRAME 
UNDER TRIANGULAR IMPULSE 
/?i=mgL/X«=8 
f , = D / L X # = 2 5 
AOM 
0.0129 
0.023 
t= t /VrL/g) 
q, TYPE OF RESPONSE 
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^ OAsnc 
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Example E7.4 
The elasto-plastlc response of the two story shear frame studied in 
the preceding example is required under the effect of the single ground 
acceleration given by table T4.1, 
The Hewmark average acceleration method for numerical integration 
with several values for the time increment is used. Reasonably accurate 
results are obtained when A t * = A t / 0.4596 = 0.05 sec. The elasto-
plastic displacements of the two floors are shown on Fig.E7.11.b. 
Again, the development of plastic hinges at sections 1 and 2, 
Fig.E4.2a, dissipated some of the energy imposed on the structure by the 
earthquake. For this reason, it can be seen by comparing the elastic and 
the elasto-plastlc displacements shown on Fig.E7.lib, that the amplitudes 
of the residual vibrations in the elasto-plastic case are smaller than 
the amplitudes of the elastic vibrations. It can also be observed that the 
permanent or residual plastic distortion of the structure is relatively 
small. This may be attributed to the fact that the ground acceleration 
consists of a few early pulses only, and their energy is quickly 
dissipated in the development of the plastic hinges. 
The stress resultant at critical section 2 is plotted on Fig.E7.11a in 
terms of the strain resultant, 
P2 Xp 
Flg.E7.11a 
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N 
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4^  
I 
#i-mgL/X.-6 
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TYPE OF RESPONSE 
t-t/0.4598 
Fig.E7.lib 
EzaiQ>le E7.5 
The elasto-plastic response of the portal frame shown in Fig.E7.12a 
subjected to the effect of the triangular impulse shown in Fig.E7.12b is 
to be Investigated by the mesh flexibility formulation presented in 
section (7.4). The frame has constant flexural rigidities EI and constant 
plastic moment capacities X* throughout. The frame is supporting a mass 
m on which the applied loads are acting. Further, the frame members are 
assumed massless and the motion of the structure is assumed to start 
from stationary conditions. 
L A L 
X = lX n. 
0 5 t ' = t / / r 7 g 
(a) Portal frame (b) Applied load 
Fig.E7.12 
The frame can be modelled as in Fig.B7.13a and can be reduced to a 
statically determinate form by releasing only one internal force, e.g. by 
changing the support of the right hand column to a roller as shown in 
Fig.E7.13b. 
3 
CM-
X 
4 5 
-»CH— 
• U , 7r 
4 5 
-4-0+— 
(a) Graph model 
Fig.E7.13 
<b) Primary system 
215 -
Applying the external loads and a unit release force or biaction on 
the primary system yields the two influence diagrams of Fig.E7.14. 
. e : P= 1 
(a) Due to applied loads (b) Due to a unit releas force 
Fig.E7.14 Influence diagrams 
Two other influence diagrams due to the inertia forces are given in 
Fig.E7.15 
+ L 
Fig.E7,15 Influence diagrams due to inertia forces 
With the aid of the four influence diagrams presented above and of the 
following normalised variables 
P = 
/ U = 
I* 
p = 
U = 
X* 
X = X 
X* 
(LG)I 
U • U 
- 2 1 6 -
X = 9= % 
, 1 
I = 
I* 
- 0 2 % E 
X* = 
XP = GZ ZP X* = Pa X* 
mgL 
where g, = = 2 
EI 
PZ - = 30 
X* L X* 
one can establish the mesh matrices as 
[ B Bo Bd ] — 
Y* = Y* 
X* 
t = t / (L / g)' 
0 0 0 0 
1 1 1 0 
1 1 1 0 
1 1.5 0,75 0.375 
1 1.5 0.75 0.375 
1 0 0 0 
1 0 0 0 
0 0 0 0 
After introducing the normalised variables, the unassembled 
flexibility matrix and mass matrix can be expressed as 
f = 
2 
1 
1 
2 
1 
0.5 
3 
1.5 
1,5 
3 
2 
1 
1 
2 
1 0 
0 1 
Critical sections 2, 4 and 6 will be considered as potential plastic 
hinges. The normalised plastic moment capacities of these sections can 
be collected in 
LIC = [ 1 1 1 1 1 1 
and the corresponding normality matrix is 
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- 1 
- 1 
- 1 
Before applying the dynamic loading, the frame was subjected to the 
weight V of the mass m, this weight generates the following normalised 
stress distribution in the critical sections 
15 15 9 
l o - Pi [ 0, -
64 64 64 64 64 
and hence the initial plastic potentials are 
0 ] 
64 
/ / % 
Y*o — I* — lo = 
64 
64 + 9 
64 - 15 gi 
64 + 9 Pi 
64 - 9 Pi 
64 + 15 Pi 
64 + -9 Pi 
As mentioned above, the motion is started from stationary conditions. 
Therefore at time t = 0 the displacements and velocities are 
Uo = 0 Uo = 0 
and the initial accelerations can be found from 
1 0 Ul 
/ 
Xo Xo 
0 1 U2 2Xo 
4 Uo = 
2Xo 
- 2 1 8 
By using the normalised variables presented previously, one can 
normalise the Vevnnark numerical integration parameters as 
/ 1 1 
ao = X , ai = — , az = 
P a a ( A t ) = (X6t 2 o 
a s = X — , a ^ = - 1 , a s = < - 1 ) A t 
02 oAt a 2a 
The Newmark average acceleration method (a = 0.25, Y = 0.5) for 
numerical integration, with several time increments, is used. The time 
histories of the normalised dynamic degrees of freedom (ui, ua) 
corresponding to two time increments (At = 0.025, At = 0.01) are plotted 
on Fig.E7.16. From this figure it can be seen that, for these two time 
increments, the displacements are very close, so that the desired 
acccuracy is considered to be achieved. 
By examining the results obtained, the three phases of the response 
distinguished in example B7.3 can be recognised. 
- 2 1 9 -
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CHAPTER 6 
FIRST ORDER APPROXIMATIOB FOR LARGE DISPLACEME5T 
ELASTO-PLASTIC DY5AMIC STRUCTURAL AFALYSIS 
By investigating the examples solved in the preceding chapter, it may 
be noted that the displacements sometimes are so large that it becomes 
very necessary to take account of the change of geometry in establishing 
the structural equilibrium relations. In this chapter an attempt is made 
to develop a systematic and unified approach for the analysis of elasto-
plastic structures subjected to dynamic loading allowing for the change 
of geometry by the force and displacement methods. The chord rotations 
are assumed to be small and the members are considered inextensible. 
These two assumptions will be relaxed in the next chapter, and a full 
large displacement analysis will be undertaken. 
8.1 ELBKIT LEVEL BELATIOIS 
Consider a typical element (e), Fig .8.1, of a discretized structure and 
let us establish its static and kinematic relations in local coordinates 
(yz). 
Fig.8.1 Typical element in its local coordinates 
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where r a n d r(j=l,2,3) are, the ncxial degrees of freedon In the local 
coordinates, shown in their positive directions. 
The stress resultants at the critical sections (1,2) are measured 
positively as indicated in Fig.8.2a following the usual egineering beam 
theory convention, except that the axial and shear forces are now 
parallel and perpendicular, respectively, to the chord of the deformed 
element. 
X 
x; ^ _ 4 ^ " . 
x: 
XZ 
(a) (b) 
Fig .8.2 Element stress resultants 
Three independent stress resultants <Xi, Xz and X«), Fig.8.2b, are 
sufficient to describe the stress state of the element. 
8.1.1 Element Kinematics 
The objective of this subsection is to establish the compatibility 
conditions between the variables describing the movement of the nodes 
ry, (j=l,2|3) and the independent deformations of the element (xi and 
X i ) . 
From the geometry of the deformed element. Fig.8.1, one can establish 
the independent deformations as follows 
Xi = - r i ^ + 6 (8.1a) 
Xz = ri^ - 8 (8.1b) 
- 2 2 2 -
where 0 is the current angle between the y axis and the element chord. If 
0 is considered small, it can be established that 
R3= - RS^  
0 = (8 .2) 
Substituting this into (8.1) yields 
XI -1 -1/L • 1/L 
XI • 1/L 1 -1/L 
or briefly 
RI' 
RS'' 
r,= 
R3= 
(8.3a) 
X = A r (8.3b) 
8.1.2 Element Statics 
Let us first establish the equilibrium relations between the six 
stress resultants, Fig.8.2a, and the three independent stress resultants 
Xi, Xi and I., Fig.8.2b 
= XI XI= = XA X. 
Then by taking three equilibrium equations between the six stress 
resultants, and bearing in mind the previous relations, one can write 
Xz' = (Xa - Xi) / L 
and X31 ^  - X* 
Rearranging the above relations in a matrix form 
X2= = (XA - XI) / L 
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x r 
X^' 
XA' = 
X,= 
X2= 
l3= 
1 
-1/L 
- 1 / L 
1/L 
1 
1/L 
X, 
XA 
X. 
(8.4) 
Consider now the two nodes adjacent to the element, and examine the 
forces (E) transfered to them from the span. Fig.8.3. 
rT/ \J< 
US "l 
Fig.8.3 Sodal forces 
By taking equilibrium at both nodes and considering 6 small, one obtains 
RI^ 
RZ' 
RS' 
R,= 
R2= 
R3= 
- 1 
-e 
1 
e 
- 1 
- 1 
-e 
X=' 
XS' 
XI^ 
%3= 
Substituting (8.4) into this gives 
- 1 RII 
RAI 
RSI = 
EI = 
RI= 
R3 = 
e/L -e/L 1 
-1/L 1/L e 
1 
-e/L e/L -1 
1/L -1/L -e 
XI 
XZ 
X. 
This can be arranged in the following form 
( 8 . 5 ) 
( 8 . 6 ) 
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RZ' 
RS' = 
RI = 
R^= 
R3= 
- 1 
-1/L 1/L 
1 
- 1 
1/L -1/L 
X, 
6(12 - Xi)/L 
- 8 1. 
-6(12 - Xi)/L 
e X. 
which can be divided into two sets of relations 
and 
El' - 1 Xi 
+ -e X. = -1/L 1/L X^  
Ri = 1 -
R@= e X. 1/L -1/L 
Ri-^  8(12 - Xi )/L 1 
+ = X. 
Ri: = -6(X2 - Xi )/L 1 
(8.7) 
(8, 8) 
(8.9) 
Relations (8.8) and (8.9) can be written repectively in brief as 
( 8 . 1 0 ) 
( 8 . 1 1 ) 
Although relations (8.3) and (8.10) are derived Independently, they 
exhibit a dual transformation; hence the static-kinematic duality (SKD) is 
appearing herein at the element level. Taking the inner product of the 
equations involved in (8.3) and (8.10) yields 
Statically 
I equilibrated 
1 
(K + *) = I 
I I 
I Kinematically 1 
compatible 
( 8 . 1 2 ) 
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This duality exhibits the principle of virtual work associated with 
virtual displacements. Therefore (8.12) gives the variational 
representation of the static-kinematic duality. 
By examining relations <6.3, 10 and 11), one can conclude that it is 
possible to use the initial configuration of the element in setting up its 
statics and kinematics, since the kinematic matrix A is the same as would 
be established under the small displacement assumption. But two extra 
pairs of forces must be applied at the ends of the element as shown in 
Fig.8.4. 
R | | Y F TTJ I K 
D ' • * m Q -D 
RG TIq k a 
Fig .8.4 Equivalent nodal forces 
V 
where % = 8 X. = X» (8.13a) 
L 
6 V 
and = (X2 - Xi) = (Xs - Xi) (8.13b) 
L L= 
7t and Km are positive when directed as in Fig .8.4. 
8.2 STRTCTDBE LEVEL RELATIOIS: lODAL FOMULATIOI 
The conclusion obtained in the preceding section is applicable at the 
structure level. Hence, for deriving the statics and kinematics of the 
whole structure, relations similar to those presented in section (2.4) 
will hold; some modifications will, however, be necessary to allow for the 
- 2 2 6 
extra set of forces which has to be applied at both ends of each element 
in order to account for the change of geometry of the structure. 
8.2.1 Modal Kinematics 
It was shown in section (2.4) that the number of independent 
mechanisms needed to describe the deformed shape of the portal frame in 
Fig.2.4 was Kq = 5; in terms of these mechanisms, Fig.2.13, the kinematics 
of the frame can be established in the same way as that which led to 
relations <2.24) 
X A 
€ = Ao 
u Ad 
V Ab 
<8.14) 
where A, Ao and id, for the portal frame, are those established in 
subsection (2.4.2) 
V = [ Vi Vz . . . V. . . . V n « 
V. is the perpendicular translation of node (2) of element (e) 
with respect to node (1), Fig.8.1 
Fe is the number of elements. 
V and Ag for the above-mentioned portal frame can be written down from 
Fig.2.13 as 
Vi 
Vi. 
VA 
Va 
- 1 
- 1 
- 1 
1 
QS 
QS 
Q^  
QS 
(8. 15a) 
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or V = Ao q (8. 15b) 
82.2 Modal Statics 
Statics of the structure can be established In the same way as that 
described in section (2.4.3), but adding extra terms to account for the 
extra sets of forces caused by the change of geometry. 
[ ko^ ] 
I 
- X 
-
- * 
= 0 
< 8 . 1 6 ) 
where /i is the inertia force vector given by relation (2.5) 
* = [ Jti Ttz . . . Jt. . . . tcn. ]"^  is the set of extra shear 
forces accounting for the change of geometry. Each of them is 
given by relation (8.13a). 
82.3 Accounting Far Axial Forces 
When the axial forces are significant, full account of them should be 
taken by introducing an extra set of mechanisms in which rigid motions 
may be included in part of the structure by imposing a shortening on 
each element (and only one) in turn. These mechanisms were termed 
moment-axial force mechanisms by Cohn and Rafay (1974,1977), or M-F 
mechanisms. 
The frame in Fig (2.4) is discretised into four elements. Therefore 
there are four M-N mechanisms as shown in Fig.8.5. 
- 2 2 8 -
* s 
R-ICJ-I— 
1 . 
•r^ 
Xy = - X b = 1 / L 
V = 1 
NV77 
Fig .6.5 M-S mechanisms 
The deformed shape of the structure due to these mechanisms can be 
written as follows 
Xi 
XI 
Xa 
X4 
Xs 
Xs 
X7 
Xe 
6, 
6^ 
U i 
UI 
V, 
Vs. 
VA 
Va 
1/L 
•1/L 
-1/L 
1/L 
1/L 
•1/L 
1/L 
-1/L 
a 
QA 
qs 
Q-
-•a 
(6.17a) 
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Relations (8.17a) can be expressed in short form as 
z A. 
S = Aoa 
u A<j. 
V A@m 
- a - -
q-
(8.17b) 
By applying the static-kinematic duality, the dual static relation to 
(8.17) can be written as 
! « - * - = [ A^O. AT_. ] 
X 
- X 
- P 
- K 
( 8 . 1 8 ) 
which establishes the normal forces (I» - *») in the elements that caused 
these mechanisms. The kinematic relations (6.17) will not be needed to 
describe the kinematic state of the structure since all elements are 
Inextensible; but they were used to obtain the static relation (8.18). 
The kinematic relations (8.14) and the static ones (8.16) are 
dependent on each other, firstly through the geometric forces * which are 
given by 
K = ko V 
I.. 
k@ = diag [ ] 
(8.19a) 
(8.19b) 
and secondly through the inertia forces /i given by relation (2.5), i.e. 
^ = - n u ( 8 . 2 0 ) 
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where • Is a diagonal lumped mass matrix and u are the dynamic degrees 
of freedom, m and u are as defined in chapter2. 
This treatment of adding an extra set of forces at both ends of each 
element to account for the geometric nonlinearity was used for static 
analysis by Smith (1977) and later in a more general form by Teixeira de 
Freitas (1979). 
8 ^  .4 Constitutive Relations 
As an elastic constitutive relation at the element level, the 
following relation will be used 
X, EI 
X2: L 
(4 - 89) 
-(2 + 2P) 
or in short form as 
X. = 
(2 + 2g) 
(4 - 8p) 
XEI 
XE2 
(8,21a) 
(8.21b) 
where Ze* is the elastic part of the flexural strain resultants of the eth 
element 
L= X. 
P = 
60 EI 
A complete derivation of (8.21) is given in section (9.1.5). 
Relations similar to (8.21) for all elements can be collected together 
to form the elastic constitutive relation at the structure level. 
I n . KN. 
ZEI 
XE2 
ZEIMA 
or X = k Xe 
(8.22a) 
(8.22b) 
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For the plastic constitutive relations and yield criteria, use will be 
made of those derived in section (3.2) which are summarised in relations 
(3.21) or (3.33), i.e. 
= 1 Ax* (6,23) 
T« = X* - R X (8.24) 
Y* ) 0 , Y*"^ Ax* = 0 , Ax* ) 0 (8.25) 
The definitions of the quantities Involved in these relations are exactly 
the same as those given in section (3.2). 
82.5 Governing Formulation 
The strain resultants can be split into elastic and plastic parts as 
X = Xe + XP (8.26a) 
This can be written at time t ) tn as 
X = Xe + XPN + AXP (6,26b) 
where Xpn is the initial plastic strain resultant vector (at time t r . ) 
AXp is the increment of the plastic strain resultant vector 
occuring during the time interval (t - t n ) . 
By substituting the first relation of (8.14) and (8.23) into (8.26b), 
one obtains 
Xe = A q - I Ax* - x*,,-, (8.27) 
Introducing this into (8.22) yields 
I = k A q - k l Ax* - k Xpm (8.28) 
Feeding this into (8.16) gives 
(A"^  k A) q - A'T k I Ax* - AT i. Xp,^  - Ao"^  X - Ad^ }i - A^ '^  * = 0 
Substituting the last two parts of (8.14) into (8.20, 19) respectively and 
the results into this yields 
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(8.29) 
where 
and 
M = • Ad 
K = A? k A 
Ksj — A@^ k@ Aq 
(8.30a) 
(8.30b) 
(8.30c) 
Substituting (8.28) into (8.24) and rearranging 
(8.31) 
Relations (8.29), (8.31) and (8.25) can be collected together to give the 
following differential LCP 
I 0 q -(K - K=) k I q 0 Fi 
+ + = 
0 0 AX* r k A -r k I AX* I* Fz 
Y» ) 0 A x * = 0 , A x * ) 0 
(8.32) 
where Fi = - Ao^  X - A^  k Xp, 
Fz — %* M' k Xpn 
This differential LCP should be solved in conjunction with relation 
(8 .18 ) , 
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82.6 lunerlcal Procedure 
Formulation (8.32) can be solved numerically by the same method 
presented later in section (9.4); or by the following procedure. 
As in earlier chapters, Fewmark's numerical integration scheme will 
be used to eliminate the acceleration term from (8.32). For this reason, 
relations (A.22, 23) will be recalled as 
qn+i = ao (q.-i-n - qn) - ai q,-, - (a^ - 1) q^ (8.33a) 
qn-n = as (q,-,+1 - q^) ~ a^ q^ - eis qn (8.33b) 
where a©, ai, . . ., as are given by relations (A.24). 
Vriting (8.32) at time tn+i and introducing (6.33a) into it yields 
-(K - Kg + ao M) A"^  k 1 0 q -Ao^  Xn-t-l - A"*" k %pr-, Kn 
= 
r k A r k I I Y* X* + r- k Zf>n 
- - n+1 - -
y*n+1 ^ 0 
(8.34) 
where Rn = * [ ao qn + ai q,-, + (a^ - 1) q,n 3 
Steps of numerical procedure 
1. Consider the initial values q,-,, q,-,, q,-,, In, X«n, Xen and Xpr. known. 
2. Establish and hence the whole tableau of (8.34) and 
the right hand side; taking k° = kn, ko° = kg,,-, . . . 
3. Solve LCP (8.34) to find q^+T, and 
4. Calculate = k^  A q^ -"' k * - k^  Xpn 
= kg qi*i 
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and hence = I tc.t . . . %.n. 
V, i+1 
where = (Xs^+i - Xi 
L.= 
5. Calculate = k,,^  
qi+T = ao - q,-,) - ai qn - (a^ - - 1) q^ 
= - • Ad q/^1 
and hence the axial forces 
I-'"' = AT. - A^o. Xm+1 - A ^ ^ - A^e. + i 
6. Put i = i + 1 and return to (2) if the following convergence 
criterion is not satisfied 
I I . ' " ' ' - M e I I . " " ' I 
where e is a prescribed tolerance factor depending on the desired 
accuracy 
7. Put q,-,+ i = qi**i , qn-n = q^+i 
q^+i = as (qo+i ~ qo) - a^ qn - as q,-i 
I . - , - . ! = 1 1 * 1 , I . m . 1 = 1 . ^ " ' 
Zpm+ I = %pm + I 
%Em+1 A q^-i-*-1 ~ 1 
8. Put n = n + 1 and return to <1) to solve for the next time increment. 
8.3 STRUCTUEE LEVEL RELATIOIS: KESH FOEMULATIOI 
In this section the geometric nonlinearity will be dealt with in the 
same way as that presented in section (8.1), by imposing extra fictitious 
forces at both ends of each element and using the force method (mesh 
formulation) instead of the displacement method (nodal formulation) 
explored in the previous section. 
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8.3.1 Keeh Statics 
Relation (2.8) describing the dynamic state of the structure will be 
enlarged by a set of fictitious forces (*) to account for the change of 
geometry so that the equilibrium relations can be based on the undeformed 
configuration of the structure. Therefore the bending moment (I) in the 
element end sections can be written as 
I = [ B Bo Bd Bo ] 
P 
X 
M 
* 
(8,35) 
Similarly the axial forces (Im) in the elements can by defined as 
Im Xm — [ Bm Bom Bdm Bgm ] 
P 
X 
* 
(8.36) 
where * and x. are as defined in sections (8.1,2); and all other 
quantities, except Bg and Bg., are as defined in section (2.3). 
8.3.2 lesh Kinematics 
Relation (2.14) will be also modified to become 
0 B'T 
6 = Bo^ 
u Bd^ 
V B=^ 
(8.37) 
V is as defined in section (8.2) and all other quantities involved are the 
same as those introduced in section (2.3.3). 
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In order to establish B* and Bg* for the frame presented in Fig .2.4, 
one has to apply four pairs of forces at the end of the four elements of 
the primary system to produce the influence diagrams shown in Fig.6.6. 
4 % 
—»o— 
rrih^ 
I TUi = 1 • Tli = 1 
' 1 < ' s c 
+ L 
+ L 
1X5=1 
1 ^ - 1 I 
Fig .8.6 Bending moment influence diagrams due to * 
From these diagrams, one can establish Bg as 
Bb = 
+L +L +L +L 
+L +L +L 
+L +L +L 
+L +L 
+L +L 
+L 
+L 
<8.38a) 
Similarly, from the influence diagrams presented in Figs.(2.7, 2.8, 
2.9 and 8.6), it can be established that 
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- 1 
- 1 
[ Bm Bo* Bdm Bgm 3 — 
(8.38b) 
Bote that Bg« is not always a null matrix; it occurs fortuitously in this 
case because the primary system chosen represents a tree structure. 
Relations (8.35) and (8.37) are connected through 
and 
where 
V = fa * 
fl = - • S 
fo = diag [ 
L. 
X.. 
(8.39) 
(8.40) 
(8.41) 
and m is a diagonal lumped mass matrix 
It will be observed that the coefficient matrix in (8.37) is the 
transpose of that in (8.35). Thus the static-kinematic duality (SKD) of 
linear structural mechanics is preserved in a first non-linear 
approximation. It enables variational principles to be obtained (Teixeira 
de Freitas and Smith (1984)). 
8.3.3 Constitutive Selatlcms 
As an elastic relation, the following one will be adopted at the 
element level 
Xei L 
Xez 6EI 
or Xem = 
2 + 8 3 1 + 7B 
1 + 79 2 + 8P 
X, 
X^ 
(8.42a) 
(8.42b) 
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where P = 
L= X. 
60 EI 
It should be noted that (6.42) Is not the strict inverse of (8.21). 
expressions similar to this for all elements can be collected into a 
single relation 
XEI 
XE2 
XE . 
XENm 
or XE = f X 
f. 
fN. 
1=. 
X. 
%N. 
(8.43a) 
(8,43b) 
For plasticity relations and yield conditions, relations (8.23-25) will be 
used, i.e. 
AXp = I A x * 
T» = X* - I 
Y* ) 0 , Ax* = 0 Ax* ) 0 
(8.44) 
(8.45) 
(8.46) 
8.3.4 Governing Formulation 
The strain resultants can be split into elastic and plastic parts, 
i.e. 
X = XE + Xp 
Writing this at time t )tn, one obtains 
X = XE + Xpn + AXp 
(6.47a) 
(8.47b) 
where Xpn is the Initial plastic strain resultant vector (at time tn) 
AXp is the increment of the plastic strain resultant vector 
occuring during the time interval (t - t r , ) 
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Feeding (8.43) and (6.44) into (8.47b), and the result into (8.37), one 
establishes 
f I + I A X * = - Z p r (8.48) 
= V (8.49) f I + BgT , 61* + Ba? zpn 
and Bd^ f X + Bd"^  I A x , + Bc^ Xp.-. = u (8.50) 
Substituting (8.35) into these relations, one obtains 
(BF f B) P + (2F f Bd) u + (BF f B*) x + B? * A x * = - (B^ f Bo) X 
(6.51) 
(Bb"^  f B) P + (B@^ f Bd) /i + (Bb"^  f Bb) * + Bo"^  I Ax* = V - Bg-r xpr 
- (Bg^ F Bo) X (8.52) 
and 
(Bd^ f B) P + (Bd"^ f Bd) p + (Bd"^ f Ba) K + Bd"^ I A X * = u - Bd^ Xp.,-
- (Bd"^ f Bo) X (6.53) 
Combining (8.39) and (8.52) yields 
- (Ba^ f Bo) X - Be? Xp 
(8.54) 
Relation (B.40) can be written as 
U = - f l 
Using Hewmark's numerical integration procedure, one writes Q at time 
tn+1 as 
lin-M = ao (Un+1 - Un) - ai Un " (az - 1) u 
Combining the two preceding relations gives 
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ai as - 1 
Un-t-1 = - (ao /I + Uo + Un + ( ) Un 
ao ao 
Feeding this into (8.53) yields 
(Bd"^ f B) P + [ (Bd^ f Bd) + (ao m)-i ] fi + (Bd"^ f B*) x + Bd? * Ax* = 
ai &£ — 1 
- (Bd^ f Bo) X - Bd^ Xpn + Un + U.-I + ( ) iin 
ao ao 
(8.55) 
Substituting (8.35) into (8.45) yields 
(*T B) P + (1^ Bd) M + (1^ Bo) * + Y* = I * - Bo X 
(8.56) 
Relations (8.51, 54-56 and 46) can be collected into a single formlation 
as 
BT f B 
Bd^ f B 
B^T f B 
r B 
BF f Bd 
Bd + (ao 
BgT f Bd 
r Bd 
BF f Be 
r Bb 
Y*n-f- 1 ^ 0 Y^ *,-,+1 AX*n-H = 0 
B^ I 0 P Fi 
B * T * 0 M Fz 
Be^ f 0 X = Fa 
0 I A x * F a 
- Y* 
- n+1 
, AX*m+1 0 
(8.57) 
where Fi = - (B^ f Bo) Xn+i ~ B""" Xp. 
Fa = 
Fa = 
F* = 
a1 az - 1 
— (Bd"*" f Bo) Xn+-1 — Bd""" t Un t — + — — — ^ 
ao ao 
— (Bg^ f Bo) Xi-i-t-1 Bg^ Xp, 
I * - Bo Xr,+ 1 
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This LCP should be solved in conjunction with relation <6.36) iteratively. 
8.3.5 lunerical Procedure 
Matrices f and fg depend on the current axial forces and clearly vary 
as the applied loading vector X varies. Let us assume that the axial 
forces are maintained at constant values: then matrix (8.57) is constant, 
and the governing relations form a linear complementarity problem (LCP) 
which can be solved as explained in chapter 5. From the solution the 
axial forces can be calculated by applying relation (8.36). With this 
information, matrices f and fg can be corrected and the algorithm applied 
again iteratively. 
Steps of the numerical procedure 
1. Consider Pn, In, , Z£n, , Ui-i, Un and Un known 
2. Establish fS fo*, matrix (8.57) and the right hand side, considering 
f° = f,-, and fo° = for. 
3. Solve LCP (8.57) to find P'"'' , x'*-\ and 
4. Calculate 
jiH-n = B P^+^ + Bo Xm-I + Bd + Ba 
= fi ji-Hi 
and = Bg^ (xe^ "^ ^ + I Ax*^'^^+xpr.) 
5. Calculate 
= [ %.1, %.2, . . . 
v.i+T 
where - Xi ^ -•')-
L.= 
and hence the axial forces 
= B . P'-*^ + B o . Xn+i + B d . + B a -
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6. Put 1 = 1 + 1 and return to <2) If the following convergence 
criterion is not satisfied 
I I . " - " ' - I ( 6 I I 
e is a prescribed tolerance factor depending on the desired accuracy. 
7. Put 
Pn+1 = pi^l , 1 
I n + I = , X E n - H = , X m n + 1 = 
T*n-t-1 = , Xpn-t-l = + M 
and calculate Un+i = Bc^ (xe + %p)n+i 
Un+1 = ao (Ur,*1 - Un) - Bl (in " <32 " 1) Un 
U n + 1 a 3 <Un*+-1 U r t ) SLA U n S s U n 
8. Put n = n + 1 and return to <1) to emulate for the next time step. 
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CHAPTER 9 
LARGE DISPLACEMEFT DYFAMIC AHALYSIS 
OF ELASTO-PLASTIC STRUCTURES 
A simplified approach was presented in the preceding chapter to 
account for the change of the structure geometry during deformation, in 
which the chord rotations of the elements were assumed to be small. In 
this chapter this assumption will be relaxed and proper large 
displacement analysis will be undertaken. Only the displacement (Nodal) 
method will be employed since it has turned out to be more suitable for 
large displacement dynamic analysis. The effect of the change of geometry 
will be separated into three categories; (1) change of the element lateral 
stiffness; (2) finite deflection of the structure joints; <3) change in the 
lengths of elements due to axial extensibility and bowing. 
9 . 1 ELEKEET LEVEL RELATIOIS 
The firite element method requires the study of a single element of 
the discretized structure and the assembly of the elements according to 
their connectivities and boundary conditions. Therefore the element level 
relations play a crucial role in the entire analysis. 
Consider a typical element (e) in its both initial and deformed 
configurations, Fig.9.1, in order to present some of the terminologies and 
conventions adopted in setting up the static and kinematic descriptions 
for such an element. The element is refer ed to a global system of 
coordinates (YOZ), and oriented positively from critical section (1) to 
critical section (2). Vhen the structure is loaded the element deforms 
elasto-plastically, the development of plasticity is restricted to the 
critical sections. The nodal displacements and rotations rk' and r^^ (k = 
1, 2, 3) are positive in the directions indicated in Fig.9.1. The element 
chord is the line joining the two critical sections and its angle p with 
the Y axis is measured positive in the direction shown in Fig .9.1. 
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V5 
7*1 
Fig.9.1 Typical element 
Three independent variables are sufficient to describe the element 
deformation: the axial shortening xa and the rotations and xz at the 
critical sections. Shear deformation will be neglected. The axial 
shortening is defined as the difference between the initial length and 
the current length of the chord. The stress resultants at the critical 
sections are measured positively as indicated in Fig .9.2a following the 
usual engineering beam theory convention, except that the axial and shear 
forces are now parallel and perpendicular, respectively, to the chord of 
the deformed and displaced element. Three independent stress resultants 
(Xi , Xs and Xs) are sufficient to describe the stress state of the 
element; these are positive as shown in Fig.9.2b. 
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X 
x ; 
( r " 
X3 
X| 
(a) (b) 
Fig .9.2 Element stress resultants 
9.1.1 Element Klneaatlcs 
The objective of this subsection is to establish the compatibility 
conditions between the variables describing the movement of the nodes 
(i.e. rk ^  and rk^, k = 1, 2, 3) and the independent deformations of the 
element (i.e. xi , Xz and xs). 
Let (yo^, 2oM and (yo^, zo=) be the coordinates of the nodes of the 
element in its initial configuration, Fig.9.1. Then the initial angle po of 
the element chord with the Y axis, and the initial length of the chord 
can be defined as 
Zo^ - Zo^ 
po = Arctan (9.1) 
yo= - yo^ 
Lo = [ (yo= - y o M ^ + (zo= - Zoi)= ]'/= (9.2) 
From the geometry of the deformed configuration of the element, Fig.9.1, 
one can write the following relations between the current and the initial 
coordinates of the nodes 
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-y' y' ra^ 
rs' 
= y= + r2= 
z= z= 
o 
r3= 
(9.3) 
The independent deformations of the element can be written in terms of 
the nodal displacements and rotations as follows 
xi = - ri' + (p - po) 
Xi = ri= - <p - po) 
<9.4) 
<9.5) 
where 
or 
(zo^ - zc/") + (ra^ - r^T) 
p = Arctan = Arctan 
Azo + (rs^ - rs^) 
p = Arctan 
(yc>^  - yoM + (ra-^  - rz^) 
(9.6) 
A y o + ( r z ^ -
AZo = Zo^ - zo^ , Ayo = yo^ - yo^ 
and the axial shortening is 
xa = Lo - L = Lo - [ (y= - yT)= + (z= - z^  )= 1^ -'=' 
or xa = Lo - < [ Ayo + (r^^ - raM + [ AZo + (rs^ - rsM 
(9.7) 
Relations (9.4), (9.5) and (9.7), which are written in total variables, 
will now be expressed in incremental form - mainly because the plasticity 
relations of a non-holonomic material are Incremental, but partly because 
the incremental form of the above mentioned relations is simpler to 
implement in computer codes. The incremental form of these relations can 
be expressed as follows 
dxi = - d n •" + dp 
dxz = dri= - dp 
dX3 = - dL 
(9.8a) 
(9.8b) 
(9.8c) 
p and L are functions of the nodal displacements and rotations; therefore 
dp and dL should be derived from 
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dp = [ 
dL = [ 
7P "dP 3P -aP •aP 
'»ri' tr^i TiraT 3rT = 3r2= 3r3= 
3 L 71 3 L 3L 
dn^ 
dr^T 
drs^ 
dri = 
drz^ 
dr3= 
( 9 . 9 a ) 
"3 ri -Jra'' -ari=^  tr2= 3r3= 
dr^T 
dr.3^  
dri = 
drz^ 
dr3= 
(9.9b) 
By making use of relations (9,6) and (9.7), relations (9.9) can be 
written as 
s -c -s c 
dp = [ 0, , , 0, , ] dr 
L L L L 
dL = [ 0, -c, -s, 0, c, s ] dr 
where L = { [ Ayo + (rz^ - tz'') ] ^  + [ AZo + (rs^ 
Ayo + (r2= - rzM 
c = Cos p = 
and s = Sin p = 
AZo + ( r a ^ - r s ^ ) 
(9.10a) 
(9. 10b) 
r@T) ]= 
(9.11a) 
(9.lib) 
(9.11c) 
Substituting relations (9.10) into (9.8) yields 
dxi 
dX2 = 
dxs 
-1 s/L -c/L 0 
0 -s/L c/L 1 
0 c s 0 
-s/L c/L 
s/L -c/L 
-c 
d n 1 
dr^T 
dra^ 
dri = 
dr2= 
dr3= 
(9 .12a) 
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This differential form can be converted to incremental form provided the 
increments are very small, then the above formulation can be written as 
6%. = A.<r) Ar« (9.12b) 
where the subscript <e) denotes the eth element. It will be deleted 
henceforth to simplify the relations. 
9.1.2 Element Statics 
In this subsection, the equilibrium relations between the forces (Rk ^  
and Rk^, k = 1, 2, 3) at the nodes and the stress resultants developed in 
the deformed element will be established. 
The equilibrium relations between the six stress resultants (Xk ' and 
Xk^, k = 1, 2, 3) and the three independent stress resultants <Xi, Xz and 
Xs) of the element can be established from Fig .9.2. 
Let Xi= = Xz X3= = Xa 
then by taking three equilibrium equations between the six stress 
resultants, one can establish 
= (Xa - Xi) 
L 
X2= = (Xs - X, ) 
L 
Xa' = Xs 
Rearranging these relations gives 
Xi 1 1 Xi 
-1/1 1/L 1= 
Xs^ = 1 Xs 
Xi^ 1 -
X.^ = -1/L 1/L 
X3= • 1 
(9.13) 
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Consider now the two adjacent nodes to the element, Fig.9.3, and examine 
the forces applied to then, where R' and E® are the nodal forces which 
include the inertia forces referred to a global system of axes (YOZ). 
Fig .9.3 lodal forces 
Imposing equilibrium for each node in turn, one can establish 
relations between the nodal forces and the stress resultants at critical 
sections (1) and (2). 
Equilibrium of node (1): 
Writing one moment and two projections, the equilibrium of node (1), 
Fig.9.3, reads 
= - Xa'' Sin p + Xs'' Cos p 
Rs' = Cos p + Xa^ p 
Equilibrium of node (2): 
(9.14a) 
(9.14b) 
(9.14c) 
Similarly, equilibrium at node (2) can be written as 
= Xv 
82= = Xz^ Sin p - Cos p 
(9.15a) 
(9.15b) 
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Cos p - Sin p 
Bearranging relations (9.14, 15) one can present 
(9.15c) 
Rz' 
= 
E2= 
E3 = 
- 1 
-s 
c 
c 
s 
s 
-c 
-c 
-s 
X, 1 
Xa' 
Xs' 
Xi = 
X2= 
X3= 
(9.16) 
By introducing (9.13) into (9,16), the required relation between nodal 
forces and the independent stress resultants can be obtained as 
E P 
Ez' 
Es' = 
Ei = 
E@= 
- 1 
s/L 
-c/L 
-s/L 
c/L 
-s/L 
c/L 
1 
s/L 
-c/L 
c 
s 
-c 
-s 
Xi 
Xz 
Xs 
(9.17a) 
or in brief as 
(9.17b) 
where p is the current angle of the deformed element chord with the Y 
axis; s = Sin p and c = Cos p as before. 
By comparing the kinematic matrix A(r), relation (9.12), and the 
static matrix A*(r) appearing in (9.17), one establishes 
A* (r) = A^ (r) (9.18) 
although their derivation is completely independent of each other. 
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Relations (9.12) and (9.17) can be written, respectively, in the 
following form 
dx = [ V- (x) ] dr (9,19a) 
R = [ Vr (X) r I (9,19b) 
These two relations exhibit a contragredient transformation or in an 
alternative terminology, they represent a dual transformation. This 
duality will be termed, as before, static-kinematic duality. 
Taking the inner product of the quantities involved in (9.19) yields 
Statically 
I equilibrated 1 
I I 
(dr)T R = (dx)T I (9.20) 
I I 
1 Kinematically I 
compatible 
This form of static-kinematic duality exhibits the principle of 
virtual work in the form of virtual displacements. Therefore (9.20) gives 
the variational representation of the static-kinematic duality in the 
geometrically non-linear structure. 
This static-kinematic duality in geometrically linear structure was 
developed by Munro (1965a,b) and used extensively in the limit plastic 
analysis via linear programming by Smith (1974), It was discussed 
thoroughly in geometrically non-linear structure by Alexa (1976) and, 
differently, by Teixeira de Freitas (1979). 
9.1.3 Incremental F a m of Element Statics 
Equations (9.17) shows the the relationship between the total nodal 
forces and the total ^ stress resultants. An incremental form of these 
equations is now required. Taking the variation of relations (9,17) and 
making use of relations (9.10) one can write 
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dRi' I 
dR:' s/L -s/L c 
dRa' -c/L c/L s 
dR^ 1 
dRzZ -s/L s/L -t 
dRs* t/L -c/L -s 
dXi 
dXz 
dXs 
+ (X, - Xzu) 
2g3 - 94 
- g« -Iqa 
-2g3 94 
94 293 
-293 §4 
94 293 
293 - 94 
- 94 -293 
X3 L 
9' 93 
93 - 92 
9' " 93 
gs 92 
9' - 93 
93 92 
91 93 
93 - 92 
dri 
drs 
dr, 
dra 
where gi = 
ga = g> - gi 
gz = C= / 
s = Sin p 
(9.21a) 
g3 = s c / L= , 
c = Cos p , 
p and L are the current angle of the chord and its length. 
This relation can be written in short form as follows 
<9.2 lb ) 
or in a more compact form 
dR = AT(r) dl + G dr (9.21c) 
where G = G(r, X) = (Xi - Za) Gi + Is Gz (9.21d) 
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or 
G = 
gs 
-ge 
-gs 
g6 
~g6 
-g7 
gs 
g7 
-gs 
ge 
-ge 
ge 
g7 
-g6 
-g7 
(9.21e) 
and g^ = 
ge 
g7 = 
2 s c 
<Xi - %=) Xa 
L 
s c 
<Xi - I2) Xs 
L 
2 s c 
(Xi - X2) + Xa 
1= <9.21f) 
Similar relations to (9.21) were established by Oran (1973), and used 
later by Oran and Kassimali (1976) for the large deformation analysis of 
the elastic frame structures. They were also used by Kassimali (1983) in 
the large deformation analysis of elasto-plastic frames. 
9.1.4 Modal Loading 
5odal loading can be split into applied loading F and inertia loading 
/X, i.e. 
1 = F + )i (9.22) 
The applied load F will always be assumed to be applied at the nodes. If 
a distributed load is applied on the span of the element, then it can be 
carried to the nodes in exactly the same way as for inertia forces. 
Inertia Forces 
Estimating the inertia forces depends on the way in which the mass 
of the element is represented - either by lumping the mass at both ends, 
as done in the previous chapters, or by assuming that the mass is 
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distributed along the element. In this case, consider the element shown in 
Fig.9.4 in Its local axes (y,z); the inertia forces will be established in 
this system of axes and transformed later to the global system. 
M 
mdy 
Fig.9.4 Inertia forces 
In Fig.9.4 r and ^ are, respectively, the nodal degrees of freedom and the 
nodal inertia forces derived from the distributed mass, they are given in 
local coordinates. 
Following the finite element method, the deflected shape of the 
element can be determined in terms of the nodal degrees of freedom. 
z — [ H i , TSzf I s , ] 
ri' 
T^' 
f,= 
r3= 
(9.23a) 
u = [ y i , yz ] 
(9.23b) 
where z and u are, respectively, the transverse emd longitudinal 
displacement of any point of the element. They are functions of the 
location <y) and time (t). 
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5i, yj (i = 1 4 and j = 1, 2) are basic functions. They are 
functions of (y> only, f ( i = 1, 2 and j = 1, 2, 3) are the nodal 
degrees of freedom; they are functions of time (t). 
Let m(y) be the mass per unit length of the element. Then the 
transverse inertia force per unit length is 
pCt) = - S z (9.24a) 
The work done by the transverse inertia forces throughout the element 
is 
WT.r = / (5 5) 
Hence 
wtr = - [ ri\ rs^ ri = , rs^ ] 
z dy 
[ -
Hi 
Us 
J ™ 
Ha 
Sa 
z"^  z dy (9.24b) 
[ Bi, Hi, Hs, ] dy 
ra"' 
fl = 
rs^ 
(9.24c) 
or Wtr = - [ ri\ ra^ r,=, rs^ ] 
ri ^  
rs^ 
(mijtr) 
f 1 = 
r3= 
where 
ni = J m(y) Si Fj dy l , j = l , . . . , 4 
(9.24d) 
(9.25) 
The basic functions Ifi are assumed to be cubic polynomials in y. 
2 y= 
fi = yi - (9.26a) 
3 y= 2 ya 
Sz = 1 - + 
y2 yS 
ITs = - + 
L L= 
L= 
(9.26b) 
(9.26c) 
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Ha = 
3 2 y= 
<9.26d) 
L= 
The equivalent nodal inertia forces should do the same work, i.e. 
[ ri \ ra^, fi = , ] = W t r 
(9.27) 
By comparing (9.24) and (9.27) for any arbitrary values for rj ^  (1=1,2 
and j=l,3), one can obtain 
Ms' = -
• 
fi ^  
fc-l'' 
f3= 
(9.28) 
By a similar argument the equlvelent nodal inertia forces in the 
longitudinal direction can be established as 
ra' 
(m^id) 
where fL 
m*-! J = j m(y) yi yj dy i, j = 
0 
The functions yj are taken as linear in y. 
yi = 1 - y / L 
1, 2 
= y /L 
(9.29) 
(9.30) 
(9.31a) 
(9.31b) 
Combining (9.28) and (9.29), after performing the Integration for a 
prismatic element, yields 
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Ml' 
— mL 
Ms' 
Mi^ 420 
M2® 
Ma^ 
4L= 22L -3L= 13L ri ^  
. 140 , 70 rz' 
22L . 156 -13L 54 #3^ 
-3L= . -13L 4L= -22L 
. 70 , . 140 
13L 
• 54 -22L • 156 
(9.32a) 
A = - H ? (9.32b) or 
The derivation of S can be found in most dynamic books such as Craig 
( 1 9 8 1 ) . 
In order to refer the variables involved in relation (9.32) to the 
global system of axes, some kind of transformation must be employed, 
i.e. 
where 
M = T A 
f = r- r 
(9.33a) 
(9.33b) 
T = 
To 
0 
0 
To 
c = Cos p 
To = c 
s 
-s 
c 
s - Sin p 
(9.34a,b) 
(9.34c) 
Substituting relations (9.33) into (9.32b) and multiplying the result 
through by T yields 
= - 1 r 
a = T * TT 
(9.35a) 
(9.35b) 
where r is the acceleration vector of the nodal degrees of freedom 
)i is the vector of the nodal inertia forces 
and 1 = T S T"^  is the element mass matrix in the global system of 
axes. 
K can be written explicitly as 
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4L= -22Ls 22LE -3L= -13Ls 13Lc 
-22Ls 140+16s= -16cs 13Ls 70-16s= 16cs 
m L 22Lc -16cs 140+16c= -13Lc 16cs 70-16c2 
-3L= 13Ls -13Lc 4L= 22Ls -22Lc 
420 -13Ls 70-16s= 16cs 22LS 140+16s= -16cs 
13Lc 16cs 70-16c= -22Lc -16cs 140+16c= 
(9,35c) 
the lumped mass model is adopted, then, neglecting the inertia 
associated with rotational degrees of freedom, the mass matrix will be 
expressed for a prismatic element as follows 
mL/2 
mL/2 
mL/2 
mL/2 
(9.35d) 
This kind of mass matrix leads normally to a singular mass matrix for 
the structure as a whole, except in the case of shear frames where 
rotational degrees of freedom are suppressed altogether. To eliminate this 
singularity static condensation procedures must be employed.^ 7 
Incremental Inertia Forces 
Taking the variation of (9.35a) requires that 
d/i = - (dl) f - X df 
dl = 0 in the case of the lumped mass model. Even in the distributed 
model, dl is very small, especially when the time increment is very 
small. Therefore, dl will be deleted from the incremental formulation; but 
to compensate for this deficiency, the equilibrium equations In total 
variables will be imposed at the end of each time step. Then the 
following incremental relation is used 
dp = - M dr (9.37) 
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9.1.5 Element Constitutive delations 
In this subsection the relations describing the material properties 
of a typical element will be discussed. These relations will be used to 
connect the static and kinematic relations established earlier so that a 
compact governing formulation will be achieved. 
Elastic Constitutive Relations 
It was shown in chapter 3 that the linear elastic stiffness relation 
of an extensible frame element can be written as follows 
Xi 
x^ - = 
Xs 
4EI/Lo 
-2EI/Lo 
-2EI/Lo 
4EI/Lo 
EA/Lo 
Xi 
X2 
x 3 
(9.38) 
where Lo is the Initial length of the element, I and A are, respectively, 
the moment of inertia and the area of the cross section. 
Under the large displacement assumption the moment equilibrium 
equations have to account for the contribution of the axial stress 
resultant. Hence its effect on the lateral stiffness of the element itself 
must be established. 
If, at both ends of the element shown in Fig.9.5, additional rotations 
Xi and xz are introduced, then the deflected shape of the element can be 
approximated in terms of two cubic polynomials as 
z = [ ai , az ] 
Xi 
Xa 
(9.39a) 
where ai = - y + 
2 y= 
Lo= 
y 3 
as = 
Lo 
(9.39b,c) 
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Flg.9.5 
Consider a point (a) of the element at a distance y from end (1). 
Once the element has deformed, an extra bending moment M due to Xs will 
be generated at (a) 
jr = Xs z (9.40) 
The strain energy due to this bending moment can be written as 
1 rLo 
u = — f M X dy 
2 0 
(9.41a) 
where x is the cuvature given by 
where 
bi = 
X — — C b 1 I bz ] 
dy= 
4 6y 
Xi 
Xz 
(9.41b) 
2 6y 
bz = - + (9.41c,d) 
Lo Lo^ Lc 
Substituting relations (9.40) and (9.41b-d) into (9.41a) yields 
U = Xs [ xi Xi- IE 
2 
/
Lo 
bi ai dy J bi az dy 
0 0 
rho 
J b, 
JLo fLo 
bz ai dy J bz az dy 
0 
Xz 
(9.42a) 
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This can be written in brief as 
1 
U - Xs X^Er B ZEr 
2 
(9.42b) 
where B = 
2Lo/15 Lo/30 
Lo/30 2Lo/15 
(9.42c) 
and subscript r denotes the rotational components of xe. 
The out-of-balance moment will be equilibrated by additional couple 
(Xi* and Xa*) at both ends. Therefore the total potential energy function 
can be written as 
V = U - [ Xi Xa ]' 
Xi 
or 
1 
2 
V = X@ B X E r " Ir X E r 
At the equilibrium state = 0 
(9.43a) 
(9.43b) 
(9.44) 
Thus 
3 X E r 
Xs B^ XEr - If" = 0 
X, 
Xa 
= - Xs 
2Lo/15 
Lo/30 
Lo/ 30 
2Lo/15 
Xi 
(9.45) 
Hot only should the effect of axial stress resultant on the lateral 
stiffness of the element be taken but also the axial shortening due to 
bowing should be calculated, By adopting the same cubic deflected shape 
given by (9.39) one can estimate the mentioned shortening as follows 
1 rL dz 
j ( )= dy 
2 0 dy 
(9.46) 
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Substituting <9.39) into this and performing the proper integrations, one 
can obtain 
e = 
Lo 
30 
<2 X^EI + XEI XE2 + 2 X^Ez) (9.47) 
This shortening must be subtracted from xes since the latter is the total 
chord shortening (including bowing). 
Relations (9.45,47) were derived, respectively, by Jennings (1953,1968). 
The same relations were derived later by Alexa (1976) by using the 
static-kinematic duality theorem at the element level. 
Grouping relations (9.38, 45 and 47) yields 
4EI 
Lo 
- 2EI 
Lo 
- 2EI 
Lo 
4EI 
Xi 
4Lo Xa 
30 
Lo Xa 
30 
Lo Xs 
30 
4Lo X3 
30 
Xi 
Xi 
X3 = 
EA 
Lo 
XE3 -
EA 
30 
(2 X'^ Ei + XEI XE2 + 2 X^Ez) 
(9.48a) 
(9.48b) 
Incremental Form of The Elastic Constitutive Relations 
Since the solution procedure will be incremental, then an incremental 
form of relations (9.48) is required. 
Substituting (9.48b) into <9.48a) l-eads to 
Xi = 
Xi — 
EI 
Lo 
EI 
Lo 
<4XEI - 2xE2) -
EA EALo 
(4Xei + XEZ) XE3 + (4XEI + XES) 
(-2XEI - 4XE2) -
30 300 
x(2x^ei + Xei Xe£ + 2X'^ez) (9.49a) 
EA EALo 
(Xei + 4Xe2) Xe3 + (Xei + 4XE2) 
30 900 
x(2X'^ ei + Xei Xes + 2x^ea) (9.49b) 
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To find the incremental form of relations (9.49) and (9.48b), partial 
differentiation for Xi , Xa and Xs with respect to xei , xbz and xes must 
be carried out, i.e. 
dXi 
dXz = 
dXs 
->x, 3 Xi "3X1 
3 Xi 3x3 
31= "3X^ 
3X2 •3x3 
3X3 3X3 3X3 
"3X1 ? Xz 3x3 
dxi 
dxa 
dxz 
(9.50) 
Performing these partial differentiations and substituting the results 
into (9.50) yields 
dXi 
4EI - 2EI 
dxi 
Lo Lo 
dX^ 
- 2EI 4EI 
dxa 
EA 
Lo Lo 30 
dXs 
EA 
dx3 
Lo 
4 X 3 X.3 4 X i + X 2 
Xs 4x3 XI+4X2 
4XI+X2 X1+4x2 
dxi 
dXi: 
dxs 
8x1 = + 4xi Xa + 3X2= 2x1 = + 6xi X2 + 2X2= dxi 
EA Lo 
+ 2x1 = + 6x1 Xiz + 2x2= 3x1 = + 4xi X2 + 8X2= dx2 
300 
• • • 
B 
dxa 
e 
(9.51a) 
These relations were established by Jennings (1968) and Alexa (1976); 
and they were also established again by Teixeira de Freitas and Smith 
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(1983) when they used perturbation methods to solve the exact 
differential equation of the beam-column and truncated the series after 
the third order term. 
Relation (9.51a) can be written in short form as 
dz. = k. dxe. (9.51b) 
where e denotes the eth element, and E denotes the elastic part of the 
strain resultants. 
Plastic Constitutive Relations 
There are three stress resultants acting on a plane frame section; an 
axial force, a direct shear force and a flexural moment. It was shown by 
Feal (1961) that the shear deformation ef^cts are usually secondary and 
negligible in plane frames. Therefore the shear stress resultant will not 
be included in the yield conditions presented herein. 
Consider a typical element (e) of a plane frame structure as shown in 
Fig.9.6. Plastic hinges are allowed to develop only at the ends. 
(e ) 
O' » 
Fig.9.6 Typical plane frame element 
In order to establish the plasticity relations at the element level, 
consider first the simplest case where the presence of one stress 
resultant does not affect the plastic capacity of another resultant. 
By considering Fig.3.1 to represent any one of the independent stress 
resultants one can write 
- 265 -
Y+*i 
Y**2 
Y-*, 
Y"*2 
Y~*3 
- 1 
- 1 
- 1 
Xi 
Xz 
X3 
X"^ * 1 
X^ *z.' 
X**3 
X-*1 
X~*2 
X~*3 
or in short form as 
T*. = I*. - (I.)T X. (9.52) 
Following the same argument presented in chapter 3, it can be 
established that the increments of the plastic strain resultants are 
given by 
AZp. = 
AXpj 1 
AXps 
= 1. AZ*. 
(9.53) 
where Ax*. = [ Ax**i, Ax**2, Ax**3, Ax-*i, Ax-*2, Ax-*3 
The complementarity condition presented in chapter 3 is also valid herein 
T*. ^ 0 , (T*.)T AX*. = 0 , Ax*. ) 0 (9,54) 
A more realistic representation is to consider that either the 
bending moment (Xi and Xz) or the axial force (Xs) has unquestionable 
predominance. In this case the whole previous argument holds, apart from 
slight changes in the matrix I.. 
The incidence matrix I., in the case of negligible axial force 
effects, is defined by 
I. 
and by 1. 
- 1 
- 1 
when the axial force effects are predominant. 
- 1 
(9.55a) 
(9.55b) 
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Consider now the most general case in which the three independent 
stress resultants interact and hence the presence of the axial force 
(bending moment) reduces the bending (thrust) plastic capacity at both 
critical sections of the element. 
Let us study first the interaction of Xi and X& at section (1) of the 
eth element in the same way as that represented in section (3.2.3). Then 
the safe polytope shown in Fig.3.4 is reduced to a two dimensional space. 
I' = 
Is 
ni k 
nsk 
and I*' = 
X» 1 
(9.56) 
where (k = 1, . . . h) is the outward normal at the kth segment of 
the yield surface. 
Following the same argument presented in section (3.2.3) and 
especializing relation (3.27) leads to 
0*' = 
- 1 
0*1 
0*2 
1 
1 
\ 
0*H 
ni 1 
Hi z 
I 
I 
I 
I 
Hai 
Has 
I 
I 
( 
nsM 
Xi 
Xs 
A* 1 
X*2 
I 
I 
I 
I 
X*h 
(9.57a) 
Similar relations can be written for section (2) where (Xz and Xs) 
interact. 
0*= 
1 2 
0 * 1 
0 * 2 
1 
\ 
\ 
0 * M 
nzi 
I 
t 
I 
I 
nai-i 
nai 
nsz 
I 
I 
I 
X^ 
Xs 
%*1 
X*2 
I 
\ 
I 
I 
X*i-i 
(9.57b) 
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It is possible to write 
I' = 
a n d 
= 
Xi 
Xs 
Xz 
Xa 
X, 
Xi 
Xs 
X, 
x^ 
Xs 
Feeding these two relations into (9.57) and combining the results into 
one relation yields 
Y*. = I * . - ( I . ) T X. 
(9.56) 
where 
Y*. = -
and 
in which 
0#T 
0*= 
*. = [ r ]_ 
I - = 
X, 
Xi-
Xs 
Di 1 ni 2 m 3 nit-, 
nsi Daz nsa n-, 
(9.59a) 
(9.59b) 
(9.59c) 
and 
1= = Dz1 nzz 
ns 1 TXss 
TXzi 
nas 
nzh 
nsh 
(9.59d) 
By a similar argument to that of section (3.2.3), one can write the 
increment of the plastic strains at both sections as 
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AXp.' = 
AXp® = 
AXpi 
1 
AXp3 
AXp2 
AXps 
Dii ni2 — — _ — nihi 
D31 Bsi _ _ _ _ _ _ _ Il3h 
521 Hz .2 — — n^h 
HSI D32 IlSh 
AX»i 
Ax* 2 
Ax*h 
Ax»i 
Ax*i 
I 
I 
I 
Ax*M 
(9.60a) 
(9.60b) 
Feeding these two relations into the following one, which collects the 
element plastic strain resultants 
AXpT 
AXp. = AXp= = 
AXp3 
AXp 1 
AXp.3 
one obtains 
where 
AZp* = 1. Ax*. 
Ax*. = 
AX*' 
AX*= 
AXp.2 
AXp3 
(9.60c) 
( 9 . 6 1 ) 
The sign constraints and the orthogonality conditions on AX*, and T*. 
established in section (3.2.3) still hold here, i.e. 
Y*. > 0 (T*.)"^  Ax*. = 0 AX*. ^ 0 (9.62) 
9.2 STRUCTUEE LEVEL RBLATIOIS 
The technique of treating the element kinematics and statics 
indpendently will be extended to the structure level. This in turn 
requires imposing equilibrium and continiuity at each node. The process 
of forming the kinematics and statics for the entire structure is simple, 
since the element level relations have been already established in a 
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global system of coordinates. The process of assembling requires two new 
sets of quantities: 
- The set q of degrees of freedom or generalised coordinates; 
- The set Q of nodal applied forces. 
For a simple portal frame, the above quantities are shown in Fig.9.7 in 
their positive directions. 
@ (D ® 
-c>=^—. o T 
(D (D 
(a) Generalised coordinates (b) Hodal forces 
Fig.9.7 
9^.1 Structure Level Kinematics 
The principle of assembling the kinematics is that the displacements 
r of the disconnected element nodes are equal to the displacements q of 
the corresponding structure nodes. Therefore, by imposing this continuity 
condition on each node and the elements connected to It, one can 
establish the connectivity conditions for the above portal frame as 
follows 
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Ti ' 0 0 0 
r,= I 0 0 
rz' I 0 0 
= 0 I 0 
ra' 0 I 0 
0 0 I 
0 0 I 
0 0 0 
where I is the unit matrix and 
qa 
q s 
( 9 . 6 3 ) 
ri • ri ^  
q" = qz' 
qs^ 
, = r^' 
rs^ 
= rz^ 
r3= 
r. = 
r.= 
i.e. q^ are the degrees of freedom at node i 
r.' and are the displacements at end (1) and (2) of the eth element. 
In general relation (9.63) can be expressed as follows 
r = L q 
or in incremental form as 
A r = L Aq 
(9.54a) 
(9.64b) 
in which L is the connectivity matrix, 
The kinematic relation given by (9.12) for a typical element can be 
collected for all elements of the stucture in a single relation as 
A Z i 
AXz 
t 
1 
A X j 
1 
AZttta 
Ai (ri) 
Az(Zz) 
Aj (r j) 
An*(TN*) 
or, in short form, as 
Ax = A(r) A r 
Substituting (9.64) into this yields 
Ax = A L Aq 
Ari 
Arz 
I 
I 
Arj 
I 
I 
Arw. 
(9.65a) 
(9.65b) 
( 9 . 6 6 ) 
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It is obvious that (9.66) is a non-linear relation since A is a function 
of r and hence a function of q. 
92.2 Structure Level Statics 
The static principle of assembling the disconnected elements into the 
structure is the imposition of equilibruim between the applied loads 
at node i and the element end forces (-F) acting at the ends of the 
elements connected to node (i). For example node (1) is chosen from 
Fig .9.7b, see Fig .9.8. 
J ® — — F22 
zdy--" 
Fig .9.8 Forces acting at node (1) 
The meaning of the notation used in Fig .9.8 is 
(f,=yt = [ fi=, f==, f3= 3i 
i.e. the set of element end forces at the end (2) (upper index) of element 
(1) (lower index). Similarly Fz^ are the element end forces at end (1) of 
element (2). 
Also (Q')T = [ Qi', Q=T, Qa' ] 
is the set of applied forces at node (1) 
Equilibruim equations of all nodes can be collected as follows 
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Q' 
= 
Q3 
0 I 
0 0 
0 0 
I 
0 
0 
0 
I 
0 
0 
I 
0 
0 
0 
I 
0 
0 
I 
0 
0 
0 
f 1 
Fg' 
F2= 
Fa' 
F3= 
F^T 
F^= 
or in short form as 
Q = LT F 
This can be written in incremental form as 
AQ = L"^ AF 
(9.67a) 
<9.67b) 
( 9 . 6 6 ) 
The static relation given by (9.21c) for a typical element can be 
collected for all structural elements into a single relation as 
ASI A l l 
AKz AXS 
1 
1 
1 
= 1 
1 + 
1 
ARN. ^ 4 7 * . A%N* 
or AR = AT Ai + G A r 
If the element end forces F and inertia 
AFI 
Gz Arz 
I 
I 
I 
I 
(jNo Arivlat 
(9.69a) 
(9.69b) 
similar way for the whole structure, then with the aid of relation 
(9.22) one can write 
where 
A>1 
A>li 
Afkz 
1 
1 
1 
A|tN* 
AF = AR - A^ 
Ib-
( 9 . 7 0 ) 
Km. 
A r i 
Arz 
I 
I 
I 
A^N. 
or Ap = - K A r 
(9.71a) 
(9,71b) 
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Substituting (9.69) and (9.71) into (9.70) and the result into (9.68) 
yields 
LT A% + IT G Ar + * Ar = AQ 
Introducing transformation (9.64) into this gives 
17 Ai + L? G L Aq + LT * L Aq = AQ (9.72) 
Matrices A and K are functions of q, and matrix G is a function of q and 
9.2.3 Structure Level Constitutive Relations 
As done in the preceding subsections, the constitutive relations of 
all elements can be collected together to form the structural level 
constitutive relations. 
Elastic Relations 
If all element relations similar to (9.51) are collected into a single 
set, then the structural elastic constitutive relation can be written as 
All 
Alz 
1 
1 
1 
AXns 
AZEI 
AZe2 
I 
I 
I 
I 
AZ e n s 
(9,73a) 
or Al = k Ale (9.73b) 
Matrix k is a function of the independent elastic strain resultants xe. 
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Plasticity Relatinnm 
If all relations similar to (9,53) or (9.61) are collected together, 
then one can establish 
AZpi 
I 
I 
I 
I 
AXpNm IN. 
A X » i 
AX»2 
I 
(9.74a) 
or AXp. = I A X * (9.74b) 
Yield ConditiQDS 
Relations similar to (9.52) or (9.58) can also be collected together 
to describe the yield conditions for the whole structure 
Y*, x», 
Y*2 
1 
X«2 
1 
1 
\ 
Y*Nm 
1 1 
I*Nm M ' Hm 
Xz 
I 
Zn. 
or Y* = I* - r I 
This relation can be written in incremental form at t > tr, as 
Y* = Y*m - FT 
where Y*n = I* - 1^ Xn 
AI = X - In 
(9.75a) 
(9.75b) 
(9.76a) 
(9.76b) 
n denotes the nth time step. 
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The complementarity condition (9.62) can also be written for the 
whole structure as 
Y» ) 0 Y*"^  Ax* = 0 Ax* ) 0 (9.77) 
9.3 GOVERIHG FORKULATIOI 
The strain resultants can be divided into an elastic and a plastic 
part, i.e. 
Ax = AXE + AXp 
Substituting (9.74) and (9.66) into this gives 
AXE = A L Aq - I Ax* 
Feeding this relation into (9.73) yields 
Al = K A L Aq - K * Ax* 
(9.78) 
(9 .79) 
w a o ) 
Introducing this into the equilibrium equation (9.72) and into the yield 
criterion (9.76) and appending (9.77) to the results, one establishes the 
following differential LCP 
M L 0 
0 0 
6q 
Ax* 
LMA^ k A + 6)L L? A? k N 
NT k A L - N M N 
0 
+ 
hx* Y, 
- 6Q 
Y » n 
Y» > 0 6x* = 0 6x, > 0 
(9.81) 
Again M and A are functions of the current displacements q(t), 
G is a function of q<t) and the current stress resultants X(t), 
k is a function of the current elastic strain resultants xe(t). 
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It should be noted that if the assumption of small displacements is 
to be adopted, then formulation (9.81) will be simplified by considering 
the element kinematic matrix km and the mass matrix II. to be constant. 
Further, the G matrix should be deleted from the formulation (G - 0) and 
the element elastic stiffness k* should be taken as that given in 
relation (9.38). Therefore the formulation will become 
- h L 6q 
Ax, 
LTfT k A L 
NT k A L 
L/ A? k N 
- IJT k N 
6q 
+ 
0 - fiQ 
6x* Y. Y.n 
Y» ) 0 Y*"^  6x* = 0 Lx* > 0 
(9.82) 
5ow all the matrices on the left side of the formulation are constant and 
need to be established only once at the beginning of the analysis. 
9.4 lUKERICAL PROCKDUBE 
The numerical procedure for solving formulation (9.81) will be the 
same iterative scheme presented in section (7.2.4) with some modification 
to account for the geometric non-linearity. As pointed out in earlier 
chapters, most numerical procedures depend on the fact that the solution 
for the problem is known at time t n , and an approximate solution at time 
tn+1 is then sought. Once this solution is established to a desired 
degree of accuracy, one can march to a new time step and so on. 
To eliminate the acceleration term from formulation (9.81), the 
Sewmark numerical integration method presented in Appendix A will be 
used. For this, relations (A.22, 23) will be recalled as 
(9.83a) 
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qn-f 1 - &3 Aq,-,+1 - sla qn - as qr (9.83b) 
where ao, ai , . . as are given by relations (A.24), 
Substituting (9.83a) into (9.81) yields 
- L7 I L L? AT k * 0 
r k A L - r k E I 
Aq 
AZ» 
T* 
F, 
T*,-
^ 0 , Y ' *n-*- 1 1 — 0 , 1 ? 0 
where Fi = - AQn-n - L"*" M L (ai qr, + a^ qr,) 
r = AT k A + G + ao M 
and AQ,-,.! = (A,."^  !„ + Mm L q^) 
Again, subscript n indicates that evaluation is required at time t,-,. 
Steps of Procedure 
1. Let the initial values q,n, qn, qr,, In, xe,-,, Xp,-, and be known and 
set the out-of-balance forces Fr-° = 0 
2. Establish A,-,, Gn, k,-, and Mr, and calculate 
Kr, — Ar,"^ k n Ar, t Gr, t ao Mr, 
AQn-i-l = Qr,+ 1 - (An^ I r , + Mr, L ^ r , ) 
AQ*n-n = AQn+1 + M,-, L (a, q,-, + a^ qn)^ 
3. Solve the following LCP 
- LT I L I J A7 k M 0 Aq - AQ*r,+ 1 -
Az* = 
r k A L - k I I Y * Y*m 
T * n - H ) 0 , TT*r,-M A3E*r>-H 
to establish AqSn^i , Ax*^n+i and Y**,-,+i 
4. Calculate the following iterates 
q* = qn + Aq^n+1 
= 0 A%*M+1 ) 0 
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\= ao - ai q,-, - (az - 1) qr, 
q^ — as Aq*n-n — aa qn — as qr, 
= I Ax*^r,+ i # AXe^ = Ar. L aqSn+i - AXp^ 
Al* = km AZe" 4 = In + Al^ 
5. Calculate the out-of-balance forces 
F^ .rr. = Qn^l - LT ( A „ Y ^ + M.. L qi) 
and Fri+1 = + F*.rn 
6. Return to (3) if the following convergence criterion is not satisfied 
Aq*^n+1 F\*rr ( 6 Aq^ r^i-*-1 AQn-f- 1 
where e is a tolerance factor; e = 0.001 is recommended. 
7. Put qn+1 = q^ , qm-Ki = q^ , qn+i = q^ 
3C*n-t-1 = **i-i + AX*^r,+1 
Xprt-M — Xpn t AXp^ 
%Er,+ 1 = XEr, + AXe * 
and rn+1 — L qn+1 
8. Calculate the new coordinates for all nodes, the length Lo-m and the 
angle p^+i of every element 
9. Put n = n + 1 and return to (1) to solve for the next time increment. 
Matrices A, G, k and K were calculated once at the beginning of every 
time increment. In reality and for fast convergence they should be 
updated in each iteration inside the time increment; but this turns out to 
be very costly in most cases. The best compromise is to update once or 
twice in every time increment depending on the problem analysed. However 
in most cases, it has been found that a maximum of three iterations is 
needed for convergence. Therefore no updating was necessary inside the 
time increment and hence the procedure was listed above with only one 
updating at the begining of each time step. 
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Example E9.1 
The fixed end beam, shown in Fig.EQ.l, is to be analysed under the 
effect of the dynamic load shown in Fig.E9.2b. The load is applied 
suddenly at the midspan point while the beam is at rest. The material of 
the beam will be assumed purely elastic, but full large displacement 
analysis will be undertaken. This problem was studied previously by 
Kcnamara (1974) and Vylly (1982). A similar model was also investigated 
by Veeks (1972), Jones and Roderick (1975), Hickell (1976), and Oran and 
Kassimali (1976). 
T 0-3175 cm 
L = 25 4 cm 
(a) Fixed end beam 
2-54 cm 
(b) Cross section 
Fig.E9.1 
The mass per unit length and Young's modulus are 
m = 2.185 X 10~® kg/cm , E = 2.07 x 10® klf/m^  
Due to symmetry, only half of the beam will be studied, Fig.E9.2a. 
I ' 
a 
Qi 
Q(t) 
Q.o= 2*844 kN 
(a) Graph model 
Fig.E9.2 
(b) Applied load 
Jickell (1976) derived the following equation of motion for this one 
degree of freedom system 
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Kq + ki q + kz q= = Q, (E9.1) 
The parameters M, ki and kz were established, by employing a cubic 
polynomial to approximate the deflected shape, as 
K = 13mL/35 , k, = 12EI/L= , kz = 36EA/35L? 
The structural properties adopted in this example are substituted into 
equation (E9.1). Ifewton Raphson iterative procedure together with the 
Fewmark average acceleration method for numerical integration are used 
for solving equation <E9.1) numerically. The time increment is taken 
At=0.00001 sec to provide a good accuracy. The resulting displacement-
time history is plotted on Fig.E9.3. 
In order to provide a comparison with preceding investigation, one 
element is used to model the beam. The mass of the element will be lumped 
at both ends as shown in Fig.E9.2a and mo will be taken equal to M. The 
numerical procedure presented in section (9.4), employing the Newmark 
average acceleration method for numerical integration with At=0.00001 sec, 
is used so that acceptable accuracy is obtained. The resulting time 
history of the midspan displacement is plotted in Fig,E9.3, 
It can be seen from Fig.E9.3 that the difference in the midspan 
displacement resulting from the current solution and that from solving 
Fickell's equation is about 10% at the maximum value. This may be 
justified by the fact that Sickell employed a cubic polynomial to 
approximate the deflected shape of the structure in order to establish 
the nonlinear stiffness coefficient kz. whereas in the current solution the 
geometric nonlinearity is dealt with in a more rigorous way. 
Although Kcnamara used ten elements and a consistent mass in 
modelling one half of the span, his maximum displacement is 11% and 21% 
bigger than those obtained, respectively, from the current solution and 
from integrating equation (E9.1). Moreover, Mcnamara's results are out of 
phase with the current solution. A similar comment can be made on the 
results obtained by Vylly. His maximum displacement is very close to that 
obtained by Mcnamara, but even these two solutions are out of phase. 
There seems to be no acceptable consensus for the solution of this 
problem. 
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It sould be mentioned that this problem is very sensitive to the size 
of the tine increment used in the numerical integration. This is because 
the stiffness of the structure increases very sharply during loading. 
Current solution 
Nickell's equation 
"Zs" "So 
Time Milllsec. 
Fig.E9.3 Midspan displacement-time history 
Example E9.2 
The fixed end bean shown in Fig.E7.5a will be investigated here under 
the effect of the applied load shown in Fig.E7.5b. The material of the 
beam will be assumed purely elastic. Further, a full account of the change 
of the structural geometry (large displacement) will be taken. 
As in example E7.2 the beam has constant flexural rigidity EI and 
cross sectional erea A which are given as 
EI = 4436 k3m= EA = 948 X 10=' kH 
The total mass of the beam is 35 kg which will be lumped as in Fig.E7.5a. 
The graph model and applied force depicted, respectively, in Fig.E7.7(a, b) 
will be adopted here. 
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The Rewmark average acceleration method of numerical integration 
with At = 0.02 sec will be used in order to obtain the desired accuracy. 
The time history of the midspan displacement q is plotted in Fig.E9.4. 
Also shown in the same figure, for the sake of comparison, the time 
history of q for the same problem solved under the small displacement 
assumption. It can be observed from Fig.E9.4 that the differences between 
the two histories are not signicant. This is because the given flexural 
and axial rigidities are large with respect to the applied load. Although 
these differences are small, the expected features of large displacement 
behaviour can be observed easily, i.e. the peak values for large 
displacements are smaller and occur prior to the corresponding peaks in 
the small displacement solution. 
LARGE DISPLACEMENT 
SMALL DISPLACEMENT 
• - T I I * KC-
Fig.9.4 Midspan displacement-time history 
Example E9.3 
The fixed end beam shown in Fig.E7.5a will be studied again, so that 
full account will be given to the change of the structure geometry (large 
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displacement) and development of plasticity. All structural properties and 
applied load used in example E7.2 will be adopted, thus the graph model, 
applied load and restoring force depicted in Fig.E7.7 will be valid 
herein. Fo consideration will be given to the effect of axial forces on 
the plastic moment capacities of the structural sections. For convenience 
some of the structural and loading parameters will be recalled 
EI = 4436 kNm= , EA = 948 x lO-" kB 
L = 5.10 m , Xo = 18.75 kF 
12.5 X 5.1 
R* = 12.5 kN 4 X* = = 31.875 klfm 
2 
I*. = 1185 k% 
Again, the Fewmark average acceleration method for numerical 
integration with At = 0.02 sec is employed. The resulting time history of 
the midspan displacement q is plotted in Fig .E9.5. Also on the same 
figure is shown the time history of q resulting from the small 
displacement analysis of the same problem which was carried out in 
example E7.2. By comparing the two histories it can be seen that there 
are significant reductions in peak values when the change of the 
structural geometry is taken into account. This reduction is almost 40% 
at the maximum point and more elsewhere. Therefore, when elasto-plastic 
aralysis is to be carried out, the change of the structure geometry is 
worth considering, especially in a structure similar to the problem under 
investigation. Further, when a large displacement analysis is performed, 
the displacement-time history, Fig.E9.5, may not be of a regular harmonic 
shape. 
Fig.E9.6 shows the stress-strain resultant diagram, from which it can 
be seen that due to the large displacement analysis there are two modes 
of plastification at each critical section. This behaviour did not occur 
when a small displacement analysis was performed for the same problem in 
example E7.2. 
Another investigation on the same problem is made in which all 
structural and loading parameters are retained, apart from the plastic 
moment capacities of the critical sections. These are taken as 
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X* = 77.525 kBm 
which is almost 2.43 times X* given previously. 
The same numerical method and time increment are used. The resulting 
displacement-time history, plotted in Fig.E9.7, is almost harmonic since 
the plastic duration is very short and consequently one mode of 
activation at the critical sections has developed. The peak displacement 
in this case is almost half the corresponding one in the original case. 
Therefore, in order to reduce the maximum midspan displacement by 50%, it 
is necessary to increase the plastic moment capacities of the structural 
sections by almost 140%. 
SMALL DISPLACEMENT 
LARGE DISPLACEMEN 
0.40 o.#o 1.00 :.*« 
-TIME BEC-+ 
t-eo 
Fig.E9.5 Kidspan displacement-time history 
This example shows that (1) although the large displacement analysis 
is costly, it is worth investigating since it resulted in more than 40% 
reduction in the displacement when elasto-plastic material is used; (2) it 
shows also the advantage of permitting plastic behaviour. If the designer 
can accept some permanent distortion in the structure, the amount of 
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resistance, and hence structural material and cost, can be appreciably 
reduced. In this example, an increase of 140% in the plastic moment 
capacities of the structural sections resulted in reducing the 
displacement only by 50%. 
> 
h 
II 
i % 
?j 
't.oo •'M iE5i 
•-WTRTIOM niLLIIWW.-* 
Fig.E9.6 Bending moment-rotation history 
t 
" I 
e< -
1 « rZ nSo TJo i5o •'.to 
•—TIHE 8EC-» 
Fig.E9.7 Kidspan displacement-time history 
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CHAPTER 10 
A PEETURBATIOF METHOD FOR 
SMALL DISPLACEMENT DYNAMICS 
10.1 IITRODOCTIOI 
The differential linear complementarity problems, which were solved 
in the previous chapters by means of numerical integration methods, 
will now be solved by use of perturbation techniques. Here a function 
f(e) of a single variable e can be represented by an asymptotic 
expansion as 
f(e) = Z ai . Yi (e) (10.1) 
1 —o 
where ai are independent of e and Yi(e) is an asymptotic sequence, 
It should be noted that an asymptotic representation of a given 
function f<e) is not unique. In fact, f(e) can be represented by an 
infinite number of asymptotic expansions because there exist an 
infinite number of asymptotic sequences that can be used in the 
representation. However, given an asymptotic sequence Yi<e), the 
representation of f(e) in terms of this sequence is unique. A more 
complete theoretical discussion about this subject can be found in 
Fayfeh (1973,1981). 
It is the aim herein to establish asymptotic representations for 
the variables involved in the governing relations derived by the 
displacement method ( nodal formulation ) under the small displacement 
assumption, and to discuss their implementations, 
10.2 SOLUTIOI OF ELASTIC DYIAMIC EQUILIBRIUM EQUATIOIS 
The equilibrium relations of elastic structures subjected to 
dynamic forces with no damping can normally be written 
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1 q + K q = F(t) (10.2) 
as established in chapter 4. 
Assuming, as before, that the solution is known up to time t,-,, an 
approximate solution at time t = tn + e is sought. 
10.2.1 AIALYSIS OF HOMDGBIDUS EQUATIOIS 
For the sake of simplicity, the case of having initial conditions 
but no applied load will be studied first. Hence equations (10.2) 
become 
K q + K q = 0 (10.3) 
and q(tn) = qcr,> , q(tr.) = qcr,:. (10.4) 
Consider the following asymptotic expansion (10.1) for the 
complementary solution qc 
qc = qo + qi e + qz e^/2! + . . . 
or qc = I qi e^/i! (10.5) 
i —O 
where e = t - tr. is the time increment, 
represents an asymptotic sequence, 
and qi is independent of e and hence of t 
Differentiating (10.5) twice with respect to e ( or t ) gives 
q = Z qi+i eVi! (10.6) 
i - O 
q = Z qi+2 e*/i! (10.7) 
t-o 
By substituting e = 0 into the (10.5, 6) one can identify 
qo ~q<:i"i> , qi~qcn;) (10.6) 
Substituting ( 10.5 ) and ( 10.7 ) into ( 10.3 ), one can write. 
Z ( M qiH-2 + K qi ) eVi! = 0 (10.9) 
i - O 
This relation will be satisfied for all values of e when 
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H qi»2 + K qi = 0 ( 1 0 . 1 0 ) 
or qi+z = - K q, ( 1 0 . 1 1 ) 
The mass matrix I should therefore be positive definite. 
Expanding (10.11) gives 
if i = 0 , then qa = - K"'' E qo 
i = 1 qa = - X-T K qi 
i = 2 q* = - K qz 
or q< = (- If-i K)= qo 
1 = 3 qs = (- M-' K)= qi 
1 = 4 qs = (- K)^ qo 
(10.12a) 
(10. 12b) 
(10.12c) 
(10.12d) 
(10.12e) 
Substituting relations (10.12) into (10.5) yields 
qc = qo + qi e + (- M"' K) qo e=V2! + (- K) q, e=/3! 
+ (- I-' K)^ qo E * / 4 ! + (- I-i K)= q, £^/5! + . . . 
Rearranging this to become 
qc = [ I + (- K) e=/2! + (- I"' E)= e^/4! + . , . ] qo 
+ [ I e + (- E) 6=/3! + (- E)= e®/5! +. . .] q, 
or, briefly, in terms of the initial displacements qo and velocities qi 
qc = Qo qo + Qi qi (10.13) 
where I is an identity matrix, 
Qo and Qi are two linearly Independent solutions for (10.3) and 
defined as 
^ lEo ( 21 )! 
(- I-' E): (10.14a) 
d o ( 2i+l)! 
(- H-' E) (10,14b) 
- 289 
In order to prove the convergence of the asymptotic expansion 
(10.5),the convergence of both series (10.14) must be proved. For this 
the ratio test is employed as follows 
First, series (10.14a): 
i th term (2i-2)! 
Lim = Lim (-!-"' K) ^  x (-g-^ 
(i-l)th term ( 2i )! 
i 4 m 1 4 to 
= Lim (-JC"'' K) = 0 
21 
i 4 (0 
Similarly, series (10.14b) can be treated 
i th term (2i-l)! 
Lim = Lim (-M"' K) ^  x (-!"' K)-(i-T) 
(i-l)th term (21+1)! 6=^-^ 
i -> 00 i 4 to 
= Lim (-K-^ K) = 0 
2i+l 
i 4 to 
Therefore both series converge for all values of e, and hence the 
asymptotic expansion (10.5) converges for all values of e. 
10.2.2 AIALYSIS OF FORCED VIBRATIOIS 
Let the applied loading vector F(t) be repesented by an asymptotic 
expansion 
F(t) = Fo + Fi e + Fz E=/2! + Fa e®/3! + 
or F(t) = I Fi e Vi! (10. 15) 
i — O 
Substituting this into ( 10.2 ) gives 
M q + K q = I Fi € Vi! (10. 16) 
^ ^ i - O 
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The particular solution of this set of differential equations should 
have the same form of the right hand side. Therefore the asymptotic 
expansion (10.5) will be a suitable choice to represent q. By 
Introducing (10.5) and (10.7) into (10.16), one can write 
E ( n qi-z + K qi - Fi ) eVi! = 0 (10.17) 
i - O 
This can be satisfied for all values of e if 
qt+2 = Fi - K qi (10.18) 
or, expanding 
if 1=0, then qz = Fo - I^ '' K qo (10.19a) 
1=1 qa = M-' Fi - K q, (10.19b) 
1=2 q. = M-' Fa - K qz 
Substituting (10.19a) into this gives 
q. = K-i Fa + (-1-^ K) M-' Fo + ("K"^ K)= qo (10.19c) 
1=3 qs = Fa + (-I"'' K) Fi + (-*-' K)= q, (10. 19d) 
1=4 qe = H-' F. + (-1"' K) M"' Fz + (-*-i K)= Fo 
+ (-*-' K)^ qo (10.19e) 
Substituting relations (10.19) into (10.5), one can obtain 
q = qo + qi e + ( ll~' Fo - K qo ) e=/2! 
+ [ Fi - K-^ I qi ] e®/3! 
+ [ Fa + (-K-1 K) K-1 Fo + (-K"^  K)= qo ] e^/4! 
+ [ I-' Fa + (-K-' K) M-' Fi + (-%-' K)= qi ] e®/5! 
+ [ F^ + (-M-' K) Fa + (-*"' K)= Fo + 
+ (-»-' K)® qo ] e®/6! + [ M"' Fs + (-M"^ K) Fa + 
(-!-' K)= 1-' Fi + (-*-' K)® qi ] 6^/7! + . . . 
This can be arranged in the following form 
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[ I + (-*-1 K) e=/2! + (-H-- 1 K)^ e 4/4! + . . • ] qo 
+ [ I e + (-I- K) 6=/3! + (-M K)^ e^/5! + . 3 qi 
+ [ I E=/2! + (-!-' K) E*/4! + (-X-1 K)= e®/6! + . 3 Fo 
[ I E=/3! + (-M-1 K) eS/S! + (-*-T K)-^  e^/7! + . ] 1-1 F, 
+ [ I E*/4! + (-I-i K) €®/6! + (-X-T K)^ e®/8! + . ] 1-1 Fz 
+ [ I e®/5! + (-1-1 K) e^/7! + ] 1-1 Fa 
+ [ I e®/6! + (-1-'' K) e®/8! + ] 1-1 F. 
This can be written in short form as 
( 1 0 . 2 0 ) 
where Qo and Qi are as defined for the complementary solution in 
(10.14) 
and qp = Z I 
: 2 C i -t-1 ) +j 
J-O l-O [2(i+l)+j 
represents the particular solution. 
u T T T K)^ K - Fj ( 1 0 . 2 1 ) 
Bzai^ >le ElO. 1 
The solution for the undamped one degree of freedom system governed 
by the following equation of motion 
m q + k q = F(t) 
is to be established, assuming that the initial conditions are 
q(t=0) = qo , q(t=0) = qi 
and the applied load F(t) = Fo, a constant, for all values of t. 
The solution can be obtained by applying relation (10.20) 
where 
q(t) = qc(t) + qp(t) 
qc (t) = Qo qo + Qi qi 
Qo , Qi are as given in (10.14) 
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qp is given in (10,21) and can be modified to suit the 
example as 
•''= ° . L [ I a n ) ] ! 
Expanding the above relations and assuming = m~^ k, one can write: 
Qo = 1 - (l)e)z/2! + (we)*/4! - (w6)^/6! + . . . 
or Qo = Cos(uE) 
Qi = e - 0)= e=/3! + e = /5! - w® e^/?! + . , . 
= u-i [ WE - (wE)=/3! + (a)€)®/5! - (uE)?/?! +. . .] 
= (i)"'' Sin(uE) 
qp = [ e^/2! - E*/4! + e^/6! m~''Fo 
= u-= { 1 - [ 1 - (wE)=/2! + (a>£)^ /4! -...]} m-^Fo 
= Fo k"'' [ 1 - Cos(u€) ] 
Remembering that e = t - to, and if to is taken equal to zero, then the 
complete solution can be written as 
q(t) = qo Cos(ut) + qi Sin(ut) + Fo k^U 1 - Cos(ut)] 
Which is identical to the closed form solution found in most 
conventional dynamic books such as Clough and Penzien (1975). 
//// 
10.2.3 ITJJCEBICAL PEOCEDUEE 
If the solution of the equations of motion is known at time tn, i.e. 
q o = q < t n ) , qi = q ( t r , ) , q z = q ( t , - , ) 
then it is possible to establish good approximate values for these 
variables at time (t = tn-n = t,-, + e) by the following numerical 
procedure 
1. Establish the matrices M and K, and invert M. 
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2. Determine the number of terms (FT) to be considered in the q 
expansion (10.5). 
3. Repeat this step from i=l until i=FT 
a. Find the appropriate value of F* 
b. Calculate qi+a = I"' (Fi - K qi) 
c. Return to (3) if i ( ET 
NT 
I 
i —O 
N1 
I 
i—O 
where HI = HT - 1 
4. Calculate q ( t r , + i) = Z qi e^/i! 
i -o 
N1 
and q(tn+i)= I qi+i eVi! 
5. In order to enforce equilibrium at the end of each time step, the 
acceleration vector q will be calculated be using the equations of 
motion (10.2), i.e. 
q ( t r , H - i ) = It"' [ F ( t n - n ) - K q ( t n + i ) ] 
6. Put n=n+l and return to (3) to calculate for next time increment. 
It should be mentioned that the acceleration vector must be 
established from the equilibrium equations at the beginning of the 
procedure. It is also worth mentioning that the two parameters e and NT 
should be chosen in such a way as to guarantee the desired accuracy. 
10.3 SDLUTIOI OF THE DIFFEEEITIAL LIIEAE COIPLBIEITARITY PROBLEM 
It is the intention herein to provide a solution procedure for the 
differential linear complementarity problems (DLCP) which result from 
formulating the problem of elasto-plastic dynamics by the displacement 
method (nodal formulation). 
The DLCPs derived in the previous chapters are actually of very 
similar form and can be represented by the following general 
description 
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K 0 Aq 
+ 
0 0 Ax* 
-K 
E 
Aq 
+ 
0 -AF 
AX* Y*n-+ 1 
Y*n-H ^ 0 , AX* = 0 , AX* ) 0 
(10,22a) 
(10.22b) 
Matrices X, K, E, D, and F can be identified with respect to the 
particular DLCP under investigation; H and K are symmetric and positive 
definite, whereas D is only symmetric. 
The above formulation can be written as 
1 Aq + K Aq = aF + E"^  Ax* 
and AT* - D Ax* = - B Aq 
where AY* = Y*r,-fi - Y*,-, 
(10.23a) 
(10.23b) 
Let the incidence matrix I* collect the subset of activated yield 
modes, i.e. 
Y*. = I* Y* (10.24a) 
such that Y*. = 0 (10.24b) 
and consequently AY*. ) 0 (10.24c) 
where AY*. = I* AY* (10.24d) 
With each activated yield mode defined by (10.24), the increments of 
plastic multipliers Ax*, defined by 
Ax* = I*^ Ax*. (10.25) 
are associated. 
Substituting (10.25) into (10.23) and premultiplying (10,23b) by 
I*, one obtains 
1 Aq + K Aq = AF + E"^  I*"^  Ax*. 
AY*. - I* D I*^ Ax*. = - I* E Aq 
(10,26a) 
(10.2Gb) 
By examining relations (10.24) and (10.25), alternative sign 
restriction relations to those of (10.22b) can be established as 
AY*. ) 0 , AY'*. Ax*. — 0 , AX*, i 0 (10.26c) 
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Consider the following asymptotic expansions for the variables Involved 
in (10.26) 
Aq = qi 6 + qz e^/2! + qa E=/3 
^q = qz e + qa e ^ /2! + q* e ®/3 
6q = qa 6 + q.* e^/2! + qs e^/3 
where Aq = q ( t ) - q© 
Aq = q ( t ) - qi 
Aq = q ( t ) - q z 
+ . . . = E qie^/i! 
i - 1 
+ . . . = I qi-M e^/i! 
+ . . . = Z qi+2 eVi! 
q o = q ( t r . ) 
qi = q ( t n ) 
q z = q ( t r , ) 
(10.27a) 
(10.27b) 
(10.27c) 
and e = t - t n is the time increment. 
Another set of relations for the remaining varibles can be written as 
AF = F, e + Fa e = /2! + Fa e=/3! + . . . = I Fi eVi! (10.28a) 
i-1 
= ac*i € + e=/2! + x*3 e^/3! +. . ,= E x*i eVi! (10.28b) 
i — 1 
AY*. = Y*, e + Y*2 e = /2! + Y*3 E=/3! + . . . = ! Y*i eVi! (10.28c) 
1 — 1 
where Y * o — Y * « ( t t - i ) — 0 
x * o = j r * « ( t n ) , a n d F o = F ( t , - , ) 
Substituting relations (10.27) and (10.28) into (10.26a,b) leads to 
H Z qi+2 eVi! + K Z q* e Vi! = Z Fi eVi! + (E"^ !*"^ ) Z x*i eVi! 
1-1 1-1 1-1 1-1 
and 
Z Y*i E*/i! - I* D I*-^  Z fi/i! = - I* E Z qi eVi! 
1-1 1-1 1—1 
Rearranging these two relations yields 
Z (1 qi+2 + K qi - Fi - E"^  x*i) e^/i! = 0 
and 
Z (Y*i - I* D I*T + I* E q±) eVi! = 0 
1 — 1 
These two relations hold for all values of e if 
K qi+z + K q* = Fi + E"^  z«i 
and 
Y*i - I* D I*"*^  x*i = ~ I* E qi 
where i=l,2,3 
(10.29a) 
(10.29b) 
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Substituting (10.28b, c) into (10.26c) leads to 
Y*i e + 1*2 E=/2! + T*3 e=/3! + . . . ) 0 
and x*i e + x*2 e^/2! + x*3 e^ '/S! + . . . > 0 
For these to be satisfied for all values of e, the following must bold 
Y*i ) 0 , x*i ) 0 (10.30a,b) 
Further, the orthogonality condition in (10.26c) leads to the following 
(Y^ "*, e + yT»2 e=/2! + e®/3! +...)(%*, e + x*2 E=/2! 
+ x*3 e®/3!+...) = 0 
By expanding this, one obtains 
(Y^ *i x*i) + (Y^ *i x*2 + Y^*2 x*i) e^ /2! + 
(Y^*i z*3 + Y^*2 1*2/4 + Y^*3 x*i) 6*/3! + . . = 0 
This will be satisfied for all values of e if 
rr*i X*1 = 0 (10,31a) 
Y^*i x*2 + Y^*2 x*i = 0 (10.31b) 
Y^*i x*3 + Y^*2 1*2/4 + Y^*3 z*i = 0 (10.31c) 
These relations must hold at the component level as well, since 
plasticity relation (10.26c) are valid componentwise. Therefore, for 
the purpose of discussion, these relations will be scaled down to the 
rth component level as 
y * ! X'-*! = 0 (10.32a) 
Yr*i + Yr*2 = Q (10.32b) 
Y^*1 x"*3 + Yr*2 x^*2/4 + Yr*3 XT*, = 0 (10.32c) 
It is understood from relation (10.32a) that at least one of Y^ "*! 
and x'"*i is equal to zero. Suppose firstly that Y^*, equals zero and 
x""*! is free to take any non-negative value. Then (10.32b) implies that 
Yr*2 x'-*i = 0 
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wherein x'~*i is non-negative. Thus Y'"*i = 0 implies 7^*^ = 0 for all 
non-negative values of x^*2. Alternatively, and by the same argument, 
x'"*i = 0 implies x'~*2 = 0. In either case 
Yr*2 x'-*2 = 0 (10.32d) 
These two preceding relations, together with (10.32c) then further 
implies that 
Yr*3 xr*3 = 0 (10,32e) 
Hence, in general, it can be seen that 
Yr*i xr*i = 0 (10.32f) 
and at the vector level 
rr*i %*i = 0 (10.32g) 
The resulting relations can be summarized as follows 
M qi+z + K q* = Fi + E"^  i*i (10.33a) 
Y*i - I* D x*i = - I* E qi (10.33b) 
Y*i ^ 0 , %'*i. X4ci — 0 , z*i ^ 0 (10.33c) 
where i = 1, 2, 3, 
10.3.1 lUHEEICAL PROCEDUKE 
Suppose that the solution of the DLCP (10.22) is known at time t n , i.e. 
q o = q ( t n ) , qi = q ( t , - , ) , q a = q ( t n ) 
Y * o = Y * ( t r > ) , a n d x * o = x * ( t , - , ) 
It is required to establish approximate values for these variables at 
time t = tn-f-i = tr, + e. 
From examining relations (10.33), it is possible to outline the 
numerical procedure as follows 
1. Establish the matrices M, K, D, and E according to the particular 
formulation to be solved, and invert K. 
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2. If the Aq expansion (10.27a) is to be truncated after the (5T)th 
term, then the number of terms chosen in Ax*«, AT*, and AF will be 
FT as well 
3. Since the solution at time tr, is known, then the incidence matrix 
I * can be established from the yield modes known to be active. 
4. Repeat this step from i=l until i=FT 
a. Find the appropriate value of Fi 
b. Solve the following LCP 
Y * i - I * D I * ^ x * i = - I * E q i 
Y * i ) 0 , T ^ * i x * i — 0 , x * i ) 0 
c. Calculate q i+z = F i + I * ^ %* i - K q* ] 
and store Y * i , x * i and qi+z 
d. return to (4) if i ( HT 
5. Calculate; 
NT 
A q = Z q i e ^ / i ! , q C t n + i ) = q ( t n ) + A q 
N 1 
A q = I ^ q i + i E i / i ! , q ( t r , + i ) = q ( t , - . ) + A q 
NT 
A x * . = Z x * i e^/i! , A X * = I*^ A x * . 
i —1 
where Fl = FT - 1 
6. In order to enforce equilibrium and yield conditions at the end of 
each time increment, the increment of the acceleration vector Aq 
and of the plastic potential vector AY* will be calculated by using 
relations (10.23) as follows 
A q = M " ' ( A F + A x * - K A q ) 
AY* = D A x * - E A q 
Hence qCt^+i) and Y*(tn^i) can be calculated as 
q ( t r , + i ) = q ( t n ) + A q 
Y * ( t n - * - 1 ) — Y * ( t n ) t A Y * 
7. Put n=n+l and return to (3) to solve for the next time increment. 
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It should be mentioned that the plastic and elastic strain 
resultants and stress resultants may be found for each time increment 
by applying the flow rule, the compatibility conditions, and the 
elastic constitutive relations respectively for each particular 
formulation. 
It should be noted that, in this numerical procedure, the level of 
accuracy is directly affected by the perturbation parameter e and by 
the number of terms HT employed in the asymptotic expansion. Although, 
in theory, it is possible to achieve absolute accuraccy by considering 
an infinite number of terms in the asymptotic expansion, a few terms 
are sufficient to yield good accuracy provided the perturbation 
parameter e is chosen sufficiently small to adequately trace the 
development of placticity in the critical sections. Moreover, 
experience has shown that choosing a small time increment e and a small 
number of terms HT is more cost effective than choosing relatively 
large e and FT. 
It should also be mentioned that although HT LCPs have to be 
shelved for each time increment e, the size of LCP (10.33b) is 
significantly smaller than the size of those solved by the numerical 
integration methods in previous chapters. Hence the computer storage 
required herein is very much smaller. 
Therefore, there are two main advantages for the above procedure 
over the conventional numerical integration methods: 
1. Full freedom in choosing e and BT and hence the desired accuracy is 
guaranteed. 
2. As the number of degrees of freedom increases, so the computer 
storage required becomes relatively smaller. 
For the problems solved herein, where only a few degrees of freedom are 
involved, the perturbation method proved to be more costly. 
Example E10.2 
The response of the fixed end beam shown in Fig.B7.5a, subjected to 
the applied load shown in Fig.E7.5b, will be investigated. Structural 
properties and modelling will be those used in example E7.2. The 
capabilities of the perturbation technique presented in this chapter 
will be tested in this example for the following two cases; 
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1. Purely elastic analysis 
In this case, only five terms in the series representing the t o t a l 
displacement q are considered and the perturbation parameter At is 
taken as At = 0.02 sec. By comparing the results with the closed f o r m 
solution, it is found that the error in the displacement is less t h a n 
0.2%. The time history of q is shown on Fig.ElO.l coinciding w i t h t h a t 
produced from the closed form solution. 
2. Elasto-plastic analysis 
In this case, only four terms are considered in the series 
representing the increment Aq and At is taken as At = 0.01 sec, By 
comparing the results with the closed form solution established in 
example E7.2, it is found that the error in the displacement is less 
than 1.4%. The error aay be attributed to considering the applied load 
as varying linearly during the time increment, which is not true at the 
instant t = 0.5 sec. The time history of the displacement is plotted on 
Fig.ElO.2. 
-TIME SEC-* 
Fig.ElO.l Kidspan displacement-time history 
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PERTURBATION SOLUTION 
CLOSED FORM SOLUTION 
TIME SEC 
Fig.ElO.2 Midspan displacement-time history 
Ezaaple E10.3 
The elasto-plastic response of the three story shear frame shown in 
Fig.E10.3a subjected to the applied loads presented in Fig.ElO.4 is to 
be investigated. The frame nay be modelled as shown in Fig.E10.3b, 
This example is taken from Biggs (1964), and with an appropriate 
conversion of units 
11 = 10347.513 cm^ 
12 = 4424.5401 cm-® , 
E = 206.65 X 10® k5/m= 
mi = 24723.52 kg , 
ma = 11572.21 kg 
X*i = 203.346 kF.m 
— 88.6017 kK.m 
m2 = 23145.42 kg 
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Fig,E10.4 Applied loads 
Four terms are considered in the Aq series, and the perturbation 
parameter At is taken equal 0.02 sec. The difference between the 
displacements resulting from the current solution and those presented 
by Biggs is less than 3.6%. The comparison of the displacements is 
shown in Fig.ElO.5. It should be pointed out that Biggs used a finite 
difference scheme to integrate the differential equations with At = 
0.02 sec, 
- 3 0 3 -
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CHAPTER 11 
CLOSURE 
To bring this work to a close a few words of summary are considered 
necessary. In this way a few general conclusions may be made and an 
indication given of those areas of the work that will require further 
research. 
In chapter 2, through d'Alembert's principle, the inertia forces are 
incorporated so that the static and kinematic relations established for 
static analysis are extended to the dynamic case, Generalised forms of 
these relations can be established in a similar way to that reported by 
Smith (1974). Although the mentioned statics and kinematics are based on 
hand methods, it is possible, as shown in chapter 9, to establish full 
automatic static and kinematic relations based on the nodal method. 
In chapter 6, two variational formulations and two vectorial 
formulations, depending on the mesh and nodal descriptions, are presented. 
Although the vectorial based formulations are simpler to implement, the 
results obtained by the variational formulations are always more accurate. 
On the other hand, the latter formulations are established for the impulsive 
or impact loading case, whereas the former formulation can cope with any 
dynamic loading program. Since the kinematic and the dynamic theorems 
presented in this chapter are established for general dynamic loading 
actions, it must be possible to re-esablish the variational formulations for 
more complicated dynamic loads. It must also be possible to develop these 
formulations to cope with nonholonomic plasticity. Therefore, some further 
research is needed in these two areas. 
Four formulations are established in chapter 7 to govern the behaviour 
of elasto-plastic structures under general dynamic loading inputs. The 
numerical solutions of these formulations are also investigated. The 
examples solved by these formulations show that there are three phases for 
the elasto-plastic response of a typical structure: 
- 305 -
1. Initial elastic phase spans up to the occurrence of first plastification 
in one of the critical sections. 
2. An elasto-plastic phase in which plasticity develops in some of the 
critical sections whereas others suffer unloading. During this phase 
the structure undergoes a series of shape changes until it reaches a 
mode pattern. 
3. Finally, the elastic strain energy available leads to a stage of elastic 
vibrations around the mode pattern developed in the preceding phase. 
By comparing the elasto-plastic response with both the elastic and rigid 
plastic responses of a typical structure, the following two remarks may be 
made; 
1, Although the elasto-plastic displacements are bigger than the 
corresponding elastic ones, the amplitudes of vibrations in the former 
case are significantly smaller. This can be justified by the fact that 
some of the input energy caused by the applied loads is dissipated in 
developing the plastic hinges and forcing the structure to take the new 
equilibrium position about which the final phase of elastic vibrations 
occurs. 
2. It is also observed that the rigid plastic solution underestimates the 
final deflections with large errors in the case where the duration of 
the pulse is long compared to the fundamental period of the structure. 
In chapter 8, the mesh and nodal statics and kinematics presented in 
chapter 2 are extended by introducing extra sets of fictitious forces at 
the end of each element to account approximately for the change of the 
structure geometry on the governing relations. Two formulations are 
established and their numerical solutions are presented. It can be seen the 
mesh formulation is bigger in size, hence it will require more computer 
time and storage. Therefore, some research for condensing this formulation 
is necessary. 
In chapter 9, an automatic way of establishing the static and kinematic 
relations is presented, A nodal formation for the large displacement elasto-
plastic analysis is then derived and its numerical solution is also 
presented. It is observed, by testing this formulation by a few examples, 
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that the large displacement analysis, however costly, is necessary in some 
cases, especially when elasto-plastic behaviour is taken into account. 
In chapter 10, a perturbation method for integrating the differential 
equations and the differential linear complementarity problems obtained 
under the small displacement assumption is developed. The validity of this 
technique is tested against a few examples. It is established that this 
technique enjoys two advantages in comparison with the conventional direct 
integration methods: 
1. Full freedom in choosing the time increment and the number of terms in 
the asymptotic expansion, so that the desired accuracy is guaranteed, 
2. As the number of degrees of freedom increases, the computer storage 
becomes relatively smaller. 
In the cases where a few degrees of freedom are involved, it is found that 
the perturbation method is more costly. Some further development of this 
method may be necessary to improve its performance. 
Finally, one general point is substantiated throughout this thesis; 
since elasto-plastic analysis becomes necessary for economising the cost of 
structures subjected to high intensity dynamic actions, the mathematical 
programming methods provide an ideal, comprehensive and unified approach. 
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APPEHDIX A 
SUMMARY OF COMMOHLY USED DIRECT 
I5TEGRATI05 METHODS 
A.l nriHODUCTIOI 
The usual form of the equations of motion derived by the displacement 
method for elastic structures is 
K q + C q + K q = F(t) (A.l) 
where H, C, and K, are, respectively, the mass, damping, and stiffness 
matrices; F(t) is the external load vector; and q, q, and q are the 
displacement, velocity, and acceleration vectors of the structural element 
assemblage. 
A practical solution for the system of differential equations (A.l) can 
normally be found by either direct integration or mode superposition 
techniques. 
In direct integration, equations (A.l) are integrated using a numerical 
step-by-step procedure, the term "direct" means that prior to numerical 
integration, no transformation of the equations into a different form is 
carried out. In essence, direct integration is based on two ideas. First, 
instead of satisfying (A.l) at any time (t), it is aimed to satisfy it at 
discrete time intervals At apart. The second idea is that variations of 
displacements, velocities, and accelerations within each interval At is 
assumed. In this method, the solution of equations (A.l) will be assumed to 
be known at time ( t n ) and an approximate solution at time t n + i = t n + A t 
is sought; once this solution is found, a march in time is carried out to 
establish the solution at the next time step t n + a = t n + i + A t and so on. In 
the following a few commonly used effective direct integration procedures 
are surveyed because of their suitablity to the nonlinear analysis of the 
dynamically loaded structures which are the subject of this work. 
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kJZ THE CEITRAL DIFFERBICB KBTHOD 
Any convenient finite difference expressions to approximate the 
accelerations and velocities in terms of displacements can be used. 
Therefore, in theory a large number of different finite difference 
expressions could be used. One procedure which can be very effective in 
solving some of the problems is the central difference method, in which it 
is assumed that 
1 
q,-, = <qr.-i - 2 qn + qn+i) (A. 2) 
(At) = 
1 
qn = (- qn-1 + q,-,+ i ) (A. 3) 
2At 
The displacements qn+i can be obtained by considering the equilibrirum 
relation (A.1) at time ( t n ) , i.e. 
K q,-! + C qn + K q,-, = Fn (A. 4) 
Substituting (A.2,3) into (A.4), one can write 
1 1 2 
[ I + C ] qn+1 = Fn - [ K + K 3 q-, 
(At)= 2 At (At) = 
1 1 
- [ K C ] qn-i (A, 5) 
(At)= 2At 
I t should be noted that finding qn-n from this relation depends on 
employing the equilibrium at time ( t n ) . For this reason the procedure is 
called an explicit integration scheme. On the other hand, methods which 
depend on equilibrium at t n + i to find q n + i are called implicit; a few of 
these will be discussed later. 
The method will be very much effective in the case of a diagonal mass 
matrix and a negligible or a diagonal damping matrix; since inverting the 
effective mass matrix will be trivial. 
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A very Important shortcoming of the procedure is that the time 
increment (At) should be smaller than a critical value 
A t < A t c r = T/TI (A . 6 ) 
where T is the smallest natural period of the structural member assemblage 
with n degree of freedom (see Bathe (1982)). For this, the method is called 
conditionally stable. If the time step is larger than Atcr, then the 
numerical integration is unstable - meaning that any error resulting from 
the numerical integrations or round-off grow and make the response 
divergent. 
A.3 THE HODBOLT XETHOD 
Houbolt (1950) proposed standard finite difference expressions to 
appoximate the accelerations and velocities in terms of displacements; they 
are similar to those of the central difference method, but involve the two 
preceding time steps. 
1 
1 — [ 2 n^-*-1 5 t 4 — i." 1 (A. 7) 
( A t ) = 
1 
qr,4-i = [ 11 qp*i - 18 q,-, +9 qn-i ~ 2 q^-z ] (A. 8) 
6 A t 
The displacements q,-,-n can be obtained by considering the equilibrium 
equations at time (tn+i). Therefore, the procedure is implicit. 
1 q^+1 + C qn+1 -t- K q.-,+ i = Fn+i (A. 9) 
Substituting (A.7,8) into (A.9), one obtains 
2 1 1 5 3 
[ K + C + K ] qi-i-»i = Fn-t-i + [ I + C ] qn 
( A t ) = 6 A t ( A t ) = A t 
4 3 1 1 
- [ I + C 3 q,-,-i + [ K + C ] qn-2 (A. 10) 
( A t ) = 2 A t ( A t ) 2 3 A t 
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It should be noted that calculating the response at time t = At by the 
Houbolt method requires values for q-z and q-i. Clearly, a different 
numerical method is required for the first two time steps. 
It is also worth mentioning that this procedure is unconditionally 
stable for linear elastic structures. 
A.4 THE VHSOI B METHOD 
In this method, the acceleration is assumed to vary linearly between t 
and t + SAt as shown in Fig.A.l, where 6 ) 1.0. 
t+At t+e-At 
Fig.A.l 
When e = 1.0 the method reduces to the linear acceleration scheme, but it 
was shown by Bathe <1962) that for unconditional stability 6 ) 1.37 is 
needed and usually 6 = 1.4 is employed. 
Let T be defined in the interval 0 ( T ( Gat; then one can write the 
acceleration at time t + T as 
— Cjt, 
8 At 
(qt - qt ) (A.11) 
Integrating this, one obtains 
qtH-T = qt + q-L T + 
29 At 
<qt - qO (A.12) 
and 
- 311 -
T-^  
= qt + qt T + q-t t^/2 + - q-t) (A. 13) 
6 6 A t 
Using r = 8At in these gives 
GAt 
qt+eat = qt + (q^+eat + q-t) (A. 14) 
2 
and 
(8At)= 
qt+eat = qt + 8At qt + (qt^-eat + 2qt) (A. 15) 
Solving these two equations for qt+eat and qt+eat in terms of qt+eat, 
one obtains 
6 6 
qt+eat = (qt+eat - qt) - qt " 2 qt (A. 16) 
( 8 A t ) = 8 A t 
and 
3 ^ 8 A t 
qt+eat - (qt+eat - qt) - 2 qt " qt (A. 17) 
8 A t 2 
To o b t a i n t h e s o l u t i o n f o r t h e d i s p l a c e m e n t s , v e l o c i t i e s a n d a c c e l e r a t i o n s 
a t t i m e t + A t t h e e q u i l i b r i u m e q u a t i o n s (A . l ) a r e c o n s i d e r e d a t t i m e t + 8 A t , 
H qt+aat + C qt+eat + K qt+eat = Ft+eat (A.18) 
Since the accelerations are assumed to vary linearly, a linearly projected 
load vector is used 
Ft+eat = Ft + 8 (Ft+at " Ft) (A.19) 
Substituting (A.15,17) and (A.19) into (A.18), one obtains a relation for 
which qt+eat can be solved. Then substituting qt+eat into (A.16), qt-^ -eat 
will be obtained, which in turn can be used in (A.11-13) to evaluate qt.+at, 
qt+at, and qt+at at t—At. 
It may be noted that this method is an implicit one and no special 
starting procedure is needed. 
It should be mentioned that this technique was first reported by Wilson 
et al (1973). 
312 -
A.5 THE lEVlABK METHOD 
This method can also be seen as an extension to the linear acceleration 
scheme, but here the following assumptions are made. 
q^ H-i = qr, + At [ (1 - Y) q.-. + Y q,-,*i ] (A.20) 
qn+1 = qn + At q,-, + At^ [(0.5 - a) q,-, + a q^+i] (A.21) 
Solving these two relations for qr,+ i and q^+i gives 
qn-*-1 So Cqn-t-1 q^ -i) a i qn (az 1) qm CA.22) 
q^n-v 1 — as (qn-*-1 qn) ~ SL4 qn "• ae qn (A .23) 
1 1 1 
where ao = , ai = , a^ = 
o A t ^ a A t 2a 
Y V Y 
as = , sa = - 1 , as = < - 1) A t 
otAt a 2a 
in which a and Y are two parameters that can be determined to obtain 
integration accuracy and stability. When Y = 1/2 and a = 1/6 the above 
relations correspond to the linear acceleration method. Fewmark (1959) 
originally proposed, as an unconditionally stable scheme, the constant 
average acceleration method (also called trapezoidal rule), in which 
Y = 1/2 and cx = 1/4 . It is recommended for stability purposes to have 
Y ) 1/2 , a > (1 + 2Y)=/16 (A .24) 
Considering (A.l) at time tn+i and combining with (A.22) and (A.23), one 
obtains a relation which can be solved for q^+i ; then by substituting it 
into (A.22) and (A.23), q,-,-n and q^+i can be established. 
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A.6 STABILITY AID ACCURACY OF THE DIEECT UTEGEATIOI METHODS 
As mentioned earlier, the central difference method is conditionally 
stable whereas the Houbolt, the Vilson 9 method, and the Hewnark method are 
unconditionally stable. It is usually said that an integration method is 
unconditionally stable if the solution for any initial conditions does not 
grow without bound for any time step At, in particular when At/T is large. 
The method is only conditionally stable if the above only holds provided 
that At/T is smaller than a certain value, usually called the stability 
limit. A full investigation of the stability of the mentioned numerical 
integration methods can be found in Bathe (1982). 
The decision as to which integration method to use is governed by the 
cost of solution. If the central difference operator is employed, the size of 
the time step At , and hence the number of time steps for a given time 
range, is determined by the critical time step Atcr. This reduces the 
freedom of choice. In using an unconditionally stable operator there is 
complete freedom to vary At in order to achieve the desired accuracy. 
Bathe (1982) has shown, by using different methods to integrate the 
following simple problem 
X + 0) '^  X = 0 
xo = 1.0 , xo = 0.0 , Xo = - 0)^  
that the errors can be measured in terms of period elongation (in which the 
natural period found by integration is longer than the exact one) and. 
amplitude decay (artificial damping) which are depicted in Fig .A .2. 
Fig.A.2 shows that, in general, the numerical integration methods are 
accurate as long as (At/T) ( 0.01. But when At is larger, they exhibit 
different characteristics. For example, the Vilson 6 method (with 6 = 1.4) 
introduces less amplitude decay (less loss of energy) and period elongation 
than the Houbolt method. On the other hand, the Hewmark constant average 
acceleration method produces the smallest period elongation and no 
amplitude decay. 
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Houbolt 
method 
Houbolt 
method 
MTilton 
6 method 
# 1.40 
Wifaon 
B method 
#" 1.40 
Newmfk 
method 
Fig .A.2 Percentage period elongations and amplitude decays. 
[ from Bathe <1982) ] 
A.7 USE OF DIRECT UTEGRATIOI IETHODS H IOILHEAE A1AL7S1S 
It should be noted that the characteristics of temporal operators 
outlined in the previous section hold only in the linear case, whereas in 
the nonlinear case no complete mathematical investigation of the stability 
and accuracy of the operators exists in the literature. This is mainly 
because established analytical procedures for investigating their stability 
and approximate viscosity as carried out in the linear problem are 
impossible for the more general nonlinear case, But there exist plenty of 
numerical tests in which researchers have tried to assess the 
charecteristics of these operators through specific numerical examples. 
Tillerson and Stricklin <1970) carried out exhaustive numerical experiments 
for an undamped nonlinear one degree of freedom system using the Houbolt 
operator and the Hewmark operator among others, they concluded that the 
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Houbolt operator was the most efficient in terms of machine storage and 
execution time. In addition, the inherent stability of the Houbolt and the 
constant average acceleration Hewmark operators no longer exists for such a 
nonlinear problem. 
Veeks (1972) performed similar sets of numerical experiments on a 
geometrically nonlinear one degree of freedom system in order to compare 
the performance of the central difference, Houbolt, and the constant average 
acceleration Bewmark operators. Then he established, in contrast to the 
result reported by Tillerson and Stricklin, that the lewmark and Houbolt 
operators are always stable if the Fewton Raphson method is used at each 
time step and if the time steps are small enough to adequately trace the 
response. But the Fewmark operator was found to be unstable when using 
load extrapolation (the expansion of the pseudo force representing the 
nonlinearity by Taylor's series) in conjunction with large time steps. On 
the other hand, the Houbolt method was always found to be stable with load 
extrapolation. He concluded further that no essential difference in 
characteristics of the foregoing temporal operators for the linear and 
nonlinear problems with either single or multiple degrees of freedom exists 
provided: 
1. The time step is sufficiently small to adequately trace the response 
history. 
2. A converged solution to the nonlinear equations is obtained at each 
time step. 
Finally, he favoured the central difference scheme in most respects, but if 
an implicit operator is to be used the Fewmark scheme is more convenient 
and economic than the Houbolt one. 
More numerical tests for the four temporal operators surveyed above 
were carried out on a few examples allowing for geometric and material 
nonlinearities by Kcnamara (1974). The same instability problem of 
Fewmark's scheme was detected and full agreement on the superiority in 
accuracy of the central difference operator can be seen. But this will be at 
the expense of greater computer costs since the time step needed to be very 
small. Mcnamara concluded that if Fewmark's method was disqualified because 
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of its limited stability, then the Houbolt method remains as a suitable 
compromise since the Wilson method is costly and difficult to implement. 
Belytschko and Schoeberle (1975) offered an energy convergence 
criterion to be used with iterative schemes so that Hewmark's operator will 
be stable when employed for structures with material nonlinearity. Later the 
same idea was extended to suit geometrically nonlinear structures by Hughes 
(1977). 
From the above discussion, one can see that every operator has the 
support of one investigator; this is not surprising since each author 
derived his conclusion from studying a specific problem by a certain 
numerical method to converge to the exact solution. But the overall 
conclusion Is that most temporal operators give good results when the time 
step used is small enough to adequately trace the response. Especially for 
the nonholonomic elasto-plastic material considered in this work, very 
small time steps are needed in order to be able to trace the loading and 
unloading phenomenon of plastic hinges. Hence, the stability of the 
operators should not be of much concern. Therefore, the constant average 
acceleration Bewmark scheme will be a good choice - firstly because of the 
ease of implementation and no special starting procedure is needed, and 
secondly because a good part of the response is elastic and hence large 
time steps can be used to obtain sensible values at maximum response (no 
artificial damping). 
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