Abstract-Industrial robot systems being deployed today do not contain domain knowledge to aid robot operators in setup and operational use. To gather such knowledge in a robot context requires mechanisms for entering and capturing semantic data, that will gradually build a working vocabulary while interacting with environment and operators, for bootstrapping system knowledge and ensuring data collection over time. This paper presents a prototype user interface, assisting kinesthetic teaching of a collaborative industrial robot, that allows for capturing semantic information while working with the robot in day-to-day use. A graphical user interface with natural language processing builds a working vocabulary of the environment while modifying and/or creating robot programs. A simple demonstration illustrates the approach.
I. INTRODUCTION
Recently, significant research efforts have gone into making industrial robots easier to program, more flexible and ultimately more affordable for smaller companies. Especially when it comes to programming, the recently introduced flexible robots targeted for direct collaboration with a human operator, e.g., ABB's YuMi or KUKA LBR iiwa, methods for programming by demonstration, such as kinesthetic teaching, seem very suitable. However, those methods require in many cases large amounts of data for machine learning methods to be successful [2] , or produce only trajectory-based motions. Specifically, to program a two-armed robot like the ABB YuMi to assemble workpieces using complex, synchronized motions and specific forces in an (ideally) one-shot-demonstration approach, one needs not only observation-based demonstrations of the task but also kinesthetic teaching that includes force profiles and allows for meaningful semantic annotation of specific movements and forces.
While humans are very well capable of establishing common ground in a conversation with other humans, the commonly used mechanisms for this do not hold in a humanmachine communication. If a human with limited understanding of a robot's understanding of the world tries to demonstrate and explain how to handle a certain task, the robot will need to pinpoint the likely failures in this explanation and pose the right questions to make the human understand what the robot needs to understand. Key to this understanding is the ability of the robot system to establish a common vocabulary with the user. It may be done by capturing the user's vocabulary, particularly the one related to robot motion being currently demonstrated. However, equally important are concepts related to force application in different contexts: contact, insertion, translation, etc., that capture much richer set of possible operations performed by the robot.
One can imagine a knowledge-based system that supports the robot system in detecting user intentions and semantics of the actual operations performed during demonstration. However, industrial robots are usually deployed without this kind of support (non-existent today). Besides, the variety of environments in which a robot may be used, multitude of tasks to be performed, and different users, having their own vocabulary, way of speaking, or even language, make potential creation of a complete knowledge base supporting such human-robot interaction impossible.
Therefore, we assume that a robot system is deployed with little or no knowledge and needs to build up its knowledge base through day-to-day interaction with operators. We present a prototype programming system based on off-the-shelf kinesthetic teaching, as provided by the collaborative ABB YuMi robot, enhanced with an assistive iconic programming interface and understanding of natural language. Operators may use their own vocabulary and build up the knowledge base including details of the environment while programming the robot. This paper proposes mechanisms that capture semantic data as part of the programming process and match it with a generic ontology of robotic skills and capacities, for grounding the data acquired in one-shot kinesthetic demonstrations in combination with iconic programming. This lets the robot operator iteratively create its own semantically annotated task vocabulary for objects and skills.
The paper is organized as follows: the related work is presented in section II. In section III the system architecture. Section IV describes a recently performed user study validating a prototype programming tool. Section V presents some relevant details about the current implementation, extending the one used for the study. Section VI explains the approach towards capturing semantic information during demonstration by using natural language. Finally, Section VII describes how we plan to work further on the development and integration of more advanced reasoning and learning capabilities of the system, and presents conclusions from working with the system.
II. RELATED WORK
The system we describe in this paper relies on previous works carried out on high-level programming and the use of knowledge bases in a robotics context [8] , [16] , [15] , [14] . We have evaluated a prototype of this system in a recent user study [17] , mentioned also below.
Our approach is based on kinesthetic demonstrations supported by iconic programming and the use of natural language annotations. An overview of methods for learning from demonstrations has recently been given by Calinon [4] . However, the general idea of the discussed methods is generalization over several demonstrations, and the target movements are limited to trajectories, while we aim at one-shot demonstrations and more generic movement characterizations. More general overviews of robot programming by demonstration can be found in [2] and [1] .
An interesting approach to teaching force-based manipulation is presented in [12] . However, the teaching uses a special haptic device transferring force information to the robot, while our approach utilizes lead-through method supported by a GUI running on a standard tablet device.
Toussaint et al. [18] present an interesting approach to learning concurrent (e.g., two-armed) activities using reinforcement learning. However, no learning from demonstration is available for their approach. A promising attempt to limit the reinforcement learning need for demonstrations by exploiting latent spaces is presented in [9] . A recent result presenting single demonstration of a manipulation task learned in the reinforcement learning regime is described in [7] . However, this approach is based on a prior dynamic model pre-encoded as a neural network, in a sense encoding a history of earlier experience, not available in our case. A relevant for our work and interesting use of interactive reinforcement learning from non-expert humans has been recently presented in [11] . This study though is only done in simulation, and the environment used is very simplified.
Related to our approach to use natural language is the recent work presented by Fischer et al. whose system uses Amazon's Alexa to build structured responses that map to robot programs [6] . The ROS package roboframenet 1 , developed by 1 http://wiki.ros.org/roboframenet Brian Thomas, is a framework for mapping natural language input to robot actions. Our approach, however, differs from these in allowing the user to expand the vocabulary for skill descriptions by applying her own, personalized annotations when creating programs.
III. SYSTEM ARCHITECTURE The prototype system for programming by demonstration is built within the context of the H2020 SARAFun project [13] aimed at providing programming-by-demonstration of assembly tasks viable for industrial robot systems. The basic training pattern proposed in the project is as follows: First, human demonstrations are captured through means not necessarily requiring a robot, e.g., by computer vision (phase 1); followed by a configuration of the robot cell, both of hardware and of software, to suit the demonstrated task (phase 2), and finally the task is executed (phase 3). Ideally, the phases are loosely coupled, allowing demonstrations to be stored and deployed onto different robot systems. Ensuring industrialstrength robustness is a challenge which is approached by allowing for corrective actions to be applied on all levels. The prototype programming system will, when fully integrated at the project end, allow for corrective actions to be applied on the shop-floor by shop-floor operators.
A crucial part of the system is the knowledge base with data storage facilities. It stores both low-level demonstration data as well as semantic characterization of the task to be learnt. Different phases mentioned above store different kind of data (image streams, trajectories, force profiles, finite-state machines, skill parameters, etc.). Most data can be grounded through robotic ontologies developed earlier. The knowledge base (see Fig. 2 ), named KIF (for Knowledge Integration Framework), provides both data and knowledge storage facilities as well as offers services demanded by the system. 
A. Ontologies
The ontologies come from several sources and serve different purposes. The core ontology, rosetta.owl, is a continuous development aimed at creating a generic ontology for industrial robotics. It is described in [15] and is available on our public KIF server http://kif.cs.lth.se/ontologies/rosetta.owl.
The core Rosetta ontology is focusing mostly on robotic devices and skills. In the description, every device can offer one or more skills, and every skill is offered by one or more devices. Production processes are divided into tasks (which may be considered specifications), each realized by some skill (implementation). Skills are compositional items: there are primitive skills (non-divisible) and compound ones. Skills may be executed in parallel, if the hardware resources and constraints allow it. The rosetta.owl ontology is accompanied by specific ontologies describing behaviors (coordination.owl), and skill parameterizations (configuration.owl). We use external ontologies om.owl to anchor units of measure and the IEEE standard cora.owl for position information. The definition of skills has been based on the so-called production triangle: product, process, resources (PPR) [5] . The workpieces being manufactured are maintained in the productcentered view. The manufacturing itself (i.e., the process) is described using concepts corresponding to different levels of abstraction, namely tasks, steps, and actions. Finally, the resources are materialized in devices (capable of sensing or manufacturing). The central notion of skill links all three views and is one of the founding elements of the representation.
B. Natural language programming
The system uses the general-purpose high-performance syntactic and semantic parser developed by Björkelund et al. [3] which will produce predicate-argument structures that can be mapped to existing robot commands. This solution includes recognition of looping over multiple objects, conditional branching and extraction of multiple parallel actions and conditions.
The language processing is deployed as a KIF service which is called with text commands. That is, speech is transcribed using off-the-shelf dictating tools to text before it is sent to the server. A simple example of the analysis is given here to illustrate the process: Fig. 4 shows the semantic labels from two semantically similar sentences. Add the small screw Fig. 4 . The semantic labeling will result a predicate-argument structure from a sentence. The two example sentences have the same predicate-argument structure (except for a modifier) where add.02 is the predicate and a small screw is the argument.
will extract the predicate (usually a verb) add, while the number (02) following the predicate refers to the PropBank sense of the predicate [10] . The sense differentiates between different context-dependent meanings of the verb add, e.g., add.01 means "include a spoken utterance", while add.02 -05 are different mathematical additions ("merge", "add to", etc.) Each robot program, object or command has a list of natural language names (verbs or nouns). If add matches an existing command or skill and the argument can be matched to an allowed parameter (object, action or skill) the service will output the ID of the command and the parameters.
C. Tasks, skills and primitives
A re-usable robot program, referred to here as a robot skill, has two components. The first is a high-level step-by-step instruction of how to achieve a goal. The skills can be nested into hierarchical (compound) skills and the lowest semantically described step comprises atomic actions called primitives. The primitives must have a mapping to executable code on the robot system [16] , which is the second component of the skill. The current implementation generates ABB RAPID, which is the native code executing on the ABB robot controller.
The primitives have a type hierarchy [15] stored in the rosetta.owl ontology. Each primitive has a set of semantically annotated parameter types with (system dependent) default values. In the current system, the following primitives are modeled:
• Motion types: Motion has subtypes Free Motion and Contact Motion. Free Motion has subtype AbsJointMove (where the target is expressed in joint angles), Linear Move, Circular Move and Joint Move where the target is expressed in Cartesian space relative to a point on an object and the path will be linear, circular or by moving all joints simultaneously. A Contact Motion can either be a Guarded Search which will execute until a contact force threshold is reached, or Forcecontrolled Motion which has force constraints during the execution as well as a guard. More complex trajectories can be expressed as position-based control policies using dynamic movement primitives, DMPs. Native RAPID code only supports a simple Guarded Search motion, while more complex force-controlled motions and tra-jectory execution needs an external controller, which is implemented on a more advanced lab setup.
• Gripper Action has subtypes Open, Close, Finger Position with gripping force (and finger positions) as a parameter value. When a suction tool is installed, subtypes include also Suction On and Suction Off.
• Synchronization: there are two types of synchronization in the system, either a synchronization point or synchronized motions. By default, the two arms execute independently like two different robots, but a synchronization point is a shared variable between the robot programs that will force one arm to wait until the other reaches the same point.
• Synchronized motions: the two arms will start and finish motions at the same time, that is, the longest motion determines the execution time of all the motions.
IV. USER STUDY
A prototype version of the system allowed to specify robot motions by combining kinesthetic demonstrations (aka lead-through) and iconic programming in a graphical user interface (described in the next section). We have tested this concept with 21 non-expert users, both to validate the general applicability of our idea and to explore the effects of the possibility to re-use and parameterize previously specified skills. The task for the study participants was to first program one arm of the YuMi robot to pick up and insert a 2x2 LEGO Duplo brick onto another one and in a second step build programs for inserting a larger (4x2) brick in different poses relative to the target brick [17] . We found, that our concept of combining iconic instructions with kinesthetic demonstrations worked quite well even for unexperienced users, as 19 of our 21 subjects managed to program the first task part within 30 minutes. However, we had to note that some of our subjects struggled with the idea of specifying the program as a series of positions rather than demonstrating and "recording" a complete trajectory. Hence, we consider our general approach to both generating skills from scratch and to re-using, correcting, updating and refining such skills as quite comprehensible, but we need to investigate how to integrate also trajectories into our skill representation and how to offer them as re-usable and re-fineable primitives through our GUI. The system modifications described below provide first steps towards this goal.
V. CURRENT IMPLEMENTATION
The prototype design was developed after several case studies where the authors developed assembly applications on the ABB dual-arm robot YuMi. The user interaction is intended to simplify agile online robot programming. Mistakes should be easily corrected, with programming and debug modes merged into a single screen to facilitate a quick program modification and execution loop. All available information about the program is retained even though it may not be used immediately. As an example, a target position is saved with data for the current joint values, the Cartesian tool position and, if a reference object is selected, the relative position, which makes it easy to switch between representations. This allows the operator to quickly create a program and later work on creating and applying abstractions such as object references to make the program easier to re-use and adapt.
The current graphical user interface consists of two instruction lanes covering the right half of the screen, each displaying an action sequence for one of the YuMi arms. Each action can be executed individually using the play-arrow to the left of the name, the arm pose associated with the action can be updated with a single click, the parameters for each action can be edited, and an expandable icon contains a photo of the current operation (taken from a workspace camera). In the left panel, program instructions are selected. When a motion action is chosen, the current position of the YuMi arm is recorded and the action is added to the instruction lane of the robot. Below the action selection pane is a pane showing available coordinate systems, referred to by objects. A color marking connects the reference system to the actions in the instruction lane. Below the selection pane there is a management pane currently containing functionality for managing objects and actions. It is possible to select groupings of actions in the instruction lane and switch reference object or create a procedure (referred to as skill). This is followed by the natural language interface. The bottom row features direct actions that will not be added to the program.
The robot program shown in Fig. 5 is an example of multiple synchronized motions. The operator has specified an object reference system, myObject (orange) by pointing with the robot gripper. The first four motions on each arm are synchronized master-slave motions where the left robot arm moves in the myObject reference system, while the right robot arm keeps a fixed offset to the left hand, thus following the left arm. Each action has a color code matching the color of the reference object. The motions were programmed by creating four pairs of synchronized master-slave motions with the desired offset and then teaching the positions of the left arm by updating the positions. The last two motions of each arm are also synchronized motions, but this time, the left arm moves in absolute coordinates while the right moves relative to a user-specified object myObject.
Writing and debugging native controller code for synchronized motions is time consuming, even for experts. For example, adding and removing actions are done in pairs, the IDs can easily be mismatched and debugging must to be done by moving the position of the program pointer for each robot arm to the correct position before executing the actions and then updating each position in an iterative debugging loop.
The synchronized motions are automatically created, deleted and executed in pairs, the motion parameters are extracted online and the boilerplate code for initializing and stopping the synchronization is generated. The reference objects can be selected in absolute (world) coordinates, relative to one of the robot hands (flanges), or in any user-created object. The graphical user interface has two templates for synchronized motions, namely Sync moves that just sets the timing and Master-slave motions where one arm follows the other. The latter has a wizard to assist the user in selecting the master arm and set the references of the other arm to the correct flange. The current offset is calculated and set as a target position for the slave arm. Then the same position can be copied to create a series of motions where the slave arm follows the master.
VI. CAPTURING SEMANTICS USING NLP
The semantics of the task demonstration is captured from the user's natural language instructions uttered or typed during the programming process. The described system extends our previous work [15] , [17] , [14] by adding support for specifying objects (i.e., their names and types) online using natural language and adding actions to the task by using demonstration-specific commands such as add a via point, save the program as an insertion skill, execute, as well as adding some single word commands, e.g., move, push, sync, that would be meaningless in any other context. The user can also create her own skills and name them with natural language labels using speech or written text (since the factory environment can be noisy). All natural language labels are displayed as an editable list under the parameters for each object and action, hence the full vocabulary is available to the user at any time. Each time the language analysis service is called, the context-dependent vocabulary (containing skills, commands and objects) is sent with the request to the server so that the resulting skills and commands are meaningful.
When objects and skills are created, the arguments to the commands must be analyzed in more detail to extract the object's type and name as described below. Objects are essentially reference systems with one unique name that will be used in code generation, multiple natural language names, and one object type. When the object is created, the reference system is set to the Cartesian position (and orientation) of the tool tip of the active robot arm, i.e., the user moves the robot kinesthetically or a joystick to the desired reference point. This position can be updated at any time. The user can create an object using the natural language commands, e.g., add a screw, or create a screw, where the screw will be the name and type of the object. The commands are tied to the semantics of the utterance, hence grammatical variations are allowed, e.g., a screw should be added is acceptable. When the operator creates multiple objects with the same type without any additional description such as color or size, a number will be added to the name to ensure correct code generation. That is, as a heuristic, the adjectives are used in the name while the nouns are assumed to be the type, with the exception that when there are multiple nouns, some context-dependent words such as "workpiece", "object", "piece", "skill", and "program" are omitted from the type name.
Workflow example
We illustrate the approach using the example from the user study where the operator builds towers with different LEGO Duplo pieces. In this case, there are two towers, one yellow and one green as well as the "large" and "small" Duplo pieces. The user defines the objects' reference frames using the robot gripper to point at the original position and naming them, (Create a small lego, create a yellow tower etc.). Other objects can be added later and the positions can be updated at any time. For example, if the user wants to use the builtin camera, there exist native code procedures that return a frame for the identified object. The first action would thus be to call the vision routine and set the result to an object's reference frame in the GUI. Then the step-by-step instructions can be added using either the GUI or voice, (Select the small lego, add a via point, add a move, close the fingers ...). When programming the tower building skill, the user should select one of the towers and then add the program instructions as motions relative to it (saying select the yellow tower, add a via point, move and push etc., while moving the robot). The reference frame can be added later if the user forgets it.
Then, the user can save the entire program as a skill and name it by listing natural language labels (both nouns and predicates, e.g, attach, build, tower building skill). The objects ("small lego" and "yellow tower") are default parameters for the reference frames used in the skill. Now, if the user tells the robot to Attach the large lego the natural language analysis will return a match for the previously programmed skill and the large piece. Since the type of the object matches one of the types of the object parameters, the "small lego" will be replaced and the "large lego" will be inserted on the "yellow tower". Similarly, specifying the other object (Build the green tower) will update the reference object for the insertion. If both are specified, Attach the large lego to the green tower, the natural language analysis will not distinguish between the objects, i.e., the attach predicate has two objects in the argument, the large lego and the green tower but there is no semantic difference between them. However, when generating the robot program, the object types have a unique match to the parameter types, hence the program can be instantiated. This is of course not always the case, for example if the user wants to Attach the small lego to the large lego, the same skill is applicable but the ambiguity is solved by asking the user to distinguish between the parameters (suggesting the order in which they were mentioned as default).
If the other arm has a corresponding locating procedure, the skill can be reused without modification on the other robot arm since the world specification is global. Otherwise, the gripper camera can be used to locate the piece with one arm and then pick up the object with the other (after synchronization).
VII. DISCUSSION
By letting the users create skills and reference systems from scratch and extend the vocabulary of actions and objects online, parts of the knowledge acquisition problem can be bootstrapped. However, the skills are only defined by type and language labels. In the present implementation, pre-and post-conditions cannot be added by the users, thus, we can only extract certain platform and sensor requirements, e.g., if a contact motion is included, force sensing (or estimation) will be added as a device requirement. While a user study using a subset of the primitives showed promising results when non-experts were programming and debugging programs, both their own and expert-made, we still have to evaluate the more advanced features, i.e., having non-expert program dualarm synchronized motions using voice commands. Re-using and adapting synchronized skills is non-trivial, e.g., synchronized dual-arm skills can be reused sometimes in a singlemanipulator setting if one arm can be replaced by a fixture.
Ongoing work focuses on extending the demonstration framework to let the operator demonstrate and semantically annotate force-controlled policies and trajectories. In the user study, we also identified likely points of communicative break-downs caused by the users forgetting to specify or change the reference systems. We plan to extend our system with reasoning capabilities that based on observations from previous demonstrations form hypotheses for generation of clarification request, i.e., support mixed-initiative interaction in the programming process.
We see several challenges regarding the handling of potentially different vocabularies applied by different users, which also creates the need for disambiguation through a mixedinitiative dialogue. Currently, different labels used for the annotation of two semantically identical skill descriptions would result in two different skills. Depending on the actual content of a new skill description, we want to enable the system to clarify whether a previously, potentially matching description should be applied and whether a second label is to be connected to it.
Another interesting problem to address is aligning vocabularies used by different users. The semantic annotations inserted into the knowledge base should be not only anchored in appropriate places in the ontology, but also analyzed and, possibly after some interaction with the user, merged or deemed belonging to separate concepts. The analysis may be made arbitrarily complex here, but we start with simple cooccurrence and direct questioning of the user.
Despite the many open issues to be considered and solved with future efforts, we see definite long term benefits of our idea to capture personalized semantic annotations to make the re-use of skill and potentially task descriptions accessible to both expert and non-expert users.
