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This study uses skill-based curriculum analytics to mine the
curriculum of an entire university. A curriculum profile is
constructed, providing insights about university curriculum
design and the match between one institution’s curriculum
and the job market for a cluster of data-intensive fields.
Automating the delivery of diagnostic information like this
would enable institutions to ensure that their professionally-
oriented degrees meet the needs of industry, so helping to
improve learner outcomes and graduate employability.
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1. INTRODUCTION
People around the world see universities as an important
step in building a successful career [3]. They invest time
and finances in undergraduate and postgraduate courses,
with a goal to gain new competencies that will help them
to find a job [2]. Over the decades, a number of institutions
in the tertiary sector have worked hard to adapt their cur-
riculum to market requirements, seeking to prepare more
work-ready graduates. However, there is an ongoing de-
bate about whether university efforts to develop students’
skills have a noticeable influence upon graduate employabil-
ity [18]. In particular, employers continue to express doubts
that university education does indeed lead to professional
competence, claiming that it fails to provide students with
the skills they actually require in the workforce [17]. At the
same time, undergraduate employment rates are slumping
[7], which often leads to further delays in the time it takes
students to find work upon graduation, in turn leading to
requirements for further professional training [10].
Until recently, much of this debate has been poorly sup-
ported by evidence and data. Claim and counterclaim pre-
vail, but a large amount of the data supplied has been ad
hoc, or cherry picked to support vested interests [20, 9].
However, with the rise of online job advertisements it has
become possible to collect data about what potential em-
ployers demand in the workplace. A number of datasets can
now be created, using data collected from web platforms
such as LinkedIn1, SEEK2 and Monster3. Indeed, vendors
such as Burning Glass (BG) technologies4 now market ag-
gregation services and data that can be used to understand
changing trends in the workforce. The next sections provide
a brief overview of the ways in which this data can be used.
1.1 Curriculum analytics
Many attempts have been made to understand what gaps
there might be in the curriculum offerings of educational in-
stitutions. For example, Knight and Yorke [13] describe the
Skill plus project as an attempt to manually audit the uni-
versity curricula for four universities and 17 departments.
Trying to find curriculum gaps, Davis et al. [5] conducted a
survey of graduates, Lang et al. [15] surveyed industry repre-
sentatives, Lempp and Seale [16] conducted a study among
health students. However, the manual and resultingly not
sufficient scalability of this work, has limited the use of this
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More recently we start to see data science techniques used
to overcome these limitations. For example, attempts have
been made to infer curriculum information from student per-
formance and interactions with the curriculum [20, 21], but
not the skills offered in the curriculum itself. Skills based
curriculum analytics [12] makes use of Natural Language
Processing (NLP) to map curriculum documents to a defined
skills taxonomy, in this case for the purpose of recognising
prior learning. A number of other works have made use of
NLP in analysing curriculum [1, 8, 24, 19, 23], but only for
specific subsets of curriculum (normally computer science).
Thus, opportunities are emerging for automating the analy-
sis of curriculum, but how might this be linked with labour
market demand?
1.2 Connecting market demand and curricu-
lum
Educational institutions have recognised their role in sup-
plying market demand by offering various courses that pre-
pare graduates to enter the workforce [4]. This transforms
the problem of mapping curriculum into one of alignment
with labour market requirements [14]. One of the most
common methods applied to this task adopts industry skill
frameworks and then formulate graduate attributes which
match market expectations [14, 22]. This method allows
curriculum managers and developers to see gaps, and work
to align existing and new courses towards market expec-
tations. It also helps students to plan their study course
according to their career desires [25]. However, both frame-
works and curriculum are living documents that adapt to
the environment, and there is a time lag between acknowl-
edging and implementing new skills and technologies into
frameworks and curriculum. Furthermore, this curriculum
mapping task is usually completed manually (see section 1.1,
which makes it time-consuming, tedious, and prone to mis-
takes. Worse still, some industries may rarely update their
industry frameworks, while other industries might not even
have a formal listing of their skill requirements [6].
Overall, while many institutions make use of industry advi-
sory bodies, market reports, etc. to map their curriculum by
hand, we are yet to find examples of curriculum mappings to
workforce requirements that are supported by the emerging
large scale employment datasets that are becoming common
in the field. This is the gap that we seek to address here.
1.3 Research questions and contribution
This work aims to use automated methods to map gaps be-
tween the subset of the curriculum taught at one institution
and labour market demands. We will do this by asking the
following three research questions:
RQ1: What is the skills profile for a complete institution?
RQ2: How can we explore the gap between university cur-
riculum and market demand?
RQ3: How can we differentiate the match between contrast-
ing curriculum pathways and labour market demand?
Our contributions include: (i) a preliminary method for au-
tomatically constructing a curriculum profile for an institu-
tion (ii) a way to compare subsets of curriculum within that
institution (iii) a method for finding gaps between closely
related set of degree programs and the job market.
2. CURRICULUM PROFILE
This paper introduces the concept of a university curricu-
lum profile. We make use of the BG ontology, which pro-
vides a static set of skills that can be consistently mapped
into a range of different higher level clusters to extract in-
formation about what mix of skills is being taught across an
entire institution. We chose the University of Technology
Sydney (UTS) curriculum as a data source, which consists
of 486 degree programs (termed courses) offered across 9
faculties at the undergraduate and postgraduate levels. In
total, there are 3,739 subjects offered across these degrees.
Information about the curriculum can be obtained using the
UTS handbook (https://www.handbook.uts.edu.au/).
2.1 Method
This section discusses three experiments that have been per-
formed, each designed to extract information about the skills
taught at UTS. We start with a course profile across the
entire curriculum of UTS in a bid to respond to RQ1 (Sec-
tion 2.1.1), before performing a deeper analysis of the data
analysis curriculum offerings at the same institution to re-
spond to RQ2 (Section 2.1.2). Finally, in Section 2.1.3 we
determine how well aligned these data analysis offerings are
with local labour market demand, so responding to RQ3.
2.1.1 The UTS curriculum profile
For the first part of our analysis, we performed a skills anal-
ysis of the entire UTS curriculum, with a view towards de-
veloping a skills profile across the university. This then en-
ables us to drill into sub-profiles for specific degree programs,
demonstrating their similarities and differences. Our analy-
sis implemented the following steps:
STEP 1: We scraped the UTS curriculum handbook.
STEP 2: Subject names and descriptions were mapped to
lists of skills using the BG content tagger.
STEP 3: Skills were mapped to higher level skill clusters
and families according to the BG Skill Ontology.
Drilling into the skill cluster families tagged by BG makes
it possible for us to start exploring the distribution of skills
taught by each Faculty at UTS. Encouragingly, this method
reveals that the majority of the skills developed by each Fac-
ulty are in sensible skill cluster family domains, with some
spread into other families, in explainable patterns. Thus, the
Faculty of Engineering and Information Technology (FEIT)
teaches 100% of all Engineering and 97% of all Informa-
tion Technology skills covered at UTS; the Faculty of Health
(Health) teaches the largest proportion of Health Care skills,
followed by the Graduate School of Health (GSH); and the
Faculty of Business covers the Business and Finance skills.
2.1.2 Within the data analysis curriculum
For our second analysis, we decided to perform a deep dive
into a subset of the UTS curriculum. We chose to explore the
Data Analytics related degrees available across UTS. This
decision was based upon the existence of three potentially
competing degrees that are currently offered at UTS
MDSI: Master of Data Science and Innovation (MDSI)
611 Proceedings of The 13th International Conference on Educational Data Mining (EDM 2020)
MIT: Master of Information Technology (Data Analytics)
MBA: Master of Business Administration (Data Analytics)
We sought to explore how much overlap existed in the cur-
riculum associated with these three degrees, and whether
there was a possibility that inefficiencies could be identified
where the same skills were being taught across multiple sub-
ject offerings. We implemented this analysis by following a
similar sequence to that presented in Section 2.1.1. Each
of the three selected courses consists of a set of compulsory
core subjects and an optional choices. We performed two
separate analyses, extracting a skills profile for two different
course structures: one using just the core subjects required
for each of the three courses (core), and a second analysis
that added the Data Analytics subject selections for that de-
gree (data). We chose the IT, Business and Analytics skill
cluster families for a further investigation of possible reasons
of skills changes, because these are the claimed focus of the
chosen degrees.
After skill profiling a number of patterns can be noted, for
example, the MIT has the most complete coverage in the
Information Technology skill cluster family, but has almost
no coverage of the Analytics skills cluster family. However,
adding the Data Analytics subject choices to the Core leads
to an increase of skills in the Analytics skill cluster family
(almost to the point where it has the same number of skills
as the entire data science-oriented MDSI degree). Similarly,
the Core MBA subjects cover all three skill families, but
selecting more specific Data subjects leads to a growth in the
number of skills in IT and Analytics skill cluster families.
Finally, as expected given the exclusion of the full set of
optional subjects no change is observed for the MDSI when
expanding with Data subjects.
2.1.3 Finding a gap between market demand and cur-
riculum offerings
For our final study, we combined UTS curriculum data with
data about skills sought in the Australian job market:
STEP 1: We selected the top 10 Data Science and Ana-
lytics (DSA) skills, found by Dawson et al. [6] and
required by the market, and checked if they exist in
UTS curriculum and MIT, MDSI and MBA courses.
STEP 2: Then, we selected the top 10 DSA skills that
showed the highest growth in the market and cross-
checked to see if the UTS curriculum adapts to these
rapid market changes.
STEP 3: After that, we selected three DSA Occupations
from the BG ontology, retrieved the skills linked with
these occupations in the BG ontology and compared
them with the skills covered by the UTS curriculum.
Encouragingly, all of the top-10 DSA skills exist in the cur-
riculum. However, some skills are missing from the selected
Data Analytics courses. Overall, selected courses cover most
of the demanded DSA skills.
At the same time, only four skills with the highest com-
pound annual growth rate (CARG) in 2019 [6] exist in the
resulting skills profile. Other technologies and tools, such as
Blockchain, TensorFlow, Internet of Things, are missing in
the curriculum we analysed. However, some of these skills
are yet to be integrated into the skills clusters and fami-
lies of the BG ontology, which points to their very recent
emergence. This gap points to an opportunity for UTS to
identify rapidly growing skills that it considers beneficial to
deliver: a curriculum gap that could be rectified.
Finally, we retrieved three DSA occupations (Data Analyst,
Data Scientist and Business Intelligence Analyst) and their
skills from the BG occupation ontology comparing them
with the skills profiles for the MIT, MDSI and MBA (see
Table 1 for the core subject selections). The results mirror
those obtained in the previous section.
Overall, none of the UTS courses has more than 50% of
the skills taught that required in our three selected occupa-
tions which potentially demonstrates a gap between univer-
sity curriculum and market demand.






MDSI 27 73 97
MIT 42 58 287
MBA 37 63 153
Data
Analyst
MDSI 20 80 104
MIT 42 58 287




MDSI 17 83 107
MIT 35 65 294
MBA 32 68 158
Table 1: Three DSA occupations from BG ontology
with the number of skills existing and not existing
in three selected UTS courses.
3. TOWARDS A CURRICULUM PROFILE
A number of findings about the curriculum taught at UTS
emerge from the preliminary curriculum profile presented in
the previous section. Firstly, there is a gap between BG skill
ontology and the UTS curriculum profile. However, UTS
develops knowledge not just software skills. The analysis
shows only seven families are more than 50% covered by the
UTS curriculum (Business, Economics, Engineering, Envi-
ronment, Legal, Media and Science). At the same time, the
most well-presented in the curriculum IT and Health fami-
lies cover only 25% and 38% respectively. The majority of
skills in these families are missing. However, the reasons for
the gap are interesting in themselves, including:
1. Novelty skills: there is a lag between new skills emerg-
ing (e.g. TensorFLow, WebAssembly) in the market
and their incorporation into curriculum offerings.
2. Legacy skills: in contrast, some skills (e.g. COBOL,
ALGOL and the early versions of Microsoft Server)
are present in the ontology but not taught at UTS.
3. Generalised knowledge: the role of universities is larger
that of simple skill development. We see evidence
that UTS is developing generalisable knowledge, rather
than the more specific skills.
Another finding from our approach is that the faculties at
UTS do appear to have specialisations which largely match
the subject materials we would expect to see taught in the
faculty. Thus, for example, the Business Faculty has a focus
on “Finance” and “Business” (87% and 73% of all UTS skills
in this families), Faculty of Engineering and IT includes“IT”
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and “Engineering” (97% and 100% of all UTS skills in this
families) and Science Faculty prepares students in “Science
and Research”and“Environment”(100% and 77% of all UTS
skills in this families). Overall, the UTS curriculum profile
demonstrates that the university tends to develop knowl-
edge, not just skills and an ability to use specific tools.









































































Figure 1: Number of skills in three courses (Core
and Data selections) for three BG skill families.
All three selected DSA courses have unique skill profile and
prepare different types of Data Experts. By selecting three
Data related courses from three different faculties, we wanted
to find out if the courses, offered across UTS, are repetitive
and faculties lack collaboration. The results in Figure 1
show that each course has a different flavour which aims to
develop different fundamental skills. The MDSI focuses on
Analytical skills, the MIT focuses upon IT skills and the
MBA is giving fundamental knowledge in IT, Business and
Analytics. However, expanding the Core subject selection
to DSA major, we see that: (i) MBA almost stopped devel-
oping business skills and focused on Analytics, which also
resulted in the number of IT skills increasing. (ii) MIT be-
comes far more aligned with the Data Analytics skill cluster,
with an accompanying increase in IT and Business skill de-
velopment (iii) MDSI did not change the curriculum profile
at all, which is related more to the extremely open course
structure of the degree and the fact that this could not be
captured by our method. Overall, each course prepared al-
most the equal number of skills in Analytics (39 for MBA,
43 for MIT, 44 for MDSI). However, the content and the
student pathway are not the same. Students from MDSI
are focusing on Data Analytics, as expected from a Data
Science course, but MIT students have a strong background
in IT, supported by Analytics. Finally, MBA students are
well-rounded specialists in IT, Business and Analytics.
3.2 Finding a curriculum gap
The first gap revealed in section 2.1.3 illustrates a discon-
nection between the understanding of graduate capabilities
possessed by universities and the market. While some skill
sets are too narrow to be useful to a graduate (e.g. At-
las.ti and Alteryx), others are popular on the job skills for
data analysts and data scientists (e.g. SQL and Git). A
domain expert is required to make the distinction between
these skills, but our method of building curriculum profiles
could help with decision support, showing up skills that are
essential but still largely unrepresented in the curriculum.
The second gap we found is a lag between the appearance of
a new area of knowledge in the labour market and its intro-
duction to the curriculum. This gap should be distinguished
from the emergence of new tools alone, although there can
be some overlap (e.g. with TensorFlow and Apache Spark).
More general skills like Deep Learning, Data Lakes and Ran-
dom Forests also feature in this list. Similarly, there is a need
for Internet of Things and Blockchain specialists which the
UTS curriculum is yet to respond to. This second gap is
potentially more dangerous because it shows incapability to
cover new areas of knowledge in time. However, more anal-
ysis is required to investigate the actual demand for these
emerging skills. For example, while the CAGR can be very
high, this can be achieved by doubling the demand for a
skill that was previously only advertised for twice in a time
period. Care must be taken to disentangle growth from ab-
solute demand, a task that we reserve for future work.
4. CONCLUSIONS AND FUTURE WORK
In this article, we introduced the university curriculum pro-
file that allowed us to explore the skills taught across an
entire university, and to establish that the faculties at UTS
do indeed teach the skills we expect. It also enabled us to
demonstrate the existence of a potential gap in what was
taught, but which was explained by unearthing the too spe-
cific and technology dependent nature of many skills in the
BG ontology. This gap was explained with the observation
that universities should be developing graduates who can
generalise knowledge from their skillsets, not just make use
of a highly specific tool, and was therefore identified as not
critical.
This work can be extended in several ways. Firstly, it will
be important to find ways of representing the complexity of
a curriculum structure using more than counts. Many of the
potential gaps our analysis identified turned out to be un-
derstandable once we looked deeper into the skills that were
not being taught (Section 2.1.3). Secondly, the analysis can
and should be extended beyond the DSA degrees consid-
ered here to explore what differences may result from using
different skill sets. Third, finding the curriculum gaps will
benefit from the development of automated tools for finding
changes in labour market demand. Such instruments could
be tuned to track changes in real-time and provide histor-
ical data for more in-depth analysis of the university cur-
riculum and its development. Finally, the current method
of extracting skills from the curriculum cannot identify dif-
ferences between novice and advanced skills. It is essential
that we develop additional tools for evaluating these differ-
ent levels of skill proficiency.
We believe that the method of profiling curriculum devel-
oped here will help institutions to adjust existing courses or
initialise new ones as required by the market. It will also
help students to choose more effective learning paths accord-
ing to the market demand. As such, it has the potential to
help institutions improve outcomes for all learners.
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