Abstract Background: Recent studies have demonstrated the use of convolutional neural networks (CNNs) to classify images of melanoma with accuracies comparable to those achieved by board-certified dermatologists. However, the performance of a CNN exclusively trained with dermoscopic images in a clinical image classification task in direct competition with a large number of dermatologists has not been measured to date. This study compares the performance of a convolutional neuronal network trained with dermoscopic images exclusively for identifying melanoma in clinical photographs with the manual grading of the same images by dermatologists. Methods: We compared automatic digital melanoma classification with the performance of 145 dermatologists of 12 German university hospitals. We used methods from enhanced deep learning to train a CNN with 12,378 open-source dermoscopic images. We used 100 clinical images to compare the performance of the CNN to that of the dermatologists.
Methods: We compared automatic digital melanoma classification with the performance of 145 dermatologists of 12 German university hospitals. We used methods from enhanced deep learning to train a CNN with 12 ,378 open-source dermoscopic images. We used 100 clinical images to compare the performance of the CNN to that of the dermatologists.
Dermatologists were compared with the deep neural network in terms of sensitivity, specificity and receiver operating characteristics. Findings: The mean sensitivity and specificity achieved by the dermatologists with clinical images was 89.4% (range: 55.0%e100%) and 64.4% (range: 22.5%e92.5%). At the same sensitivity, the CNN exhibited a mean specificity of 68.2% (range 47.5%e86.25%). Among the dermatologists, the attendings showed the highest mean sensitivity of 92.8% at a mean specificity of 57.7%. With the same high sensitivity of 92.8%, the CNN had a mean specificity of 61.1%. Interpretation: For the first time, dermatologist-level image classification was achieved on a clinical image classification task without training on clinical images. The CNN had a smaller variance of results indicating a higher robustness of computer vision compared with human assessment for dermatologic image classification tasks. 
Introduction
Skin cancer is the most common malignancy in Western populations, and melanoma specifically accounts for the majority of skin cancererelated deaths worldwide [1] . Despite special training and the use of dermoscopes, dermatologists only rarely achieve clinical test sensitivities greater than 80% [2] . In 2017, Esteva et al. were the first to report a deep-learning convolutional neural network (CNN) image classifier that performed as well as 21 board-certified dermatologists when identifying images with malignant lesions [3] . The CNN was trained on both, clinical and dermoscopic images of skin lesions and generated its own diagnostic criteria for melanoma detection during training. Several follow-up publications by other authors have demonstrated dermatologist-level skin cancer classification by using CNN trained on the same kind of images as a training set that would later comprise the test set [4, 5, 14] . In this work, we trained a CNN with enhanced techniques on dermoscopic images exclusively but tested its performance on classifying suspect lesions as melanoma or atypical nevi captured as clinical close-up images.
The classification results of the CNN were compared with the efforts of German dermatologists in terms of ROC, sensitivity and specificity.
Methods

Data sets
To develop the algorithm, dermoscopic images from melanomas and atypical nevi were obtained from the International Skin Imaging Collaboration (ISIC) image archive and from the HAM10000 dataset by Tschandl et al. [6, 15] . This image archive contained a total of 2169 melanomas and 18,566 atypical nevi as of October 17th, 2018. The diagnoses of all melanomas were verified via histopathological evaluation of biopsies. The diagnosis of nevi was made either by histopathological examination (w24%), expert consensus (w54%) or another diagnosis method, such as a series of images that showed no temporal changes (w22%). All images were anonymous and open source.
To compare the performance of the digital automated diagnosis method without training on clinical images with that of dermatologists on a clinical image classification task, we used the MClass-Benchmark for clinical images, [11] which were originally obtained from the MED-NODE database [12] . The melanomas were biopsy-verified; the nevi were declared as benign via expert consensus. For evaluation of the test set by clinicians, an electronic questionnaire was sent to dermatologists at 12 German university hospitals. Each questionnaire comprised 100 clinical images (80 nevi images and 20 melanoma images, each); the melanomas were biopsy verified, and the nevi were determined as benign via expert consensus. The questionnaire recorded factors such as the years of experience in dermatology, performed skin checks, age, sex and the rank within the university hospital or the status as resident physician. For each image, the dermatologists were asked to provide a management decision (treat/biopsy lesion or reassure the patient). Main outcome measures were sensitivity, specificity and the receiver operating characteristics (ROC).
The training and validation images were also selected using a random generator from the set of available images in the ISIC archive, excluding the already selected test images. The ratio of training and validation data was set as 1:10, and the ratio of the two classes was kept at 1:4. This led to a training set consisting of 1888 melanomas and 10,490 atypical nevi and a validation set including 230 melanomas and 1129 atypical nevi. The test, training and validation sets were disjoint.
Development of the algorithm
From a mathematical perspective, deep neural networks can be interpreted as functions with millions of freely configurable parameters called weights. These weights are adjusted for a given image classification task in such a way that the intensities of the pixels in an input image are mapped to a probability of class label. Because of the huge number of free parameters, training these functions requires a large number of images for which the class is already known. For each image, the output of the function is calculated compared with the given class label, and then the weights are slightly modified to reduce the error. This process is repeated many times for each image in the training set, and the function 'learns' how to precisely predict the class labels given only the pixel intensities of each image. By using training data that adequately represent the possible input space, the result is a function that exhibits large generality when predicting the class labels for unknown images. In this work, we used CNNs which are characterised by a specific architecture. In regular neural networks, every weight, except for that of the first layer, is affected by the dependencies of all pixels. In contrast, CNNs first aggregate local adjacent pixels to recognise local features and then combine them into global features. This constraint on local connections results in faster training and lower model complexity.
In this work, a ResNet50 CNN model was used for the classification of melanomas and atypical nevi. The network parameters were initialised using the weights from the same network architecture trained to classify images in the ImageNet data set [7] . Details on the training procedure are outlined in Appendix 1.
To document the performance of the algorithm and the enhanced training techniques as accurately as possible, we retrained the CNN a total of 10 times, and each training run consisted of 13 epochs.
Evaluation of the CNN
The trained CNN output a continuous number between 0 and 1 for each input image, which can be interpreted as the probability that a melanoma was present in the input image. For a binary decision task, it is necessary to specify an operating value that if exceeded causes the input image to be classified as melanoma. This parameter selection allows the trade-off between sensitivity and specificity to be adjusted. Two operating values for the algorithm were selected; the first operating value approximated the mean specificity of 69.2% achieved by chief physicians on the test set, while the second operating value corresponded to a sensitivity of 76.7% for detecting melanomas, which is a necessary prerequisite for the application of the algorithm as a screening tool. This high sensitivity was achieved, on average, by resident physicians on the test set of 100 dermoscopic images. To evaluate the algorithm, the receiver operating curve (ROC) was plotted by varying the operating value between 0 and 1 and calculating the corresponding sensitivity and specificity to the one achieved by the dermatologists.
Performance measurement of dermatologists
The creation of our benchmark was described in detail in our recent publication [11] .
Ethics approval
The ethics committee of the University of Heidelberg waived the need for ethical approval since all the dermatologists voluntarily participating in the reader study were anonymous, and the training of an artificial intelligence algorithm was conducted with open source images.
Results
Performance of dermatologists
Detailed results of the dermatologists were described elsewhere [11] . An overview of the experience of the 145 dermatologists is given in Fig. 1 with individual results on the benchmark displayed in Fig. 2 . Each point represents the results from one dermatologist specified by the sensitivity and specificity achieved. Results are summed up in Table 1 .
Statistical analysis and performance comparison
The mean receiver operating characteristic (ROC) curve over all 50 runs is shown in Fig. 2 (blue line). It was determined by calculating the average predicted class probability for each test image over all of the 50 runs. The red dots in the figure represent the individual results of the dermatologists, with one dot representing the achieved sensitivity and specificity. Fig. 3 shows which nevi/melanomas were classified differently by the majority of dermatologists or the CNN. While on the left hand side, the only two melanomas are shown where the two disagreed, and on the right hand side ('nevi'), only a random selection of nevi is shown where disagreement occurred because they were too many.
The mean sensitivity and specificity achieved by the dermatologists with clinical images was 89.4% (range 55.0%e100%) and 64.4% (range 22.5%e92.5%). At the same sensitivity, the CNN exhibited a mean specificity of 68.2% (range 47.5%e86.25%). Among the dermatologists, the attendings showed the highest mean sensitivity of 92.8% at a mean specificity of 57.7%. With the same high sensitivity of 92.8%, the CNN had a mean specificity of 61.1%.
The two operating values of the algorithm, the sensitivity and specificity, were calculated with respect to the class labels documented in the ISIC archive.
Using the first operating value at high specificity, approximating the high mean specificity of resident physicians for the test set, the algorithm's mean sensitivity was 86.1%. This value is very close to the resident physicians' corresponding mean sensitivity of 86.7%.
A second operating value for the algorithm was evaluated, based on the high sensitivity of attendings. Using this operating value, the algorithm had a specificity of 61.4%, on average. Compared with the results of the attendings, the corresponding mean specificity of 57.7% was outperformed by the CNN.
Discussion
For the first time, a CNN performed on par with the average dermatologist on a clinical image classification task without training on clinical images. The CNN had a smaller variance of results indicating a higher robustness of computer vision compared with human assessment for dermatologic image classification tasks.
Only 19 out of 145 dermatologists achieved a higher sensitivity than the CNN given the individual dermatologist's specificity. In 16 of these 19 cases, the dermatologists achieved an unusually high sensitivity of over 95%.
The rationale of training with dermoscopic images for a clinical classification task was the general idea that state-of-the-art deep-learning algorithms benefit from training with high resolution images even for low-resolution classification tasks. However, the authors were skeptical about the success of the chosen training procedure, because dermatoscopic images not only have just a higher resolution but also show increased visibility of underlying skin layers because of a high-resolution, magnifying camera, which is directly put on the skin of a given patient. Thus, we hypothesised that these patterns might impair training and make the algorithm unprecise for clinical images. With the current state-of-the-art, it is impossible to be able to better understand the decision process of our CNN (i.e. to which extend [a] higher resolution or [b] increased visibility of underlying skin layers for our training set had an impact on the results) [13] . However, this work demonstrates that higher resolution and increased visibility of fine-grained skin patterns in a training set do at least not prevent a CNNs performance on a lower resolution test set.
A digital automated skin diagnosis offers many advantages, including consistent interpretationdbecause the CNN assigns a distinct class to each specific image every timedand more accurate diagnoses with high sensitivity and specificity. Additionally, by setting the operational value, the trade-off between sensitivity and specificity can be adapted to the requirements of the specific clinical setting. For example, in a screening setting, high sensitivity is desired, so the operating value can be decreased accordingly.
Previous landmark publications comparing the performance of a CNN to dermatologists involved eight, In contrast with previous publications [3e5] that compared the performance of a CNN to that of dermatologists, this was the first stochastic study of this type. We believe that stochastic analysis is absolutely mandatory because the training and evaluation procedure of a CNN includes stochastic components, such as the random splitting of training and validation images, stochastic gradient descent and random initialisation of the parameters. If the test set is known in advance, as in previous studies, it is vital to specify the stochastic characteristics of the results, for example, the first two moments of the distribution and not just a single parameter. Otherwise, there is a risk of adapting the algorithm to the known test set.
When comparing the results of different training runs, it is notable that the quality of the classification differed only slightly. In contrast, the performances of dermatologists showed large variance.
There are some limitations to this system. For instance, clinical encounters with actual patients provide more information than can be provided by images alone. Hänssle et al. showed that additional clinical data improve the sensitivity and specificity of dermatologists slightly [5] . Machine learning techniques can also include this information in their decisions. However, even with this slight improvement, the CNN would still perform on par with the dermatologists.
In addition, it needs to be underlined that the training, validation and test set were derived from a mostly fairskinned population, and the data sets were comprised of images typically seen in clinical practice (randomly obtained). Also, rare melanoma subentities, such as amelanocytic melanomas (Zwithout pigmentation) or lesions on dark-skinned patients, were not present in the sample. Thus, both cases are most likely much harder to detect for our CNN and should be the focus of future research.
Conclusion
For the first time, a CNN performed on par with dermatologists on a clinical image classification task without training on clinical images. The CNN had a s- maller variance of results indicating a higher robustness of computer vision compared with human assessment for dermatologic image classification tasks.
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problem, the learning rate was suddenly increased at some specific time steps, and thus the optimisation process may be able to escape a local minimum and reach the global minimum. This technique is called stochastic gradient descent with restart, an idea shown to be highly effective by Loshchilov et al. [8] .
