Abstract. To reduce the operation time of the MUSIC-like algorithm on a single vector hydrophone, a redundancy-removed MUSIC-like algorithm was proposed. For the extended steering vector, this algorithm removes the repetitive elements directly. For the fourth-order cumulant matrix, the algorithm removes the redundancy using the conjugate symmetry. Simulation experiments show that the proposed algorithm lose a little performance compared with the regular MUSIC-like algorithm. However, the computational cost of the proposed algorithm is reduced greatly.
Introduction
The vector hydrophone consists of an omnidirectional acoustic pressure receiver plus three orthogonally oriented particle velocity receivers, all co-located in space [1] . A single vector hydrophone is capable to estimate the DOAs of underwater targets efficiently. Generally speaking, DOA estimation methods using a single vector hydrophone can be classified as two types: the maximum likelihood estimation based on the sound intensity flow [2] and the high resolution estimation based on the subspace analysis [3] .
The MUSIC algorithm [4] is one of the most classical and successful subspace analysis methods. As a single vector hydrophone owns a array manifold, the array calibration problem in traditional MUSIC algorithm does not exist in the uni-vector-hydrophone issue. Reference [5] proposes a MUSIC-like algorithm, which decomposes the data's four-order cumulant matrix instead of the covariance matrix. For uniform linear array, the MUSIC-like algorithm doubles the aperture of the array. Reference [6] proposes a modified MUSIC algorithm based on fourth-order cumulants, which removes the data redundancy of the four-order cumulant matrix while kept the capacity of extended virtual array.
The above fourth-order cumulant based algorithms are only suitable for linear arrays. In this paper, the MUSIC-like algorithm is extended to single vector hydrophone. By applying the MUSIC-like algorithm, a single vector hydrophone is able to estimate at most five uncorrelated signals' DOAs theoretically. What's more, a redundancy-removed modification is proposed in this paper. The data redundancy of the four-order cumulant matrix is removed, and the operation time of the MUSIC-like algorithm is reduced. Simulation experiences results imply that the DOA estimation performances of the redundancy-removed MUSIC-like algorithm and the regular MUSIC-like algorithm are nearly comparable.
The MUSIC-like Algorithm

MUSIC Algorithm Implemented on a Single Vector Hydrophone
Assuming that there are K uncorrelated monochromatic source signals in isotropic medium. The kth signal has a steering vector on the vector hydrophone as follows:
where k ϕ denotes the incident signal's azimuth angle to be estimated, which ranges
The first two components correspond to the measurements of the two particle velocity receivers that lie on the x and y axis of the spatial Cartesian coordinate system, while the last one denotes the acoustic pressure. The array manifold is
It should be noted that different from the traditional spatial distributed array, the array manifold of a single vector hydrophone does not contain any information of frequency or time delay, so the problem of frequency ambiguity is avoided.
Defining the 1
The array output data of one snapshot is a 3 1 × vector:
. X = AS + N (4) Where N denotes the 3 1
× noise vector. The covariance matrix of X is R:
Because the signals and noise are independent of each other, R can be eigen-decomposed to two parts as follows:
Where S U denotes the signal subspace spanned by the eigenvectors corresponding to the K larger eigenvalues, while N U denotes the noise subspace. Ideally, the signal subspace and the noise subspace are orthogonal. The steering vectors are also orthogonal to the noise subspace when they belong to the signal subspace:
The DOA estimates can be acquired by searching the degrees corresponding to the maxima of MUSIC P . For a single vector hydrophone, the number of array elements is 3, so only if K equals 1 or 2, the MUSIC algorithm is valid.
Virtual Array Extension Using the Fourth-order Cumulants
In Eq. 4, we mark the components of X as 1 x , 2 x and 3 x . Given that X is a zero-mean stationary random variable, the fourth-order cumulant of X is defined as 1  2  3  4   1  2  3  4  1  3  2  4  1  4  2  3   4  1  2  3  4 , , ,
.
As 1 2 3 4 , , , k k k k vary from 1 to 3, there are 4 3 different fourth-order cumulants of X. Put them into a 9 9
× matrix x C as follows: 
C is the fourth-order cumulant matrix of X, which can also be expressed as [7] ( )( )
Where S C denotes the fourth-order cumulant matrix of S. The elements of S C is { } 
Extract them form S C , and construct the following matrices:
, ,..., ,
, ,..., , ,..., .
Where B is the extended array manifold. Eq. 11 can be simplified as [9] H .
x s = C BΓ B
As the extended steering vector
is a 9-element vector, the 3-element true array has been extended to a 9-element virtual array. The fourth-order cumulant matrix x C can be regarded as a covariance matrix of the output data of the virtual array. We can apply the MUSIC algorithm to this issue, so it is named the MUSIC-like algorithm.
Eigen-decompose x C , and we get K larger eigenvalues and 9-K smaller ones. C will take a lot of time.
The Redundancy-Removed MUSIC-like Algorithm
In this section, the redundancy-removed MUSIC-like algorithm, abbreviated as RRMUSIC-like algorithm, is proposed to reduce the operation time. Expand the extended steering vector
cos , cos sin , cos , sin cos , sin ,sin , cos ,sin ,1 .
It is obvious that the 4th, 7th and 8th elements of From Eq. 11, the corresponding rows and columns are also data redundancy, as x C is a Hermitian matrix. We can just compute the elements of the 1st-3rd, 5th, 6th and 9th rows in the upper (or lower) triangular part of x C , and the corresponding columns can be acquired from the conjugate symmetry.
The redundancy-removed fourth-order cumulant matrix × matrix. While the RRMUSIC-like algorithm computes only 21 fourth-order cumulants and decomposes a 6 6 × matrix. So the latter one takes much less time in DOA estimation.
Simulation Experiments
Simulation 1 aims to verify the ability of both of the MUSIC-like and RRMUSIC-like algorithms to estimate multiple signals' DOAs. Four uncorrelated incident signals are given, with the DOAs of 150 , 80 , 0 , 90 .   − −   The signal to noise ratio (SNR) is 10dB, and the number of snapshots is 4096. Fig. 1 demonstrates the spatial spectra with a searching interval of 0.1 . We can observe from Fig. 1 that both of the algorithms are able to estimate the DOAs accurately. However, for five signals, much more snapshots are necessary. Simulation 2 aims to compare the performances of these two algorithms under different SNRs. The SNR varies form -5dB to 30dB with an interval of 5dB, and the other parameters keep unchanged. The Monte Carlo simulation times is 200. The investigation index is the root mean square error (RMSE). Fig. 2 shows that more higher the SNR, more lower the RMSE. And the performances of these two algorithms are comparable. Exactly speaking, performance of the MUSIC-like algorithm is a little better than the other.
In simulation 3, all of the simulation conditions keep unchanged except that the SNR is fixed on 10dB, while the number of snapshots varies form 1000 to 10000 with an interval of 1000. We can observe from Fig. 3 that the more numbers of snapshots, more lower the RMSE. And performance of the MUSIC-like algorithm is still a little better than that of the RRMUSIC-like algorithm.
Summary
The MUSIC-like algorithm is transplanted on the single vector hydrophone in this paper. Moreover, the RRMUSIC-like algorithm is proposed. The data redundancy in the four-order cumulant matrix as well as in the steering vector is removed, reducing the operation time of the DOA estimation algorithm. Simulation experiences results imply that the DOA estimation performances of the RRMUSIC-like algorithm and the MUSIC-like algorithm are nearly comparable.
