In this paper, we introduce a new class of bivariate distributions by compounding the bivariate generalized exponential and power-series distributions. This new class contains some new sub-models such as the bivariate generalized exponential distribution, the bivariate generalized exponential-poisson, -logarithmic, -binomial and -negative binomial distributions. We derive different properties of the new class of distributions. The EM algorithm is used to determine the maximum likelihood estimates of the parameters. We illustrate the usefulness of the new distributions by means of an application to a real data set.
Introduction
The modeling of lifetime is an important aspect of statistical work in a variety of scientific and technological fields. In this area, much new univariate distributions have been studied in the statistical literature recently. Interestingly, not much work has been done on the bivariate distributions mainly due to its analytical intractability.
The two-parameter generalized exponential (GE) distribution has been introduced by Gupta and Kundu (1999) and it has the following cumulative distribution function (cdf) and probability density function (pdf), respectively:
f GE (x; α, λ) = αλe −λx (1 − e −λx ) α−1 , x > 0, α, λ > 0.
(2) * Corresponding: aajafari@yazd.ac. The hazard function of GE distribution can be increasing, decreasing and constant, but it cannot be bathtub shaped. Therefore, Mahmoudi and Jafari (2012) introduced the generalized exponential-power series (GEPS) distributions by compounding GE distribution with power series class of distributions. The proposed class includes GE, Poisson-exponential , complementary exponential-geometric , and complementary exponentialpower series (Flores et al., 2013) distributions.
Recently, Kundu and Gupta (2009) extended the GE distribution to a bivariate distribution. The cdf of the bivariate generalized exponential (BGE) with parameters α 1 , α 2 , α 3 and λ is given by F BGE (x 1 , x 2 ; α 1 , α 2 , α 3 , λ) = (1 − e −λx 1 ) α 1 +α 3 (1 − e −λx 2 ) α 2 if x 1 ≤ x 2 (1 − e −λx 1 ) α 1 (1 − e −λx 2 ) α 2 +α 3 if x 1 > x 2 .
Note that the BGE distribution has both an absolutely continuous part and a singular part similar to the bivariate exponential distribution reported in Marshall and Olkin (1967) and the bivariate models proposed by Sarhan and Balakrishnan (2007) .
In this paper, we compound the BGE distribution and power series class of distributions and define a new class of bivariate distributions. It contains the BGE and GEPS distributions and is called the bivariate generalized exponential-power series (BGEPS) distributions. This paper is organized as follows. In section 2, we introduce the BGEPS model and obtain some properties of this new family. Some special models are studied in detail in Section 3. We propose an EM algorithm to estimate the model parameters in Section 4. A real data application of the BGEPS distributions is illustrated in Section 5.
The BGEPS class
A random variable N follows the power series distribution if it has the following probability mass function
where a n ≥ 0 depends only on n, C(θ) = ∞ n=1 a n θ n and θ ∈ (0, s) (s can be ∞) is such that C(θ) is finite. Table 1 lists some particular cases of the truncated (at zero) power series distributions (geometric, Poisson, logarithmic, binomial and negative binomial). Detailed properties of power series distribution can be found in Noack (1950) . Here, C ′ (θ), C ′′ (θ) and C ′′′ (θ) denote the first, second and third derivatives of C(θ) with respect to θ, respectively. Now, suppose {(X 1n , X 2n ); n = 1, 2 . . . } is a sequence of independent and identically distributed (i.i.d.) non-negative bivariate random variables with common joint distribution func- 
, where X = (X 1 , X 2 ) ′ . Take N to be a power series random variable independent of (X 1i , X 2i ). Let
Therefore, for the joint random variables Y = (Y 1 , Y 2 ) ′ we have
Therefore, the joint cdf of
In this case, we call Y has a bivariate F-power series (BFPS) distribution.
The corresponding marginal distribution function of Y i is
In recent years many authors have considered this univariate class: for example the GEPS distribution by Mahmoudi and Jafari (2012) and the complementary exponential-power series distribution by Flores et al. (2013) In this paper we take F to be the bivariate generalized exponential given in (1). Therefore, we consider the bivariate generalized exponential-power series (BGEPS) class of distributions which is defined by the following cdf:
We denote it by BGEPS(α 1 , α 2 , α 3 , λ, θ).
,
Each Y i has a GEPS distribution with parameters α i + α 3 , λ and θ.
2.The random variable
has a GEPS distribution with parameters α 1 + α 2 + α 3 , λ and θ.
3. If C (θ) = θ, then Y has a BGE distribution with parameters α 1 , α 2 , α 3 and λ.
where
Proof. It is obvious.
As a special case, consider C(θ) = θ + θ 20 . It is also considered by Mahmoudi and Jafari (2012) . For λ = 1 and other values of the parameters, the pdf of the BGEPS class of distributions are depicted in Figure 1 .
Figure 1: The pdf of the BGEPS class of distribution for some values of parameters:
n 2 a n θ n−1 and C ′ (θ) = ∞ n=1 na n θ n−1 , we have
, 
where 
if y 2 < y 1 .
Proposition 4. The limiting distribution of BGEPS when
which is the pdf of a BGE distribution with parameters cα 1 , cα 2 , cα 3 and λ, where c = min{n ∈ N : a n > 0}.
For the joint random variables (Y 1 , Y 2 , N ), consider equation (5) when X has a BGE distribution. Since (Y 1 , Y 2 |N = n) has a BGE with parameters nα 1 , nα 2 , nα 3 , and λ, the joint
The conditional probability mass function of N given Y 1 = y 1 and Y 2 = y 2 is
and
n 2 a n θ n−1 and C ′ (θ) = ∞ n=1 na n θ n−1 , therefore, we can obtain the conditional expectation of N given Y 1 = y 1 and Y 2 = y 2 as
Special Cases
In this section, we consider some special cases of BGEPS distributions.
Bivariate generalized exponential-geometric distribution
When C (θ) = θ 1−θ (0 < θ < 1), the power series distribution becomes the geometric distribution (truncated at zero). Therefore, the cdf of bivariate generalized exponential-geometric (BGEG) distribution is given by
and its pdf is given in (8) with
Remark 3.1. When θ * = 1 − θ, we have
It is also a cdf for all θ * > 0 (see Marshall and Olkin, 1997 
Bivariate generalized exponential-Poisson distribution
When a n = 1 n! and C (θ) = e θ − 1 (θ > 0), the power series distribution becomes the Poisson distribution (truncated at zero). Therefore, the cdf of bivariate generalized exponential-Poisson (BGEP) distribution is given by −1 e θ −1 if y 1 > y 2 , and its pdf is given in (8) with
f GE (y; α 1 + α 2 + α 3 , λ) e θF GE (y;α 1 +α 2 +α 3 ,λ)−1 .
Bivariate generalized exponential-binomial distribution
When a n = k n and C (θ) = (θ + 1) k − 1 (θ > 0), where k(n ≤ k) is the number of replicas, the power series distribution becomes the binomial distribution (truncated at zero). Therefore, the cdf of bivariate generalized exponential-binomial (BGEB) distribution is given by
Bivariate generalized exponential-logarithmic distribution
When a n = 1 n and C (θ) = −log (1 − θ) (0 < θ < 1), the power series distribution becomes the logarithmic distribution (truncated at zero). Therefore, the cdf of bivariate generalized exponential-logarithmic (BGEL) distribution is given by
if y 1 ≤ y 2 log(1−θ(1−e −λy 1 ) α 1 (1−e −λy 2 ) α 2 +α 3 )
.
Bivariate generalized exponential-negative binomial distribution
When a n = n−1 k−1 and C(θ) = ( θ 1−θ ) k (0 < θ < 1), the power series distribution becomes the negative binomial distribution (truncated at zero). Therefore, the cdf of bivariate generalized exponential-negative binomial (BGENB) distribution is given by
(1−θ(1−e −λy 1 ) α 1 (1−e −λy 2 ) α 2 +α 3 )
Estimation
In this section, we consider the estimation of the unknown parameters of the BGEPS distributions. Let (y 11 , y 12 ) , . . . , (y m1 , y m2 ) be an observed sample with size m from BGEPS distributions with parameters Θ = (α 1 , α 2 , α 3 , λ, θ) ′ . Also, consider
Therefore, the log-likelihood function can be written as
where f 1 , f 2 and f 0 are given in (9), (10) and (11), respectively. We can obtain the MLE's of the parameters by maximizing ℓ (Θ) in (14) with respect to the unknown parameters. This is clearly a five-dimensional problem. However, no explicit expressions are available for the MLE's. We need to solve five non-linear equations simultaneously, which may not be very simple. The maximization can be performed using a command like the nlminb routine in the R software (R Development Core Team, 2014). But, it is related to initial guesses. Therefore, we present an expectation-maximization (EM) algorithm similar to Kundu and Dey (2009) to find the MLE's of parameters.
For given n, consider that independent random variables {Z i |N = n}, i = 1, 2, 3 have the GE distribution with parameters nα i and λ. It is well-known that
Assumed that for the bivariate random vector (Y 1 , Y 2 ), there is an associated random vectors
If (Y 1 , Y 2 ) ∈ I 1 then the possible values of (Λ 1 , Λ 2 ) are (1, 0) or (1, 1), and If (Y 1 , Y 2 ) ∈ I 2 then the possible values of (Λ 1 , Λ 2 ) are (0, 1) or (1, 1) with non-zero probabilities.
We form the conditional 'pseudo' log-likelihood function, conditioning on N , and then replace N by E(N |Y 1 , Y 2 ). In the E-step of the EM-algorithm, we treat it as complete observation when they belong to I 0 . If the observation belong to I 1 , we form the 'pseudo' log-likelihood function by fractioning (y 1 , y 2 ) to two partially complete 'pseudo' observations of the form (y 1 , y 2 , u 1 (Θ)) and (y 1 , y 2 , u 2 (Θ)), where u 1 (Θ) and u 2 (Θ) are the conditional probabilities that (Λ 1 , Λ 2 ) takes values (1, 0) and (1, 1), respectively. Since
Similarly, If the observation belong to I 2 , we form the 'pseudo' log-likelihood function of the from (y 1 , y 2 , v 1 (Θ)) and (y 1 , y 2 , v 2 (Θ)), where v 1 (Θ) and v 2 (Θ) are the conditional probabilities that (Λ 1 , Λ 2 ) takes values (0, 1) and (1, 1), respectively. Therefore,
For brevity, we write
The log-likelihood function without the additive constant can be written as follows:
where Q(y) = log(1 − e −λy ).
M-step:
At this step, ℓ pseudo (Θ) is maximized with respect to α 1 , α 2 , α 3 , λ and θ. For fixed λ, the maximization occurs at
and solving the following non-linear equation with respect to θ: Finally,λ can be obtained as a solution of the following equation:
where g(λ) = i∈I 0
The following steps can be used to compute the MLE's of the parameters via the EM algorithm:
Step 1: Take some initial value of Θ, say
Step 3: Compute u 1 , u 2 , v 1 , and v 2 .
Step 4: Findλ by solving the equation (22), sayλ (1) .
Step 5: Computeα
Step 6: Findθ by solving the equation (21), sayθ (1) .
Step 7:
2 , α
3 , λ (1) , θ (1) ), go back to step 1 and continue the process until convergence take place. 
A real example
The data set is given from Meintanis (2007) For choosing the best value for k in BGEB distribution, we considered k = 2, . . . , 30, and obtained the corresponding log-likelihood values for all models. The results are given in Figure   2 . It can be concluded that the log-likelihood values increase when k increases. But there is negligible variation for large k. Therefore, the results for k = 30 are given in Table 2 .
Similarly, for choosing the best value for k in BGENB distribution, we consider k = 1, . . . , 100. The results are given in Figure 2 . It can be concluded that the largest log-likelihood value occurs in the case of k = 2. Therefore, we present the results for k = 2 in Table 2 . Finally, we make use the likelihood ratio test (LRT) for testing the BGE against other models. The statistics and the corresponding p-values are given in Table 2 .
