Abstract-Recently, researchers have shown that the Area Under the ROC Curve (AUC) has a serious deficiency since it implicitly uses different misclassification cost distributions for different classifiers. Thus, using the AUC can be compared to using different metrics to evaluate different classifiers [1] . To overcome this incoherence, the H measure was proposed, which uses a symmetric Beta distribution to replace the implicit cost weight distribution in the AUC. When learning from imbalanced data, misclassifying a minority class example is much more serious than misclassifying a majority class example. To take different misclassification costs into account, we propose using an asymmetric Beta distribution (B42) instead of a symmetric one. Experimental results on 36 imbalanced data sets using SVMs and logistic regression show that B42 is a good choice for evaluating on imbalanced data sets because it puts more weight on the minority class. We also show that balanced random undersampling does not work for large and highly imbalanced data sets, although it has been reported to be effective for small data sets.
I. INTRODUCTION
Class imbalance is a phenomenon in which the class distribution 1 is far from the uniform distribution. It appears in many machine learning applications such as fraud detection, intrusion detection, and so on [2] , [3] . Most classifiers are designed to maximize the accuracy of their models. Thus, when learning from imbalanced data, they are usually overwhelmed by the majority class examples. This is the main cause for the performance degradation of such classifiers, and is also considered as one of ten challenging problems in data mining research [4] . For example, in fraud credit card detection, suppose that the data set has 999 legitimate transactions (majority class) and only 1 fraudulent transaction (minority class -the one we would like to detect). To maximize the accuracy, in this case, classifiers optimized for accuracy will classify all transactions as belonging to the majority class to get 99.9% accuracy. However, this result has no meaning because the fraudulent transaction is misclassified.
Obviously, to evaluate the classifiers in this case, the accuracy metric becomes useless, and the area under the ROC curve (AUC) is commonly used instead [5] , [6] . The AUC has been widely used to evaluate the performance of classifiers. Recently, [1] has shown that using the AUC is equivalent to averaging the misclassification loss over a cost ratio distribution which depends on the score distributions. Since the score distributions depend on the classifier itself, employing the AUC as an evaluation measure actually means measuring different classifiers using different metrics. To overcome this incoherence, the "H measure" was proposed, which uses a symmetric Beta distribution to replace the implicit cost weight distribution in the AUC. When learning from imbalanced data, misclassifying a minority class example (e.g, a fraud credit card transaction) is much more serious than misclassifying a majority example. Thus, we propose using an asymmetric Beta distribution such as beta(x; 4, 2) (called B42) instead of the symmetric one as in the H measure.
Moreover, many papers have been published about the class imbalance problem, but there is still little insight on how skew class distributions affect the classifiers when learning from large and imbalanced data sets. Furthermore, as investigated in [3] , there are two open problems for the future research in this area: The need for a standardized evaluation protocol and the need for uniform benchmarks as well as large data sets [7] . The contributions of this work are (1) to propose an evaluation metric for learning from imbalanced data, (2) to introduce large benchmark data sets for systematic studies on imbalanced data, and (3) to investigate the influence of class imbalance on the behavior of classifiers when learning from large data sets.
The rest of the paper is organized as follows. Section II introduces the H metric followed by the proposed B42 metric; in session III, we summarize some common techniques that are usually used to tackle the class imbalance problem; section IV first presents the evaluation protocol and the data sets. Then, we analyze and compare the results of three metrics (B42, AUC, and H) followed by analyzing the behaviors of classifiers when learning from large and imbalanced data; and finally, section V concludes the article.
II. NEW EVALUATION MEASURES
A. The H Measure -A Replacement for the AUC To overcome the incoherence of the AUC, the "H measure" was proposed, which is determined by
where π 0 and π 1 are prior probabilities; c 0 and c 1 are the misclassification costs for class 0 (majority) and class 1 (minority); b = c 0 + c 1 and c = c 1 /(c 0 + c 1 ); f 0 (s) and f 1 (s) are the probability density functions; and F 0 (s) and F 1 (s) are the cumulative distribution functions for class 0 and class 1, respectively.
is the loss for an arbitrary choice of threshold t and
is a symmetric Beta distribution. Please refer to [1] , [8] for details.
B. B42 -A New Evaluation Measure for Learning from Imbalanced Data
Beta distributions are a popular model for random variables [9] with values in the interval [0, 1] . The Beta function, also known as Euler's Beta integral [9] , is defined as
It can also be defined by using the Gamma function
A generalization of the Beta function is the incomplete Beta function:
The probability density function of the Beta distribution has its mode at α−1 α+β−2 and is determined by
As discussed in [1] , the alternative cost distribution, which can replace the implicit cost weight distribution in the AUC, needs to be a non-uniform one. Thus, an asymmetric Beta distribution would be a good choice for this replacement. As we can see in Figure 1 , for two balanced classes, a symmetric Beta distribution acts as a cost weight distribution, which places most probabilities at 0.5, is used in the H. However, when learning from imbalanced data sets, misclassifying a minority class example (e.g, in terrorist detection system, misclassifying a terrorist who can carry a bomb on a flight) is much more serious than misclassifying a majority class example (e.g, misclassifying a normal passenger as a terrorist) [10] . Thus, the misclassification cost c 1 (false negative cost) of the minority is much higher than the misclassification cost c 0 (false positive cost) of the majority, therefore, the cost ratio c = c 1 /(c 0 + c 1 ) should be higher than 0.5. For the aforementioned reason, we use the asymmetric Beta distribution B42 as a cost weight distribution. B42 places higher weight on minority class examples and is a unimodal distribution with mode at 0.75.
Please note that one can choose some other values for α (e.g, beta(x,6,2), beta(x,8,2). . . ). In those cases, the absolute values of the metrics can be higher, but the relative values are not significantly different. Thus, we decide to use beta(x,4,2).
III. DEALING WITH CLASS IMBALANCE
To deal with imbalanced data sets, many techniques have been introduced, e.g. undersampling [11] , [12] ; oversampling [13] ; manipulating classifiers internally [14] , [15] , [16] ; costsensitive learning [17] , [18] , [10] ; and more [2] , [3] .
In this work, we have not focused on designing or improving the performance of the classifiers but on a new evaluation metric for imbalanced data sets learning. Different from the H measure [1] which uses a symmetric Beta distribution, we propose using an asymmetric one to put more weight on the minority class, thus, it is more appropriate for learning from imbalanced data.
For analyzing the behavior of the classifiers, we use different costs (weights) for different classes, which sets different values of parameter C for different target classes [14] . We will call this the weighting method in the rest of the article. In this method, given a data set D consisting of n examples (x i , y i ), where x i ∈ X are input features and y i ∈ {−1, +1} is the target class; n + and n − are number of positive (minority) and negative (majority) examples. A linear SVM for imbalanced data solves the following unconstrained optimization problem:
where C + and C − are penalty values for minority and majority class examples. For imbalanced data, the separating hyperplane needs to be pushed towards the positive examples, thus, C + will be assigned a greater value than C − .
Akbani [15] combined SMOTE -an oversampling method [2] -with the weighting method to cope with imbalanced data. In this study, working on large data sets, oversampling needs lots of memory and training time, so we only use the weighting approach. •, • statistically significant improvement or degradation (level=0.05). 
IV. EMPIRICAL EVALUATION

A. Protocol
We compare two classifiers -2 -regularized logistic regression ( 2 -LR) and 2 -loss SVMs ( 2 -SVM) -wrt. the AUC, H, and B42 on 36 data sets using 5-fold crossvalidation. To test for significance, we perform paired ttests with significance level 0.05. We use the LIBLINEAR software [19] with some small modifications to get posterior probability outputs.
For analyzing classifier behavior, we have compared the performance of the classifiers when learning on original data sets with two other methods: random undersampling until two class distributions are balanced (RUS-balance) and using different weights for different classes (weighting) as in equation (2). We have not tried other methods (e.g, oversampling, data cleaning, . . . ) since these methods need a lot of memory and training time for large data sets. Moreover, we only aim at analyzing the behavior of single classifiers, so we do not take other advanced methods or ensembles, e.g [20] , [12] , [18] , [16] , into account. We perform hyperparameter search as described in [10] to determine the best hyperparameters for all methods, e.g the ratio between C + and C − , since our previous results shown that this solution was helpful [10] , [21] .
B. Data Sets
We have experimented on both small and large data sets collected from the UCI repository 2 and the Netflix Prize 3 . We group them into 3 groups as in Table I . Nominal attributes are converted to binary numeric attributes. For multi-class data sets, many of them (e.g, RCV1, News20, etc.) were already transformed to binary-class data sets as in the LIBSVM data set library 4 . The remaining multi-class datasets are converted to binary-class using one-versus-therest. We encoded the class which has the smallest number of examples as the minority (positive) class, and the rest as the majority (negative) one.
The Netflix (nf) data set originally has 100,480,507 ratings from 480,189 customers for 17,770 movies. To create a binary matrix, in which rows represent users/customers and columns represent items/movies, we assign 1 for each observed rating, and 0 otherwise. We then sort the columns based on their class distributions as in Figure 2 . To create a data set, we choose one column (movie) to be the target, whereas the other columns represent the input features. This way, we can generate 17,770 different data sets. For example, the data set "nf-05p" means that we choose a target column which has 0.5% minority.
Please note that the last five data sets are not imbalanced. We use them to see how the results are affected when learning from "nearly balanced" to "highly imbalanced" class distributions. Table I presents the detailed results of three metrics: B42, AUC, and H. The AUC evaluates 2 -LR outperforming 2 -SVM (at least equal) on 3 groups, while B42 shows that when the imbalance ratio increases, 2 -LR shifts from win (3/9/0) to lose (1/8/3) results, as illustrated in Table II . For example, 1/8/3 means that the 2 -LR wins one time, ties eight times, and loses three times, compared to the 2 -SVM.
C. B42 versus AUC and H
Tables III and IV summarize the agreed/disagreed results of B42 vs. AUC and B42 vs. H on 36 data sets when 30 -49 3/9/0 2/10/0 2/10/0 comparing 2 -LR with 2 -SVM (base). The bold number in the diagonal (e.g. 10 and 7) means that B42 evaluates 2 -LR significantly outperforming/degrading 2 -SVM 10 times, but that AUC disagrees on those results, while the reverse is 7 times the case. These agreed/disagreed results could be because the B42 places more weight on the minority examples, thus, it has more statistically significant improvements or degradations compared to the AUC and the H. However, a deeper analysis needs to be done here. The results are presented in the next paragraph. Let us analyze more details for the specific data set "nf05p" in Figure 3 , which displays an example of cost weight distribution implicitly used in the AUC (for "nf-05p") and explicitly used in B42 and H. Fig. 3 . Cost weight distribution of the AUC (on nf-05p data set), of B42, and of H Clearly, the AUC places different cost weight distributions for 2 -LR (higher at 1.0) and 2 -SVM on the same "nf-05p" data set. This means that the AUC uses different metrics to evaluate different classifiers [1] , while B42 and H use the same distribution for all data sets and classifiers. This is the reason why the result of 2 -LR significantly outperforms 2 -SVM regarding the AUC while it only ties regarding B42. The same situation happens with other data sets e.g, "nf005p", "nf-1p" and "ann".
Furthermore, Figure 4 shows four typical results of the AUC, the true positive rate, and the B42. We can see that the AUC evaluates the 2 -LR outperforming the 2 -SVM, however, the true positive rate and the B42 show the reversed results. The B42 is consistent with the true positive rate while the AUC is not. Thus, if we would like to take the minority class into account then the B42 is a better choice.
In addition, the empirical results also show that B42 is not only suitable for evaluating on imbalanced data but also for evaluating on balanced data sets (in group 3 in Table I , its results are also consistent with other metrics, e.g the H measure).
D. The Influence of Class Imbalance on Large Data Sets
We analyzed on 7 large data sets from Table I (the bold  names) . The results are reported in Table V . We compared learning on the original data with two other methods: the RUS-balance and the weighting. While the weighting method works fine, the RUS-balance degrades the classifier significantly. This could be because of much information is discarded by undersampling. These results contradict previous studies (e.g, in [22] , [23] ) which conducted experiments on small data sets. However, more works are needed to be done here.
When the data set is highly imbalanced (e.g, 0.05% minority as in nf-005p), the B42 score is low (e.g, 0.005 on original data). The B42 score increases when the imbalance ratio decreases (e.g, to 0.226 at 10% minority). This phenomenon happens not only for the original data but also for the weighting. Thus, this means that the class imbalance affects the classifiers systematically.
To find out why RUS-balance did not work on large data sets, we also looked at the true positive rate and true negative rate before and after dealing with class imbalance. We found that the true positive rate increases while the true negative rate decreases significantly. Typical results are shown in Figure 5 . This phenomenon shows that in the small data sets, the number of false positive is small so we could not see the negative effect on the results, but in case of large data, this number may also be large if we highly focus on minority class examples. Thus, the performance of overall model degrades significantly although the number of false negatives has decreased by dealing with class imbalance.
To this end, one can see that the trade-off between the false negative and the false positive should be taken into account when learning on large and imbalanced data, and the RUS-balance is not a solution on large data sets. We propose treating the undersampling ratio as a hyperparameter, and search for the best one. This method does not significantly improve the classifier performance but at least does not worsen the classifier performance and can reduce the memory consumption.
V. CONCLUSION
We propose the asymmetric Beta distribution B42 to evaluate classifiers when learning from imbalanced data sets, instead of using the AUC, which has known shortcomings, and the H measure, which fixes the AUC's deficiencies, but is more suitable for balanced class distributions. The experiments show that the results for the AUC and B42 are reversed for highly imbalanced data and the B42 can take the minority class into account when evaluating. We also analyze how the class imbalance affects the behavior of classifiers and find out why the RUS-balance fails when learning from large data sets. In the future, we will study how to directly optimize the B42 and H measures.
