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Abstract
There has been an explosion in unstructured text data in recent years with services
like Twitter, Facebook and WhatsApp helping drive this growth. Many of these
companies are facing pressure to monitor the content on their platforms and as such
Natural Language Processing (NLP) techniques are more important than ever. There
are many applications of NLP ranging from spam filtering, sentiment analysis of social
media, automatic text summarisation and document classification. Many of the more
powerful models are supervised techniques that need large amounts of labelled data in
order to achieve excellent results. In many cases in the real world large text datasets,
such as customer feedback, are available but unlabelled for a specific behaviour or
sentiment of interest. Labelled data can be expensive to acquire or at the very least
represents a bottleneck in the modelling process as resource is allocated to apply
labels. Self-learning is a technique that can take a small amounts of labelled data and
automatically label more data in order grow the pool of training data and boost model
performance.
This research was concerned with investigating the merits of self-learning using a
dataset of 10,000 Wikipedia natural language comments. It evaluates the performance
of an iterative self-learning algorithm given small amounts (0.2%, 1.0%, 2.0%, 4.0%,
10.0%, 20.0%, 30%, 40%) of labelled data. One of the interesting findings was that
just 400 labelled data points could be used to automatically label an additional 3,574
observations resulting in an enhanced dataset with Average Class Accuracy (ACA) of
97.1%. A Support Vector Machine (SVM) and Convolutional Neural Network (CNN)
were then trained on these enhanced datasets and performance compared against
models trained on the original datasets with no self-learning. It was found that selfII

learning significantly improved model performance particularly in cases with little
labelled data (0.2%, 1.0%, 2.0%, 4.0%). It was found that a CNN trained on 400
labelled observations produced an ACA of 85.82% less than the 87.11% ACA for an
SVM trained on the same data. However, the introduction of self-learning to the
process for this same dataset boosted CNN model performance to an ACA of 89.02%.
Some of the significant findings of this research is to highlight the added value
that self-learning can provide particularly in situations where there is a small amount
of labelled data or when working with algorithms that don’t perform well with little
labelled data.
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Chapter 1
Introduction
1.1

Background

Big data has arrived and we have seen an explosion in data creation in recent years
with this trend only set to increase in the coming years. Social network and messaging
services such as Twitter, Facebook and WhatsApp are just some of the applications
driving this growth with the vast majority of this data being unstructured text. This
explosion in growth has also made it harder for platforms to monitor this content
for inappropriate or o↵ensive behaviour. Unstructured text data has traditionally
been more difficult to analyse than structured data and this domain of data science is
known as Natural Language Processing (NLP). NLP techniques work by turning large
amounts of text into numeric feature vectors and then using statistical algorithms
to find patterns within these vectors. These range from the well-established termdocument matrix techniques to the rising use of neural networks and word vectors.
The more data provided to these algorithms the more accurately they can learn. Some
of the more powerful supervised techniques can classify text better than a human and
utilise large amounts of labelled data in order to achieve this. However, they do require
large amounts of labelled data which may not be readily available for the task at hand
or may be expensive to acquire. This thesis investigates self-learning that enables
algorithms to learn with small amounts of labelled data and the e↵ectiveness of this
technique.
1
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The applications of NLP range from spam filtering on emails, sentiment analysis of
social media, automatic text summarisation and document classification. The models
powering these applications are generally supervised models which are data hungry and
work o↵ the simple principle that the more labelled data they can be fed the better
their overall performance. In many cases in the real world, large labelled datasets
for specific problems are not readily available and can be difficult both in terms of
time and cost to compile. Sometimes experts in the field are required to label data
which can be expensive. Active learning tries to reduce human intervention by using
algorithms that only refer the most valuable points for manual labelling, but even this
can be a bottleneck in the modelling process. To efficiently model new scenarios then
a technique to efficiently label that data is required. Semi supervised techniques such
as self-learning may help to provide a solution.
Semi-supervised learning is an area of machine learning that makes use of both
labelled and unlabelled data during the training process. As such it falls between
unsupervised learning without any labelled data and supervised learning with labelled
data. The combination of unlabelled data with a small amount of labelled data has
been shown to improve overall learning performance in classification tasks. In situations where labelled data is expensive and difficult to come by then semi-supervised
learning is a practical solution. There are various fields within semi-supervised learning
of which self-learning is one. Self-learning can start with a small amount of labelled
data and then iteratively augment or label the initially unlabelled observations resulting in a fully labelled dataset. It does this by using probabilistic algorithms and
classifies the most confident predictions at each iteration.
The traditional form of representing text for NLP has been by using a termdocument matrix (TDM). TDM’s represent the frequency of terms that occur in a
corpus in matrix form with a row representing a document and each column representing a word in the corpus. More recently word vectors have o↵ered an alternative
over the term document matrices as a means to represent text. Word vectors are
trained across across millions of words resulting in vectors where words of similar
meaning appear near each other in vector space. Many of the more powerful word
2
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vectors in use are pre-trained models that can be downloaded and applied to an NLP
related task. In this way they capture the meaning of a word, provide more context
and by leveraging a powerful pre-trained model can enhance NLP related tasks.
This paper will use a distributed representation using word embeddings for text in
a partially labelled dataset and investigate the e↵ectiveness of self-learning techniques
in producing classification models given only a small amount of labelled data.

1.2

Research Project/problem

Can a partially labelled text dataset be enhanced using self-learning such that a classification model can be trained with this data that is of equal or greater performance
to one produced from a fully labelled dataset ?

1.3

Research Objectives

This thesis seeks to achieve the following objectives;
1. Understand the concepts behind and approaches to self-learning.
2. Build a self-learning classifier on a partially labelled dataset and measure the
average class accuracy with respect to the labelling cost.
3. Compare this to the accuracy of a classifier trained on a labelled dataset with
no self-learning.
4. Evaluate the performance of using word embedding as a text representation.

1.4

Research Methodologies

The research methodologies used in this experiment are quantitative, empirical and
data driven experimental research. This research will use a Wikipedia comments
dataset text data in combination with word vector embeddings which will transform
the data to quantitative vectors allowing quantitative methods be used.
3
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1.5

Scope and Limitations

The scope of this thesis is to explore the e↵ectiveness of using an iterative probabilistic Relevance Vector Machine in augmenting a partially labelled dataset during
self-learning. The experiment will use the publicly available Toxic Comment Classification Challenge dataset (Wikipedia, 2018) for this work. This experiment is limited
in that the experiment is conducted on this single dataset and as such results obtained
in this experiment may not scale across to other datasets.

1.6

Document Outline

This section outlines the rest of this thesis. Chapter 2 provides a comprehensive
review of existing literature on topics related to this thesis. It provides a review of
text modelling techniques and the ways in which text can be represented. It discusses
one of the core concepts of this thesis in self-learning and introduces the Relevance
Vector Machine (RVM) which will be used as a self-learning algorithm in this thesis. It
also discusses the Support Vector Machine (SVM) and Convolutional Neural Network
(CNN) classifiers and their role in text classification.
Chapter 3 describes the design and methodology that was used for this experiment.
It describes the dataset that was used and how this dataset was prepared and embedded with FastText word embeddings. It then outlines the steps involved in enhancing
the data through self-learning, the process of building SVM and CNN classifiers upon
both the original and enhanced datasets and how the evaluation of this experiment
was carried out.
Chapter 4 presents and discusses the results obtained from this experiment. It
describes the results of the self-learning process and evaluates how successful this has
been. It then moves into evaluating the performance of the SVM and CNN classifiers.
It discusses how they performed given small amounts of labelled data and the e↵ect
of enhancing this data through self-learning had an overall results.
Chapter 5 provides an overview of the experiment results and discusses the conclusions of this thesis.
4

Chapter 2
Review of existing literature
This chapter will review some of the main concepts that will be used in this thesis. It
starts with a review of the ways in which text can be represented, from the traditional
Term Document Matrix (TDM) to the more recent word embeddings. It investigates
text modelling and some of the more popular algorithms in use in this area. It provides
a review of self-learning and how self-learning can be used to apply confident classified
labels to unlabelled data. It then moves into discussing each of the main algorithms
that will be used in this experiment. These range from the Relevance Vector Machine
(RVM) that will be used for self-learning to the Support Vector Machine (SVM) and
Convolutional Neural Networks (CNN) that will be used as classifiers.

2.1
2.1.1

Domain Knowledge
Text Representation

Natural Language Processing (NLP) generally beings with extracting key features or
tokens from a corpus or collection of documents. This process is known as ”tokenisation” and generally involves processing data using the following steps;
1. All text converted to lowercase.
2. Removal of punctuation, numbers and symbols.

5
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3. Stop words or words too common to be predictive are removed from the text. In
the English language words such as “and”, “is”, “are” and “the” are examples
of stop words.
4. Word stemming which reduces each word to it’s root is performed. For example,
“walking”, “walker” and “walked” would be reduced to the root word “walk”.
Processing text in this way is a form of feature reduction as it can considerably clean
and reduce the number of words in a corpus to a more manageable set of key tokens.
This cleaned corpus is then transformed into a Term Document Matrix (TDM) where
the attributes are tokenised words and values are counts of each word in each document
(Fatima & Abdelmajid, 2017). This is also know as a Bag of Words (BoW) model and
is traditionally how text is represented in NLP. It assumes that text documents that
are similar in meaning will have similar words. A term-document-matrix is typically
used to describe the raw frequency count of words representing the occurrences of
each word in each document (Taiye, Kamaruddin, & Ahmad, 2017). Fatima and
Abdelmajid (2017) noted that the values in a TDM can also be represented by Term
Frequencies (TF) which is given by;
TF =

Frequency word appears in a document

(2.1)

total number of words in that document

TF on it’s own can represent each word as a proportion of the number of words in
each document. For example, a word that occurs 10 times in a 50 word document
would be given by 0.2 and can describe proportionally how important each word is
in each document. Fatima and Abdelmajid (2017) also introduced Inverse Document
Frequency of IDF which is given by;
IDF = log(

number of documents in corpus
number of documents containing this word

)

(2.2)

IDF can represent how significant each word is in relation to the entire corpus
and give a measure of how unique a word is in the corpus. Term Frequency Inverse
Document Frequency (TF-IDF) is the multiplication of these two terms. It is a popular technique that looks at the frequency a word occurs in a document versus how
6
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frequently it occurs in the corpus. It is an algorithm that can assign importance to
key words in documents. Moh and Bhagvat (2012) used the technique on Twitter data
which at the time was only 140 characters. The challenge here was to remove stop
words from each tweet and keep only the words of importance, which would result in
a better model. TF-IDF weights key words higher and so was successfully used in this
research.
N-Grams is another established technique that is important in extracting key features from a document. Instead of building a term-document-matrix using counts of
individual words in a document, N-Grams can be used to find frequent and important combinations of words in a document. These word combinations can be used
as new features in which to model across. Berberich and Bedathur (2013) compared
and contrasted di↵erent methods of creating N-Grams on large datasets. The creation
of N-Grams can be computationally expensive and by comparing Naive Counting,
Apriori and Suffix- methods they found Suffix- to be the most efficient.

2.1.2

Word Embeddings

The N-Gram and term-document-matrix techniques previously discussed are simple,
robust and given enough data can produce good results. However, they treat words as
individual units with no notion of similarity between words. Mikolov, Chen, Corrado,
and Dean (2013) noted these limitations and that more advanced techniques, such
as learned word vectors using neural networks, were producing superior results when
compared with TDM models. The advantage that word embeddings o↵er is that the
context that the word is used in is considered and shows that words used in similar
contexts to be similar. The word vectors are based o↵ the local context window
technique that build a “term-term” matrix as opposed to the “term-document” matrix.
This paper introduced a technique for learning high quality word vectors over a billion
words on Google News. He was able to show that algebraic calculations could be
performed upon the word vectors that reveal the relationships between them. For
example, the Vector(Paris) - Vector(France) + Vector(Italy) would result in a vector
that is most closest to the word Rome. These word vectors introduced by Mikolov,
7
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Chen, et al. (2013) were pre trained on 100 billion words on Google News and are better
known as “word2vec” . Kim (2014) was able to show that “word2vec” produced very
good results when compared to more sophisticated fine-tuned word vectors that were
optimised for the task at hand. This would suggest that “word2vec” is a very good
general tool that can be used across many datasets.
Standard Natural Language Processing (NLP) classification methods have been
significantly improved in recent years as a result of the introduction of these word
vectors (Turian, Ratinov, & Bengio, 2010). The traditional approach of using a Bag
of Words (BoW) to create sparse term frequency matrices treated words as units with
no notion of similarity to each other (Mikolov, Sutskever, Chen, Corrado, & Dean,
2013). Word vectors allowed a mechanism where where not only similar words tended
to be close together but that words could have multiple degrees of similarity. Mikolov,
Sutskever, et al. (2013) extended this work to incorporate phrases. A technique was
applied to identify phrases such as “New York Times” or “Air Canada” by finding
word patterns that occur frequently together in some cases yet infrequently together
in other contexts. Once identified each phrase is replaced with its own vector token
that represents the phrase.
Pennington, Socher, and Manning (2014b) noted how BoW methods capture statistical information but are poor at word analogy tasks. Methods such as the skip
gram method introduced by Mikolov, Chen, et al. (2013) perform well at word analogy but do not capture the statistics of each document as they do not count the global
co-occurrence of words. Pennington et al. (2014b) introduced the GloVe or Global
Vector model which combined the benefits of a count based model with the word
analogy approach and produced superior results on word analogy and word similarity
tasks when compared with other models.
Joulin, Grave, Bojanowski, and Mikolov (2017) introduced an efficient architecture
called “FastText”, in which its word vectors could be averaged together to form good
sentence representations and in turn could be fed into a linear classifier. Joulin et
al. (2017) noted that while this approach did not account for word order, additional
n-gram features can be used to capture some word order information.
8
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2.1.3

Text Modelling

Text modelling is an area within Data Analytics that is becoming more important
given the massive amount of text data being generated on a daily basis through applications such as Twitter, Facebook and online user comments. Nobata, Tetreault,
Thomas, Mehdad, and Chang (2016) highlighted the growing importance of text analysis with respect to detecting abusive language online. They mention that in 2013
major companies began pulling advertisement from Facebook after their ads were displayed on pages that were abusive toward women. Waseem and Hovy (2016) also note
that there is a strong connection between hate speech and actual hate crime and the
need to monitor to prevent escalation to actual crime. As a result text mining and
classification techniques are increasing in importance with various techniques popular
in the field.
Latent Semantic Analysis (LSA) is an established technique used for text mining
that uses the co-occurrence of words within a document to extract meaning. LSA
develops concepts from words that appear frequently together in documents. For
example, ”car” and ”automobile” may appear frequently together and so can be semantically linked. In this way LSA can cluster groups of similar words together and
groups of similar documents together.
Latent Dirichlet Allocation (LDA) is another method used for extracting topics
from a large corpus of documents. The basic idea behind this probabilistic topic
modelling technique is that there is a limited number of topics in the corpus and the
words in each document link to back to a specific topic. Koltcov, Nikolenko, Koltsova,
and Bodrunova (2016) highlighted the importance of topic stability in LDA and the
importance of being able to reproduce topics or ensure that topics actually exist in the
data. They proposed the Granulated LDA (GLDA) algorithm that once a topic has
been assigned due to a key word, then the words close to this word in the document
also relate to this topic and are assigned the same topic. They trained 200 topics
across various models and were able to show that GLDA could produce more stable
topics while keeping the same topic quality.
Chatzakou et al. (2017) used a combination of user based features and text based
9
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features to build a model that could detect cyberbullying on Twitter. They found that
cyberbullies exhibit a di↵erent behaviour from normal in that they post less and then
have a flurry of activity. In analysing text based features they used a combination of
the word vector “word2vec” model together with a hate word database and a sentiment analysis tool. They evaluated their model across 1.6M tweets and could detect
users with bullying behaviour of over 90% ROC AUC. This research highlights the additional insight that text analytics can provide in combination with a more traditional
structured approach.
Badjatiya, Gupta, Gupta, and Varma (2017) noted the rise of hate speech on
Twitter and the importance of being able to detect and filter out this activity. They
built a model that could classify a tweet as racist, sexist or neither and built models
using N-Grams, TF-IDF and Word Vectors in order to compare the techniques. They
found the TF-IDF (F1 Score 0.816) method produced better results than the N-Gram
model (F1 Score 0.753). The best result with an F1 Score of 0.93, was achieved by
training a neural network model trained on tweets to create word embeddings that
were then used to train a Gradient Boost Decision Tree Classifier. This research
highlights the superiority of word vectors and neural networks in text classification
over traditional methods.

2.1.4

Self-Learning

While these methods demonstrate how text modelling can be used to achieve excellent
results, they still generally require large amounts of labelled data. In the real world,
getting access to a fully labelled dataset is a recurring problem that can be expensive
and time consuming to manually label, creating a bottleneck in the modelling process
(Lee & Kim, 2017). As a result, Semi Supervised Learning (SSL) techniques that
require less labelled data are growing in popularity. Within SSL, self-learning is one of
the more straight forward approaches where a model is bootstrapped with additional
labelled data from its own confident predictions (Li & Ye, 2018). For example, Pavlinek
and Podgorelec (2017) used Latent Dirichlet Allocation (LDA) to topic model the full
dataset which reduced data sparseness lowering the dimensions. They then developed
10

CHAPTER 2. REVIEW OF EXISTING LITERATURE
their own semantic measure based on similarity and began to iteratively label the
unlabelled observations based on distance to a labelled class. Using this approach
they were able to achieve an 86% accuracy on the “Reuters R8” eight category dataset
using only 0.1% of labelled data.
Dorado and Sylvie (2016) also used LDA to generate keyword features upon which
a Naive Bayes (NB) model was trained and then used to augment the dataset by
classifying the unlabelled data. Using the “20Newsgroups” dataset which consists of
20 topics to be predicted, they were able to achieve an accuracy of 80% with just
3% of labelled data. Gowda, Suhil, Guru, and Raju (2016) also experimented on the
“20Newsgroups” dataset using a recursive K-means clustering algorithm to classify
unlabelled data. However, in contrast to (Pavlinek & Podgorelec, 2017) and Dorado
and Sylvie (2016) who used LDA to reduce data dimensionality, Gowda et al. (2016)
used a Naive Bayes technique to reduce the number of dimensions equal to the number
of classes. With this approach Gowda et al. (2016) was able to produce a 92% accuracy
with just 1% of labelled data using the 20Newsgroups dataset.
These methods produced excellent results with very little initial labelled data and
used measures of similarity or probability to iteratively augment the dataset with new
labelled data. Also, these methods represented words as key words or tokens and not
as word vectors. In fact, during this research I have been unable to find any literature
that used word vectors in combination with a self-learning approach. This is a potential
gap in the literature that I would like to explore. The literature has demonstrated
how the use of word vectors has continually boosted the performance of NLP related
tasks and would suggest that word vectors in combination with self-learning will again
boost performance and achieve superior results.

2.2
2.2.1

Algorithms
Relevance Vector Machine

The previous section has highlighted how self-learning uses probabilistic algorithms
and classifies the most confident predictions at each iteration. This section will discuss
11
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how Support Vector Machines (SVM) are a common tool in NLP classification and
work on vectorised data but are not probabilistic. Lei, Tao, and Su (2018) noted the
advantages of a Relevance Vector Machine (RVM) over an SVM and particularly in
that it produces a probabilistic classification.
Supervised learning generally takes a set of input vectors Xn along with a set of
corresponding targets tn, which in the case of classification are class labels. We can
use this training data and any prior knowledge to learn a model with the objective
of making accurate predictions of t for previously unseen values of x. There many
models and approaches to solve this but one popular approach is the Support Vector
Machine (SVM). The SVM makes predictions based on a function of the form;

y(x; w) =

N
X

wn K(x, xn ) + w0

(2.3)

n=1

where wn are the model weights and K(.,.) is a kernel function with one for each
data point x(m) in the training set (Tipping, 2000). The SVM is a linear classifier
but by using a kernel allows the algorithm to perform non-linear transformation and
model non-linear data. The SVM, in the case of classification, adjusts the weights in
an attempt to minimise the number of prediction errors made on the training set. At
the same time it also seeks to maximise the margin between the two classes, which
leads to good generalisation and prevents overfitting (Tipping, 2001). This results in a
sparse model which depends on a relatively small number of kernel functions (support
vectors) as many weights are to set to zero.
The SVM produces good predictive results, particularly for classification, however
do have some disadvantages. The main disadvantages being that they produce outputs
that are not probabilistic and there is also a need (usually using a method such as
cross validation) to carefully estimate a trade-o↵ parameter C which influences the size
of the margin (Gupta, ur Rehman Laghari, & Falk, 2016). Many of the self-learning
techniques I have researched have relied on probabilistic algorithms that re-label only
the most confident predictions at each iteration (Li & Ye, 2018). Franc, Zien, and
Schlkopf (2011) noted that SVM’s are not naturally probabilistic and while there have
been attempts to place it in a probabilistic framework they have not produced reliable
12
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results.
Lei et al. (2018) noted the advantages of the Relevance Vector Machine (RVM)
and in particular its introduction of a probabilistic model into an SVM. The RVM
was originally introduced by Tipping (2000) and is of similar form to the SVM and is
based on a function of the form;
y(x; w) =

N
X

wn K(x, xn ) + w0

(2.4)

n=1

where wn are the model weights and K(.,.) is a kernel function, with one kernel
associated with each of the data points in the train dataset. wn is a bias parameter
and the number of parameters is M = N + 1. This is identical to the SVM function
above but the key di↵erence being in how the model weights are assigned. The RVM
introduces Bayesian inference and a fully probabilistic framework. It introduces hyper
parameters that govern the model weights , one associated with each weight, and whose
most probable values are iteratively estimated from the data using prior probability.
There is also no need for a C parameter and it typically results in a sparser model
resulting in faster predictions on the test set with comparable overall performance
when compared with an SVM.
In the classification version of the RVM the conditional distribution of targets is
given by;
P (t|x, w) = (y)t [1
where

(y) = (1 + exp(-y))

1

(y)]1

t

(2.5)

and y(x,w) is given by 2.4 above and target t =

{0,1}. This gives a likelihood function of the form;
P (T |X, w) =

N
Y

(y)tn [1

(y)]1

tn

(2.6)

n=1

RVM introduces a prior distribution over the parameter vector w in the form of a
zero-mean Gaussian prior. However, it introduces a separate hyper parameter ↵i for
each of the weight parameters wi. Thus the prior over the weights takes the form;
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P (w|↵) =

M
Y
i=1

N (wi |0, ↵i 1 )

(2.7)

Optimisation of the hyper parameters is then performed using a re-estimation
framework. During this process a significant proportion of them go to infinity resulting in the corresponding weight parameters having posterior distributions that are
concentrated at zero. The basis functions associated with these parameters are pruned
from the model as they will play no role in predictions resulting in a sparse model. The
remaining non-zero weights are called Relevance Vectors because they are identified
through the mechanism of automatic relevance determination Sandhu, Pettit, Khalil,
Poirel, and Sarkar (2017) and are analogous to the support vectors of an SVM. For a
more detailed discussion on the workings of the model please see Tipping (2001).
The RVM generally has better model sparseness than an SVM and only needs to
rely on a small amount of related vectors.

Figure 2.1: RVM Decision Boundary. Source: Bishop, C. M. (2006)
Also, unlike support vectors, relevance vectors can be some distance from the decision boundary (in x-space) as illustrated in figure 2.1 (Bishop, 2006). They appear
more as cluster centroids than as vectors sitting along the decision boundary. Intuitively this makes sense as a relevance vector deep in the blue area in the below right
14
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diagram is far from the decision boundary and therefore a more reliable indicator of
class membership.
The principal disadvantage of the relevance vector machine is the relatively long
training times compared with the SVM. When the number of basis functions is M,
the complexity of RVM algorithm is O(M 3 ) and the memory consumption is O(M 2 )
. With the increase in the number of training samples, storage space needed will be
larger, and the model be more complicated (Lei et al., 2018). This is o↵set, by the
avoidance of cross-validation runs to set the model complexity parameters C. Also,
because it yields sparser models, the computation time on test points, which is usually
the more important consideration in practice, is typically much less.

2.2.2

Convolutional Neural Network

Kim (2014) showed that a simple single layer Convolution Neural Network (CNN)
on top of pre-trained word vectors could produce competitive results when compared
with more sophisticated deep neural networks. In this example, words in a document
were treated as a 1-dimensional image. In this set up each word is essentially a pixel
and p is set where p represents the filter or region size. For example, in the sentence
“I love it”, p = 2 would select the first two words “I love” and the convolution would
convert them to low dimensional feature vectors (Johnson & Zhang, 2015a). For a
stride of 1, the CNN would move across 1, select the next two words “love it”, and so
on repeating the process for the entire document.
A convolution is essentially a sliding window function applied to a matrix and is
most commonly used in image processing. In the case of an image, the matrix is made
up of the pixel values that make up the image and the convolution is a filter that slides
across the image performing calculations on these values. These filters can produce
di↵erent e↵ects on the image such as blurring or highlighting edges depending on the
function that is applied.
In the case of text documents each word can be replaced with a word vector and
FastText word embeddings represent each word as a 300-dimension vector. For a 10
word sentence we can represent that sentence as a 10x300 matrix and pass this into a
15
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convolution similar to an image. The major di↵erence being that while 2-dimensional
convolutions are used in images (slides across and down an image), 1-dimensional
convolutions are used in text (slides down through the document).
This process is illustrated in the figure 2.2 (Zhang & Wallace, 2017).

Figure 2.2: Example Layers of a Text CNN. Source: Zhang, Y., & Wallace, B. (2015)

In this example, 3 di↵erent region or filter sizes have been specified of value 2, 3 and
4. A filter size of 2 would extract a 2-word portion of the document while a filter size
of 4 would extract a 4-word portion. The number of filters specified in this example
is 2 for each filter size or 6 filters in total. Each filter will perform a convolutional on
16
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their portion of the document generating variable length feature maps for each region.
1-max pooling is performed on each feature map reducing each feature vector to a
single maximum value representing that feature. These values are then concatenated
together forming a single vector representing the outputs from all filters. This vector
then serves as the input for a single layer neural network that learns to predict the
provided classes. This dense layer generally uses regularisation and drop out to prevent
overfitting and a softmax function that provides a final classification for that sentence.
This is a simple example but is essentially the same architecture used by Kim
(2014). In that experiment 3 filter sizes were used of size 3,4 and 5. For each filter size
100 separate filters or feature maps were created and the ReLU activation function was
used in each layer. Zhang and Wallace (2017) noted how this simple one-layer CNN
has become a strong baseline model for text categorisation and explored the e↵ects
of adjusting the parameters of this model. They used the same parameters as Kim
(2014) as a baseline and began to run experiments adjusting each of the parameters
individually to observe the e↵ect on performance. Trying di↵erent window sizes they
found that a single window size of size 7 performed better on some datasets than a
combining di↵erent sizes (3,4,5). They also noted that increasing the number of feature maps can improve results and found that the optimal number lay somewhere in
the region of 100 - 600 feature maps per filter size. The baseline configuration used
the ReLU activation function but they also considered hyperbolic tangent (tanh), sigmoid function, SoftPus function, Cube function, tanh Cube function and no activation
function. They found that in 8 out of the 9 datasets tested: ReLU, tanh and even no
activation function worked best. Comparing with max pooling, average pooling and k
max pooling they found that the baseline approach of 1-max pooling performed consistently better across all datasets. Overall, they found that in a 1-layer CNN dropout
had very little e↵ect and this may be due to the smaller number of parameters in this
shallow model. The methodology section outlines the architecture and parameters for
the CNN used in this experiment.
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2.2.3

Support Vector Machine

The Support Vector Machine (SVM) is a supervised linear classifier that is popular in
text classification. The SVM makes predictions based on a function of the form;

y(x; w) =

N
X

wn K(x, xn ) + w0

(2.8)

n=1

where wn are the model weights and K(.,.) is a kernel function with one for each
data point x(m) in the training set (Tipping, 2000). The SVM is a linear classifier
but by using a kernel allows the algorithm to perform non-linear transformation and
model non-linear data. The SVM, in the case of classification, adjusts the weights in
an attempt to minimise the number of prediction errors made on the training set. At
the same time it also seeks to maximise the margin between the two classes, which
leads to good generalisation and prevents overfitting (Tipping, 2001). This results in a
sparse model which depends on a relatively small number of kernel functions (support
vectors) as many weights are to set to zero.
Lu and Wu (2019) noted how SVM’s are used for text classification problems
especially in cases with small samples sizes and used an SVM to build a classifier
for sentiment analysis on movies. Greevy and Smeaton (2004) used a Bag of Words
(BOW) and bi-gram text representations in combination with an SVM to classify
racist texts. They noted how recall performance improved with the increase in size of
the train dataset and noted the SVM achieving a 92% precision and 87% recall on the
largest train dataset of 800 documents with a balanced class distribution.

2.2.4

Average Class Accuracy

Accuracy is a standard measure for classification models and is simply a measure of the
number of items that were classified correctly. Chaturvedi, Faruquie, Subramaniam,
and Mohania (2010) defined accuracy as;

Accuracy =

Number of correctly labelled documents
Total number of Documents
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Accuracy is a simple and intuitive way to evaluate classification performance however it may not truly reflect the predictive power of a model, particularly in imbalanced
datasets. The data used in this experiment has a ratio of 70:30 class imbalance and for
this reason Average Class Accuracy (ACA) will be used. Accuracy measures are calculated for each class (% of each class classified correctly) in the dataset and these are
then averaged together to produce an ACA classification measure for each model. ACA
is a transparent, intuitive measure of classification performance that also accounts for
class imbalance and will be used as the evaluation metric in this experiment.

2.2.5

McNemar’s Test

Dietterich (1998) noted the McNemar’s test as a method for evaluating di↵erent classifiers, particularly in cases where a model is evaluated once with no use of k-fold cross
validation techniques. As a result this method is also suited to the evaluation of deep
learning models where cross validation can be expensive to run.
Dietterich (1998) outlined the steps involved in applying McNemar’s test. First,
both models for comparison are trained on the train dataset. These classifiers are
then tested on the test set. The resulting classifications are recorded as ”Correct” or
”Incorrect” against the actual target values. The following contingency table is then
constructed which highlights the number of cases where both models disagreed;

Figure 2.3: Contingency table for McNemar’s test

The cases where both models are in disagreement is indicated by the red squares
in figure 2.3 and these are the values that the McNemar’s test evaluates. The null
hypotheses for this test states that both models disagree to the same extent and so
are significantly not di↵erent. Rejection of the null hypotheses indicates that the
19

CHAPTER 2. REVIEW OF EXISTING LITERATURE
level of disagreement between the models is significant and that both models can be
considered to be di↵erent. McNemar’s test will be used as the test of significance in
this experiment.
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Chapter 3
Experiment design and
methodology
3.1

Background

This experiment is primarily focussed on evaluating the additional performance gain,
if any, that may be achieved through the use of self-learning for classification problems given a small amount of starting labelled data. The same dataset of 10,000
observations will be sampled such that it produces a number of sampled datasets with
di↵erent amounts (0.2%, 1.0%, 2.0%, 4.0%, 10.0%, 20.0%, 30%, 40%) of labelled data
with the rest unlabelled. A Relevance Vector Machine (RVM) algorithm will be used
for self-learning to enhance each of the partially labelled datasets and apply a confident
classification to each of the unlabelled observations in each dataset. The algorithm
will assign a classification and a measure of confidence of this classification to each of
the unlabelled observations. Only confident classifications (>= 95%) will be assigned
a label and these are then added as training data for the next iteration. The algorithm
will iteratively continue this process until no new labelled observations can be applied
at this confidence level. At this point all labelled observations in each of the enhanced
datasets will be used to train both a Support Vector Machine (SVM) classifier and
a Convolutional Neural Network (CNN). The SVM and CNN classifiers will also be
trained on the original sampled datasets that have not been enhanced with no added
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labelled observations through self-learning. Each of these trained models will then be
used to classify the full dataset of 10,000 observations and Average Class Accuracy
(ACA) will be used for the evaluation. The goal here will be to evaluate the performance of self-learning versus the cost of acquiring large amounts of labelled data. The
rest of this Chapter will explain this process and each of the steps along the way in
more detail.
As this thesis is related to the classification of user comments left on the Wikipedia
website, this Chapter will first describe the data source and how the data will be
prepared for this experiment. It then outlines the di↵erent datasets with varying
amounts of labelled data that will be used in this experiment. It also outlines how
the self-learning process will be conducted and the classifiers that will be used in the
evaluation of this experiment.

3.2

Data

The dataset used to evaluate this experiment is the publicly available Toxic Comment
Classification Challenge dataset (Wikipedia, 2018) which was obtained through the
data science competition website Kaggle. This is a dataset of 159,571 Wikipedia user
comments that were manually rated for toxic comments such as rude or disrespectful
comments likely to cause o↵ence. The dataset is rated across six categories of toxicity;
Toxic, Severe Toxic, Obscene, Threat, Insult and Identity Hate and as such is a multilabel dataset. This experiment is designed to test a binary label and for this a new
label Target category was created by combining the six categories into one category.
As such the models created for this experiment will be trained to predict if a comment
has been classified as simply toxic or not.
Doing some simple analysis it can be shown that the comment lengths in the
dataset are of a wide range in size. Figure 3.1 shows this distribution of document
lengths, ranging from the minimum of 1 word in length to the maximum of 2273 words
in length with a mean length of 68 words.
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Figure 3.1: Distribution of Document Lengths
The six categories were collapsed into one new Target variable. After this transformation the features of the dataset are as shown in table 3.1 .
Description

Format

ID

Unique Identifier

alphanumeric

Comment Text

Posted Text

character

Target

Toxic Yes/No

binary

Table 3.1: Dataset Features
The dataset itself contains natural language comments left by users on the website
Wikipedia. These are written in a mostly casual informal style with varying degrees
of insulting or o↵ensive comments. Figure 3.2 displays a snapshot of the dataset to
give an indication of how it looks and the types of comments it contains.
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Figure 3.2: Snapshot of Dataset
Following the data transformation some analysis was conducted to analyse the
class distribution. The output of this analysis is displayed in Figure 3.2 and as can be
seen the class distribution across the Target variable is unbalanced with 10.2% of the
binary Target of value 1.

Figure 3.3: Class Distribution
The original dataset is quite large and in order to run multiple experiments efficiently a random sample of 10,000 observations was sampled to create a Train dataset
24

CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY
to be used in this work. This dataset was randomly sampled such that the dataset
contained a balance of 30% Target (=1) and 70% non-Target (= 0). This balance was
chosen to leave a significant number of Target (=1) observations in order to conduct
a larger range of experiments while maintaining a class imbalance.

3.3

Word Embeddings

Word embeddings are pre-trained models and have been shown to boost performance
and improve accuracy when used in text classification. The text in this dataset was
represented with FastText word embeddings. The data was prepared in the following
way ahead of applying the word embeddings;
1. All text was converted to lowercase.
2. English common stop words such as “and”, “is”, “are” were removed from the
text. The stop words list used was imported from the Python NLTK (Natural
Language Toolkit) library.
3. Some punctuation such as “[ ] \n” were removed.
4. Number and symbols such as “&” and “@” were replace by words. For example
1 become one, @ becomes and.
5. Text was then tokenised using the Python NLTK (Natural Language Toolkit)
tokenize function.
No stemming or lemmatisation was used in this process. The FastText model
contains a vocabulary size of 2 million words and represents each word as a 300 dimensional word vector. Each word can be plotted in vector space and words of similar
meaning or context appear close or more similar to each other in vector space. For
example, using FastText and searching for words most similar to “strong” results in
the list of words in figure 3.4 and their degree of similarity. It?s interesting to note

25

CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY
that the most similar word returned is “stong” a misspelling of “strong” and the second most similar or related word is “weak” which are often used together in the same
context.

Figure 3.4: FastText embeddings most similar to ”Strong”

The next step in the process embedded or replaced each tokenised word in each
document with a word vector. The vectors in each document were added together
to form a single vector of 300 dimensions representing each document in the dataset.
A search was conducted to identify which documents had no vector representation.
This can occur if the words within a document are not represented in the FastText
vocabulary. Of the 10,000 documents only 8 documents had no or null vector representation. The following are an example of some of the words that could not be
embedded; “saduj”, “aldahij”, “dieeeeeeeeeeeeeeeeeeeee”, “npov”, “unblockunblock”.
These 8 null vectors were 0 padded out and retained within the dataset.

3.4

Self-learning

Self-learning is the process of starting with a small amount of labelled data and using
a probabilistic algorithm to iteratively label the unlabelled data. For the self-learning
process the word embedded Train dataset of 10,000 observations was used. From this
dataset the datasets in Figure 3.5 with varying amounts of labelled data were randomly
created.
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Figure 3.5: Train datasets created for experiment

Each dataset was trained on an iterating Relevance Vector Machine (RVM) algorithm. The RVM process is an iterative one and involves repeatedly re-estimating ↵
(value that govern weight parameter) and

(variance) until a stopping condition is

met. The following steps were followed in order to set the model parameters:
1. The model can use a variety of kernel functions. The kernel function is used
to create the design matrix transformation of the data into higher dimensional
space. For this experiment the Radial Basis Function (RBF) was used.
2. A convergence criteria for ↵ (weight hyperparameter to be calculated by model)
and

(variance related parameter to be calculated by model) was set. This

is either a set number of iterations or a tolerance criteria that the model will
stop when an estimation error is below a set threshold. For this experiment the
optimal number of iterations and posterior iterations was calculated through a
grid search.
3. A threshold value for ↵ was set. This is a high value so that ↵ values above
this are assumed to be heading toward infinity and can be pruned. For this
experiment a default threshold value of 1,000,000,000 (a very high number) was
used.
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4. Starting values for ↵ and

were set. These are the hyper parameters that the

model will be trained to solve for and need to be initialised. For this experiment
default values of 0.000001 was set for both.
As described in point 2 above convergence criteria needed to be set. The algorithm has two parameters n iter (number of complete passes through the data) and
n iter posterior (number of weight adjustments per pass) that can be adjusted. To
determine the optimal values for these parameters a grid search was carried out. For
the grid search a shortened dataset (G1) was created from the data which consisted of
1,500 observation split between 400 labelled observations (even balanced of target/non
target) used for train and 1100 observations used as test for this evaluation.
The RVM was trained using a combination of di↵erent parameter values (5, 10, 20,
30, 40, 50) for both Iterations (n iter) and Posterior Iterations (n iter posterior). The
test dataset was used to calculate the average class accuracy of each model produced.
This experiment represented the dataset in both a term document matrix (TDM) format and with Fast Text word embeddings. As such two grid searches were carried out
to determine the optimal model parameters to use for each of the text representations.

Figure 3.6: RVM Grid Search results on Dataset represented with word embeddings
Figure 3.6 shows the results of this grid search when trained on data represented
with Fast Text word embeddings. The Iterations parameter appears to have the greatest e↵ect. Increasing this parameter from 5 to 10 saw an improvement in results while
changes in posterior iterations had a minimal impact on results. Based on these results
Iterations = 10 and Posterior Iterations = 10 was used as this combination produced
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the best results of 85.7% ACA and using values greater than these did not result in
an improvement.

Figure 3.7: RVM Grid Search results on Dataset represented as Term Document Matrix
Figure 3.7 above shows the results of this grid search when trained on data represented in a term document matrix format. Based on these results Iterations = 10 and
Posterior Iterations = 20 were parameters that produced among the best ACA results
of 60.3% and will be the chosen parameters for this set up.

3.4.1

Enhancing the Data

Each of the datasets T1 - T8 were used to train the Relevance Vector Machine (RVM)
using the parameters determined from the grid search. The trained model in each
case was then used to classify the unlabelled observations. Only confident classifications (>= 0.95) were assigned that label and added back to the original sample
of labelled observations for the next round of training. The enhanced datasets with
newly classified observations were then used for another round of training with only
the confident classifications (>= 0.95) assigned a label. This process was continued
until the resulting model could no longer classify any new observations at confidence
>= 0.95.
The real value with self-learning is to create a process that begins with a small
amount of labelled data but results in an augmented dataset with a much larger
amount of labelled data. As a result of this process new enhanced datasets of T1 - T8
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(called TE1 - TE8) have been created that contain the initial labelled data and the
new confident predictions against the previously unlabelled data.
Many of the more powerful machine learning processes such as neural networks
require a large amount of labelled data. The next step for this process will be to
evaluate if the performance of a data hungry algorithm such as neural networks will
be improved by training on the enhanced datasets TE1 - TE8 as compared to training
on the original datasets T1 - T8. A Support Vector Machine (SVM) model was created
as a baseline model against which a Convolutional Neural Network will be evaluated
and compared.

3.5
3.5.1

Classification
Support Vector Machine

In order to determine the optimal parameters to use for the SVM for this dataset a grid
search was carried out. For the grid search a shortened dataset (G1) was created from
the data which consisted of 1,500 observation split between 400 labelled observations
(even balanced of target/non target) used for train and 1100 observations used as test
for this evaluation. For the SVM a Radial Basis Function (RBF) kernel was chosen.
The corresponding parameters for this algorithm were the Gamma value, a parameter
of RBF which controls the influence that each point will have on others, and the
C-Value, a parameter of SVM which controls the margin width.
The SVM was trained using a combination of di↵erent parameter values (0.01, 0.1,
1, 10, 50, 100, 500, 1000) for the C-Value and (0.00001, 0.0001, 0.001, 0.01, 1, 5, 10,
20, 50, 100) for the Gamma value. The test dataset was used to calculate the average
class accuracy of each model produced.
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Figure 3.8: SVM Grid Search Results

Figure 3.8 above shows the results of this grid search. The Gamma parameter made
a big impact on the results set as setting this value either too low or too high negatively
impacts results. According to the results the optimal value for this parameter is
between 0.01 and 10. Taking the C-Value into account values of 1 and 10 produced
some of the best results. Based on these results a Gamma value = 1 and a C-Value = 10
produced an ACA of 85.3% and these parameter values were used for this experiment.

3.5.2

Convolutional Neural Network

For the dataset for this experiment, using a single region size of 7 and increasing
the number of filters to 200 resulted in improved and more stable results with less
variability than when compared to the baseline settings. For this experiment the
following parameters were used;
The layers used and the size of each layer in this network are detailed in the 3.9.

Figure 3.9: CNN Layers as defined in Keras
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The input layer is the embedding layer containing the word embedded corpus. Each
document is represented as a matrix of dimension 175 long (maximum word length
of a document in the corpus) by 300 wide (dimension width of the FastText word
embedding).
Next is a 1 dimensional convolution of filter region size 7 producing 200 feature
maps or filters using a ReLU activation function. The max pooling layer selects the
maximum value to represent each of the 200 feature spaces. Dropout is applied before
the dense layer at 0.5 and the fully connected dense layer consists of 32 neural units
with a ReLU activation function and regularisation with an L2 norm constraint of 3.
The output layer consists of 1 unit predicting 2 classes and using a sigmoid activation
function. The model uses a binary cross entropy loss function and an Adam optimiser.

3.6

Evaluation

3.6.1

Self-learning

The self-learning process, using the RVM algorithm, will train on the partially labelled
datasets (T1 - T8) and apply a confident predicted label to the unlabelled data in
each dataset. This will produce an enhanced version of these datasets containing
newly labelled data, which will be called TE1 - TE8. A confidence threshold of >=
95% will be used meaning predictions at a confidence level below this threshold will
not be assigned. The evaluation of this process will examine both the number of
newly labelled observations that have been assigned as a result of self-learning and
the quality of the dataset with these newly labelled observations added in. Average
Class Accuracy (ACA) will be used to evaluate the quality of the enhanced datasets
and examine how accurate the application of confident labels to previously unlabelled
data has been in each case.
The self-learning process in this experiment relies on randomly selecting small
amounts of labelled data for each of the partially labelled datasets. As such there is
a random element in that the initially selected observations will heavily influence the
outcome. To account for this randomness, each experiment will be run three times
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in total with di↵erent randomly selected observations assigned as labelled data in the
partially labelled datasets. This will help evaluate the stability of the results received.
As part of this evaluation the mean number of newly labelled data across three training
cycles and the standard deviation around this mean will be examined. The mean ACA
results from each of the three training cycles and the standard deviation around this
mean for each will also be examined for each of the datasets.

3.6.2

Classification

On top of the original partially labelled datasets (T1 - T8), self-learning will have
produced enhanced versions of these datasets (TE1 - TE8) containing newly labelled
data. The SVM and CNN algorithms will be trained on both sets of data (T1 - T8)
and (TE1 - TE8) making use of all labelled observations in each for training. Each
of the trained models will then classify the remaining unlabelled data in each of the
datasets. All observations in each of the datasets will now have an assigned label. The
evaluation at this point in the experiment will focus on calculating the ACA for the
entire dataset in each case. Some of the datasets will have started with tiny amounts
(eg: 20 observations) of labelled data while some will have started with much larger
amounts (eg: 2000 observations). Some of the datasets (TE1 - TE8) will have been
enhanced with additional labelled data through self-learning while some will not (T1
- T8). The Average Class Accuracy (ACA) will be calculated for the entire datasets
of 10,000 observations in each case allowing for direct comparison across each of the
scenario’s. The e↵ect of simply beginning with more labelled data can be contrasted
against the e↵ect of self-learning.
Finally, the McNemar’s test as described in Chapter 2 will be used as the test
of significance. An ↵ value of 0.05 will be used in this experiment. If the p-value
produced by the test >↵ then the null hypotheses will be accepted and there is no
significant di↵erence between the models. If the p-value produced by the test <=↵
then the null hypotheses will be rejected and there is a significant di↵erence between
the models.
As discussed in the previous section, this experiment relies on randomly selecting
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small amounts of labelled data for each of the partially labelled datasets. As such there
is a random element in that the initially selected observations will heavily influence
the outcome. To account for this randomness, each experiment will be run three times
in total with di↵erent randomly selected observations assigned as labelled data in the
partially labelled datasets. This will help evaluate the stability of the results received.
As part of this evaluation the mean ACA results from each of the three training cycles
and the standard deviation around this mean for each will also be examined for each
of the datasets.
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Chapter 4
Results, evaluation and discussion
This chapter reports the results and evaluates the performance of the self-learning
process and subsequent classification. It begins by reporting the number of additional
labelled data added as a result of self-learning and then evaluates the accuracy of
each dataset with this enhanced data included. The self-learning process is repeated
across multiple training cycles to evaluate the stability of results and account for
randomness. This chapter then moves into evaluating the performance of the SVM
and CNN classifiers when trained on the both original data and then the enhanced data
including confident classified labels. These results are also reported across multiple
training cycles and evaluated for stability. The chapter then concludes by comparing
and contrasting the strengths of the SVM and CNN classifiers.

4.1

Word Representation

This is an experiment that was conducted to evaluate which text representation, Term
Document Matrix (TDM) or Fast Text word embeddings, could produce the best
performance in enhancing or labelling new data as part of the self-learning process.
The experiment showed that Fast Text word embeddings vastly outperformed the
TDM and is the best choice for use as representing text in this experiment.
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4.1.1

Aim

To determine which text representation provides the best performance when used with
self-learning.

4.1.2

Method

Chapter 3 described how the text data was prepared in two ways for the self-learning
process. The first method represented the data through Fast Text word embeddings
while the second method represented the same data through a traditional Term Document Matrix (TDM). In order to compare the performance of both representations
for use as part of self-learning a simple experiment was conducted. The grid searches
as described in Chapter 3 discovered the optimal parameters for the Fast Text data
representation to use with the Relevance Vector Machine (RVM) to be Iterations =
10 and Posterior Iterations = 10. Likewise, the optimal parameters for the term document matrix (TDM) data representation to use with the Relevance Vector Machine
(RVM) to be Iterations = 10 and Posterior Iterations = 20.
A sampled dataset of 1,500 observations split between 400 labelled observations
(even balanced of target/non target) was used for train and 1100 observations was
used as test for this evaluation. This dataset was then represented in a TDM format
and a Fast Text embedded format. Each format was then trained and evaluated with
the RVM using the parameters outlined for each representation.
Average Class Accuracy (ACA) was used for evaluation and the parameters that
produced the best ACA across both representations were chosen.

4.1.3

Results

The RVM, when trained on the TDM text representation of 400 observations and
tested on 1100 observations also in a TDM format, produced an ACA of 60.3%. The
RVM, when trained on 400 observations in a Fast Text word embedded representation
and tested on 1100 observations in the same format, produced an ACA of 85.7%. The
large di↵erence of 25.4% ACA is significant (p<.001, n=1100) according to McNemar’s
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test. It was clear from this test that representing the text through Fast Text word
embeddings would produce the best performance and the following experiments were
all conducted using this text representation.

4.2

Self-learning

This is an evaluation of the performance of the self-learning process in labelling new
data and the quality of this new labelled data for the datasets (T1 - T8) with varying
amounts of initial labelled data. FastText word embeddings were used as the text
representation. The results highlight the ability of self-learning to enhance datasets
by classifying unlabelled data with high quality classifications.

4.2.1

Aim

To evaluate the performance of the self-learning algorithm for both quantity and quality of enhanced data for varying amounts of initial labelled data.

4.2.2

Method

As described in Chapter 3, the self-learning process uses an iterative Relevance Vector
Machine (RVM) to build a model with the initial amount of labelled data provided
and then apply a confident (>= 0.95) classification to the initially unlabelled data.
The model retrains with the starting labelled and the new confident classifications and
then again attempts to apply confident labels to the remaining unlabelled observations.
This process iteratively continues until the model can no longer apply a confident (>=
0.95) classification against the remaining unlabelled observations, at the which point
the self-learning process stops. Sampled datasets with varying amounts of labelled
data (0.2%, 1.0%, 2.0%, 4.0%, 10.0%, 20.0%, 30%, 40%) were created from the full
dataset of 10,000 observations. Figure 4.1 shows the starting size of the train and test
datasets that were fed into the self-learning algorithm.
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Figure 4.1: T1 - T8: Size of Train (labelled) / Test (initially unlabelled) datasets used
for self-learning

The initial labelled observations were randomly chosen and as such the starting
labelled observations will heavily influence the outcome. In order to test how stable
these results were the dataset was randomly shu✏ed and results run in total three
times.

4.2.3

Results

Figure 4.2 shows the average number of observations assigned a new label after all
three runs with error bars expressed in standard deviations.

Figure 4.2: Number of new labelled observations and Average Class Accuracy post
self-learning

For example, starting with the T1 dataset of just 20 labelled observations (equally
balanced with 10 of each class) resulted in an additional average number of 4131
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additional labels being applied as a result of self-learning. Starting with just 20 labelled
and 9980 unlabelled observations self-learning resulted in an additional on average 4131
new labelled observations with 5849 remaining unlabelled. Although almost 42% of
the dataset is now labelled how accurate are these classified labels and how useful will
these actually be in building an accurate classifier? Comparing the now 4151 labelled
observations versus their actual labels yielded an overall 88.5% average class accuracy
(ACA), as shown in the line graph of figure 4.2.
T2 with 100 labelled observations resulted in a similar on average number of 4231
additional labelled observations added but with a higher ACA of 93.3%. This would
suggest that although T1 resulted in a large number of labelled observations it produced a weaker model overall introducing more error. T3 with 200 labelled observations introduced on average 3747 additional labelled observations but again with an
on average higher ACA of 95.3% that that of T2. T4 starting with 400 actual labels
resulted in a lower number of confident classifications, with on average 3574 being
labelled, but with a much higher ACA at 97.1%. Starting with more labelled data
is resulting in an expected improvement in ACA as a higher quality model can be
built with more data and less error is introduced when classifying new observations.
Starting with more labelled data would also naturally result in a higher overall ACA
for the entire dataset, as more of the data is actually known.
However, there does seem to be a “sweet spot” around T4 (97.1%) and T5 (98.0%)
as from this point on starting with significantly larger amounts of labelled data only
results in a marginal improvement in ACA. For example, T8 has 3000 more labelled
observations than T5 which is a significant additional cost to bear in obtaining these
labels. For that additional cost there is only an additional 1% improved in ACA with
T8 reporting at an overall average 99.0% ACA versus T5 at 98.0%.
Figure 4.2 also highlights that the number of new labelled observations returned
for the datasets T1, T2 and T3 was quite volatile across each of the three runs. This
volatility begins to smooth out for the datasets T4 onward, probably due to more
starting labelled data in these datasets resulting in a more predictable or repeatable
outcome. Looking at the stability of ACA across these multiple runs and shows a sim39
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ilar pattern. The ACA of datasets with a lower amount of starting labelled data (T1,
T2, T3) are more variable with this volatility significantly reducing for the remaining
datasets. The “sweet spot” again appears to be around T4 suggesting that starting with at least 400 labelled observation will result in a more stable and repeatable
outcome each time.
The next section will use these enhanced datasets (starting labelled with confident
classifications) produced during the self-learning process to build classifiers and investigate the significance of starting with more labelled data and evaluate the additional
benefit provided through self-learning.

4.3

Classification

This is an evaluation of the classification performance of an SVM and CNN when
trained on data enhanced through self-learning and data not enhanced through selflearning. FastText word embeddings were used as the text representation. This experiment highlights the added performance boost that can be achieved through selflearning.

4.3.1

Aim

To evaluate the performance of the Support Vector Machine (SVM) algorithm and
Convolutional Neural Network (CNN) when trained on the enhanced dataset (TE1
- TE8) produced through self-learning and the original datasets (T1 - T8) with no
self-learning.

4.3.2

Method

This part of the experiment used the original and enhanced datasets created in the
previous section as part of the self learning process. The experiment focused on evaluating the performance of a Support Vector Machine (SVM) and a Convolutional Neural
Network (CNN) trained on the original datasets with no new classified labels added
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in. This is then compared against the performance of an SVM (SVM Enhanced) and
CNN (CNN Enhanced) trained on the enhanced datasets with new classified labels
added in.
In the previous section randomly sampled labelled datasets (0.2%, 1.0%, 2.0%,
4.0%, 10.0%, 20.0%, 30%, 40%) were created from the full dataset of 10,000 observations. These initial labelled observations were randomly chosen and as such the
starting labelled observations will heavily influence the outcome. In order to test the
stability of results, the dataset was randomly shu✏ed creating three sets of labelled
training data across which the SVM and CNN algorithms will be trained for a total of
three di↵erent training runs. Figure 4.3 shows the size of the train and test datasets
used for each of the original datasets (T1 - T8). for each of the training runs.

Figure 4.3: T1 - T8: Size of Train / Test for each training run

As described in the previous section, the self learning process enhanced each of
these datasets producing varying amounts of additional labelled data. Figure 4.4
shows the size of the train and test datasets used for each of the enhanced datasets
(TE1 - TE8) with new classified labelled data from self-learning added to train.
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Figure 4.4: TE1 - TE8: Size of Train / Test for each training run

The SVM and CNN were trained across each of the train datasets and then used to
classify each of the test datasets. Following this process each of the test observations
now have an assigned label which in turn means that each observation in the dataset
now has an assigned label. The Average Class Accuracy was calculated across the
entire dataset of 10,000 observations so results can be directly compared.
As part of the CNN model training a 10% validation sample was used against which
validation loss was calculated for each epoch that the model trained. Early stopping
was used and training was stopped when the validation loss function failed to improve
by more than 0.01 for 4 epochs in a row. As only 90% of the train data was being
used for training, the model was trained for one more epoch on the full train dataset
following early stopping. The CNN was trained across each of the train datasets and
then used to classify each of the test datasets. As outlined in Chapter 3 the SVM
used parameter values of C-Value = 10 and Gamma = 1 and the model trained until
convergence.

4.3.3

Results

This section outlines the classification experiment results. It first presents results for
the Support Vector Machine and then presents results for the Convolutional Neural
Network. The final section compares and contrasts the results obtained for the SVM
and CNN.
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Support Vector Machine
Figure 4.5 displays the mean ACA and it’s variability (+/- 1 standard deviation) after
3 training cycles for both SVM and SVM Enhanced. The coloured line graph displays
the mean ACA with the corresponding coloured circles displaying the lower and upper
bound of the variability around the mean.

Figure 4.5: Average Class Accuracy: SVM vs. SVM Enhanced after 3 training cycles
As can be seen in figure 4.5 the results for the SVM and SVM Enhanced are
highly correlated. The first comparison of both processes on T1 with 20 starting
labelled observations indicate a small but significant (according to McNemar’s test)
on average 0.17% (p<.001, n=30000) ACA performance gain in favour of SVM. This
would indicate that the self-learning process added no additional value here across the
three training cycles that were evaluated. However, the rest of the comparisons do
indicate significant performance gains achieved through the use of self-learning.
The most significant di↵erence between the two sets of results is in T2 with 100
starting labelled observations. SVM Enhanced (trained on 100 labelled observations
plus new confident classifications) on the T2 dataset are on average 1.88% more accurate than the SVM trained on just 100 labelled observations. According to the McNemar’s test this di↵erence of 1.88% between the models is significant (p<.001, n=30000).
On the T3 dataset SVM Enhanced reports a significant on average 0.82% (p<.001,
n=30000) ACA performance improvement over SVM. By T4, this has dropped to a
0.63% (p<.001, n=30000) performance improvement yet still significant di↵erence ac43
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cording to McNemar’s. This would indicate that the self-learning process added some
value and improved ACA, particularly in the datasets with a lower number of labelled
observations.
For the datasets from T5 upward that were provided with 1000 labelled observations or more there is very little di↵erence between the results although SVM Enhanced maintains a marginal lead across these results. T5 reports a still significant
on average 0.35% ACA (p=.016, n=30000) gain and T6 also reporting a significant
0.42% ACA (p=.004, n=30000) gain both in favour for SVM Enhanced. The reported
performance improvement of 0.22% ACA (p=.033, n=30000) for T7 and 0.21% ACA
(p=.007, n=30000) for T8 again in favour of SVM Enhanced with the di↵erence again
reporting as significant in that the proportion of disagreement between the models is
significant.
Figure 4.5 also highlights the volatility in the results particularly in the early
datasets from T1 - T4. This volatility decreases for the later datasets T5 - T8, showing that models produced on these datasets are more stable and less dependant on the
randomly selected starting labelled values. Accounting for this randomness, by aggregating results across multiple runs, the subsequent trend does highlight the added
performance benefit provided by the self-learning process. This gain in performance, as
a result of self-learning, slowly begins to decrease as more labelled data is introduced.
For the later datasets T5 - T8, SVM Enhanced continues to maintain a marginal but
significant performance improvement over SVM.
Convolutional Neural Network
Figure 4.6 displays the mean ACA and it’s variability (+/- 1 standard deviation) after
3 training cycles for both CNN and CNN Enhanced. The coloured line graph displays
the mean ACA with the corresponding coloured circles displaying the lower and upper
bound of the variability around the mean.
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Figure 4.6: Average Class Accuracy: CNN vs. CNN Enhanced after 3 training cycles
Figure 4.6 plots the Average Class Accuracy comparison comparing the performance of the models; CNN vs. CNN Enhanced. As can be seen CNN Enhanced
outperforms CNN when trained on the initially low labelled datasets T1 - T4. For
example, results on the T1 dataset show an on average 5.35% improvement in ACA
for CNN Enhanced when compared with CNN. This 5.35% di↵erence according to
McNemar’s test is significant (p<.001, n=30000). This uplift in performance can be
attributed to the additional amounts of labelled data provided by the self-learning
process. Neural Networks in particular are known to require large amounts of labelled
data in order to achieve good results and this is evident in this experiment.
From dataset T2 upwards, as the number of starting labelled observations begin
to rise, the performance of the CNN overall also begins to improve. For datasets
T2 and T3, CNN Enhanced reports an on average 2.26% (p<.001, n=30000) and
4.65% ACA (p<.001, n=30000) performance improvement over the CNN trained on
the original datasets with no self-learning. By T4, with 400 initial observations CNN
Enhanced continues to outperform CNN by 3.20% (p<.001, n=30000). The additional
labelled data acquired through self-learning is contributing to a significant performance
improvement in these experiment with low amounts of initial labelled data.
CNN Enhanced trained on TE3 with 200 initial labelled observations and enhanced
through self-learning produced an average ACA of 87.39%. CNN trained on T4 with
400 labelled observations produced an average ACA of 85.82%. This means that
in this comparison CNN Enhanced with just 50% of the labelled data on average
outperformed CNN by 1.57% (p<.001, n=30000). In this instance CNN began with
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twice the amount of labelled data but was outperformed by a self-learning process
using just half the data.
By T5, with 1000 starting labelled observations, the gap has been closed with the
on average ACA di↵erence of 0.15% reporting as not significantly di↵erent (p=0.153,
n=30000) according to McNemar’s test. T6 does show a performance improvement by
CNN over CNN Enhanced and the performance di↵erence of 0.38% (p<.001, n=30000)
for T7 and 0.05% (p<.001, n=30000) for T8 is significant according to McNemar’s, in
that the models are showing significant disagreement and are significantly di↵erent.
These results suggest that for a Neural Network problem with a small amount
of starting labelled data (<=400 observations), the addition of self learned confident
predictions to the train dataset can dramatically improve results. This e↵ect is not
noticeable when beginning with a larger amount of labelled data (>= 1000 observations) with results would suggesting that self-learning does not provide any additional
benefit in these cases.
Figure 4.6 also highlights that datasets with lower amounts of starting labelled
observations also produce the most volatile results with higher variability around the
mean. The later datasets from T5 - T8 with more starting labelled observations
produce more stable and consistent results with less volatility. Overall the performance
gain provided by self-learning, particularly in datasets T1 - T4, is evident.
SVM Enhanced vs. CNN Enhanced
The previous results have shown that in both cases the SVM and CNN models trained
on the data enhanced through self-learning either performed better or similar to the
models trained on the original data. This section focuses on comparing the performance of SVM Enhanced vs. CNN Enhanced to determine which model achieved
better overall results.
Figure 4.7 compares Average Class Accuracy between the best models produced
through self-learning, SVM Enhanced vs. CNN Enhanced.
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Figure 4.7: Average Class Accuracy: SVM Enhanced vs. CNN Enhanced after 3
training cycles

Overall the SVM algorithm performed very well with even a little amount of labelled data. The SVM model trained on T1 with only 20 labelled observations but
enhanced through self-learning produced a mean ACA of 82.23%. This was a mean
5.71% ACA greater than CNN Enhanced on the same dataset which achieved a mean
ACA of 76.52%. In fact, the SVM with no self-learning produced the best results in
this category with a mean ACA of 82.40%. SVM’s are known for good performance
on small amounts of labelled data while CNN’s are known not to perform well in these
situations. This comparison shows that self-learning can be used to enable a CNN to
achieve better results but in situations with such tiny amounts of labelled data (20
observations) an SVM will perform better.
By introducing a little more labelled data, as in T2 and T3, the mean ACA difference between the two drops to 2.9% in the case of T2 and CNN Enhanced takes a
marginal lead of 0.11% ACA (p<.001, n=30000) in the case of T3. As 400 starting
labelled observations are introduced (dataset T4) the CNN outperforms the SVM,
with CNN Enhanced o↵ering a mean 1.28% ACA (p<.001, n=30000) performance
improvement over SVM Enhanced. Overall, there appears to be a ”sweet spot” when
beginning with 400 labelled observations. This is a relatively small amount of labelled
data but this amount of data in combination with self-learning on a CNN produces
strong results.
Figure 4.7 also highlights the volatility of results in the early datasets (T1 - T3)
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with both algorithms displaying overlapping results accounting for volatility. Later
datasets with more labelled data display much less volatility with a clearer gap in
performance emerging between the two algorithms for dataset (T4 - T6).
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Chapter 5
Conclusion
This chapter concludes the thesis by providing an overview of the research conducted
and an interpretation and discussion of results. The significant findings and major
contributions of this theses are presented and the chapter ends with recommendations
for future research.

5.1

Research Overview

This research investigated the additional benefit provided by self-learning in text classification when given a small amount of labelled data. The literature review provided a
background on text representation, text classification and a review on how self-learning
can be used to apply confident labels to unlabelled data. It then moved into providing
some background and detail on each of the Relevance Vector Machine (RVM), Support Vector Machine (SVM), Convolutional Neural Networks (CNN) and the role each
algorithm will play in this experiment.
For this experiment, the dataset of 10,000 observations was sampled into datasets
(T1 - T8) with di↵erent amounts (0.2%, 1.0%, 2.0%, 4.0%, 10.0%, 20.0%, 30%, 40%)
of labelled observations with the rest unlabelled. A RVM algorithm was used for selflearning and applied a confident prediction to each of the unlabelled observations in
each dataset. The output of self-learning was enhanced versions (TE1 - TE8) of the
original sampled datasets containing additional labelled observations. SVM and CNN
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classifiers were trained on the labelled observations in each dataset and then used to
classify the remaining unlabelled observations in each dataset. The accuracy of the
now labelled datasets was evaluated using Average Class Accuracy (ACA) so that the
quality of output produced by each scenario / algorithm could be directly compared.

5.2

Problem Definition

This experiment was primarily focussed on determining if a partially labelled text
dataset could be enhanced through self-learning such that it could be used to produce
a classification model of equal or greater performance to one produced from a fully
labelled dataset with no self-learning.

5.3
5.3.1

Design/Experimentation, Evaluation & Results
Word Representation

The first part of this experiment was focused on determining which word representation would produce the best results and be the best choice for this experiment. The
traditional Term Document Matrix (TDM) produced a spare dataset of over 16,000
dimensions and producing an ACA of 60.3%. The Fast Text representation produced
a dense dataset of 300 dimensions producing an ACA of 85.7%. In this experiment
the results were not even close and highlighted the performance power that a pretrained word model such as Fast Text can add to a text modelling task. Fast Text was
chosen as the preferred method to represent text in this experiment and all following
experiments adopted this method.

5.3.2

Self-learning

This part of this experiment was focussed on evaluating the performance of selflearning in enhancing partially labelled datasets. The ”Toxic Comment Classification Challenge” dataset (Wikipedia, 2018) of 10,000 observations was sampled into
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datasets (T1 - T8) with di↵erent amounts (0.2%, 1.0%, 2.0%, 4.0%, 10.0%, 20.0%,
30%, 40%) of labelled observations with the rest unlabelled. The Relevance Vector
Machine (RVM) was trained on the labelled portions of each dataset and then assigned a confident predicted label to the unlabelled portions of each dataset. This
self-learning process produced the enhanced datasets (TE1 - TE8) containing these
additional labelled observations. The evaluation of the self-learning output at this
point did produce an expected outcome, namely that beginning with more labelled
data improved self-learning resulting in more accurate predicted labels. For example,
beginning with just 0.2% (20 observations) of labelled data resulted in an on average
total of 4151 labelled observations with an ACA of 88.5% while beginning with 40%
(4000 observations) of labelled data resulted in an on average total of 5972 labelled
observations with an ACA of 99.0%. However, the results did highlight a “sweet spot”
when using around 4% (400 observations) of labelled data. This produced an on average total of 3974 labelled observations with an ACA of 97.1%. Using just 4% of
labelled data resulted in data of quality with an ACA just 1.9% lower than if using
40% of labelled data. This is interesting to note and allows us to decide if the cost of
labelling an additional 3,600 observations is worth the gain in ACA. The next section
will evaluate the performance of the SVM and CNN algorithms when trained on this
data.

5.3.3

Classification

The Support Vector Machine (SVM) and Convolutional Neural Network (CNN) algorithms were trained on both the sampled datasets (T1 - T8) with no self-learning
and the enhanced datasets (TE1 - TE8) produced as a result of self-learning. Overall
the SVM algorithm performed quite well with small amounts of labelled data with
self-learning o↵ering a maximum of 1.88% ACA improvement when beginning with
just 1.0% of labelled data.
In contrast, the CNN with no self-learning performed quite poorly on the sampled
datasets with small amounts of labelled data. The results highlight that self-learning
did make a valuable contribution here as a CNN trained on the enhanced datasets
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(TE1 - TE3) produced significant uplift in ACA when compared against (T1 - T4)
with no self-learning. For example, beginning with just 0.2% (20 observations) selflearning o↵ered a 5.35% improvement in ACA over using the same amount of labelled
data with no self-learning. What was perhaps more significant here was the fact that
training with just 2.0% of labelled data (200 observations) with self-learning produced
similar results to training with 4% of labelled data (400 observations) with no selflearning. For example, 2.0% labelled with self-learning resulted in a mean ACA of
87.39% versus 4% labelled with no self-learning resulting in a mean ACA of 85.82%.
This highlights the added value provided by self-learning as it helped to yield superior
results with just half of the data.
Overall, even accounting for the performance boost given by self-learning, the SVM
on average performed better than CNN on datasets with little amounts of labelled
data (0.2%, 1.0%). The self-learning process did introduce a significant amount of
error or inaccuracy into the labelled data, particularly for these datasets with lower
amounts of labelled data. This would suggest that SVM performed better with this
“noisy” data. However, for datasets with larger amounts of starting labelled data
(2.0%, 4.0%, 10.0%), the CNN significantly outperforms SVM. Overall, across multiple
training cycles, the best classification result achieved in this experiment by training a
CNN classifier on 40% of labelled data with self-learning resulted in a mean ACA of
95.15%. The best performance by an SVM classifier trained on the same dataset with
self-learning produced a mean ACA of 94.79%.

5.4

Contributions and impact

In many situations in the real world large amounts of text data are available but a
label identifying a specific behaviour within that data may not be available. Given this
situation then a data modeller would be faced with the prospect of labelling the data
and the associated e↵ort or cost of performing this task. This thesis was approached
with this hypothetical situation in mind. Aside from manually labelling the entire
dataset, can data science provide any shortcuts to help with this task? How much
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manual e↵ort would be needed to produce “good” results ?
This experiment has helped provide evidence that self-learning can help with this
problem. This experiment has shown that given a dataset of 10,000 text comments,
manually labelling 400 of these observations, using self-learning to confidently label
more and then training a CNN classifier to classify the remaining observations would
result in a fully labelled dataset with a mean ACA of 89.02%. By any measure an
ACA of 89.02% is considered a good to strong result for a classification problem. The
experiment has also highlighted the added value provided by self-learning. In this
same example, manually labelling 400 of these observations and then training a CNN
classifier to classify the remaining observations, with no self-learning, would only result
in a mean ACA of 85.82% or 3.2% less than with self-learning. Even using an SVM
for this amount of labelled data resulted in much lower results of 87.74% ACA (with
self-learning) and 87.11% ACA (with no self-learning). In this case, self-learning has
significantly boosted the performance of the CNN algorithm and even outperforming
an SVM in this category.
The contribution of this thesis is to highlight the added value that self-learning
can provide particularly in situations where there is a small amount of labelled data
or when working with algorithms that don’t perform well with little labelled data.
This section opened with a hypothetical situation - given an unlabelled text dataset
what is the minimum number of observations that would need to be manually labelled
in order to achieve good classification results? This experiment would suggest that
400 observations in combination with self-learning can achieve excellent classification
results with this dataset.

5.5

Future Work & recommendations

In terms of future work this experiment could be scaled up in the following ways.
First, for performance reasons the full dataset of 159,571 observations was sampled
into a smaller dataset of 10,000 observations. For future work this experiment could be
scaled up to run across the full 159,571. In this experiment small amounts of labelled
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data could produce good results in the region of 80% - 90% ACA albeit on a smaller
dataset. It would be interesting to see how these results would hold up on the larger
dataset. Second, this experiment could be run across di↵erent types of text datasets
to evaluate how repeatable these results are across di↵erent datasets.
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