Abstract Accurate forecasting of streamflow is essential for the efficient operation of water resources systems. The streamflow process is complex and highly nonlinear. Therefore, researchers try to devise alterative techniques to forecast streamflow with relative ease and reasonable accuracy, although traditional deterministic and conceptual models are available. The present work uses three data-driven techniques, namely artificial neural networks (ANN), genetic programming (GP) and model trees (MT) to forecast river flow one day in advance at two stations in the Narmada catchment of India, and the results are compared. All the models performed reasonably well as far as accuracy of prediction is concerned. It was found that the ANN and MT techniques performed almost equally well, but GP performed better than both these techniques, although only marginally in terms of prediction accuracy in normal and extreme events.
INTRODUCTION
One of the most sought-after variables in hydrology is the river flow at a location. Accurate forecasting of streamflow is essential for the efficient operation of water resources systems. Flood control and management, the design of hydraulic structures such as dams and bridges, and the optimal allocation of water supplies to various competing agencies (hydropower generation, irrigation, industry and domestic) are a few examples wherein forecasting of river flow for hours, days, months in advance is vital. The streamflow process is complex and highly nonlinear, and is affected by factors such as catchment, storm, geomorphologic and climatic characteristics. The river flow prediction can be achieved using two types of mathematical models: rainfall-runoff models that use both climatic and hydrological data, and streamflow models that use only hydrological data (Jain & Kumar, 2007) . The mathematical models can be either of deterministic conceptual type or system black-box type. Many of the deterministic processes which depend upon the underlying physics require a large amount of data for calibration and validation, and are computationally extensive, as a result of which researchers try to devise alterative techniques to forecast streamflow with relative ease and reasonable accuracy. The black-box models attempt to develop relationships among input and output variables involved in a physical process without considering the underlying physical process. These models are datadriven and work on the basis of interconnections between the system state variables with only a limited knowledge of details of the physical behaviour of the system (Solomatine, 2002) . Due to the availability of data, these methods are gaining popularity since the last two decades or so. Data-driven modelling can be considered as an approach that focuses on using the machine learning methods in building models that would complement or replace the "knowledge-driven" models describing physical behaviour (Solomatine & Ostfeld, 2008) . Examples of the most common methods used in data-driven modelling of river basin systems are: statistical methods, which are perhaps the oldest, followed by techniques, such as artificial neural networks, fuzzy rule-based systems, genetic programming and model trees (Solomatine, 2002) .
The present work uses three data-driven techniques, namely artificial neural networks (ANN), genetic programming (GP) and model trees (MT), to forecast river flow one day in advance at two stations in the Narmada catchment of India, and compare their results. The models are developed using the current and previous values of the streamflow measured at each location. There are numerous papers available on rainfall-runoff modelling using ANN, some of which use streamflow as the only input. However, the references of GP and MT for hydrological modelling in general and streamflow forecasting in particular are very sparse and few. The ANN is now an established technique in the field of hydrology and has been in use for the last two decades or so. However, it has been shown by Solomatine & Dulal (2003) that a model-tree technique can also yield comparable results for streamflow forecasting. Similarly, Londhe (2008) has shown that GP works better than ANN models, particularly for ocean wave modelling. There is no work to the authors' knowledge that compares these three techniques in hydrology. This work is an attempt in that direction, which would throw light on the performance of these techniques when developed using the same data sets.
We next present brief details of ANN, GP and MT techniques along with their applications, particularly for streamflow forecasting, followed by information on the study area and data. The model formulation is then discussed, followed by the results and a discussion. Finally, concluding remarks are given.
ARTIFICIAL NEURAL NETWORKS
A neural network is a massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use (Haykin, 1994) . A detailed background of ANNs may be found in Bose & Liang (1998) . In brief, ANNs essentially involve an input layer and an output layer, which are used for supervised training. In between the input and output layers, one or more hidden layers connected by weights, biases and transfer functions are often used. The input layer data are multiplied by initial trial weights and a bias is added to the product. This weighted sum is then transferred through either linear or sigmoid transfer functions to yield an output. This output then becomes the input for the following hidden layers and the procedure is continued until the output layer is reached. The difference between the network output and the target is used and transformed by an error function, and the resulting error is propagated back ("back propagation") to update the weights and the biases using an optimization technique, such as the gradient descent, which minimizes the error. The entire procedure is repeated for a number of epochs until the desired accuracy in the outputs or other specified conditions is achieved ("training"). Once the network is trained, it can be used to validate against unseen data using the trained weights and biases. Figure 1 shows a typical three-layered feed-forward network. Various algorithms, e.g. standard back-propagation, conjugate gradient, Broyden-Fletcher-Goldfarb-Shanno (BFGS), Levenberg-Marquardt (LM), can be used for training the neural net. Details of application of neural networks in the field of hydrological modelling can be found in, e.g. the report of the ASCE Task Committee (2000), Maier & Dandy (2000) , and Dawson & Wilby (2001) .
In the particular case of streamflow modelling, many researchers have adopted cause-effect kind of modelling for predicting runoff, in which time series of causative variables such as rainfall (Thirumalaiah & Deo, 2000) , temperature (Tokar & Johnson, 1999; Raghuwanshi et al., 2006) , soil moisture content (Anctil et al., 2008) , and runoff, either singly or in combination, are used to predict runoff. However, some have used only previous values of runoff to forecast runoff, as in univariate time series modelling (Cigizoglu, 2003a,b; 2005a; Kisi, 2004 Kisi, , 2007 Kisi & Cigizoglu, 2007; Jain and Kumar, 2007; Singh & Deo, 2007; Wang et al., 2007; Firat, 2008 , Koutsoyianis et al., 2008 . This paper also uses the latter method, taking previous values of streamflow as the input to forecast streamflow one day in advance. The difference lies in the selection of inputs and model development methodology suggested in our work. Cigizoglu (2003a) , Kisi (2004 Kisi ( , 2007 and Wang et al. (2007) developed runoff models using the data of entire years, while Singh & Deo (2007) divided the data from India into four seasons (monsoon, post-monsoon, winter and pre-monsoon) and developed a separate model for each season. However, Cigizoglu (2003b Cigizoglu ( , 2005b used previous values of monthly mean river flows to forecast the same for the next time step. Instead of developing yearly or seasonal models, we have developed separate models for the monsoon months of July, August, September and October, and a single model for non-monsoon months NovemberJune, as India experiences a specific monsoon season. Secondly the previous values of runoff time series to be used as input are selected based on auto-regressive analysis of the data sets. Details of the data analysis are presented in the section on model development. The Neural Network Toolbox provided by MATLAB is used to develop ANN models in this work.
GENETIC PROGRAMMING
Like the genetic algorithms (GA), the concept of genetic programming follows the principle of "survival of the fittest" borrowed from the process of evolution occurring in nature. However, unlike the GA, its solution is a computer program or an equation as against a set of numbers in the GA and, hence, it is convenient to use the same as a regression tool rather than an optimization one. Genetic programming starts with a population of randomly generated computer programs on which a computerized evolution process operates. Then a competition is conducted by randomly selecting four programs from the population, and GP measures how each program performs a user-designated task. The two programs that perform the task best "win". The GP algorithm then copies the two winning programs and transforms these copies into two new programs via cross-over and mutation operators, i.e. the winners now have "offspring". These two new "child" programs are then inserted into the population of programs, replacing the two loser programs and removing them from the competition. Cross-over is inspired by the exchange of genetic material occurring in sexual reproduction. Two main variations of GP are tree-based genetic programming (TGP) and linear genetic programming (LGP). For details and theoretical concepts in GP, readers are referred to Koza (1992) .
Linear GP uses a specific linear representation of computer programs. The name "linear" refers to the structure of the (imperative) program representation only, and does not stand for functional genetic programs that are restricted to a linear list of nodes only. On the contrary, it usually represents highly nonlinear solutions. Each individual (program) in LGP is represented by a variable-length sequence of simple C language instructions, which operate on the registers or constants from predefined sets. The function set of the system can be composed of arithmetic operations (+, -, Â, /), conditional branches, and function calls (f {x, x n , sqrt, e x , sin, cos, tan, log, ln}). Each function implicitly includes an assignment to a variable which facilitates use of multiple program outputs. Linear GP utilizes two-point string cross-over: a segment of random position and random length of an instruction is selected from each parent and exchanged. If one of the resulting children exceeds the maximum length, this cross-over is abandoned and restarted by exchanging equalized segments. An operand or operator of an instruction is changed by mutation into another symbol over the same set. Readers are referred to Brameier & Banzhaf (2001) and Guven (2009) for further details.
Automatic induction of machine code by genetic programming (AIMGP) is a further special variant of LGP. In AIMGP, individuals are manipulated as binary machine code in the memory and are executed directly without passing an interpreter during the fitness calculation, resulting in a significant speed-up compared to interpreting systems (Nordin et al., 1998) . Commercial Software Discipulus, based on AIMGP is used for this work.
Applications of GP in hydrology are very few and we could find only a handful of papers in this field. Applications of genetic programming to water flows are given by: Drecourt (1999) towards rainfall-runoff modelling; Drounpob et al. (2005) for streamflow rate prediction; and Sivapragasam et al. (2008) for flood routing.
THE M5 MODEL TREE
The M5 model tree is a data-driven method based on the idea of decision tree, following the principle of recursive partitioning of input space using entropybased measures, and finally assigning class labels to resulting subsets. The M5 algorithm splits the parameter space into areas (subspaces) and builds in each of them a local specialized linear regression model. The splitting in MT follows the idea used in building a decision tree, but instead of the class labels it has linear regression functions at the leaves, which can predict continuous numeric attributes. Model trees generalize the concepts of regression trees which have constant values at their leaves. So, they are analogous to piecewise linear functions (and hence nonlinear). Model trees learn efficiently and can tackle tasks with very high dimensionality -up to hundreds of attributes. The major advantage of model trees over regression trees is that model trees are much smaller than regression trees, the decision strength is clear, and the regression functions do not normally involve many variables (Bhattacharya & Solomatine, 2005) . The M5 algorithm is used for inducing a model tree (Quinlan, 1992) which works as follows (Fig. 2) .
Suppose that a collection, T, of training examples is available. Each example is characterized by the values of a fixed set of (input) attributes and has an associated target (output) value. The aim is to construct a model that relates a target value of the training cases to the values of their input attributes. The quality of the model will generally be measured by the accuracy with which it predicts the target values of the unseen cases. Treebased models are constructed by a divide-and-conquer method. The set T is either associated with a leaf, or some test is chosen that splits T into subsets corresponding to the test outcomes and the same process is applied recursively to the subsets. The splitting criterion for the M5 model tree algorithm is based on treating the standard deviation of the class values that reach a node as a measure of the error at that node, and calculating the expected reduction in this error as a result of testing each attribute at that node. The formula to compute the standard deviation reduction (SDR) is:
where T represents a set of examples that reaches the node; T i represents the subset of examples that have the ith outcome of the potential set; and sd represents the standard deviation. After examining all possible splits (that is, the attributes and the possible split values), M5 chooses the one that maximizes the expected error reduction. Splitting in M5 ceases when the class values of all the instances that reach a node vary just slightly, or only a few instances remain. The relentless division often produces over-elaborate structures that must be pruned back, for instance by replacing a sub-tree with a leaf. In the final stage, a smoothing process is performed to compensate for the sharp discontinuities that will inevitably occur between adjacent linear models at the leaves of the pruned tree, particularly for some models constructed from a smaller number of training examples. In smoothing, the adjacent linear equations are updated in such a way that the predicted outputs for the neighbouring input vectors corresponding to the different equations are becoming close in value. Readers are referred to Quinlan (1992) for details of the procedure. In hydrology, the application of M5 model trees is relatively new and more research in this field is called for. The works published so far are by Solomatine & Dulal (2003) , Solomatine & Xue (2004) , Solomatine & Siek (2004) and Bhattacharya & Solomatine (2005) , and are related to rainfall-runoff modelling, flood forecasting, flow predictions and the water level-discharge relationship. The aim of the present work is to compare the performance of these three data-driven approaches as they are are employed to develop streamflow forecasting models.
STUDY AREA AND DATA
The present study aims to predict average daily flow values one day in advance at two locations, Rajghat and Mandaleshwar, in the Narmada basin, India. Narmada is the largest west flowing and seventh largest river in India; it covers a large area of Madhya Pradesh, as well as some of Maharashtra and Gujarat between the Vindhya and Satpura hill ranges, before entering into the Gulf of Camby in the Arabian Sea about 10 km north of Bharuch. 
MODEL DEVELOPMENT
After examining the data it was found that the average discharge values for every month differed considerably. Considering the variations in daily streamflow between the months and the monsoon and non-monsoon seasons of India, it was decided to develop four separate models for the monsoon months: July, August, September and October; and for the non-monsoon months of November-June, it was decided to develop a common model. Thus, five models were developed in all for each station Rajghat and Mandaleshwar (total 10 models) to predict discharge at one day in advance. The models are referred to hereafter as RajJuly, RajAug, RajSept, RajOct, RajNovJune, ManJuly, ManAug, ManSept, ManOct and ManNovJune, for the sake of brevity.
Total data available for each model were divided into sets for training and validation or testing purposes. Approximately 70% of the data was used in training or calibration of each model. The next task was to determine the number of antecedent discharge values to be used for predicting discharge one day in advance. This was done by drawing an autocorrelogram for each data set, that indicated the correlation of previous values with the current value for as many as 20 lags. The autocorrelation analysis showed considerable influence of three preceding values on the current value, except for the ManJuly model wherein the influence of only two preceding values was observed. Figure 3 shows a typical autocorrelogram for the non-monsoon model of ManNovJune as an example. The functional relationship for ManNovJune thus can be stated as 
, where Q is streamflow or discharge flowing through the river. For the ANN technique, the Levenberg-Marquardt algorithm was used. The data were normalized between -1 and 1. The transfer functions of "logsig" and "purelin" were used in all 10 models. The model architecture consists of a layer with 3 inputs, (previous discharge values, except for ManJuly model, which had 2 inputs), a hidden layer with 2-7 nodes as shown in Table 2 , and an output layer with a single variable, the next day's discharge. The number of neurons in the hidden layer was decided by trial and error. The models were trained till a low-error goal was reached and their weights and biases were retained for testing the remaining data sets. Table 2 gives details about the ANN model architecture and the training and testing data sets.
The GP models were developed on a selection of major control parameters, such as fitness function, in terms of mean square error, initial population size (2048), mutation frequency (95%), and the cross-over frequency (53%). The GP models were developed with same data division so that their results could be compared with those of the ANN models.
The software WEKA, developed by University of Waikato, New Zealand, was used to develop the MT models. The data division was kept the same, to compare results with the ANN and GP models.
RESULTS AND DISCUSSION
All the developed forecasting models were tested for unseen inputs, and their qualitative and quantitative performance was judged by means of correlation coefficient (r) between the observed and forecast values, root mean square error (RMSE) or plotting scatter plots between the same. Hydrographs were also plotted to visualize the behaviour of the forecasting models particularly for extreme events (peaks).
The RajJuly ANN model exhibited a reasonable performance in testing with an r value of 0.75 between the observed and forecast discharges. The RajJuly GP model showed a better r value of 0.78 and performed better for higher values of observed streamflow, though over-predicted in some instances. The RajJuly MT model gave a lower r value of 0.7 The prediction of the MT model for high streamflows is poor compared to ANN and GP models. The scatter plot (Fig. 4) between the observed and forecast discharges confirms this with a balanced scatter except at the high values of measured streamflows.
The RajAug and RajSept models showed similar performance, with GP models performing better compared to their ANN and MT counterparts (r GP ¼ 0.75, r ANN ¼ 0.7, r MT ¼ 0.72 for RajAug and r GP ¼ 0.79, r ANN ¼ 0.76, r MT ¼ 0.78 for RajSept). It is to be noted that MT results for both RajAug and RajSept models are better than ANN ones. For the RajOct model, the predicted discharges in testing are highly in agreement with the observed values for both the models as shown by the discharge hydrograph (Fig. 5) . It seems that all the three datadriven techniques have captured the underlying phenomenon of rise and fall in the discharge and its dependence on previous discharge values. The results are also supported by a high value of correlation coefficient (r ¼ 0.92 for ANN and GP and r ¼ 0.87 for MT) for all the three models in testing.
The improvement in the prediction accuracy of all the three models compared to previous RajJuly, RajAug and RajSept values may be an effect of the absence of large discharge values present in the previous three models. The RajJuly model has a maximum discharge overall prediction accuracy is improved for ANN and MT models (better r values), due to there being a smaller difference between the minimum and maximum discharge values, for accurate prediction of peak events many such events are necessary in the training data sets. Figure 6 shows the streamflow hydrograph for RajNovJune models in testing. The Mandaleshwar models behaved in a similar fashion to the Rajghat models, with correlation coefficients of r > 0.7 for all ANN, GP and MT models except for ManJuly models which showed a considerably low correlation coefficient of 0.63, 0.65 and 0.61 for ANN, GP and MT, respectively. This may be attributed to the fact that the models were trained with a maximum discharge of 20 119 m 3 /s, and the maximum observed discharge in testing was 36 045 m 3 /s, which resulted in large prediction errors at high flows. Similarly large difference between the discharge values of extreme events and normal events as experienced in Rajghat models may also have contributed in poor performance of ManJuly models compared to other models. Another factor may be the data interval of one day. The hourly or 3-hourly discharge values may improve the overall accuracy of the models as they will provide more information about sudden changes in discharge values. For ManAug the performance of all models improved considerably with r values of 0.74, 0.78 and 0.71 for ANN, GP and MT models, respectively. Figure 7 shows the scatter plot for the ManAug model results.
For the ManSept model, the ANN results were slightly better than the GP ones with a correlation coefficient of 0.9 as compared to 0.87 for GP. The MT model gave r ¼ 0.87 between the observed and predicted streamflows. Figure 8 shows the results of the ManSept models in testing, and indicates over-predictions particularly by the MT model at the peak value. The training had a maximum discharge of 35 450 m 3 /s, whereas in testing the maximum observed discharge was 7569 m 3 /s, with only six incidences of discharge above 6000 m 3 /s in the entire data set of 297 values (2%). The ANN model predicted a discharge of 7857 m 3 /s and the GP model predicted 6477 m 3 /s, whereas the MT model predicted a massive 9874 m 3 /s. Thus, like the RajJuly, RajAug and RajSept models, the Mandaleshwar models for July, August and September do not perform consistently for prediction of peak events in testing. It is seen that both quality and quantity of data play a significant role in the prediction capabilities of all three data-driven techniques. However, it must be said that both ANN and GP work better than the MT models as far as overall prediction accuracy -in terms of correlation coefficient between the observed and predicted dischargesis concerned. Figure 9 shows discharge hydrographs for the ManNovJune models. Here, the maximum observed discharge in training was 5823 m 3 /s. Table 3 shows the consolidated results of all the models with correlation coefficients between the observed and predicted values, and root mean square error in testing. The RMSE values also show a similar trend to that of the correlation coefficients. The RMSE is relatively low for October and November-June models compared to other monthly models for both Rajghat and Mandaleshwar. Table 3 shows that the GP technique outperforms both ANN and MT in almost all the cases, in terms of overall accuracy in prediction. Similarly, the ANN method seems to perform better that MT in almost all the cases, though marginally. This may be due to the splitting criteria of the input space to build linear models at the leaves. Model trees do not use all available attributes to make linear models at any leaf. Only those attributes which fulfill the conditions of certain criteria (standard deviation reduction in this case) go under one sub-tree, terminating in a leaf. It is likely that the influencing attribute may not be there in reality, which may be the reason for poorer performance. However, learning in ANNs is different from that in MTs, i.e. the iterative learning process allows for ultimate model refining (Solomatine & Dulal, 2003) . However, ANN models also suffer from the drawback that they do not perform well in predicting extreme events unless they are trained by similar extreme events. This may be attributed to the "sigmoidal" functions, which are bounded and increase monotonically, as well as to the variability in the data provided by extreme values, as pointed out by Sudheer et al. (2003) for ANN river flow models. As shown earlier for prediction at higher flows, the ANN performance is not very consistent, though GP seems to work better. The GP approach based on evolutionary principles has a completely different approach to the ANN technique in that it does not involve any transfer function, and evolves generations of "offspring" based on the "fitness criteria" and genetic operations; this seems to capture the underlying trends better than the ANN technique. Thus it can be said that ANN and MT perform almost equally but GP performed better than both of them, though only marginally as far as prediction accuracy in both normal and extreme events is concerned. However, it is to be noted that the performance of all the models needs to be improved, particularly for the months of July and August and for all the high flows. Using a smaller data interval (more discharge measurements per day) may improve the performance, as it would express the rapid changes in discharge values particularly in the monsoon months.
The typical model tree for the ManSept model with three previous runoff values as input and runoff on the next day as output is shown below: where q is the predicted runoff and q1, q2 and q3 are observed runoff on three previous days. It may be noted that the MT model is transparent, i.e. any resulting runoff value can be easily checked. The MT model automatically finds the regimes in the system, which can be described as a separate linear model. The model setting is very easy, the training is very fast, and the generated result (simple linear equations) is understandable. The equations are not really physically interpretable, but they allow for a quick check of the calculation of the predicted flow. The rules and equations can be easily implemented in a spreadsheet (Solomatine & Dulal, 2003) . Figure 10 shows the tree for the ManSept model. The trained weights and biases form the ANN model whereas C++ code is used in the GP model (not shown here).
CONCLUDING REMARKS
Comparison was presented of streamflow models at two stations Rajghat and Mandaleshwar in the Narmada basin in India, developed using three data-driven techniques, namely ANN, GP and M5 model trees. The models were developed to forecast streamflow one day in advance. All the models performed reasonably well in testing, except for the ManJuly model. The GP models performed better compared to ANN and MT models, though marginally. However, the ANN models were considerably better than the MT models. The results of the models seem to be influenced by variability in the data, data interval (24-h daily averaged data are too coarse to capture the rapid changes in discharge). The models were developed using only the previous discharge values. Inclusion of other influential parameters such as rainfall, evaporation and infiltration, as done by many other researchers, may improve the model prediction skill. It can be said that the data-driven techniques like genetic programming (GP) and M5 model trees (MT) are worth exploring further at least in the field of hydrology.
