Complex longitudinal data are commonly analyzed using nonlinear mixed-effects NLME models with a normal distribution. However, a departure from normality may lead to invalid inference and unreasonable parameter estimates. Some covariates may be measured with substantial errors, and the response observations may also be subjected to left-censoring due to a detection limit. Inferential procedures can be complicated dramatically when such data with asymmetric characteristics, left censoring, and measurement errors are analyzed. There is relatively little work concerning all of the three features simultaneously. In this paper, we jointly investigate a skew-t NLME Tobit model for response with left censoring process and a skew-t nonparametric mixed-effects model for covariate with measurement errors process under a Bayesian framework. A real data example is used to illustrate the proposed methods.
Introduction
Modeling of longitudinal data is an active area of biostatistics and statistics research that has received a lot of attention in the recent years. Various statistical modeling and analysis methods have been suggested in the literature for analyzing such data with complex features Higgins et al. 1 , Liu and Wu 2 , Wulfsohn and Tsiatis 3 , and Wu 4 . However, there is a relatively little work done on simultaneously accounting for skewness, left censoring due to a detection limit for example, a threshold below which viral loads are not quantifiable and covariate measurement errors, which are inherent features of longitudinal data. This paper proposes a joint skew-t NLME Tobit model for a response and measurement errors in covariate by simultaneously accounting for left-censoring and skewness. Thus, the proposed model addresses three important features of longitudinal data such as viral load in an AIDS study.
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Firstly, our model relaxes the normality assumption for random errors and randomeffects by using flexible skew-normal and skew-t distributions. It has been documented in the literature that the normality assumption lacks robustness against extreme values, obscures important features of between-and within-subject variations, and leads to biased or misleading results Huang and Dagne 5 , Verbeke and Lesaffre 6 , and Sahu et al. 7 . Specially, nonnormal characteristics such as skewness with heavy tails appear very often in virologic responses. For example, Figures 1 a and 1 b displays the histograms of repeated viral load in ln scale and CD4 cell count measurements for 44 subjects enrolled in an AIDS clinical study Acosta et al. 8 . For this data set, which is analyzed in this paper, both viral load even after ln-transformation and CD4 cell count are highly skewed, and thus a normality assumption may be violated.
Secondly, an outcome of a longitudinal study may be subject to a detection limit because of low sensitivity of current standard assays Perelson et al. 9 . For example, for a longitudinal AIDS study, designed to collect data on every individual at each assessment, the response viral load measurements may be subject to left censoring due to a detection limit of quantification. Figures 1 c and 1 d shows the measurements of viral load and CD4 cell count for three randomly selected patients in the study. We can see that for some patients their viral loads are below detection limit BDL , which is 50 in copies/mL . When observations fall below the BDL, a common practice is to impute the censored values by either the detection limit or half of the detection limit Wu 4 , Ding and Wu 10 , and Davidian and Giltinan 11 . Such ad hoc methods may produce biased results Hughes 12 . In this paper, instead of arbitrarily imputing the observations below detection limit, we impute them using fully Bayesian predictive distributions based on a Tobit model Tobin 13 , which is discussed in Section 2.
Thirdly, another feature of a longitudinal data set is the existence of time-varying covariates which suffer from random measurement errors. This is usually the case in a longitudinal AIDS study where CD4 cell counts are often measured with substantial measurement errors. Thus, any statistical inference without considering measurement errors in covariates may result in biased results Liu and Wu 2 , Wu 4 , and Huang and Dagne 5 . In this paper, we jointly model measurement errors in covariate process along with the response process. The distributional assumption for the covariate model is a skew-t distribution which is relatively robust against potential extreme values and heavy tails.
Our research was motivated by the AIDS clinical trial considered by Acosta et al. 8 . In this study, 44 HIV-1-infected patients were treated with a potent artiretroviral regimen. RNA viral load was measured in copies/mL at study days 0, 7, 14, 28, 56, 84, 112, 140, and 168 of followup. Covariates such as CD4 cell counts were also measured throughout the study on similar scheme. In this study, the viral load detectable limit is 50 copies/mL, and there are 107 out of 357 30 percent of all viral load measurements that are below the detection limit. Previous studies show that change in viral load may be associated with change in CD4 cell counts. It is important to study the patterns of virological response to treatment in order to make clinical decisions and provide individualized treatments. Since viral load measurements appear to be skewed and censored, and in addition CD4 cell counts are typically measured with substantial errors and skewness, statistical analyses must take all these factors into account.
For longitudinal data, it is not clear how asymmetric nature, left censoring due to BDL, and covariate measurement error may interact and simultaneously influence inferential procedures. It is the objective of this paper to investigate the effects on inference when all of the three typical features exist in the longitudinal data. To achieve our objective, we employ a fairly general framework to accommodate a large class of problems with various features. Accordingly, we explore a flexible class of skew-elliptical SE distributions see the Appendix for details which include skew-normal SN and skew-t ST distributions as special cases for accounting skewness and heavy tails of longitudinal data, extend the Tobit model Tobin 13 to treat all left-censored observations as missing values, and investigate nonparametric mixed effects model for covariate measured with error under the framework of joint models. Because the SN distribution is a special case of the ST distribution when the degrees of freedom approach infinity, for the completeness and convenient presentation, we chose ST distributions to develop NLME Tobit joint models i.e., the ST distribution is assumed for within-subject random errors and between-subject random effects . The skewness in both within-subject random errors and random-effects distributions may jointly contribute to the skewness of response and covariate variables in a longitudinal study, which makes the assumption of normality unrealistic. The remaining of the paper is structured as follows. In Section 2, we present the joint models with ST distribution and associated Bayesian modeling approach in general forms so that they can be applicable to other scientific fields. In Section 3, we discuss specific joint models for HIV response process with left censoring and CD4 covariate process with measurement error that are used to illustrate the proposed methods using the data set 4 Journal of Probability and Statistics described above and report the analysis results. Finally, the paper concludes with some discussions in Section 4.
Joint Models and Bayesian Inferential Methods

Skew-t Mixed-Effects Tobit Joint Models
In this section, we present the models and methods in general forms so that our methods may be applicable to other areas of research. An approach we present in this paper treats censored values as realizations of a latent unobserved continuous variable that has been left-censored. This idea was popularized by Tobin 13 and the resulting model is commonly referred to as the Tobit model. Denote the number of subjects by n and the number of measurements on the ith subject by n i . Let y ij y i t ij and z ij z i t ij be observed response and covariate for individual i at time t ij i 1, 2, . . . , n; j 1, 2, . . . , n i and q ij denote the latent response variable that would be measured if the assay did not have a lower detectible limit ρ. In our case the Tobit model can be formulated as
where ρ is a nonstochastic BDL, which in our example below is equivalent to ln 50 . Note that the value of y ij is missing when it is less than or equal to ρ. For the response process with left-censoring, we consider the following NLME model with an ST distribution which incorporates possibly mismeasured time-varying covariates We assume that h i t is the realization of a zero-mean stochastic process.
Nonparametric mixed-effects model 2.3 is more flexible than parametric mixedeffects models. To fit model 2.3 , we apply a regression spline method to w t and h i t . The working principle is briefly described as follows and more details can be found in the literature Davidian and Giltinan 11 and Wu and Zhang 15 . The main idea of regression spline is to approximate w t and h i t by using a linear combination of spline basis functions. For instance, w t and h i t can be approximated by a linear combination of basis functions
where , and the degrees of freedom ν a . Based on the assumption of h i t , we can regard a i as iid realizations of a zero-mean random vector. For our model, we consider natural cubic spline bases with the percentile-based knots. To select an optimal degree of regression spline and numbers of knots, that is, optimal sizes of p and q, the Akaike information criterion AIC or the Bayesian information criterion BIC is often applied Davidian and Giltinan 11 and Wu and Zhang 15 . Replacing w t and h i t by their approximations w p t and h iq t , we can approximate model 2.3 by the following linear mixed-effects LME model:
Simultaneous Bayesian Inference
In a longitudinal study, such as the AIDS study described previously, the longitudinal response and covariate processes are usually connected physically or biologically. Statistical inference based on the commonly used two-step method may be undesirable since it fails to take the covariate estimation into account Higgins et al. 1 . Although a simultaneous inference method based on a joint likelihood for the covariate and response data may be favorable, the computation associated with the joint likelihood inference in joint models of longitudinal data can be extremely intensive and may lead to convergence problems and in some cases it can even be computationally 
where G · is a gamma distribution, I w e ij > 0 is an indicator function, and w e ij ∼ N 0, 1 truncated in the space w e ij > 0 standard half-normal distribution ; w ij , w a i , and w b i can be defined similarly. z * ij is viewed as the true but unobservable covariate values at time t ij . It is noted that, as discussed in the Appendix, the hierarchical model with the ST distribution 2.6 can be reduced to the following three special cases: i a model with skew-normal SN distribution as ν e , ν , ν b , ν a → ∞ and ξ e i , ξ i , ξ b i and ξ a i → 1 with probability 1 i.e., the four corresponding distributional specifications are omitted in 2.6 ; ii a model with standard t-distribution as δ ij δ e ij 0, δ b δ a 0, and thus the four distributional specifications of w ij , w e ij , w a i , and w b i are omitted in 2.6 ; iii a model with standard normal distribution as ν , ν e , ν a , ν b → ∞ and δ ij δ e ij 0 and δ b δ a 0; in this case, the eight corresponding distributional specifications are omitted in 2.6 .
. . , n} be the collection of unknown parameters in models 2.2 and 2.5 . To complete the Bayesian formulation, we need to specify prior distributions for unknown parameters in the models 2.2 and 2.5 as follows:
where the mutually independent Inverse Gamma IG , Normal N , Gamma G , and Inverse Wishart IW prior distributions are chosen to facilitate computations Pinheiro and Bates 16 . The hyperparameter matrices
, and Γ 4 can be assumed to be diagonal for convenient implementation. Let f · | · , F · | · and π · denote a probability density function pdf , cumulative density function cdf , and prior density function, respectively. Conditional on the random variables and some unknown parameters, a detectable measurement y ij contributes f y ij | b i , w e ij , u e i , whereas a nondetectable measurement contributes F ρ | b i , w e ij , u e i ≡ P y ij < ρ | b i , w e ij , u e i in the likelihood. We assume that α, β,
After we specify the models for the observed data and the prior distributions for the unknown model parameters, we can make statistical inference for the parameters based on their posterior distributions under the Bayesian framework. Letting y i y i1 , . . . , y in i T and z i z i1 , . . . , z in i T , the joint posterior density of θ based on the observed data can be given by
where 
In general, the integrals in 2.8 are of high dimension and do not have closed form solutions. Therefore, it is prohibitive to directly calculate the posterior distribution of θ based on the observed data. As an alternative, MCMC procedures can be used to sample based on 2.8 using the Gibbs sampler along with the Metropolis-Hasting M-H algorithm. An important advantage of the above representations based on the hierarchical models 2.6 and 2.7 is that they can be very easily implemented using the freely available WinBUGS software Lunn et al. 17 and that the computational effort is equivalent to the one necessary to fit the normal version of the model. Note that when using WinBUGS to implement our modeling approach, it is not necessary to explicitly specify the full conditional distributions. Thus we omit those here to save space.
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Data Analysis
Specification of Models
We now analyze the data set described in Section 1 based on the proposed method. Among the 44 eligible patients, the number of viral load measurements for each patient varies from 4 to 9 measurements. As is evident from Figures 1 c and 1 d , the interpatient variations in viral load appear to be large and these variations appear to change over time. Previous studies suggest that the interpatient variation in viral load may be partially explained by time-varying CD4 cell count Wu 4 and Huang et al. 18 .
Models for covariate processes are needed in order to incorporate measurement errors in covariates. CD4 cell counts often have nonnegligible measurement errors, and ignoring these errors can lead to severely misleading results in a statistical inference Carroll et al. 14 . In A5055 study, roughly 10 per cent of the CD4 measurement times are inconsistent with the viral load measurement times. Consequently, CD4 measurements may be missed at viral load measurement times mainly due to a different CD4 measurement scheme as designed in the study e.g., CD4 measurements were missed at day 7 as displayed in Figures 1 c and 1 d . There seem to be no particular patterns for the missingness. Thus we assume that the missing data in CD4 are missing at random MAR in the sense of Rubin 19 , so that the missing data mechanism can be ignored in the analysis. With CD4 measures collected over time from the AIDS study, we may model the CD4 process to partially address the measurement errors Wu 4 . However, the CD4 trajectories are often complicated, and there is no well-established model for the CD4 process. We, thus, model the CD4 process empirically using a nonparametric mixed-effects model, which is flexible and works well for complex longitudinal data. We use linear combinations of natural cubic splines with percentile-based knots to approximate w t and h i t . Following the study in Liu and Wu 2 , we set ψ 0 t φ 0 t 1 and take the same natural cubic splines in the approximations 2.4 with q ≤ p in order to limit the dimension of random-effects . 
Model Implementation
In this section, we analyze the AIDS data set described in Section 1 to illustrate the proposed joint modeling method denoted by JM based on the joint models 3.2 in conjunction with the covariate model 3.1 and the corresponding specifications of prior distributions. As shown in Figures 1 a and 1 b , the histograms of viral load in ln scale and CD4 cell count clearly indicate their asymmetric nature and it seems logical to fit the joint model with a skew distribution to the data set. Along with this consideration, the following statistical models with different distributions of both model errors and random-effects for both the response model 3. We investigate the following three scenarios. First, since a normal distribution is a special case of an SN distribution when skewness parameter is zero, while the ST distribution reduces to the SN distribution when the degree of freedom approaches infinity, we investigate how an asymmetric SN or ST distribution contributes to modeling results and parameter estimation in comparison with a symmetric normal distribution. Second, we estimate the model parameters by using the "naive" method denoted by NV , which ignores measurement errors in CD4, and missing responses are imputed by the half i.e., ln 25 of the BDL. That is, the "naive" method only uses the observed CD4 values z ij rather than true unobservable CD4 values z * ij in the response model 3.2 and the missing data in the Tobit model 2.1 is imputed by ln 25 . We use it as a comparison to the JM proposed in Section 2. This comparison attempts to investigate how the measurement errors in CD4 and missing data in viral load together contribute to modeling results. Third, when covariates are measured with errors, a common approach is the so-called two-step TS method Higgins et al. 1 : the first step estimates the "true" covariate values based on the covariate model 3.1 ; at the second step the covariate in the response model 2.6 is substituted by the estimate from the first step. Thus we use the two-step TS method to assess the performance of the JM method.
The progress in the Bayesian posterior computation due to MCMC procedures has made it possible to fit increasingly complex statistical models Lunn et al. 17 and Huang et al. 18 . To choose the best model among candidate models, it has become more important to develop efficient model selection criteria. A recent publication by Spiegelhalter et al. 22 suggested a generalization of AIC called deviance information criterion DIC . Since the structure of DIC allows for an automatic computation in WinBUGS, we use DIC to compare the models in this paper. As with other model selection criteria, we caution that DIC is not intended for identification of the "correct" model, but rather merely as a method of comparing a collection of alternative formulations. In our models with different distribution specifications for model errors, DIC can be used to find out how assumption of a skewnormal distribution contributes to virologic response in comparison with that of a normal distribution and how the proposed joint modeling approach influences parameter estimation compared with the "naive" method and imputation method.
To carry out the Bayesian inference, we need to specify the values of the hyperparameters in the prior distributions. In the Bayesian approach, we only need to specify the priors at the population level. The values of the hyperparameters were mostly chosen from previous studies in the literature Liu and Wu 2 , Huang and Dagne 5 , Sahu et al. 7 , Wu 21 , and among others . We take weakly informative prior distribution for the parameters in the models. In particular, i fixed-effects were taken to be independent normal distribution N 0, 100 for each component of the population parameter vectors α and β. ii For the scale parameters τ 2 and σ 2 , we assume a limiting noninformative inverse gamma prior distribution, IG 0.01, 0.01 so that the distribution has mean 1 and variance 100. iii The priors for the variance-covariance matrices of the random-effects Σ a and Σ b are taken to be inverse Wishart distributions IW Ω 1 , ρ 1 and IW Ω 2 , ρ 2 with covariance matrices Ω 1 Ω 2 diag 0.01, 0.01, 0.01 and degrees of freedom ρ 1 ρ 2 5, respectively. iv The degrees of freedom parameters ν , ν e , ν a , and ν b follow a truncated gamma distribution with two hyperparameter values being 1 and 0.1, respectively. v For each of the skewness parameters δ e , δ , δ a k , and δ b k k 1, 2, 3 , we choose independent normal distribution N 0, 100 , where we assume that δ e i δ e 1 n i and δ i δ 1 n i to indicate that we are interested in skewness of overall viral load data and overall CD4 cell count data. The MCMC sampler was implemented using WinBUGS software, and the program codes are available from authors on request. The convergence of MCMC implementation was assessed using standard tools such as trace plots which are not shown here to save space within WinBUGS, and convergence was achieved after initial 50,000 burn-in iterations. After convergence diagnostics was done, one long chain of 200,000 iterations, retaining every 20th, was run to obtain 10,000 samples for Bayesian inference. Next, we report analysis results of the three scenarios proposed above.
Comparison of Joint Modeling Results
The population posterior mean PM , the corresponding standard deviation SD , and 95% credible interval for fixed-effects parameters based on the three models SN, ST, and N for JM method are presented in the upper part of Table 1 . The significant findings are presented as follows. i For the response model 3.2 , where the most substantively interesting parameters are β 2 , β 3 , β 4 , β 5 , the estimates of β 2 and β 4 , the linear coefficient and quadratic coefficient of time, respectively, under the three models, are significant since the 95% credible intervals do not contain zero. Among the coefficients of the true CD4 covariate β 3 , β 5 in model 3.3 , the posterior means of β 5 are significantly different from zero for all the three models under JM method. Moreover, the posterior mean values for β 5 are quite different between models SN −4.76 , ST −6.31 , and N −6.26 , implying that the posterior means may be substantially biased if model distribution ignores skewness. We will see later that SN gives better fit than either ST or N. In addition, for the scale parameter σ 2 , the posterior mean value 2.63 in N model is much larger than that of any other corresponding posterior means in SN and ST models. ii For parameter estimates of the CD4 covariate model 3.1 , the posterior means of intercept α 0 and coefficient α 1 based on SN and ST models are significant, while the posterior mean of α 2 turns out to be nonsignificant under all the three models. For the scale parameter τ 2 of the covariate model, the posterior mean value 0.13 is the largest under N model. This is expected since the model based on ordinary normal distribution does not account for skewness and heaviness in tails for the type of data analyzed here.
To assess the goodness-of-fit of the proposed JM method, the diagnosis plots for the SN, ST, and N models comparing the residuals and the fitted values Clearly, it can be seen from the plots that N model, which ignores skewness, does not fit the data very well as compared to either SN model or ST model. Note that the horizontal line designates the below detection limit BDL , which is at ln 50 . The recorded observations less than BDL are not accurate and, therefore, have not been used in the analysis, but instead they were treated as missing and predicted values are obtained. These predicted values are plotted against the recorded observations below detection limit as shown in the lower-row plots. In general, from the model fitting results, both SN and ST models provide a reasonably good fit to the observed data even though SN model is slightly better than ST model.
In order to further investigate whether SN model under JM method can provide better fit to the data than ST model, the DIC values are obtained and found to be 863.0 for SN model and 985.6 for ST model. The DIC value for SN model is smaller than that of ST model, confirming that SN model is better than ST model in fitting the proposed joint model. As mentioned before, it is hard sometimes to tell which model is "correct" but which one fits data better. The model which fits the data better may be more appealing in order to describe the mechanism of HIV infection and CD4 changing process. Thus, based on the DIC criterion, the results indicate that SN model is relatively better than either ST model or N model. These findings are consistent with those displayed in the goodness-of-fit in Figure 2 indicating that SN model outperforms both ST model and N model. In summary, our results suggest that it is very important to assume an SN distribution for the response Tobit model and the CD4 covariate model in order to achieve reliable results, in particular if the data exhibit skewness, 
Estimation Results Based on SN Model
For comparison, we used the "naive" NV method to estimate the model parameters presented in the lower part of Table 1 where the raw observed CD4 values z ij rather than the true unobserved CD4 values z * ij are substituted in the response model 3.3 . It can be seen that there are important differences in the posterior means for the parameters β 3 and β 5 , which are coefficients of CD4 covariate. These posterior means are β 3 0.58 and β 5 −2.10 for the NV method, and β 3 −2.34 and β 5 −4.76 for the JM method. The NV method may produce biased posterior means and may substantially overestimate the covariate CD4 effect. The estimated standard deviations SD for the CD4 effect β 3 and β 5 using the JM method are 1.65 and 2.34, which are approximately twice as large as those 0.77 and 1.04 using the NV method, respectively, probably because the JM method incorporates the variation from fitting the CD4 process. The differences of the NV estimates and the JM estimates suggest that the estimated parameters may be substantially biased if measurement errors in CD4 covariate are ignored. We also obtained DIC value of 1083.5 for the NV method, while the DIC value for the JM method is 863.0. We can see from the estimated DIC values that the JM approach provides Comparing the JM method against the two-step TS method from the lower part of Table 1 , we can see that the TS estimates and the JM estimates are somewhat different. In particular, there are important differences in the posterior means for the parameters β 4 and β 5 which is directly associated CD4 covariate. For the parameter β 5 , the posterior means are −4.76 95% CI −9.92, −0.62 and −5.90 95% CI −10.60, −0.80 for the JM and TS methods, respectively. The TS method slightly underestimates the effect of CD4 covariate.
The estimated results based on the JM method for SN model in Table 2 presents the estimated skewness parameters, and the only significant skewness parameters are those for the response model errors and CD4 covariate model errors, but not random-effects. These are δ e 2.34 95% CI 1.93, 2.73 and δ 0.41 95% CI 0.25, 0.54 for viral load and CD4 cell count, respectively. They are significantly positive confirming the right-skewed viral load and CD4 cell count as was depicted in Figure 1 . Thus, the results suggest that accounting for significant skewness, when the data exhibit skewness, provides a better model fit to the data and gives more accurate estimates to the parameters.
In summary, the results indicate that the SN model under the JM method is a better suited model for viral loads and CD4 covariate with measurement errors. Looking now at the estimated population initial stage of viral decay after treatment bases on the JM method, we get λ t − − 14.6 − 2.34z * t 11.7t − 4.76z * t t , where z * t is the standardized true CD4 value at time t which may be interpreted as the "regularized" covariate value. Thus, the population viral load process may be approximated by V t exp 5.62 − λ t t . Since the viral decay rate λ t is significantly associated with the true CD4 values due to statistically significant estimate of β 5 , this suggests that the viral load change V t may be significantly associated with the true CD4 process. Note that, although the true association described above may be complicated, the simple approximation considered here may provide a reasonable guidance and suggest a further research.
Discussion
Attempts to jointly fit the viral load data and CD4 cell counts with measurement errors are compromised by left censoring in viral load response due to detection limits. We addressed this problem using Bayesian nonlinear mixed-effects Tobit models with skew distributions. The models were fitted based on the assumption that the viral dynamic model 2.2 continues to hold for those unobserved left-censored viral loads. This assumption may be reasonable since the dynamic model considered here is a natural extension of a biologically justified model Ding and Wu 10 . Even though left censoring effects are the focus of this paper, right-censoring ceiling effects can also be dealt with in very similar ways. It is therefore important for researchers to pay attention to censoring effects in a longitudinal data analysis, and Bayesian Tobit models with skew distributions make best use of both censored and uncensored data information.
Our results suggest that both ST skew-t and SN skew-normal models show superiority to the N normal model. Our results also indicate that the JM method outperformed the NV and TS methods in the sense that it produces more accurate parameter estimates. The JM method is quite general and so can be applied to other application areas, allowing accurate inferences of parameters while adjusting for skewness, left-censoring, and measurement errors. In short, skew distributions show potentials to gain efficiency and accuracy in estimating certain parameters when the normality assumption does not hold in the data.
The proposed NLME Tobit joint model with skew distributions can be easily fitted using MCMC procedure by using the WinBUGS package that is available publicly and has a computational cost similar to the normal version of the model due to the features of its hierarchically stochastic representations. Implementation via MCMC makes it straightforward to compare the proposed models and methods with various scenarios for real data analysis in comparison with symmetric distributions and asymmetric distributions for model errors. This makes our approach quite powerful and also accessible to practicing statisticians in the fields. In order to examine the sensitivity of parameter estimates to the prior distributions and initial values, we also conducted a limited sensitivity analysis using different values of hyperparameters of prior distributions and different initial values data not shown . The results of the sensitivity analysis showed that the estimated dynamic parameters were not sensitive to changes of both priors and initial values. Thus, the final results are reasonable and robust, and the conclusions of our analysis remain unchanged see Huang et al. 18 for more details .
The methods of this paper may be extended to accommodate various subpopulations of patients whose viral decay trajectories after treatment may differ. In addition, the purpose of this paper is to demonstrate the proposed models and methods with various scenarios for real data analysis for comparing asymmetric distributions for model errors to a symmetric distribution, although a limited simulation study might have been conducted to evaluate our results from different model specifications and the corresponding methods. However, since this paper investigated many different scenarios-based models and methods with real data analysis, the complex natures considered, especially skew distributions involved, will pose some challenges for such a simulation study which requires additional efforts, and it is beyond the purpose of this paper. We are currently investigating these related problems and will report the findings in the near future.
