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50. INTRODCCTlON 
A KNOT K in S’ is said to have period n > I if there is a transformation T of S’ of order n 
such that K is invariant under T and the fixed point set of T is a circle B, disjoint from K. 
(The positive solution of the Smith conjecture implies that B is unknotted and the 
transformation is equivalent to the one-point compactification of rotation about the z-axis 
in R3.) This paper discusses a variety of issues relating to the Alexander polynomial of 
periodic knots. 
Many techniques are available for determining the possible periods of a knot. The first 
significant results were those of Trotter [S. 273 on the periods of torus knots, obtained by 
analyzing possible actions on the fundamental group of the knot. Murasugi’s study [IS] of 
the Alexander polynomials of periodic knots proved especially powerful. Further work on 
the polynomial and Alexander ideals was done by Hillman [ 123. More recently. results 
concerning the Jones polynomial [l7, lg. 25. 261. hyperbolic structures on knot com- 
plcmcnts [I], and the geometry of 3-manifolds [7]. have been applied to the study of 
periodic knots as well. Further refcrcnccs include [3. 4, 6, 8. 9. IO, 16. 201. 
Nonetheless, conditions on the Alexander polynomial of a knot yield the most easily 
computable restrictions on the periods of a knot. As will be demonstrated, these methods 
continue to provide especially powerful tools. 
Our concern here is the description of both necessary and suthcient conditions for a 
polynomial to be the Alexander polynomial of a periodic knot. The material on suthciency 
is completely new. As a brief example of an application of these results, consider the knot 
polynomial 3f4 - 91’ + I lr* - 91 + 3. This is the polynomial of the knot IO,,,, which does 
not have period 3 by [I]. We will show that in fact thsro is a period 3 knot having this 
Alexander polynomial. 
Murasugi showed that the Alcxandcr polynomial of a knot of period n satisfies certain 
conditions, described in detail in $I. Our focus is on two questions. one algebraic and one 
geometric: when does a polynomial satisfy the Murasugi conditions, and is a polynomial 
satisfying Murasugi’s conditions the Alcxandcr polynomial of a knot of period n? Our 
formulation presents the conditions in a way that yields many new corollaries. In fact, we 
are able to eliminate many cases of possible periods of knots, which until now have only 
been addressed with much more subtle invariants. (Of course, as any knot polynomial 
occurs as the polynomial for an infinite collection on knots, our examples represent infinite 
families. Other methods arc more restrictive.) 
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This paper is organized as follows. In $1 we state the Murasugi conditions and show that 
when n is prime these conditions are equivalent to verifiable conditions (involving factoring 
polynomials in s”[J[tJ where ; is a primitive nth root of unity). 
Section 2 discusses a converse to the results described in Section I. Whereas those results 
place necessary conditions on a polynomial to be the Alexander polynomial of a periodic 
knot. here we will show that under certain restrictions a polynomial satisfying those 
conditions is in fact the polynomial of a periodic knot. If a knot has period n. the linking 
number of K and B. 2. is uniquely determined by n and the Alexander polynomial of K. We 
will show that if a polynomial satisfies the Murasugi conditions with 1 = I then there is a 
period n knot with that Alexander polynomial. This result should be compared to Seifert’s 
characterization of Alexander polynomials of knots [Z!, 131, which states that a polynomial 
/is a knot polynomial if and only if/is symmetric andf( 1) = + I. It also relates to Levine’s 
construction of links with specified link polynomials [!4]. 
In the third section we will discuss splittings of Alexander modules of periodic knots. 
generalizing some of Murasugi’s conditions to the higher Alexander polynomials. The 
observation that the first homology of the infinite cyclic cover of a complement of a knot of 
period n is a E[G x H]-module allows one to apply elementary representation theory. 
Section 4 gives bounds on the possible periods of a knot based solely on its polynomial. 
In particular. it is shown that each nontrivial Alexander polynomial determines an upper 
bound on the possible periods of knots having that polynomial. 
In $5 WC present explicit examples of applications of the criteria developed earlier. 
Although known for some time, some of the criteria restricting the possible periods of knots 
have not been applied. even in the published cnumcrations of results concerning knots with 
crossing number less than I I. (SW for instance Burdc and Zicshang [4].) 
Our work applies to psriodic knots in homology spheres. as does much of the earlier 
work quoted. The only restriction is that Ai = I. as delined below. 
51. SURVEY OF RFSULTS 
NorATIoN. A’ will be a knot of period n. invariant under the transformation T with axis 
B. The quotient S’/ T is homeomorphic to S’ and the quotient map is a branched cover. The 
images of K and B in the quotient are denoted R and fi. The linking number of K and B, 
which equals that of K and f?, is denoted 1. As K is connected, it follows that n and 1 are 
relatively prime. (Conversely every periodic knot arises in the following manner. Let Bu R 
be a 2-component link in S’ whose linking number is relatively prime to n. If 8is unknotted, 
the inverse image of R in the n-fold cyclic cover branched over B gives a knot of period n.) 
The Alexander polynomial of a knot J is denoted A,(r). For a link L with two 
components, we denote the two-variable Alexander polynomial by AL(s, t). Let [. (or just C 
when n is understood) be the primitive n-th root of unity given by exp(2ni/n). Let G 
denote the cyclic group of order n with generator y and let h, = Z/nZ. Finally, we let 
S,(f) = (I - ?),‘(I - I). 
RESL.LTS. The key result concerning the polynomial of the periodic knot is that it is 
determined by the polynomial of the link consisting of R and B. The formula, first proved in 
[IS] (see also [I 2. 201) states that 
WC rephrase this result below. Let A be a knot polynomial and n be a positive integer. 
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Afurusuyi Condirions on (A, n). There is a knot polynomial A. a polynomial 
Ac(y. t)~;![G][r, t-‘1. and a positive integer i. relatively prime to n. such that: 
1. A divides A. 
n-1 
2. (A;‘& = n Ac(;‘. t). 
i=l 
3. a. A,(g, I) = 6,(y). b. A,(l. r) = S,(t)A(r). 
4. A(;(y-‘. c-l) = r”ybAc(y. t) for some a and h. 
If A is the Alexander polynomial of a knot of period n then (A. n) satisfies the hlurasupi 
conditions. They are obtained by letting Ati be the image of AgUK(s, I) in Z[G] [t. t -‘] 
under the map that sends s to 9. Condition 3 is a consequence of the first Torres condition 
on a link polynomial [24]. which states that for a link polynomial, AL( I. t) = 6,(t)A,z(t), 
where L, is the second component of L. along with the fact that B is unknotted. Condition I 
follows immediately from (*) and 3b, as does Condition 2. Finally, Condition 4 follows from 
the second Torres condition. which describes the symmetry properties of link polynomials. 
We address the two natural questions that arise. First, given a knot polynomial A and an 
integer n, when are the Murasupi conditions satisfied. and second. if the Murasupi 
conditions are satisfied, is there a knot of period n with Alexander polynomial A+? 
Conjcsc‘ttrrr. If (A. n) satisfies the Murasugi conditions, then A is the Alexander poly- 
nomial of a knot K of period n. 
As evidence WC show in $2: 
Tttt:ortt:rvl I. I. If’ (A, n) .suti.sjics I/W Muru.suyi conditions with i. = I, then A is tlrca 
Alc~xondrr polynomid of u knot K cd’ p&d n. with A,- = A. 
The case of 1 > I is still open although WC give some partial results in Thcorcm 2.1. 
Prooj: Suppose A(I) = n*h(r) + I. Let I(; = I + r/ + . . . + y”-’ be the norm 
element of LG. Murasugi’s conditions are satisfied with A = A, i. = 1. and A,;(<!, I) = 
& * h(r) + I. u 
The question of when does (A, n) satisfy the Murasugi conditions is addressed below and 
in $4 and $5. Generalizations of the Murasugi conditions applying to other abelian knot 
invariants are given in $3. 
In the case that n is a prime power p’, the following congruence holds when (A, n) 
satisfies the Murasugi conditions. 
UP 
Murusuyi’s Conyruence [ 151. A & (5,(r))“- ’ (A(f))“(modp), where g means congruent 
to a multiple of f 1’. 
Prooj: Thcrc a map Z[i,] to Z, given by sending < to I. Hence conditions 2 and 3b 
combine to yield the above. El 
The Murasugi’s conditions on (A. n). although quite strong. and perhaps complete. are 
somewhat intractable, as they call for the construction of an unknown polynomial AG in 
Z[G][t. t- ’ 1. In the case that n is a prime p. there are simpler, and as we shall see 
equivalent, modified criteria. 
554 James F. Davis and Charles Livingston 
Modifird .\furu.su~i Conditions on (A. p). There is a knot polynomial A. a polynomial 
f(f) E H [<,,I [t. t- ‘1. and a number i. relatively prime to p. such that: 
1. A divides A. 
2. (A,‘& = ;n,+, where the oi are the elements of the Galois group Gal(Q[;];Q). 
Here ai = ;‘. 
3. f(l) = ai( 
4. f(t) = i”tb/(r), where/?(t) is the complex conjugate of/(t-‘). 
5. A = (~i(t))P-‘(~(f))pmod(p). 
As will be seen in $5. these modified criteria are easily checked. It is clear that they follow 
from the Murasugi conditions. Here is the converse. 
THEOREM 1.3. If (A. p) saris-es the Modified Murmugi conditions described ahore. then it 
satisfies the M urusugi conditions. 
Prooj: The Rim square below is a pullback, for G a cyclic group of prime order p. 
Z[G][f. t-‘1 + Z[t. t-‘1 
1 1 
Z[<][r, I-‘] + Z,[f. t-‘1 
The top arrow is the augmentation. The right vertical arrow is reduction modp. The left 
vertical arrow is obtained by replacing (1 with i and the bottom arrow sends C to I. 
The polynomials /‘ and S,A arc in P[j][f. I - ‘J and Z[f. r -‘I rcspectivcly. Since 
Z[{]/( I - i) Z 1,. conditions 2 and 5 show that/‘-’ = (li,A)“-’ in Z,,[r, l-‘1. Since this 
is a UFD./= S,A in J,,[r, I “I and so they pullback to Ac(g, r) in Z[G][f. t-l]. The 
symmetry conditions follow from the uniqueness of the pullback. L3 
The Murasugi conditions as stated arc somewhat intractable as stated when n is not a 
prime. We reformulate them. Let d bc ;I positive divisor of n, let h(t) = A(;(i’, t) and 
F&+(f) = l-l nc G,,,,O,;,,,,O,~‘~(~). By the Torrcs conditions F, (I) = 6,(/)Ac(f) and more generally 
for a subgroup I/ of G of index k, s,(~)A,,:,,(f) = IT,,,,I;,(t). Conversely, given a knot 
polynomial A and a possible period 11, one considers all possible factorizations over 
Z [I, I - ’ 1. A(I) = H F,(r). Murasugi’s congruence for prime power divisors of n restricts the 
possible F,,(r). (Also l&,,,~,,(f) must be a knot polynomial.) Next one factors F,,(l) in 
H[C,] [t, t-’ ] as a product of Galois conjugutesfz(f) satisfying the appropriate symmetry 
and normalization conditions. Finally, one sees if(f,(t))E lT,,.Z[~,,][r. I- ‘1 is in the image 
of Z[G] [r, t-‘1. This is easily done by using idempotcnts eJ in QG[t, t -‘I. (See also 63 for 
more on idempotents.) 
One final remark. Given (A, p) for prime p which satisfies Murasugi’s congruence, then 1 
is uniquely dctcrmined. (See [g].) Thus if A is a knot of period n, one sees that I. is uniquely 
determined by restricting to a Z,-action where p divides n. Note that the J’s determined by 
Murasugi’s congruences for the prime divisor of n must coincide. 
$2. SUFFICIENCY 
We now address the question of the sufhciency of Murasugi’s criteria. Two results are 
presented. The first is a proof of I.1 which states that if a polynomial satisfies Murasugi’s 
conditions with J. = I. then there is a periodic knot with that polynomial. The second 
describes other famiiics of polynomials for which Murasugi’s criteria are sufficient. 
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It is clear that constructing periodic knots with specified polynomials is related to the 
problem of constructing Z-component links with specified link polynomials. However, as we 
face the geometric condition that one of the components be unknotted, the problems are 
distinct. 
Two results should be mentioned however. First. Levine Cl43 proved that if a two 
variable polynomial satisfies the Torres conditions with i = 1, then there is a link with that 
polynomial. Second. Hillman [l 1 J showed that there are two variable polynomials which 
satisfied the Torres conditions but which are not link polynomials. 
A second result of Levine corresponds to our second construction showing that if a 
polynomial satisfying the Torres conditions for 1 > 1 can be factored in a specified way, 
then it too can be realized by a link. Our proof uses a simple companionship argument. 
Preliminaries 
In order to construct a knot with a specified polynomial satisfying Murasugi’s condi- 
tions with 1 = 1. we begin by examining the simplest possible example. the unknot, for 
which the corresponding link B u K is the Hopf link. We also focus on the effect of surgery 
in the complement on the infinite cyclic cover of S3 branched over R. 
Let L denote Hopf Link, consisting of two components, f? and R, of linking number 1 in 
S” as shown in Fig. 1. Let G = Z,. with generator g. Note that H,(S3 - (s u R)) = Z x Z. 
with generators mh and m,. the meridians of s and R. There is a representation of 
H, (S’ - (s u K)) to H x G given by sending m, to (1.0) and mh to (0, y). The corresponding 
Z x G cover. hf. (branched over II) is homcomorphic to D* x R. and is acted on by 
L x G. whcrc (I, 0) acts by translation by I in the R factor, and (0. g) acts by rotation 
by 2n/n in the D’ factor. 
Fig. I. 
Suppose that S’ is a knot in the complement of Bu R, which is null homologous in 
S’ - (Bu K). Then the preimage of S’ in M consists of a family of curves, 9, on which 
Z x G acts freely. Hence if we denote one of those lifts by S, every element in 9’ can be 
written uniquely as (1’. g’)S, where r is a generator of H. i is an integer, and 0 < j < n. 
The homology group H,(M - Y) is a free Z[Z x G] = Z[G][r, t-‘1 module on one 
generator. m,, the meridian of S. 
Now suppose that surgery is performed on S’. The resulting manifold continues to have 
a Z x G-cover, which we will denote N. (In our case the complement of R u B in the 
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surgered manifold continues to have first homology Z x Z. as we will perform + 1 or - I 
surgery. In general the B x G cover is obtained from the representation that sends m, to 
(1.0). mb to (0, g). and the meridian of S’. m,.. to (0. e).) N is obtained from 5f by performing 
Z[G][r. t-‘1 equivariant surgery on 9. If integer surgery was performed on S’, then the 
surgery on Y will also be integer surgery. 
The homology of N is a Z[G] [t, r-i] module with one generator and one relation 
corresponding to the surgery. The relation is given by f(t) = Za,.,gj$. Here ai,, 
= Ik(S, gjt’S). (Linking numbers in D2 x 64 are as usual.) The one special case is a,,,, which 
is given by the surgery coefficient. It will be seen that in our situation it is determined by the 
other coefficients. 
Altering the surgery curve S’ 
Let z be an embedded path in the complement of the periodic knot and its axis, meeting 
S’ only in its end points. (See Fig. 1.) There are well defined linking numbers d, = Ik(z. R) 
and L, = Ik(x, B) obtained by computing the linking numbers of R and B with the closed 
path formed as the union of z and a path on S’. As s’ does not link either K or s these are 
well defined. We will assume from now on that at least one of the two linking numbers is 
not 0. 
Using a the curve s’ can be altered as illustrated in Fig. 2. This will be called an a move 
of type d. where d is the number of full twists around S’. if the surgery coefhcient on s’ is not 
altered, we want to identify the effect this has on the polynomial/(t). 
Fig. 2. 
First note that z lifts to a family of arcs in M which is freely permuted by the Z x G 
action. Let a denote the lift which is based on S. The other endpoint of a is on (r”*, y’“)S. 
This curve is distinct from S. If the move in Fig. 2 is performed on S’. there is a 
corresponding alteration of the link 9. The only two linking numbers between S and 
another component of 9’ that are atTected are between S and the two components, 
(tlk, y*“)S and (t-lk, ywAb )S. (In effect, S has reached out and grabbed (I’~, y”“)S. At the 
same time (f -Ir, g- Ib)S has reached out and grabbed S.) Each of the two linking numbers is 
changed by d. Hence, the polynomial / is changed by adding on the term d(g-“bt-“k 
+ gibtLk). The surgery coefficient will also be changed. We will check that later. (A careful 
analysis at this point would show that in fact the change in the surgery coefficient is -2d.) 
Completion of the proof of Theorem 1.1 
We want to construct an example of a triple (K, fi, S’) such that the resulting polynomial 
is some specified Z[G] polynomial, Ac(g, t). As we are in the L = 1 case, the polynomial AG 
is assumed to have the following properties, derived from Murasugi’s conditions. First, AG is 
symmetric; that is, that Ac(g-‘, I- *) = Ac(g, t). Secondly, we assume that AJg, 1) = I. 
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We want our example to have the property that Bu S’ is a trivial link in S’. Then if 
either + 1 or - 1 surgery is performed on S’. the resulting manifold .V is again S’, and that 
B remains unknotted after the surgery is performed. 
Let k = [n,!Z]. Then A, can be written as the sum h,(t) + yh,(r) + . . . + g“h,(t) 
+g-‘II,( . . . +g -kh,(r- ‘). Here the hi are integral polynomials in Z[c, t-l]. (Ifn 
is odd this decomposition is natural. If n is even, the polynomial h, t is required to be in 
H[r].) Furthermore, h, is symmetric and hi(I) = 0 for i # 0. The triple (K. l?, s’) is illustrated 
in Fig. 3. There are k + 1 boxes in that illustration, corresponding to the k + 1 polynomials, 
hi, i = 0, . . . , k. 
We want to describe the contents of box i. We begin with the case i > 0. In 
this case, write h,(f) = Zc,t*. Box i is illustrated in Fig. 4. (In the Figure i = 3, and 
h 3= - 3r-’ + 2r-’ + lt* - 21’ + 21*.) In the box one a move has been performed for 
each c, # 0. The a move is of type c,. In addition, the jth move corresponds to an a that 
links R j times. 
It should be clear in Fig. 4 that since h,(I) = 0. if the curve R is ignored, the link fiu S 
has not been changed by the complete collection of moves in the box. 
Box 0 is handled slightly differently. Write h,(t) = 1 + H(t) + H(t-‘), where H is an 
integral polynomial with zero constant term. Note that H(I) = 0. Write H = Ec,t’. The 
summation begins at j = I. There is one a move for each c, which is not 0. That a move is of 
type c, and the corresponding z links R j times. Again, the condition that the sum of the c, is 
0 implies that when K is ignored the link Bus’ is unchanged. 
It is clear at this point that our construction has produced a triple (R, fi, S’) for which 
the polynomial is the desired A,. except perhaps the constant term. The constant term will 
turn out to be correct if one of + I or - I surgery is performed on S’. To see this. note that 
the Z[G] [r, t- ‘1 polynomial that corresponds to our triple has augmentation which is the 
Alexander polynomial of the knot K’ in the S3 that results from the surgery (either + I or 
- I) on S’. Hence, after augmenting, if our polynomial is evaluated at I, the result will be 
either + 1 or - 1. The polynomial AG, after augmenting and evaluating at 1 yields + 1 by 
assumption. This implies that our polynomial has either the correct constant term, or is off 
by two. Since switching from - 1 to + 1 surgery will change the constant coefficient by 2, 
one of the choices will yield the correct polynomial. (A careful analysis shows that the a 
TOP 10:4-D 
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6 i’ 
.I _ 
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Fig. 4 
moves do not afTect the value of the augmented polynomial evaluated at I. Hcncc. the 
correct surgery coefficient is actually 1.) 
Other suficiency results 
By using a companionship argument we are able to construct a variety of polynomials 
which arc Alexander polynomials for periodic knots, with ). # 1. 
Suppose that .I a knot of period n. Removing the axis B from S’ yields a knot J’ in 
S’ x D’, with winding number 2,. There is a natural longitude to that S’ x D’. Now if K 
is a knot in S’, and f is a longitude preserving map of S’ x LIZ to a neighborhood of K, 
then j(J) is a “satellite” knot with companion K. A result of Seifert [22], states that 
A,,,.,(f) = A,WA,z(rA’). 
In this situation, if K is also of period p with winding number I., thcnf(J’) is also period 
n with winding number I, ‘1,. 
Hence the following result: 
THEOREM 2. I. If A, is the polynomial of a period p knot with winding number I, and AZ is 
the polynomial of a period p knot with winding number AZ, then A, (t)+ A2(rLz) is the polynomial 
of a period p knot with winding number A, * 1,. 
Example. A(c) = (r2 - r + 1)*(31* - 9t3 + I It2 - 9r + 3) is the Alexander polynomial 
of a knot of period 3 with 1 = 2. Indeed the first factor is the Alexander polynomial of the 
trefoil which has period 3 with L = 2, and the second factor is the Alexander polynomial of a 
period 3 knot with i = 1 by Corollary 1.2. 
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$3. ALESASDER MODL’LES OF PERIODIC KNOTS 
We give some further necessary conditions on Alexander modules of periodic knots in 
homology 3-spheres. A knot K in a homology 3-sphere Z has period n if it is invariant under 
a G = Z&-action on Z with fixed set B a circle disjoint from K. Let K = K/G c z = Z/G. 
Let n:,f + .Y and ti: f -* Y be the infinite cyclic covers of the knot complements 
X = 1 - K and yF = z - K. The key observation is that the G-action on Z - K lifts to a G- 
action on x’ with quotient F and fixed set s = n-l (B). Indeed. let g be a generator of G. 
Then y J n: .t -. X induces the trivial map on H, and so lifts to d: .u’ -+ ?7. Since y has a non- 
empty, connected fixed-point set there is a unique lift 4 with fixed points and the fixed point 
set is B. Since $ is a lift of the identity which has fixed points. it is itself the identity and 
hence + is a map of period n. This gives an action of G x C, on ,f. where C, is the infinite 
cyclic group. Thus H,(f) is a Z[G x C, ] = Z[G][t. t-‘]-module. It further follows that 
x ‘G -+ Y is an abelian cover inducing the trivial map on H,, so that we can identify this 
cover with rS and .fiG with P. 
A transfer argument (see [2]) identifies If,(,~:Q)” with H, (F;Q). It thus follows that the 
Alexander polynomials of K divide those of K. Looking in a diRerent direction, one sees 
that ff, (x’;O[<,]) splits as a direct sum of the eigcnspaces of the action of the pcnerator y 
of G. This section consists of generalizations of these simple observations. 
WC lirst examine what happens when wc cxtcnd cocllicients to iZ[l/n]. Let @JY) bc the 
d-th cyclotomic polynomial. Then .x” - I = Hd,,,(Od(x) is a factorization into relatively 
prime irrcduciblc polynomials whcrc the product is over all positive divisors of n. Thcrc is a 
natural identification of Q[.r]/@,,(.x) with Q [<,I. 
Proc$ We first consider the case of Ii the trivial subgroup. By taking the derivative 
of both sides of the equation x” - I = n,,,n(Dd(.~) and dividing by n.x”-’ we see 
I = &,,,u,(.r)q5,(x) where dr(r) = (.Y” - I)/(D,(.r) and ~x)~B[l/n][x. .x-‘-J is the dcrivat- 
ive of Qd(.x) divided by KY” - ‘. Substituting g for .Y to get an elcmcnt in the group ring and 
applying both sides to rn~M yields m = ~:J,.tr,(!~)cb,(y)(nl). To see that this gives the 
advertised direct sum decomposition, note that the d-term is in M, since @,(y)~$~(g)(m) = 0. 
Also, if m is in two hf,‘s then +,,(g)(m) is zero for all d (consider the factorization of 4J.Y)) and 
hence m is zero. 
In the case of a general subgroup II, apply the above reasoning to the quotient group 
G,lIl acting on bf”. cl 
In particular this applies to the higher Alexander ideals of If, (x’;Z[ l/n]). (See [43 for 
definitions). Let At.r(~) denote the k-th Alexander polynomial of the knot K; when k = I we 
get “the Alcxandrr polynomial” AK(f). Applications of this idea (even when the period is 2) 
are given in $5. 
COROLLARY 3.2. Let K hr u G = H/n-periodic knot. Then for ull k > I. A,.K(t) 
= llJin F,.,(r) where F,.,(r) E Z[I. I - ’ 1. Furthermore /or H u subgroup o/ G OJ indrx h, 
A,.,.,,(f) = fL,kFdO. 
Extending coefficients to iZ[<.. I/II] WC make further progress. The d-th cyclotomic 
polynomial factors CD,(x) = fl(r - if) whcrc the product is over all I < i < d with (d, i) = I. 
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LEMMA 3.3. Let G be a cyclic group with generator g, let AI be a E [ I in. i.] G-module, and 
Xf,,i = (rn~ ,5f i(g - i:)(m) = 0;. Then n-I,, (defined above) is a direct sum @ itf,.i where the 
sumisorerall 1 <i,<dwith(d,i)= 1. 
Proof It is clear that .h-f,.i is contained in ,Zfd. Let e,,i = i nii (;i)jy-j. It is easy to see 
that .~f,.i = e,.iM = e,,ibf,,. From the character relations for’finite groups (see [23, p. 21, 
501. the e,.i are mutually orthogonal idempotents whose sum is e. and this completes the 
proof. Alternatively, one can use the proof of 3.1. 0 
If .If = V@ Z[<.] where V is a Z[l/n]G-module one can say much more. There is an 
action of Gal(Q(i,)/Q) on AI, = Vd @ Z[<,] given by a(u @ z) = c @ a(z). The action 
commutes with the action of G. This shows that Gal(Q(i,)/Q) permutes the summands M,.i 
for 1 < i < d. (d, i) = 1. Furthermore .hfd.i is invariant under Gal((Q({.)/Q(&)). so there is 
an action ofGal(Q(<,)/Q) on the set (Md,ij. Applying this to C’= H,(R;Z[l/n]) one sees: 
COROLLARY 3.4. Let K be a G = Z/n-periodic knot. For all k 2 I, let ALwK(t) = KI,,,. Fkvd(f) 
as above. Then there are polynomialsj,,,(t)tzZ[l/n, i,,][c, t-‘1 so that FLJt) = n/;.,(t)., 
where the product is over all cr E Gal(Q(C,,)/Q). 
Remurks on integrality. While a careful look at the above proof would show that 
j;.tAO~~Clld.L,l. and by the Murasugi conditions, jl,d(f)~Z[id] [I. t-‘1. the failure of 
Gauss’s lemma for Z[<,] makes the integrality unclear for k > I. However if d is a prime 
power pk. the fact that there is a single prime (id - 1)7[[,] lying over pZ allows one to 
choosejk.,(r)EZ[{d]. 
In this section we present some general consequences of Murasugi’s conditions. The 
main results describe bounds on the periods of a knot based only on its Alexander 
polynomial. 
THEoREM 4.1. if K is of period p’ and rhe leuding coeJicienf oj‘A, is divisible by p. then it is 
ditiisiblr by pr. 
COROLLARY 4.2. Let K be (I knot wirh non-triciul Alexander polynomial A. 
(a) If K has prime power period p’, then either p’ dicides the leudiny coejicient of A or 
I +degA>p’. 
(b) ff K has period 2’, then either 2’ divides the leudiny coefficient of A or 
1 + (1/2)deyA 2 2’. 
Proo$ Ifp’does not divide the leading coeficient then it is rclativcly prime top. Thus by 
Murasugi’s congruence, degA = p’degAn + (p’ - I)(). - I). If A,- is non-trivial, then we 
have degA > 2~‘. If it is trivial then 1 # 1, and hence degA 2 (p’ - I)(2 - I). For p = 2, we 
can do a little better since L cannot be 2, so degA 2 (2’ - I)(3 - I). 0 
The bounds in the corollary are sharp: 
Example. For p odd, the (2, p’) torus knot is of period pr and its Alexander polynomial, 
(t2” - l)(r - l)/(t’ - l)(t2 - 1) is manic and of degree p’ - 1. The (3,2’) torus knot has 
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period 2 and Alexander polynomial (c~(‘~) - l)(t - l)/(t) - l)(c”‘) - 1). which is manic 
and of degree 2”+ ” - 2. 
Since a knot K of period n also has period d for all prime power factors p’ dividing n, the 
above corollary gives a priori bounds on the period of a knot with non-trivial Alexander 
polynomial. For example, suppose that AK is of degree 20 and has leading co- 
efficient (73) (23) (31’). Then any period of K must be a divisor of 
(2’)(3’)(5)(7’)( 1 l)( 13)( 17)( 19)(23)(31 2). Of course much stricter bounds can be obtained by 
combining criteria. For instance, as 20 cannot be expressed as Sa + 76, the knot could 
not have period 8 by Murasugi’s congruence. Similarly, periods 9, 13, 17, and 19 are ruled 
out. 
Proo/o/4. I. To simplify notation, we write A for AK, A for A,-, and & for i,.. Let AG be 
the polynomial with coefficients in Z[Z,] given by Murasugi’s conditions. We normalize 
AG so that it is a polynomial in t with nonzeco constant term. For 0 6 k < r. there is a 
natural map from Z[Z,] to Z[&] given by g + tt. Denote the image of A, in Z[&] [t] by 
h,. We have that S,A is the product of the h, and their conjugates in iZ[&]: 
3,A = n n h;. 
OdkQ’ oEGul(O[;,]/O) 
Note that the Galois group of Q[&] has pk - p ‘-’ elements. (In the degenerate case of 
k = 0, the Galois group has one clement.) Also recall that ho = b,A. 
Let u E Z[Z,] bc the leading cocfficicnt of A, as a polynomial in t and uk be its image in 
Z[<k]. (It is possible that uk is zero for some k. but at least one uk is non-zero.) The leading 
cocflicicnt of A is the leading coctficicnt of 6,A which is the product of the leading 
cocfiicicnts of the II;. In particular the leading coelficient of A has as a factor the product of 
the conjugates of the non-zero uk. Thus the algebraic lemma below completes the proof of 
the t hrorcm. 
AI.GIW~AK* LEMMA. Let u he an dcment in Z [Z,] and let a, dtwote its imuye in Z[[,]. Let 
Nh1,) = [I (u;) und let A(u) = n N(u,). I/ A(u) is divisible by p. then A(u) is 
ne.GaIw[:,]/CpJ Ok c 0 
dirisiblr by p’. 
Proo/. The mod p augmentation E: Z[Z,] --, Z,, (this is the unique ring homomorphism 
with s(g) = 1) factors through &k:H[&] + Z,. Since &k&g) = E(U), we have 
rk(N(uk)) = ~(a)~-~~-‘. The hypothesis guarantees that ~(a) = 0, so p divides N(a,) all 
k < r. 
Consider the commutative diagram of rings 
qlJ-, a%- 11 
la 16 
n[Ll ~H,[Z,-,] 
where z(g) = 5,. /j’(y) = y. ~(5,) = g and S(y) = y. (Here, as always, y denotes the generator 
of the cyclic group). There arc three cases: (i) a(u) # 0, /?(a) # 0, (ii) z(a) # 0, /I(u) = 0, and 
(iii) z(u) = 0, /I(u) # 0. In the first case A(a) = N(u,) A(P(a)) and the above comments show p 
divides N(o,) and the factors of A(/J’(u)). By induction on r we see p’-’ divides A(j?(a)) and 
hence p’ divides A(z). 
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In the second case. it is not difficult to see that any element in the kernel of /? is a multiple 
of 1 -#-I. Hence it suffices to consider the case where a = I - yp’-’ and compute 
A(u) = N(l - <r-‘). When r = I. we see that N(1 - 5,) augments to zero in Z,, and 
hence is divisible by p. (Actually it is equal to p but we don’t use this.) For a general r note 
1 - <g-’ = 1 - tl, and the field extension Q [<,I,‘0 factors as Q[<,] ;Q followed by 
Q[<,]/Q[I;‘,]. Thus N,Cr,l o(1 - cl) = N(I - <r)‘-’ and hence is divisible by p’. 
Finally we consider the case where x(u) = a, = 0. Then /I(u) = pu’ and A(u) = A(/?(pu’)). 
Ifu; # 0 for all k Q r - I, then A(B(pu’)) = prA(P(u’)). On the other hand ifu; = 0 for some 
k < r - I. then E(u’) = Ed = 0, so p divides N(u&) for all d < r - I. By induction p’-l 
divides N(/&J’)), so p’ divides .4 (p(pcl )). 
$5. EXAMPLES 
In this section we present a variety of examples arising from IO crossing knots, 
indicating what can be concluded about their possible periods based only on their 
Alcxandcr polynomials (and ideals). Refer to the Table for a list of the Alexander poly- 
nomials. 
FactorinK conditions 
One aspect of Murasugi’s conditions which seem not to have been applied in the 
litcraturc is the factoring condition. Deciding how a polynomial factors over Z[iJ] can bc a 
dillicult alpcbraic problem. 
One method for gaining information about such factorizations is based on the fact that 
O[<,,] maps onto the finite held I, for any prime congruent to I mod rf. (The units of Z, 
are a cyclic group of order p - I, and hence contain a cl-th root of unity if p - I is divisible 
by d.) The following cxamplcs exploit this. 
Esumplr. The knots IO,,, IO,,, 10,12. and IO,,, arc listed in [4] as having possible 
period 3. Each has since been shown to not have period 3 [ZS], [I]. [IO]. For each of these 
examples, Murasugi’s congruence implies that & = I. Hence, if any were of period 3 its 
polynomial would factor as the product of two conjugate polynomials over I?[[,], and 
hence would factor in Z, when 3 divides p - I. 
The quadratic factor of the polynomial for IO,, is irreducible mod 7. Hence the 
polynomial for IO,, can’t factor into cubits. The polynomial for IO,, factors as the product 
of three irreducible quadratics mod 19. ((I’ + l6t + 8) (1’ + I31 + I) (t’ + 2r + 12)). so it 
can’t factor into cubits either. 
For lO,I2 the quadratic formula shows that the first two quadratic factors of the 
polynomial do factor in Z[<,], but the third is irreducible. Hence this polynomial cannot be 
the product of two conjugate factors either. 
The polynomial for IO,,, reduces to 3(P + I’ + I* + t + I) mod 7. which is irreducible. 
As a final example of the application of the factoring conditions, consider lO,,s, which 
is listed as having possible period 7 in [4]. Murasupi’s congruence implies that the quotient 
knot would have to be trivial, and hence that the Alexander polynomial would factor 
into 6 conjugate factors. However. this polynomial has irreducible factorization 
(t* + 81 + I) (I* + 23t + I) (t + I I) (I + 8) mod 29. 
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Akrander module 
Recall that rationally the Alexander module of a periodic knot splits as the direct sum of 
the Alexander module of the quotient knot and a second factor. If (A)’ divides the 
Alexander polynomial of the knot, then clearly the second Alexander polynomial Az.x must 
be nontrivial. 
The knots 10h2. lo,,. IO,,. lo,,, and lo,,:, are all listed as having period 2 in [4]. In 
[I] it was shown that lo,, and lo,,, in fact are not of period 2. Our methods show that all 
five do not have period 2. In each case A is divisible by a square polynomial. However, in all 
these cases, a check of Murasugi’s congruence shows that the polynomial divides 3 but that 
the square does not. Finally, all these knots have trivial second Alexander polynomial. 
The knot IO,,, is listed as having period 3 in [4]. However, Murasugi’s congruence 
implies that i = t’ - t + 1. so the same argument implies that the second Alexander ideal 
is nontrival, again a contradiction. 
Reali;ability examples 
Each of the knots IO,,. 10q5. and 10,,2. are listed as having possible period 3 in [4]. In 
each case hyperbolic methods [I] have shown that these do not have period 3. The results of 
Section 2 show (see below) that in each case these knots have the Alexander polynomials of 
period 3 knots. Also. IO,,, has the Alexander polynomial of a period 7 knot by (1.2) but 
Traczyk [26] has shown that lOto, does not have period 7 using the Kauffman bracket 
polynomial (see also [I]). 
The polynomial for IO,, factors as a product of a period 3.1 = 2, knot polynomial. and 
a period 3. i = I. knot polynomial (by 1.2). Hence apply Theorem 2.1. 
For log5 note that rJ - 31’ + 5r’ - 3r + I factors as 
(f’ + (i., - I)f + I) (r’ + (i: - l)f + I). 
Theorem 1.3 and I.1 apply in this case. For lO,,2 Corollary 1.2 applies. 
IO,,: A = (II -I + I)(-21. + 9 - I* + 3r - 2) 
I&: A = (P - I + I)’ (P - I’ + I’ - f + I) 
IO,,: A = (f’ - r + I)’ (-21’ + 31 - 2) 
IO,,: A = (f’ - f + I) (-31’ + 61’ - 7r’ + 6r - 3) 
IO,,: A = P’ - 7r’ + 211’ - 291’ + ZIP - 71 + I 
IO,,: A = (f’ - f + I)’ (-21’ + 3r - 2) 
IO,,: A = (f’ - f + I)’ (-2rz + 5r - 2) 
lO,5: A = (21’ - 31 + 2) (--I’ + 31’ - 5rz + 31 - I) 
IO,,,: A = 7r4 - 2lr’ + 2Yr’ - 211 + 7 
IO ,,,,: A = f” - gr’ + 22r’ - 291’ + 22rz - Xr + I 
l(J,,2: A = (f* - f + I) (1’ - 3r + 1) ( -2rz + 31 - 2) 
IO,,,: A = (f’ - 31 + I)’ 
IO,.,,: A = (f’ - f + I)* 
IO,,,: A = (f’ - f + I)-’ 
IO,,,: A = 3r4 - Yr’ + I If’ - Yf + 3 
IO,,,: A = 3r4 - IIfJ + l7r’ - IIr + 3 
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