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In recent years, technological advancements and simultaneously falling prices
of virtual reality (VR) technology have led to an increased attention among
the wider consumer population. Particularly the retail industry considers
the application of VR technology to be an innovative way to approach their
customers. Accordingly, first VR shopping environments have already been
launched. However, it remains an open question whether and why VR shop-
ping environments will be adopted by end consumers and thus succeed in
the long run. To tackle aspects of the latter question, this dissertation takes
on an Information Systems (IS) research perspective and sheds light on both,
research questions regarding the acceptance (Study 1 & Study 2) and design
(Study 3 & Study 4) of VR shopping environments.
Following a structured literature review highlighting the current state of em-
pirical VR research within the IS discipline, the four already published studies
will be presented. Since the increased degree of immersion is the key char-
acteristic of today’s VR systems, the first study investigates to what extent
immersion has an influence on the acceptance of VR shopping environments.
The results reveal that immersion has a positive effect on a hedonic, but a neg-
ative effect on a utilitarian path, collectively having no impact on the intention
to reuse the shopping environment. The negative effect can be explained by
low readability – still a technological constraint – of small prints in the VR
shopping environment and is expected to diminish as technology evolves. The
second study examines the extent to which a real VR experience (versus a pre-
sentation of the respective VR environment based on a non-interactive video)
is essential to investigate the acceptance of VR shopping environments. The
results suggest that a real VR experience is necessary because especially the
variables perceived enjoyment and perceived telepresence are systematically
underestimated by participants that imagined being in the VR environment
based on a video.
The remaining two studies consider how VR environments should be designed
in terms of user assistance features. On the one hand, Study 3 evaluates users’
ii
preferences with regard to which interactive decision aids or VR specific
features consumers expect to be available in VR shopping environments.
Study 4, on the other hand, examines the possibility of detecting phases in
consumer decision making based on eye tracking data in real time against the
backdrop of designing context-aware user assistance systems in the future.
The dissertation concludes with discussing the studies’ limitations as well as
outlining potential avenues for future research.
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“It’s not about escaping reality, it’s
about making it better.”
Zuckerberg (2017, 14:42)
1.1 Motivation
In recent years, Virtual Reality (VR) has been considered among the most
notable evolving technologies in the area of Information and Communication
Technology (ICT) (Steininger, 2019; Lee et al., 2020), accompanied with the
promise to open up entirely new ways for companies to approach their cus-
tomers (Yang and Xiong, 2019; Flavián et al., 2019). Although the technology
is by no means new (Sutherland, 1965; Sutherland, 1968), its full potential
has only recently been unleashed by advances in the VR industry, which
significantly intensified the VR experience on the one hand, and lowered the
equipment costs on the other hand (Berg and Vance, 2017; McGill et al., 2016).
However, the progress was not only favored by the tremendous development
of VR hardware (i.e., especially enhancing system performance) and cost
reductions, but also by the suppression of negative experiences through VR
(literally cyber-/ motion sickness), which led people to discontinue to use VR
applications (Fernandes and Feiner, 2016; Wang and Suh, 2019). Accordingly,
now VR is “mature, stable, and, most importantly, usable” (Berg and Vance,
2017, p. 1). Decisive for the technological upswing were entrepreneurial efforts
(such as investments in research and development, acquisitions, or strategic
partnerships) of various tech giants in the field of immersive systems – an
umbrella term for VR, Augmented Reality (AR), Mixed Reality (MR) – and
the broad rollout of affordable consumer-grade VR hardware by different
manufacturers (Cavusoglu et al., 2019; Anthes et al., 2016).
Today’s VR systems are mainly based on the application of head-mounted
displays (HMDs), which deliver stereo vision and update a person’s field of
view according to their head movements. Such VR systems offer “a unique
way to interact with the ever-growing digital landscape” (Berg and Vance,
2017, p. 1) and therefore allow “people to immersively experience a world
beyond reality” (Berg and Vance, 2017, p. 1). However, the opening quotation
Chapter 1. Introduction 4
by Mark Zuckerberg emphasizes that VR shall by no means isolate people
(Zuckerberg, 2017). The difference between modern systems and the previous
ones particularly lies in the increased degree of immersion that the systems
are capable of delivering (Cummings and Bailenson, 2016). Immersion is en-
tirely system-specific (i.e., technological and objectively measurable (Bowman
and McMahan, 2007; Slater, 2003)) and has been defined as “the extent to
which the computer displays are capable of delivering an inclusive, extensive,
surrounding and vivid illusion of reality to the senses of a human participant”
(Slater and Wilbur, 1997, pp. 604/605). Nowadays, immersive systems do not
necessarily consist solely of visual displays, but also of other sensory modali-
ties that can stimulate human senses (e.g., auditory or haptic feedback), and
thus also contribute to immersion (Bowman and McMahan, 2007).1 According
to the system specifications, HMDs can be categorized as high immersive
VR, whereas regular desktop applications possess a low degree of immer-
sion. Another characteristic attributed to VR is its ability to induce a sense
of telepresence, i.e., the feeling of truly being present in a virtually mediated
environment (Steuer, 1992; Klein, 2003). It is widely accepted in literature
that immersion (technological) is an integral prerequisite for inducing the
perception of telepresence (psychological) (Schultze and Orlikowski, 2010;
Sharda et al., 2004), thereby emphasizing that “[tele-]presence is a human
reaction to immersion” (Slater, 2003, p. 2). Due to the fact that desktop-based
applications can also induce a telepresence perception (Biocca et al., 2007;
Klein, 2003), they will be considered as low immersive VR in the course of
this thesis.
At present, the most prominent consumer industry making use of the effect of
telepresence is the gaming industry, which is why they are seen as pioneers
in terms of VR adoption (Hartl and Berger, 2017; Schwarze et al., 2019). The
gaming industry, in particular, can be instrumental for the general break-
through of VR, since the presence of a HMD in a household allows the HMD
to be also used for other purposes (i.e., non-gaming applications), but also
by other persons living in the same household. From a professional point of
view, VR has already been successfully employed for training purposes (e.g.,
military or medical) and in the context of product design (Berg and Vance,
2017; Bowman and McMahan, 2007). Moreover, therapists apply VR stimuli
for phobia treatment (Balan et al., 2019; Strickland et al., 1997).
Another industry seeing potential in the application of VR is the retail industry
(Grewal et al., 2017; Martínez-Navarro et al., 2019; Wedel et al., 2020). More
than 15 years ago, the application of VR displays has already been mentioned
as innovation for the interaction with retailers (Burke, 2002). Indeed, incorpo-
rating VR technology into an online shopping ecosystem allows consumers
to experience a shopping activity that imitates the one in reality and, at the
1 See Anthes et al. (2016) for a taxonomy of VR hardware (as of 2016). All hardware (input
as well as output devices) can potentially impact the overall system’s degree of immersion.
Further, the applied rendering software needs to be taken into account in determining the
level of immersion (Bowman and McMahan, 2007). In addition, Cummings and Bailenson
(2016) provide a list of “immersive features” highlighting immersion from another level of
abstraction.
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same time, provides the advantages of online shopping (Pfeiffer et al., 2020).
Thus, a VR-enriched online shopping experience could be created, which
might address the existing limitations of electronic commerce (e-commerce)
websites. It is a common point of criticism (Tarafdar et al., 2019; Luo et al.,
2019; Liu et al., 2019) that “the inability to touch and feel products makes it
difficult for people to evaluate product quality” (Suh et al., 2011, p.716), or
understand the product, prior to the purchase. This may lead to (product
fit) uncertainties, false expectations, and, as a result, product returns (Hong
and Pavlou, 2014), which naturally leads to dissatisfied customers in the end.
For this reason, it is crucial “to explore innovative ways to create a realistic
and immersive online shopping experience” (Liu et al., 2019, p. 824), which
some authors have already referred to as “virtual commerce (v-commerce)”
(de Regt and Barnes, 2019; Martínez-Navarro et al., 2019). Indeed, Yang and
Xiong (2019) have previously shown that the implementation of virtual fitting
rooms increases sales while reducing product returns.
In practice, well-known retailers from various industries have tested the use
of VR to offer their customers an immersive shopping experience.2 The pro-
vided applications range from initial prototypes to comprehensive shopping
environments. Especially in the field of furniture retail, sophisticated VR
applications already exist. The Swedish furniture manufacturer IKEA can
be considered a pioneer in this respect. Following applications that allow a
kitchen to be explored, used and modified in VR (IKEA VR Experience, IKEA
VR Pancake Kitchen) or a virtual living space that can be configured in many,
albeit predefined, ways (IKEA Virtual Reality Showroom), the IKEA Immerse
App is intended to become an integral part of IKEA’s omni-channel strategy.
The VR application is an extension of the prior mentioned Showroom. It
enhances the versatility of the products, the available configurations, and the
interaction possibilities, but above all, the realism and the degree of immer-
sion of the whole environment (e.g., real products sounds were recorded and
ambient lighting). Moreover, the VR application features seamless integration
with IKEA’s e-commerce system, which makes it possible to purchase prod-
ucts from the self-made configuration or share the configuration with others.
A similar, but less sophisticated VR application (3D room designer) is also
offered by the US department store chain Macy’s for selected products from
their home department.
Furthermore, in 2017, Europe’s largest retailer for consumer electronics (the
MediaMarktSaturn Retail Group) launched a VR shopping environment
named Virtual SATURN, likewise with a direct connection to the existing
online shop. During their VR experience, customers can access two environ-
ments, a penthouse loft or a space station on the planet Saturn. In both, it
is not only possible to browse and inspect products in 3D, but also to get
professional advice from employees. Further, the Chinese e-commerce giant
Alibaba has also built a VR application (buy+) that teleports customers to
famous shopping malls, e.g., Macy’s in New York, to shop at and virtually
2 Note: In the following, some examples of VR applications in the retail sector are described.
References to the applications can be found in Table A.1 Appendix A.
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navigate through the site. Interestingly, companies have also joined forces
to create first VR environments. For example, this includes the joint virtual
shopping environment of Swarovski and Mastercard, whereby products from
the Atelier Swarovski Home Décor line are on display in a virtual home. In
case a product is appealing, it can be instantly purchased within the virtual
environment via Mastercard’s digital payment service Masterpass. More-
over, eBay and Myer created a VR environment to shop for products. In
contrast to the approaches described so far, this duo moves away from ordi-
nary e-commerce product presentation formats or attempts to replicate reality.
Rather, it creates product networks that depict connections between products
such as higher-level categories and further adapt according to a person’s
preferences.
Other companies have taken a different approach, using VR to tell stories
or pass on experiences related to the brand. The North Face, for instance,
provides 360° videos allowing customers to take part in outdoor adventures.
Similarly, Toms shoes tries to convey an experience by supporting their charity
campaign – donating a pair of shoes for each purchased pair – with a VR video
experience that pictures how people in need receive the donated goods. While
Tommy Hilfiger lets customers virtually sit in the front row of their fashion
show in their Virtual Reality Catwalk Experience, the car manufacturer Volvo
allows customers to virtually test-drive their new models (Volvo Reality).
The aforementioned list is by no means exhaustive, but shows that some of
the retail industry’s major players have already begun to explore the pos-
sibilities of VR.3 Overall, it can be distinguished between applications that
are exclusively provided on the business premises of the respective com-
pany (i.e., in-store; e.g., Tommy Hilfiger’s VR catwalk experience, Macy’s 3D
room designer) and the ones that are independently accessible by customers
from home (e.g., VirtualSATURN, buy+, IKEA VR experience) – similar to
e-commerce websites. In this thesis, the latter are primarily of interest, since
the focus is on the potential of VR to enrich the current e-commerce landscape
with immersive experiences.
Although first practical VR applications in a shopping context have been
launched, they remain largely unexplored in the field of Information Sys-
tems (IS) research. In general, the number of articles in top-tier IS journals
covering VR related issues is – despite the early call for research by Walsh
and Pawlowski (2002, p. 1) titled “Virtual reality: A technology in need for
IS research” – quite low. Most studies that mention VR address questions
originating from virtual worlds such as Second Life (Franceschi et al., 2009;
Schmeil et al., 2012; Chaturvedi et al., 2011; Suh et al., 2011; Nah et al., 2011;
Schultze and Orlikowski, 2010), or virtual product experiences in e-commerce
settings (Jiang and Benbasat, 2005; Suh and Lee, 2005; Liu et al., 2019; Yang
and Xiong, 2019). The previously referenced studies all have in common that
they used ordinary desktop computers to display the products or to visualize
3 Note: See the recently appeared article by Wedel et al. (2020) for a list of further VR retail
applications.
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the virtual worlds. However, the degree of immersion of state-of-the-art VR
systems is much more pronounced. Only recently, an increased number of
studies have been published (e.g., Pfeiffer et al., 2020; Huttner et al., 2019;
Schwarze et al., 2019; Balan et al., 2019), which report results of VR expe-
riences based on the application of HMDs. Nevertheless, VR, in terms of
highly immersive experiences in virtual environments, remains in a nascent
stage of research. This thesis therefore aims at carrying out first attempts in
examining the phenomenon of highly immersive VR from an IS perspective
with a special emphasis on virtual shopping environments. The next section
therefore introduces the underlying research agenda and outlines the related
research questions.
1.2 Research Agenda and Research Questions
As outlined in the motivation section, practitioners have already launched
first VR shopping environments. Nevertheless, at this stage, it remains widely
unknown whether customers will accept VR environments for doing their
shopping in the end. However, this represents a fundamental prerequisite for
long-term success. Further, the uncertainty about the customers’ adoption
is also accompanied by the fact that, due to the novelty of these shopping
environments, it is largely uncharted territory how the environments need to
be designed to meet customers’ expectations in the first place. The proximity
to e-commerce platforms thereby suggests that both hedonic (i.e., the extent
to which the experience is enjoyable) and utilitarian (i.e., the extent to which
the environment is useful to complete tasks) factors play a role for both the
adoption and the related design.
Hence, the dissertation addresses four Research Questions (RQs) shedding
light on perspectives of the acceptance of VR shopping environments (RQ1
and RQ2) and on how VR shopping environments shall be designed with
respect to user assistance features (RQ3 and RQ4). In the following, the
individual research questions are introduced.
The key difference between today’s VR systems and previously available
systems is the increased degree of immersion that the technology is capable of
delivering (Cummings and Bailenson, 2016). Thereby, Walsh and Pawlowski
(2002, p. 305) state that “VR technologies are fundamentally different from
other information technologies and hence may require new conceptual models
and understandings” and further that “caution must be exercised in assuming
that understandings developed around earlier technologies will apply.” Re-
cent consumer-grade VR systems employ HMDs to accommodate the visual
sense providing a surrounding, panoramic field of view. Thereby the physical
reality is visually completely shut out for the user, unlike desktop environ-
ments, where physical reality still exists apart of the screen. Furthermore,
these systems are highly interactive and are characterized by a high degree
of vividness. While customers are accustomed to shopping via webshops,
either mobile or desktop-based, shopping in highly immersive shopping envi-
ronments is a new terrain. Similar to the emergence of e-commerce research
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almost 20 years ago (e.g., Gefen and Straub, 2000; Gefen et al., 2003; Childers
et al., 2001), fundamental questions related to shopping in high immersive
VR shopping environments need to be answered first, thus paving the way
for further research. One such question is regarding its acceptance. As with
any new technology, the key question for the application of VR in a shopping
context is whether and why the users accept the technology in the end. Based
on e-commerce literature, hedonic as well as utilitarian motives could be de-
cisive predictors of system adoption (Childers et al., 2001; Koufaris, 2002).
Although a body of literature that investigates features of VR, e.g., virtual
product experiences, in e-commerce settings has been assembled over the
years (e.g., Jiang and Benbasat, 2005; Jiang and Benbasat, 2007b; Yang and
Xiong, 2019), these articles have in common that they all studied VR in terms
of low immersive desktop environments. As a result, the effect of highly
immersive VR remains to be determined. Initially, it is hence essential to find
out how the degree of immersion (instantiated through consumer-grade VR
– high immersion, versus ordinary desktop environments – low immersion)
influences acceptance evaluations. The thesis therefore takes the effort to
develop and empirically test a research model to theoretically explain how
immersion affects system adoption. Hence, the first research question states:
RQ1: How does the degree of immersion in virtual shopping environments influence
system adoption?
Investigating novel technologies (within this thesis VR) that have not yet fully
reached the wider consumer population comes at a price. To obtain empiri-
cal data, for instance, on the usability or technology acceptance of a system,
larger samples of participants usually need to be invited into a laboratory
equipped with VR technology (Hartl and Berger, 2017). Besides high costs for
the actual system, the appropriate introduction of the participants into the
technology and the secure interaction during experimental sessions requires
personnel at all times (Kampling, 2018). In practice, this means that only one
participant per session can be handled properly, which therefore entails a
high expenditure of time and personnel. For illustration purposes, the data
collection in VR for answering the first research question took five weeks
(full time) to obtain a sample of 132 valid data sets (Peukert et al., 2019b). In
light of the high effort involved, the question arises whether there is also a
less costly way to reliably evaluate VR system adoption without having the
necessity to bring larger samples into the laboratory. One conceivable way is
to only show participants a video shot from a first-person perspective of the
respective VR environment and ask them to imagine being in the environment
for the purpose of acceptance evaluation. Such a video could be conveniently
watched by the participants from home so that a presence appointment in the
laboratory would not be necessary. Moreover, from a research perspective,
if the proposed approach proves to be promising, acceptance research in the
field of VR could be significantly accelerated. Thus, to validate whether a
video leads to identical evaluations and could therefore become an alterna-
tive method of measurement, the following research question needs to be
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answered:
RQ2: Does the acceptance evaluation of VR shopping environments depend on
whether users have imagined (based on a video) versus experienced being in the VR
environment?
Particularly in the first study (RQ1), the focus was on replicating reality in
the VR application in the best possible manner in order to succeed in sys-
tematically manipulating the degree of immersion. However, VR offers far
more than a one-to-one replication of reality and is thus capable of creating
unique experiences apart from reality (Slater, 2009). Some of VR’s advan-
tages specifically originate from, for instance, not being bound by physical
laws (Steffen et al., 2019). With regard to the latter, Slater and Sanchez-Vives
(2016, pp. 1–2) state that “the real power of VR is not necessarily to produce
a faithful reproduction of ‘reality’ but rather that it offers the possibility to
step outside of the normal bounds of reality and realize goals in a totally new
and unexpected way.” Therefore, it is crucial to find out what kind of features
people desire to use in VR on top of what is already possible in reality. Apart
from that, it is generally of interest how a VR application shall be overall
designed. In the retail sector, it is important that shopping environments
are designed in such a way that consumers are not overwhelmed, e.g., by
the product range or the complexity of the decisions to be made, which in
the worst case can lead to dissatisfied consumers and an abandonment of
purchase. This is particularly true for e-commerce websites. To cope with
these issues, e-commerce websites draw upon interactive decision aids (IDAs)
(Häubl and Trifts, 2000; Groissberger and Riedl, 2017; Pfeiffer, 2012) such as
filter mechanisms or sorting functions, different product presentation formats
(Jiang and Benbasat, 2007a; Jiang and Benbasat, 2007b), additional product
information (e.g., user ratings), or recommendation agents (Xu et al., 2014;
Xiao and Benbasat, 2007). In terms of product presentation, high immersive
VR shopping environments, in contrast to desktop-based environments, offer
the possibility to view products in real scale and dimensionality. Furthermore,
other decision support features known from the e-commerce context can also
be implemented. While an extensive body of literature on the application of
decision support features as well as the design of e-commerce stores exists
(e.g., Häubl and Trifts, 2000; Wang and Benbasat, 2008; Wang and Benbasat,
2009; Huang and Benyoucef, 2013), literature lacks similar studies for VR
shopping environments. Thus, to gain first insights into how virtual shop-
ping environments should be designed, the following research question is
addressed:
RQ3: Which of the established e-commerce IDAs and VR specific features do cus-
tomers desire to use when shopping in VR shopping environments?
Recent technological advances in the area of VR technology do not only allow
to implement classical decision support features (e.g., as investigated in RQ3),
but also to enhance the degree of intelligence of assistance systems through
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real-time biosignal processing (Morana et al., 2020). This is possible, since in
the meantime, first HMDs have been equipped with eye tracking technology
(e.g., HTC’s Vive Pro Eye, Microsoft’s HoloLens 2, Magic Leap’s Magic Leap
1, or Pico’s Neo 2 Eye) with the goal of improving system performance and
user experience. By means of real-time gaze detection, on the one hand, the
so-called foveated rendering can be realized, which only renders those parts
of the display in highest quality that are currently looked at in order to save
computational power (Patney et al., 2016). On the other hand, eye tracking
can be used to address the vergence-accommodation conflict (still a crucial
limitation of AR and VR systems) through controlling focus-adjustable lenses
aiming at reconciling vergence and accommodation (Anthes, 2019).
Although the primary reason for the symbiosis between VR and eye tracking
technology is for technical reasons, the doors are now also open to using the
obtained eye tracking data to feed user assistance systems (UAS) (Pfeiffer
et al., 2020). Eye tracking data could, for instance, be used to unobtrusively,
i.e., specifically this also means without the necessity of explicit user input/ef-
fort (Xiao and Benbasat, 2007), capture the shopping context a consumer is
currently facing and as a consequence trigger an intelligent invocation of a
decision aid that is meaningful for the specific context. Such a system can be
classified as advanced UAS based on the definition by Maedche et al. (2016). In
literature, approaches already exist, which by means of eye tracking either de-
tect phases in consumer decision making (orientation, evaluation, verification)
or classify the shopping motive (based on a post hoc analysis of eye tracking
data) (Russo and Leclerc, 1994; Gidlöf et al., 2013; Pfeiffer et al., 2020). The
prior mentioned decision phases could potentially mark meaningful points
in time for user assistance invocation. For instance, a comparison matrix as
IDA is only helpful as soon as one has already put first products under closer
consideration (evaluation phase), whereas a filter mechanism supports right
from the beginning by reducing the overall complexity of a decision process
(orientation phase). Moreover, with respect to regular e-commerce websites:
Even though various decision aids are commonly offered (mostly organized in
a menu and available throughout the whole decision process), it remains the
user’s decision when to use which decision aid out of the listed ones (again a
decision that needs to be made), even if some are simply not useful at certain
times. The described issue could be remedied by a context-aware UAS based
on eye tracking that could relieve users of the decision as to which kind of
help they should use best and when. However, it remains to be evaluated
whether existing approaches (post hoc) can also be performed in real-time
– a necessary precondition to trigger an intelligent invocation. The research
question thus states:
RQ4: Can existing approaches to detect phases in consumer decision making based
on eye tracking data be adapted to trigger an intelligent invocation of a UAS in VR?
Answering these four research questions not only helps to generate a fun-
damental understanding of how immersive systems affect acceptance eval-
uations, but also points out initial insights towards how practice-oriented
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applications need to be designed.
1.3 Structure of Dissertation
The thesis at hand consists of four main parts covering I) general founda-
tions, II) studies on the acceptance of VR shopping environments, and III) ap-
proaches that shed light on the potential design of VR shopping environments
in terms of UAS. In Part IV), the findings of the previous parts are summa-
rized and directions for future research are outlined. Figure 1.1 provides an
overview of the dissertation’s underlying structure, thereby disclosing which
chapters consist of already published peer-reviewed publications.1 Introduction2 Theoretical Background FundamentalsPart I 
7 Conclusion, Limitations & Future ResearchPart IV Finale
3 The Influence of Immersion on System AdoptionPeukert, C., Pfeiffer, J., Meißner, M., Pfeiffer, T., and Weinhardt , C. (2019). "Shopping invirtual reality stores: The influence of immersion on system adoption." Journal of Management
Information Systems, 36(3), 755-788.Acceptance of Virtual Reality Shopping Environments4 The Influence of Experience vs. Imagination on System AdoptionPeukert, C., Pfeiffer, J., Meißner, M., Pfeiffer, T., and Weinhardt , C. (2019). "Acceptance ofimagined versus experienced virtual reality shopping environments: Insights from twoexperiments." In Proceedings of the 27th European Conference on Information Systems
(ECIS), Stockholm & Uppsala, Sweden.Part II 6 Developing Context-Aware User Assistance Systems Based on Eye Tracking Data AnalysisPeukert, C., Lechner, J., Pfeiffer, J., and Weinhardt , C. (2020). "Intelligent invocation: Towardsdesigning context-aware user assistance systems based on real-time eye tracking dataanalysis." In Davis F., Riedl R., vom Brocke J., Léger PM., Randolph A., Fischer T. (eds)
Information Systems and Neuroscience (NeuroIS Retreat 2019), 32, 73-82, Springer, Cham.
Towards Designing User Assistance Systems for VR Shopping EnvironmentsPart III 5 Enriching VR Shopping Environments with Interactive Decision AidsPeukert, C., Brossok, F., Pfeiffer, J., Meißner, M., and Weinhardt, C. (2018). "Towardsdesigning virtual reality shopping environments." In Conference Booklet of the 13thInternational Conference on Design Science Research in Information Systems andTechnology (DESRIST), Chennai, India.
FIGURE 1.1: Structure of the dissertation
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In Part I, the foundations for the overall research endeavor of the thesis are laid.
Following Chapter 1, which introduces the motivation as well as the agenda
for the underlying research undertaking, Chapter 2 provides the theoretical
background. Besides an introduction of the general terms and concepts in
the field of VR, a literature review reports on the current state of research on
consumer-centered empirical VR studies within the IS discipline.
Part II comprises two experimental studies (Chapter 3 and Chapter 4, re-
spectively) aiming at addressing questions with respect to the technology
acceptance of VR shopping environments. Thereby, the study presented in
Chapter 3 investigates how immersion affects system adoption intentions.
The reported results stem from a laboratory experiment with two treatments
manipulating the degree of immersion of the VR shopping environment under
consideration. Chapter 4 comprises a research article that analyzes whether a
full VR experience is required for an accurate acceptance evaluation of a VR
shopping environment or whether a video shot from a first-person perspective
is sufficient for that purpose. This question is addressed by incorporating two
sub-studies (one study implementing a basic and another study implementing
a more advanced VR shopping environment), which both compare an intro-
duction of the environment based on an online video to a full VR experience
in a laboratory.
Part III consists of two chapters each presenting a study in the context of
designing UAS for VR shopping environments. While Chapter 5 sheds light
on user preferences with regard to the implementation of interactive deci-
sion aids in shopping environments, Chapter 6 introduces an approach on
how context-aware UAS may be built based on the real-time analysis of eye
tracking data, thus taking on a Neuro Information Systems (NeuroIS) research
perspective. Thereby, Chapter 5 is based on data collected in an online experi-
ment and Chapter 6 analyzes eye tracking data, which was recorded during
the experiment presented in Chapter 3.
Finally, the thesis concludes with a summary of the insights gained by an-
swering the research questions, a discussion of the work’s limitations, and an





State-of-the-art of Virtual Reality in
Information Systems Research
“Virtual Reality: A technology in
need for IS research”
Walsh and Pawlowski (2002, p.297)
2.1 Virtual Reality: A Short Historical Journey
The term Virtual Reality – literarily an oxymoron – has been around for many
years, even though its real popularity has only recently reached the general
public. Already in the 1990s, ideas existed how VR could enrich e-commerce
shopping experiences (Walsh and Pawlowski, 2002) or change our workspaces
(Lucas and Baroudi, 1994; Briggs et al., 1997; Nunamaker et al., 1996). At that
time, however, it has already been clearly articulated that the lack of available
bandwidth could be an impediment to the adoption of VR technology for the
time being (Walsh and Pawlowski, 2002). This also led to the fact that, for
years, there was no further public interest in this technology. As a result, VR
was oftentimes declared dead (Slater and Sanchez-Vives, 2016) even though
in 1999 pioneers had already stated to the previous state of technology that
“whereas VR almost worked in 1994, it now really works” (Brooks, 1999, p. 16).
The breakthrough was not supposed to happen back then, which Slater and
Sanchez-Vives (2016, p. 2) attributed to the fact that “the feasibility was not
there, or at least not realizable at that time or anywhere near it.” Interestingly,
they further mention in their 2016 article: “Now though the possibility is
real, and for whatever reason now is the time” (Slater and Sanchez-Vives,
2016, p. 2), which – this time – may prove to be true considering the current
development.
The new euphoria was sparked by the Oculus Rift Kickstarter campaign
(which took place in 2012) with the vision of offering a high-quality HMD
affordable for the wider consumer population (Anthes et al., 2016). The
campaign reached its initial funding goal (US$250,000) in less than 24 hours
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and raised over US$2.4 million by the end of the campaign (Anthes et al.,
2016; Gleasure and Feller, 2016). Today, Oculus is part of Facebook Inc. as
a result of the US$2 billion acquisition in March 2014 – now stronger than
ever manufacturing VR headsets for mass markets. Various manufacturers
have joined this movement, which is why some title the present time as the
second wave of VR (Anthes et al., 2016; Schwarze et al., 2019). In 2016, several
of the VR HMDs that are still popular today have been released (e.g., models
such as the HTC Vive, Oculus Rift, Playstation VR, Google Daydream VR,
or Samsung Gear VR), finally marking the time of breakthrough to the end
consumer market. Thus, it took almost 50 years from Ivan Sutherland’s initial
vision of a head-mounted three-dimensional display (also nicknamed as “the
Sword of Damocles”) to the real marketability of consumer-grade HMDs
(Sutherland, 1965; Sutherland, 1968).
After this short historical outline of the development of VR, the next sections
are dedicated to introducing the most important theoretical constructs associ-
ated with VR and the basics of VR systems. Subsequently, the status of VR
research in the IS field will be highlighted within a literature review.
2.2 Immersion, (Tele-) Presence and Related Con-
cepts
Whenever people are talking about VR, the term immersion is usually brought
up at some point – mostly, however, without clarifying what is meant by it at
all. What is generally not a serious concern in everyday conversations may
lead to great confusion in the scientific literature if the term is not properly
explained. Yet, the term immersion is not applied uniformly in literature and is
defined and used differently across scholars (Cummings and Bailenson, 2016).
The main dispute is whether immersion is objective (a measurable system
configuration, e.g., Slater and Wilbur (1997)) or subjective (an individual’s
response to a VR system, e.g., Witmer and Singer (1998)). To avoid confusion,
it should be made clear at this point that the approach of Slater and Wilbur
(1997) is followed within this work, according to which immersion is an
exclusively objective measure.
To exemplify the difference between immersion and presence, Slater (2003)
uses an analogy to color science: He argues that a color can be unambiguously,
objectively expressed through its wavelength distribution. In the same vein,
immersion can be objectively assessed. The perception of a color, however, is
an individual human response and can be influenced by various factors, such
as mood. The same appears for the perception of presence (i.e., telepresence).
Even though a person is facing the same immersive system, the response to it,
i.e., the induced telepresence, can be differently perceived across individuals
(Slater et al., 1995).
Thus, pursuing a technological perspective, presence is a “human response to
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sensory immersion” (Schultze, 2010, p. 440), whereby the concepts of immer-
sion as proposed by Slater and Wilbur (1997) represent the antecedents. Or in
other words, “[i]mmersion describes the technical capabilities of a system, it is
the physics of the system” (Slater and Sanchez-Vives, 2016, p. 5) and presence
is an associated subjective correlate to immersion (Slater and Sanchez-Vives,
2016). The relationship between the two variables is proposed as follows:
The higher the VR system’s degree of immersion, i.e., the more convincing
and engaging the generated sensory stimulus, the greater the user’s pres-
ence perception in the mediated environment (Schultze, 2010; Schultze and
Orlikowski, 2010).
The previous section has mainly dealt with the delimitation of the terms
immersion and presence. Up to now, however, no attention has been paid to
the technological concepts that constitute immersion. Recalling the definition
of immersion by Slater and Wilbur (1997), which has already been quoted
in Chapter 1, immersion is composed of technological concepts referring to
whether a system is inclusive, extensive, surrounding, and vivid. Likewise,
Steuer (1992) introduced the concept of interactivity as predefined by the
system’s characteristics. In the following, each of these concepts will be briefly
explained.
Inclusive. Inclusiveness indicates the ability of a VR system to mask any
facet of physical reality (Slater and Wilbur, 1997). In most cases, the concept
refers to visual aspects. For example, an HMD covers the entire field of vision
so that the physical reality is visually completely shut out. In contrast, in
an ordinary Cave Automatic Virtual Environment (CAVE) with three wall-
screens (Cruz-Neira et al., 1992), the physical reality remains visually present
at the back, which is not covered by any screen. This is even more pronounced
for desktop environments, in which physical reality is visually maintained
besides the screen and – depending on the screen-size – is almost always
visible in the peripheral field of vision. Yet, the concept of inclusiveness
also covers other aspects of physical reality besides visual isolation. Among
other factors, this includes the suppression of acoustic noise, but Slater and
Wilbur (1997) also mention the weight of a HMD as influencing parameter
for inclusiveness. Ideally, a HMD would be completely weightless so that
users would no longer notice the enduring influence of physical reality (Slater
and Wilbur, 1997). Hence, compared to Sutherland’s Sword of Damocles
(Sutherland, 1968), state-of-the art consumer HMDs would be higher rated
with respect to inclusiveness.
Extensive. Extensiveness, on the one hand, describes how many different
senses are stimulated, i.e., “displays are more extensive the more sensory
systems [...] they accommodate” (Slater et al., 1995, p. 204). On the other
hand, it also takes each stimulation’s magnitude into account. For example, it
is differentiated between whether a system conveys a purely visual experi-
ence, or whether the auditory sense is equally addressed. Furthermore, the
magnitude of each accommodation can also be determined. Thus, if all other
components are considered equal, a system supporting spatialized sound is
more extensive than a system that only provides non-spatialized sound and,
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in turn, possesses a higher degree of immersion (Slater et al., 1995). Whereas
the visual and auditory senses have been primarily addressed so far, haptics
or even smell may also play a role in the future (Mihelj et al., 2014).
Surrounding. Surrounding describes the extent to which a VR system is
capable of creating a holistic 360° experience. It may be a function of whether
a system’s supported field of view is wide and thus panoramic (e.g., a HMD)
or confined to a narrow field of view (e.g., a small desktop screen) (Slater and
Wilbur, 1997). However, surrounding is not only limited to the visual sense.
To illustrate this, Slater et al. (1995, p. 204) note that systems are surrounding
“to the extent that information can arrive at the person’s sense organs from
any (virtual) direction and the extent to which the individual can turn toward
any direction and yet remain in the environment.” For instance, with respect
to the auditory sense, as the name suggests, a 5.1 surround sound system is
more surrounding than a 2.1 sound system focusing on frontal sound. The
following example demonstrates the difference to the concept of inclusiveness:
A system that is inclusive does not necessarily have to be surrounding and
vice versa. Noise-cancelling headphones can completely isolate a person from
the physical reality and would hence correspond to the concept of inclusive,
but are obviously not surrounding. In the same way, a 5.1 system can be used
(surrounding), but as long as one still perceives noise from the physical reality,
such as the postman ringing the doorbell, the system is not fully inclusive.
Vivid. According to Steuer (1992, p. 81), vividness is described as “the rep-
resentational richness of a mediated environment as defined by its formal
features; that is, the way in which an environment presents information to
the senses.” He further argues that vividness can be divided into the factors
breadth (i.e., whether various senses are simultaneously stimulated) and depth
(i.e., the specific resolution of each channel) (Steuer, 1992). When examining
the conceptualization of Slater and Wilbur (1997), parts of the factor defini-
tions are already included in the extensiveness concept – which is especially
true for the factor breadth. With respect to the depth factor, Slater and Wilbur
(1997) primarily focus on the naturalness, variety, information content, and
richness of the representation. Slater and Usoh (1993) postulate vividness in
the sense that, ideally, the transmitted information’s quality is so high that the
existence of the mediating technology is no longer apparent. Factors that have
an impact on vividness range, for instance, from a display’s pixel resolution,
over rendering parameters up to whether dynamic shadows are supported
(Slater and Wilbur, 1997). Until today, the limited display quality of most
state-of-the-art HMDs (e.g., limited pixel resolution, screen door effect) still
leads to difficulties in readability of small prints in some cases, as can be seen
in Chapter 3.
In addition to the outlined concepts, Slater et al. (1995) propose matching as
further concept covering the extent to which information transmitted via the
immersive system (e.g., visually displayed information in the HMD) is in
accordance with the user’s proprioceptive feedback stemming from body
movements. Thus, “[t]he greater the degree of body mapping, the greater the
extent to which the movements of the body can be accurately reproduced, and
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therefore the greater the potential match between proprioception and sensory
data” (Slater et al., 1995, p. 204). Likewise, Steuer (1992, p. 86) considers
the concept of mapping and defines it as “the ability of a system to map its
controls to changes in the mediated environment in a natural and predictable
manner.” He thereby does not treat it as a stand-alone concept, but as a factor
of interactivity alongside speed and range (Steuer, 1992). Speed refers to the
system’s response time to any kind of user input (ideally real-time interaction)
and range comprises the number of and extent to which parameters of the
virtual environment can be modified (i.e., the possible interaction space)
(Steuer, 1992). Overall, Steuer (1992, p. 84) defines the concept of interactivity,
which is composed of mapping, speed, and range as “the extent to which users
can participate in modifying the form and content of a mediated environment
in real time.” In the same way that Slater and Wilbur (1997) underlined
the technological perspective from the previously introduced concepts of
immersion, Steuer (1992) stresses that interactivity is also predetermined by
the properties of the immersive system being used. For the latter reason and
also because the concept of interactivity is even more comprehensive than the
matching concept by Slater and Wilbur (1997), interactivity will be understood
as further concept of immersion within the thesis.1
Overall, Slater and Wilbur (1997, p. 605) argue that “[e]ach of these dimensions
of immersion has, in principle, associated scales, indicating the extent of
their realisation” and further that “these dimensions exist on multiple levels”
(Slater and Wilbur, 1997, p. 605). Accordingly, depending on how strong the
individual dimensions of immersion are manifested in a system, VR systems
can be classified. Several classification schemes are adopted in literature. Some
scholars only differentiate between “immersive” and “non-immersive” VR
(e.g., Suh and Lee, 2005), others between “fully immersive,” “semi-immersive,”
and “non-immersive” VR (e.g., Gutiérrez et al., 2008; Pfeiffer et al., 2020).
However, the categorization by Gutiérrez et al. (2008) is only performed
according to the extent to which users still perceive the physical reality during
their experience (descending by degree of isolation: HMD fully immersive,
CAVE semi-immersive, desktop environment non-immersive). According to
Slater and Wilbur (1997), the latter categorization only corresponds to the
concept of inclusiveness and disregards all other concepts.
In contrast to the previous distinctions, this thesis will differentiate between
high and low immersive VR systems, since desktop-based systems can also
convey a feeling of telepresence (Klein, 2003; Kim and Biocca, 1997) and
should therefore be categorized as low immersive rather than non-immersive
VR.
While immersion manifests the technological description of VR systems, the
concept of presence determines VR in the context of the human experience
1 Note: Slater and Wilbur (1997) also mention plot as further concept referring to whether
the implemented virtual environment acts autonomously and has the ability to span an
all-encompassing secondary world that follows its own dynamics and storyline. Since the
concept is highly software-specific and specifically tailored to any application, it will not be
considered further in this thesis.
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(Steuer, 1992). Overall, presence is a multi-faceted concept that has been
defined, interpreted, and operationalized in various ways in literature and
across disciplines (Skarbez et al., 2017; Cummings and Bailenson, 2016; Lee,
2004). For instance, in their seminal work, Lombard and Ditton (1997) iden-
tified six different conceptualizations of presence, which are subject to the
higher-level definition that presence is “the perceptual illusion of nonmedia-
tion” (Lombard and Ditton, 1997, n.a.). Lee (2004, p. 27) defines presence as “a
psychological state in which virtual objects are experienced as actual objects
in either sensory or nonsensory ways” and differentiates between physical,
social, and self presence. Similarly, Kim and Biocca (1997, n.a.) describe te-
lepresence in a sense that a “user of the medium considers the items in the
mediated environment as unmediated and reacts directly to the items as if
they are physically present objects” further considering telepresence from the
two factors, arrival (virtually now “being there”) and departure (physically no
longer “being there”).
However, as seen, literature is not uniform in the terminology and usage of
different presence concepts. In particular for telepresence, which is defined
as the “extent to which one feels present in the mediated environment, rather
than in the immediate physical environment” (Steuer, 1992, p. 76) multiple
terms are more or less used synonymously: virtual presence, VR presence,
spatial presence, physical presence, or simply presence, to name a few (Schu-
bert et al., 2001; Sylaiou et al., 2010; Lee, 2004; Sheridan, 1992). Within the
thesis, the term telepresence will be applied, which shall refer to the definition
by Steuer (1992) and further employ the following aspects as proposed by
Slater (1999):
• A feeling of “being there” in the virtual environment
• Dominance of the virtual environment in terms of responsiveness to
stimuli compared to the physical reality
• The experience in the virtual environment is memorized as a visit to and
not just as an observation of a place
Besides telepresence, particularly social presence is a widely studied construct
in the IS field (Gefen and Straub, 2004; Schultze, 2010).2 While telepresence
describes the perception of feeling present in a distant place, social presence
refers to the perception of being connected to a distant person, who is not
physically on site (Schultze, 2010). Especially if it is not a single-user VR
experience, social presence plays an important role, which will probably
become even more important when VR applications become more social, e.g.,
by means of social shopping or enhanced communication possibilities (Zhang
et al., 2020; McGill et al., 2016).
2 Note: See the reviews by Schultze (2010) and Skarbez et al. (2017) for an overview of
further presence concepts and their definitions.
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2.3 Virtual Reality Systems
As sketched in the previous section, VR systems can be distinguished accord-
ing to their degree of immersion. However, to gain a general understanding of
what VR systems are and what not, it is important to delimit VR systems from
other immersive systems. Overall, immersive systems are characterized to
“purposefully change or enhance the user’s perception of reality” (Cavusoglu
et al., 2019, p. 680) and comprise MR as well as VR systems.3 Arguably the
best-known concept for distinguishing between different types of immersive
Systems is the Reality-Virtuality Continuum by Milgram and Kishino (1994).
The continuum considers the physical reality at one end and a complete arti-
ficially generated environment (virtual reality) at the other end. Within this
thesis, the definition of physical reality according to Pfeiffer et al. (2020, p. 3) is
followed, which implies that “[i]n physical reality, we perceive the physical
world directly as first-order sensations and actions have direct consequences
that follow the laws of physics.” Everything that falls between the contin-
uum’s endpoints, i.e., everything where “real world and virtual world objects
are presented together within a single display” (Milgram et al., 1995, p. 283), is
denoted as Mixed Reality (MR). Depending on the proportion and direction of
blending, a further distinction is made between Augmented Reality (AR), i.e.,
virtuality superimposes reality, and Augmented Virtuality (AV), i.e., reality
superimposes virtuality (Flavián et al., 2019). It is important to note that the
continuum primarily refers to visual sensations. Figure 2.1 illustrates the de-
marcation of the different systems based on the Reality-Virtuality Continuum
(Milgram and Kishino, 1994).
FIGURE 2.1: Reality-Virtuality Continuum (adapted from Mil-
gram and Kishino (1994))
In a general sense, the further one moves to the right of the continuum, the
more facets of physical reality are cross-faded by computer-generated virtual
stimuli (AR), on the one hand, or the less real objects are superimposed in a
3 Note: The term Extended Reality (XR) is synonymously used for immersive systems; the
letter “X” in the abbreviation is understood as a placeholder for different system types.
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virtual reality (AV), on the other hand. However, as long as facets of physical
reality are deliberately retained (or displayed), it is – strictly speaking – not a
pure VR.4 To address the continuous improvement of technology, Flavián et al.
(2019) propose to extend the Reality-Virtuality Continuum by the dimension
of “pure mixed reality,” situated between AR and AV, based on the argument
that virtual content “is not superimposed on the physical environment (as in
AR), but virtual objects are rendered so that they are indistinguishable from
the physical world” (Flavián et al., 2019, p. 549). Finally, it needs to be noted
that the different types of immersive systems also pursue different goals and
serve various fields of application (e.g., see Steffen et al. (2019)).
The continuum is particularly well suited to distinguish VR from other sys-
tems. However, a holistic definition of VR requires that the aforementioned
concepts of immersion (i.e., including interactivity as well as further sensory
modalities) and (tele-)presence are incorporated. For instance, Pfeiffer et al.
(2020, p. 3) provide a sound basis for defining VR by referring to VR as “inter-
active computer-generated multimodal second-order sensations, which users
perceive as first-order sensations” encompassing both, technological as well
as psychological perspectives. The computer-generated sensation in which
the user is immersed in is oftentimes synonymously referred to as “virtual
world” or “virtual environment.” In this thesis, the term virtual environment
is preferably used to avoid any misunderstandings with virtual worlds in the
context of social online infrastructures such as SecondLife.
Technically, a VR system usually consists of three major components: A
tracking system that continuously transmits the position and orientation in
space, a rendering computer that processes the tracking data, calculates the 3D
world accordingly and transmits the rendered sensory information, and a
user interface that reflects the sensory information back to the user (Blascovich
et al., 2002). In essence, two main implementations are established to generate
immersive VR experiences, namely HMDs and CAVEs (Loomis et al., 1999;
Meißner et al., 2019).
A CAVE comprises multiple wall-sized projection screens arranged in the
shape of a cube to create a surrounding virtual experience.5 During the
experience, the user is situated inside the cube and can move freely by natural
walking. Motion Trackers thereby align the computer-generated images with
the user’s current position and orientation (Mihelj et al., 2014). Through
the application of special spectacles (e.g., shutter glasses), two images from
slightly different perspectives are presented at the same time providing a
stereoscopic simulation (i.e., a 3D experience) to the user (Loomis et al., 1999;
Meißner et al., 2019). While CAVE-based systems have, due to their high cost
and size requirements, not yet attracted much attention in the public (Mihelj
4 Note: A special case constitutes a CAVE system, because in a CAVE the own body remains
visually “present.” Nevertheless, a CAVE is usually classified as a VR system (Cruz-Neira
et al., 1992; Pfeiffer et al., 2020).
5 Note: Various setups exist, mostly using five screens (three walls, floor, and ceiling).
See Cruz-Neira et al. (1992) and Cruz-Neira et al. (1993) for a comprehensive description of
CAVE-based systems.
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et al., 2014; Anthes et al., 2016), state-of-the art HMDs have clear focus at the
end-consumer market (Anthes et al., 2016).
Instead of requiring a large room-sized static technical setup as for the CAVE,
HMD-based systems integrate both, the tracking system and the display, in an
increasingly lightweight portable HMD. With regard to the applied display
technology, a distinction is made between mobile (stand-alone) HMDs, such
as the Oculus Quest,6 and stationary (wired) systems, such as HTC Vive Pro or
Oculus Rift (Anthes et al., 2016). Stationary systems are especially character-
ized by the higher computing power, whereas mobile systems offer a higher
extent of inclusiveness due to the increased freedom of movement. Further,
different tracking systems for the HMD can be distinguished with regard
to the supported degrees of freedom or, for instance, according to whether
inside-out (HTC Vive) or outside-in (Oculus Rift) tracking is applied (Anthes
et al., 2016; Pfeiffer et al., 2020). In addition to visual displays, haptic or other
sensory output devices may also be incorporated into a VR system (Anthes
et al., 2016). Moreover, further input devices such as controller, navigation
(e.g., treadmills), or body- and hand-tracking devices, are potential system
expansions (Anthes et al., 2016).
Nevertheless, it must be stressed that HMD-based systems are constantly
evolving in various system-specific dimensions such as display resolution,
field of view, weight, tracking accuracy and computing power, overall, steadily
increasing the degree of immersion that the systems are capable of delivering.
This also includes – as described in Section 1.2 – that first hardware man-
ufacturers are integrating eye tracking technology into HMDs expecting to
improve system performance (Patney et al., 2016). After having introduced
the basics of VR systems, the next section comprises a literature review outlin-
ing to what extent VR technology is already used in empirical studies within
the IS discipline.
2.4 Literature Review: Studying Virtual Reality in
Information Systems Research
Referring to the initial quote – “Virtual Reality: A technology in need for IS
research” (Walsh and Pawlowski, 2002, p.297) – it is examined to what extent
the call of Walsh and Pawlowski (2002) has been fulfilled by IS researchers so
far. To give a general overview of the current state of research on VR in the IS
field, a structured literature review is performed. In accordance with the re-
search objective, the literature review is primarily of descriptive nature, hence
aiming at summarizing VR articles in the IS field to represent the state-of-the-
art (Rowe, 2014; Paré et al., 2015). Therefore, making a theoretical contribution
is not the focus of this review. Since the thesis pursues a behavioral research
6 Note: Within the thesis, stand-alone solutions only include systems that do not require
any additional computer or smartphone. Therefore, smartphone solutions such as Google
Cardboard are not considered as stand-alone VR system.
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approach, empirical articles focusing on VR from a user perspective are of
particular interest.
2.4.1 Methodology
Corresponding to the subject of investigation, the IS discipline is specified as
the ’search field’. Following Paré et al. (2015), descriptive reviews do not raise
the claim to be exhaustive. Instead, the use of a representative sample of pub-
lished articles as basis for a literature review is justified. Thus, in this review,
all A*, A, and B ranked journals according to the VHB-Jourqual3: Business and
Information Systems7 ranking are considered as target source. This results in 36
journals (including the IS Senior Scholars’ basket of eight) and proceedings of
two major IS conferences, namely International Conference on Information Sys-
tems (ICIS) and European Conference on Information Systems (ECIS). To retrieve
articles that focus on VR, databases (either popular electronic libraries or
archives provided on the journals’ websites) covering all outlets were queried
using the search term ’Virtual Reality’ in title, abstract, or keywords. Overall,
the search was not limited to a specific time period since the objective of the
review was also to capture the development of the topic’s relevance over
time. Table B.1 in Appendix B lists the searched journals and provides further
information on the search process.
To receive a first impression of the number and content of the hits, the search
string was initially only applied to the journals of the IS Senior Scholars’ basket
of eight. The search led to ten hits, which were scanned in detail to determine
whether the search process needed to be adjusted. Based on the results, the
following study selection criteria were developed:
• Articles shall be of empirical nature (i.e., experimental, survey-based, or
interview-based), thereby addressing the use of VR systems.8
• Articles shall not exclusively focus on virtual worlds (only if conclusions
for behavior in high immersion VR can also be drawn they shall be
considered).
Applying the criteria to the previous search results in four articles being sorted
out. To illustrate the application of the criteria, they are briefly reviewed
for the four papers. The article by Gleasure and Feller (2016), for instance,
investigates the evolution of anchor values on crowdfunding platforms based
on the case of the Oculus Rift (a VR HMD). Even though they performed a
content analysis of postings (empirical), the requirement of direct usage of a
VR system was not addressed. Seymour et al. (2018) outline a research agenda
for the application of natural face technology for the creation of realistic
avatars and its influence on realistic visual presence. Research resulting
from the agenda will be highly relevant for the design of VR systems as
7 Retrieved from https://vhbonline.org/fileadmin/user_upload/JQ3_WI.pdf (last ac-
cessed: 06/26/2020, 2:55 pm)
8 Note: Research-in-progress or short conference articles were therefore only considered if
they contained empirical data.
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avatars’ realism is also a major factor, but since the paper is conceptual in
nature, it will not be considered in the review. Both, Schultze (2010) and
Schultze and Mason (2012), do not conduct empirical research. While the
latter article calls to rethink research ethics in the area of Internet research,
the prior article provides a review of studies on avatar-enabled embodiment
and presence under the realm of virtual worlds. Further, Schultze and Mason
(2012) understand VR as everything that happens in the internet (i.e., virtually)
and do not directly relate it to the class of immersive systems.
Next, the search scope was extended to the remaining A and all B ranked
outlets. In total, 27 publications were found that matched the search.9 To
determine the relevance of an article, the aforementioned inclusion criteria
were checked by scanning title, abstract, and keywords. During this process,
further selection criteria were defined to refine the search results to better
reflect the review’s objectives. Whenever additional criteria were added, all
studies were re-examined to confirm their compliance with the criteria. On
the one hand, the focus of the articles had to be further specified, and on the
other hand, the scope of the term “VR systems” had to be narrowed down:10
• Articles shall investigate user behavior and, thus, put the user in the
center of the observation, i.e., articles with a strong technology focus are
not of relevance (a real-world task shall be solved, and not an artificially
created one that is designed for the purpose of enhancing overall VR
technology).
• Articles shall study consumer-grade VR systems, i.e., systems that are
already (or soon to be expected to be) available on the market.11
For better comprehensibility, the next section provides a short overview of
studies that do not meet the new criteria.
User focus: The following enumeration exemplifies a set of studies that have
been excluded since the articles pursue a strong technological focus. For
instance, Hsieh (2002) investigates smoothness with respect to frame sets,
Frees et al. (2007) develop an approach to increase hand control (i.e., accuracy
of hand interactions) in VR, and Kessler et al. (1995) evaluate the precision of
sensors of a whole-hand input device. Furthermore, Ware and Balakrishnan
(1994) investigate the influence of lag and frame rate on performance in
reaching objects, Ware and Rose (1999) examine different forms of virtual 3D
object rotations, Watson et al. (1997) observe effects on search performance by
manipulating the level of detail through peripheral degradation, and Pollefeys
9 Note: For both conferences, ICIS and ECIS, no keyword search was performed because the
AIS Library does not support this search specification. Thus, the results for both conferences
only rely on the title and abstract search. Further, as many articles originating from the
Journal Communications of the ACM not necessarily have an abstract, the search was widened
to the full-text for this journal.
10 Note: Since the objective is located purely on investigating the development within the
IS field, no further forward/backward search was carried out, as for instance suggested by
Webster and Watson (2002).
11 Note: The usage of a CAVE is an exception if the application could potentially be also
realized via an HMD.
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and Gool (2002) describe how to retain 3D models from 2D images. In addition,
Sidenmark and Gellersen (2019) study how gaze shifts are performed in
VR (i.e., how eye, head, and torso movements are coordinated) and derive
interaction design implications based on their results. Although each article
has its merit on its own, the articles aimed at advancing the technology and
less at understanding the user.
Consumer-grade VR systems: It is remarkable what kind of research has
already been conducted in the 90s in the field of VR, but even more what
kind of VR systems were used in the studies. Among the noteworthy research
is the work by Deering (1995), who introduce a tool called “HoloSketch,”
which allows to create and manipulate 3D models employing liquid-crystal
stereo eyewear (head-tracked), a hand-held 3D wand interaction device and
a high-resolution display. Similarly, Ware and Lowther (1997) and Arthur
et al. (1993) implement fishtank VR12, a technology that has never been es-
tablished, which is why those studies are not considered. Another exotic
application is described in a 1993 published paper that consists of a palmtop
unit combined with a 6D input sensor to transmit position and orientation
information (Fitzmaurice et al., 1993). A recently published study used a
bottom-projected table (tabletop) allowing to display 3D objects on horizontal
displays that can be used by multiple persons (Nacenta et al., 2016). Fur-
ther, Basdogan et al. (2000) study the role of haptic feedback in collaborative
tasks (however, only in a simple desktop-based system with a haptic input
device). It must be noted that VR systems that generate immersion through
sight-related (visual) features are primarily targeted as these are (with sound-
related features13) most pervasive and already mature enough to be accessible
to end-consumers (Cummings and Bailenson, 2016). In terms of (visually)
low immersive systems (e.g., 3D-rotatable product models shown on an ordi-
nary desktop screen), a less restrictive exclusion approach is adopted since
these are already consumer-grade and it is proven that they can also infer a
sense of telepresence (Kim and Biocca, 1997; Klein, 2003). However, to reflect
this, a distinction between low and high immersive systems is included as a
characteristic in the summary of the articles.
2.4.2 Overview of Relevant Studies
All in all, the search resulted in 27 articles considered relevant. Figure 2.2
shows the distribution of studies over the years.
12 Note: Fishtank VR systems consist of a desktop computer environment coupled with
a head-tracking device (for realizing different perspectives) and hardware that allows to
generate stereoscopic vision (Arthur et al., 1993). As a result, 3D objects appear to be situated
behind or in front of the screen (Arthur et al., 1993). Due to the similarity of watching a fish
tank, Arthur et al. (1993) adopted the term “fishtank VR” to refer to such systems.
13 Note: With respect to auditory features, Cummings and Bailenson (2016) revealed in
a meta-analysis that its effect on user presence is negligible compared to effects of visual
features (i.e., field of view, stereoscopy, tracking level, update rate).
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FIGURE 2.2: Distribution of studies over the years. Note: Since
the search took place until April 2020, the number of studies
appeared in 2020 may increase in the course of the year. The
light grey bars represent studies, which are essential for the
theory development of the Chapters 3 and 4 (see Section 2.4.3
for further information on the studies).
From the distribution of the articles over time, it is striking that one third
of the studies was published in 2019.14 Although the first study dates back
to 1995, for a long time, only a few occasional publications appeared. Only
from 2014 onwards, a regularity can be recognized (more than 50 percent
of the publications originate from 2014 or the following years). Within the
graphic, two points in time are marked: The call for IS research in the area
of VR by Walsh and Pawlowski (2002) and the year 2016, which marks the
release of various consumer-grade VR HMDs. With regard to the former, it
can be said – at least on the basis of the publications identified in this review
– that not many researchers responded to the call (2 studies were published
in 2004 and 2005 each), which is, however, not surprising given the hesitant
development of the technology. In contrast, with reference to the latter point
in time, numerous studies were published after 2016. Indeed, 11 out of the
14 studies published after 2016 applied one of the HMDs released in 2016. It
remains to be seen whether the trend of 2019 will continue in the upcoming
years, thus demonstrating that VR has truly arrived in IS research.
14 Note: At the time of the search, the journal pre-proof of the study by Lee et al. (2020) was
dated 2019. Recently, however, the publication was assigned to a volume for the year 2020.
To do justice to the accurate citation, the publication is dated 2020 in the dissertation, but the
initial publication date is taken into account in the statistics for the review.
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2.4.3 Categorization of Studies
The following subsections shed light on the studies found from various an-
gles to provide a comprehensive overview of the characteristics of studies
conducted in the area of VR in IS research. In the beginning, to get an idea of
the methodological diversity of the empirical studies, the studies are exam-
ined from this point of view, thereby also introducing the characteristics of
the respective sample applied. Next, it is considered in which domain (e.g.,
shopping or entertainment) each study can be located, allowing to identify the
primary fields of application of VR in the IS field. In doing so, the individual
studies and their main findings are briefly presented domain by domain. Since
a high degree of immersion is the main characteristic of recent VR systems, the
next section examines whether the studies address a high or low immersive
system and, for experimental studies, whether immersion is manipulated
between experimental groups. It is also briefly reviewed whether the counter-
part of (technological) immersion, (psychological) presence, is measured by
the studies, before the actually used VR technology of each study is presented.
Study Method and Sample Characteristics
The methodology applied in the studies can be broken down into three main
categories: experiments, surveys, and interviews. However, these categories
are not mutually exclusive and might have been applied concurrently (mixed
methods approach) or supplemented by additional methods. In addition,
some articles report results from more than one study, which may not neces-
sarily be based on the same methodology.15
The majority of articles (18) follow an experimental research approach. Most
of these articles collected their data exclusively in the laboratory, but some
articles also gathered additional observations in the field. With respect to
the latter, for instance, Yang and Xiong (2019) report results from two field
experiments for the purpose of testing causal effects of different design ar-
tifacts, which are complemented by a laboratory experiment to uncover the
theoretical mechanisms on which the results can be traced back. Similarly,
Pfeiffer et al. (2020) ran one study in the laboratory under controlled condi-
tions and an additional study in the field (a real supermarket) to allow for a
comparison between virtual and physical reality. Furthermore, in order to
gain additional insights into the observed measures, Wang and Suh (2019)
conduct semi-structured interviews subsequent to the laboratory study as a
complement. Somehow different is the approach by Peukert et al. (2019a),
who investigate to what extent valid results can be obtained via an online sur-
vey to assess real VR experiences, thus applying lab experiments and online
surveys. To establish a connection to the previous section, it is noteworthy
that high immersive experiences have always taken place in a laboratory. Only
in the study of Harms (2019), a VR environment was set up in a shopping
15 Note: Due to the aforementioned reasons, it is possible that the sums of the individual
methods do not correspond to the total number of studies. A detailed overview concerning
the methods used in each article can be found in Table 2.1, Table 2.2, and Table 2.3.
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mall in addition to a laboratory experiment. However, such an experimental
setup is not equivalent to a field experiment. Table 2.1 provides an overview
of all studies that conducted an experiment. In the following sections, the
remaining content of the table is presented.
The second most common method were surveys (7 articles contain survey
data). Again, a primary distinction can be made as to the format of the
survey (e.g., online or offline) and how the introduction to the VR application
or system took place. The surveys that were conducted online differed in
how the topic was introduced. Peukert et al. (2019a), for instance, used a
video of a VR experience shot from the first-person perspective and Steffen
et al. (2019) showed the subjects promotional videos about VR systems from
different manufacturers. Thus, these types of surveys were also referred to
as instructional surveys (Steffen et al., 2019). Other studies follow a more
elaborate approach in order to demonstrate the key characteristics of VR
applications to the survey respondents. The researchers rely on so-called
experiential surveys, which consist of an actual VR experience before answering
the survey. This type of survey was carried out either in a laboratory (Steffen
et al., 2019; Hartl and Berger, 2017) or in the field (Lee et al., 2020). In contrast,
the survey by Sussmann and Vanhegan (2000) was conducted offline by
distributing their questionnaire via mail and directly approaching citizens in
the city center. Table 2.2 summarizes all studies that collected data by means
of a survey.16
The remaining category comprises articles that conducted interviews (5 arti-
cles contain interview data). The nature of the interviews was partly further
specified according to the degree to which they followed a structured pro-
cedure. Wang and Suh (2019), Mütterlein and Hess (2017), and Steffen et al.
(2019) conducted semi-structured interviews, whereas Schwarze et al. (2019)
applied the methodology of conversational interviews. Additional rarely
used methods are listed in Table 2.3, which presents all studies that employed
interviews.17
In general, the distribution shows that experiments are the primary methodol-
ogy used. Furthermore, even when surveys or interviews are conducted, most
of them are preceded by a VR experience. Thus, most articles’ evaluations
are based on real VR experiences. Having outlined the methodology of the
individual studies, the next section examines the characteristics of the samples
used.
Besides the study by Balan et al. (2019) and Schwarze et al. (2019), all labora-
tory studies (i.e., experiments and experiential surveys) employed a student
sample.18 Since Balan et al. (2019) test a VR experience to treat acrophobia,
their sample needed to consist of acrophobic persons. Similarly, Schwarze
et al. (2019) required a sample of autistic children to pursue their research
16 Note: Articles that have already been listed in Table 2.1 were not relisted.
17 Note: Articles that have already been listed in Table 2.1 or Table 2.2 were not relisted.
18 Note: For two lab experiments (Ruddle and Lessels, 2009; Ruddle et al., 2011) no further
information was given on the sample origin.
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question. Among the subjects who took part in field studies were regular
shop clients (Pfeiffer et al., 2020), shopping mall visitors (Harms, 2019), online
shoppers (Yang et al., 2012), and museum visitors (Lee et al., 2020). With
regard to the interview and survey participants, the following groups were
explicitly addressed: media practitioners (Mütterlein and Hess, 2017), VR
researchers and tourists (Sussmann and Vanhegan, 2000), employees (Yap and
Bjoern-Andersen, 1998), professionals from various industries (Steffen et al.,
2019), and virtual world users (Khalifa and Shen, 2004; Krasonikolakis et al.,
2014). Table B.2 in Appendix B summarizes the sample characteristics and
further provides information on the incentive schemes.
From this it can be deduced that field experiment data of running high immer-
sive VR applications is still completely missing. Furthermore, experiments
in high immersive VR were evaluated almost exclusively by students (except
the studies of Balan et al. (2019) and Harms (2019)).
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Study Domains
In order to obtain an overview of the application scenarios in which VR
has been studied within the IS field and of what research has already been
conducted within those, the individual studies will be aggregated to target
domains. For the assignment to and definition of the domains, the author
keywords of the studies were used whenever possible. Overall, the follow-
ing domains were identified (number of studies in brackets; categorization
is not mutually exclusive): Shopping (9), Entertainment (3), Therapy (2),
Learning (5), Virtual Worlds (3), Navigation Techniques (4), Tourism (2), User
Experience & Usability (2), Information Visualization (1), Others (1). In the
subsequent sections, each domain is outlined separately.
Shopping. The domain with by far the most articles is the shopping domain,
whereby all studies can also be located in the field of e-commerce. Nonethe-
less, the studies differ according to the object of investigation. While some
studies are concerned with virtual product presentation formats (Suh and Lee,
2005; Westland and Au, 1997), others examine the role of avatars’ degree of re-
alism (Yang and Xiong, 2019; Suh et al., 2011) or avatars’ role in live customer
help (Qiu and Benbasat, 2005), and yet other articles study questions regard-
ing the technology acceptance of VR shopping environments (Peukert et al.,
2019a; Peukert et al., 2019b). Furthermore, one study takes a deeper look at
the classification of shopping motives (Pfeiffer et al., 2020) and another study
examines store selection factors in the context of virtual world stores (Kra-
sonikolakis et al., 2014)19. Starting with the studies on presentation formats,
Suh and Lee (2005) and Westland and Au (1997) look at the effects of different
interface designs of low immersive e-commerce websites, wherein Suh and
Lee (2005) focus on consumers’ product learning and Westland and Au (1997)
on consumers’ buying behavior. By comparing a static user interface (i.e.,
in terms of a still image) to an interface showing 3D product presentations,
Suh and Lee (2005) show that the latter increases overall consumer product
learning and that the effect is more pronounced for virtually high experiential
products than for virtually low experiential products. Similarly, Westland
and Au (1997) compare three different interfaces (catalog search, preselected
bundled assortment, digital storefront), without finding any significant differ-
ences in spending behavior or the number of products purchased across the
interfaces. However, the search time using the digital storefront was increased
(50% to catalog, 212% to bundle) compared to the other interfaces (Westland
and Au, 1997).
Closely related to the previous studies are the studies that look at the avatar’s
degree of realism or the avatar’s similarity to the user because products are
virtually worn by the avatars and thus also contribute to the product presen-
tation. In this regard, Suh et al. (2011) exemplarily show for apparel shopping
that the more an avatar resembles a user (face similarity and body similarity),
the higher is the identification with the avatar, which again leads to perceived
19 Note: Due to the virtual world context, the study will be introduced in more detail in the
section covering the virtual world domain.
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diagnosticity and emotional attachment. Both, in turn, impact the intention
to use the avatar (Suh et al., 2011). Likewise, Yang and Xiong (2019) explore
the use of avatars (personalized and non-personalized) in the area of fashion
shopping in so-called virtual fitting rooms (VFRs). Overall, they demonstrate
in a field experiment that the general availability of VFRs increases sales and
customer satisfaction while reducing product returns. Interestingly, when
personalized VFRs in combination with conventional product visualizations
are available, sales do not increase, which is explained by the fact that self-
discrepancy becomes apparent under this composition (Yang et al., 2012).
Instead of addressing product presentations in e-commerce settings, the arti-
cle by Qiu and Benbasat (2005) is concerned with real-time human-to-human
customer communication and consultation. For this purpose, the authors
investigate the use of TTS voice technology and 3D avatars and show that
whereas the prior has a significant effect on flow, the latter significantly affects
perceived telepresence (Qiu and Benbasat, 2005).
The studies by Peukert and colleagues (Peukert et al., 2019a; Peukert et al.,
2019b)20 shed light on questions related to the acceptance of VR shopping
environments. Peukert et al. (2019b) examine how the degree of immersion
(technically, a low and a high immersive VR shopping environment are com-
pared in a laboratory experiment) influences system adoption. Immersion
thereby has a positive effect on a hedonic path, but a negative effect on utilitar-
ian path. As a result, both paths cancel each other out leading to no effect in
the behavioral intention. However, the negative effect can be explained by a
technological constraint, namely low readability, which is why in future when
VR technology is further advanced, the effect of immersion on usage intention
may be positive throughout (Peukert et al., 2019b). Against the background of
high efforts with respect to costs and required staff when evaluating VR appli-
cations, Peukert et al. (2019a) explore the extent to which a real VR experience
is necessary to accurately evaluate the acceptance of a highly immersive VR
shopping application. By comparing a real VR experience to an evaluation
based on a video introducing the VR environment, they show that for an
accurate assessment, a real experience is required (Peukert et al., 2019a).
Finally, with the vision to develop innovative decision support systems, Pfeif-
fer et al. (2020) apply machine learning techniques to classify shopping mo-
tives (literally, goal-directed and exploratory search) based on eye tracking
data. Thereby, they train and test a prediction model in two studies: one in a
VR shopping environment and one in physical reality. Their model reaches an
80% (85%) prediction accuracy in VR (in physical reality) and, furthermore,
the best predicting variables largely overlap, which is why the authors sug-
gest that information search behavior may be similar in both environments
(Pfeiffer et al., 2020).
Entertainment. The segment that has so far enjoyed the greatest popularity
for VR technology is the entertainment industry, which comprises the gaming
20 Friendly spoiler alert: The two studies are presented in Chapter 3 and Chapter 4 in detail,
so if you do not want to know the results in advance, I recommend skipping this paragraph!
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and media industry. With respect to hedonic information systems, Hartl
and Berger (2017) investigated the technology acceptance of VR glasses. For
the purpose of giving their respondents an impression of the capabilities
of such systems, they viewed 360° contents (a video and a slide-show) and
played a game using a HMD within their experiential survey (Hartl and
Berger, 2017). They find that the behavioral intention to adopt VR glasses is
driven by social influence, habit, and performance expectancy, whereby the
latter is significantly influenced by perceived telepresence (users’ escapism
tendency further moderates this effect) (Hartl and Berger, 2017). Mütterlein
and Hess (2017) shed light on the media industry’s potential business model
transformation through VR. They differentiate between two perspectives, a
company internal use of VR (e.g., like conference or collaboration tool) and
external use by means of distributing VR content such as videos or games
to customers. With respect to the prior, Mütterlein and Hess (2017) predict
only a small impact on company’s business models; however, for companies
that produce and distribute VR content the impact may be large. Looking at
the special use case of synchronous at-a-distance media consumption, McGill
et al. (2016) investigate the potential use of different VR formats for this
matter. With regard to social presence, no statistical differences between all
tested formats were found, but specifically a VR cinema and 360° VR video
format were rated to be the most immersive (McGill et al., 2016). Moreover,
the more immersive VR conditions were perceived to be more enjoyable as
well as engaging (McGill et al., 2016). In addition to the presented studies,
other studies use a playful environment (serious games) to address real-world
challenges (see next section, Balan et al. (2019)).
Therapy. Besides leisure activities as proposed by the aforementioned domain,
VR technology is employed in the area of therapeutic treatment. One specific
use case is highlighted in the study by Balan et al. (2019) with an application
(a game) that shall help people to cope with acrophobia (fear of heights).
The game continuously adapts its exposure level to the patient’s anxiety. In
the end of the game, 75% of the patients obtained a fear level of 0, which
corresponds to a complete relaxation (Balan et al., 2019). However, the range
of VR applications does not only encompass a wide variety of phobias but,
as Schwarze et al. (2019) show, also the treatment of autistic children. In a
small sample unstructured lab observation, Schwarze et al. (2019) test the
capability of VR technology for emotion recognition learning for autistic
children. Overall, they report children’s high motivation to use the introduced
VR learning application and give design propositions for applications with
similar objectives (Schwarze et al., 2019).
Learning. As described in the previous section, VR can potentially not only
contribute to emotion recognition learning among autistic children (Schwarze
et al., 2019), but also to other forms of learning such as individual learning
(Kampling, 2018), organizational learning (Yap and Bjoern-Andersen, 1998),
spatial learning (Kim et al., 2015; Ruddle et al., 2011), or consumer product
learning (Suh and Lee, 2005). In 1998, Yap and Bjoern-Andersen (1998) out-
lined VR and 3D technology as important innovations for expert knowledge
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management and, as a consequence, see VR technology as an accelerator for
organizational learning. With a focus on studying VR’s ability to improve
individual learning, Kampling (2018) investigated the interplay of cognitive
absorption and presence on different learning-related outcome variables in a
pilot study. His initial findings suggest that presence has a positive impact on
cognitive absorption, and both positively influence learner satisfaction (Kam-
pling, 2018). The effects on perceived individual learning, however, point in
different directions (Kampling, 2018). While presence has a positive effect on
perceived individual learning, cognitive absorption obtains a negative effect
(Kampling, 2018).21
Virtual Worlds. Despite the strict screening process, three studies relating to
virtual worlds remained in the sample. Among them is the study by Khalifa
and Shen (2004), who looked at the influence of system design characteristics
on presence perception (considering both, telepresence and social presence)
in the context of virtual communities. The system design characteristics
were instantiated as vividness and interactivity, which both had a significant
influence on the two presence perceptions. More specifically, comparing the
effects from both, vividness had a stronger effect on social presence, whereas
interactivity had a stronger effect on telepresence (Khalifa and Shen, 2004).
Furthermore, Krasonikolakis et al. (2014) identify influencing factors for users’
store selection decision as well as money spending behavior in virtual worlds.
They find that so-called “core store features” comprising product variety
and price, convenience related factors, as well as the store atmosphere, and
“security and privacy features” are the predominant store selection factors,
while visiting frequency and visit duration are the best predictors for users’
spending behavior (Krasonikolakis et al., 2014). Since Suh et al. (2011) consider
a task-focused virtual world setting, namely, a shopping context, the study
has already been addressed in the shopping domain. Nevertheless, because
of its affiliation, it should also be mentioned here.
Navigation Techniques. Another stream of research concentrates on investi-
gating the effect of various navigation techniques for locomotion in virtual
environments on user behavior. Central to all studies is a comparison between
several technology-mediated navigation techniques (e.g., by means of a joy-
stick or “finger-walking” on a tablet (Kim et al., 2015)) to a walking interface
that is close to (e.g., physical walking on a treadmill (Ruddle et al., 2011))
or identical to actual physical walking (also referred to as full-body-based
walking). With respect to perceived telepresence, full-body-based navigation
achieves significantly higher values than a joystick (Kim et al., 2015) or a
hand-pointing navigation technique (Slater et al., 1995). The studies of Ruddle
and colleagues distinguish whether body-based walking is fully supported, or
whether only rotational or translational movements are translated (or none of
these) (Ruddle and Lessels, 2009; Ruddle et al., 2011). They find that full-body-
based walking significantly improves search task performance in comparison
to only rotational or no body-based information (Ruddle and Lessels, 2009)
21 Note: Not all studies have been discussed in detail as the missing studies have either
already been discussed or will be discussed in a later section.
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and that further the search efficiency is increased (less travel distance and
higher exploration efficiency) through full-body-based walking (Ruddle et
al., 2011). A further research objective was to examine whether navigation
techniques affect spatial learning. In this regard, Kim et al. (2015) reveal that
finger-walking on a tablet as well as full-body-based navigation, both, im-
prove spatial learning compared to a joystick navigation. Further, according
to Ruddle et al. (2011), as long as translational body-based information is
available, participants’ cognitive map is improved.
Tourism. Two studies were identified that looked at the application of VR
in the tourism industry, one of them hypothetical (Sussmann and Vanhegan,
2000) and the other one in an actual use case (Lee et al., 2020). Already in the
year 2000, Sussmann and Vanhegan (2000) investigated how virtual holidays
by means of VR might affect the travel sector by surveying VR researchers
as well as potential tourists. They conclude that VR will not be a substitute
for real holidays, but the technology can be a complement (Sussmann and
Vanhegan, 2000). In contrast to considering entire vacations, Lee et al. (2020)
examine VR experiences in a museum context. Using a HMD in the field,
museum visitors of one museum could experience a VR experience about
another museum against the backdrop of evaluating the influence of the VR
experience on the visiting intention. Their results suggest that absorption
(modeled as education and entertainment) has a positive impact on immersion
(instantiated as escapism and esthetic), which in turn increases the overall VR
museum experience and finally leads to an increased intention to physically
visit the museum in future.
User Experience & Usability. The breakthrough of VR is not only related to
questions about system costs, but also to factors such as the user experience
and the usability of VR applications. Thereby, the evaluation of the usability
of applications and especially the detection of usability issues is an important
activity to improve the overall system quality. To address this, Harms (2019)
proposes and validates an automated usability evaluation technique that
identifies usability issues of VR applications. While so-called usability smells
can be correctly detected, in particular, misunderstandings of users cannot be
revealed (Harms, 2019). Similarly, yet with a stronger focus on user experience,
Wang and Suh (2019) study the well-known problem of VR associated with
cybersickness. In their study, they introduce “user adaptation” (i.e., by means
of repeated VR exposures or through anticipating distracting situations and
adapting accordingly) as a potential influencing factor to diminish negative
impacts – such as cybersickness – on the general user experience (Wang and
Suh, 2019).
Information Visualization. The study by Huotari et al. (2004) is the only
attempt in the area of information visualization. Based on the idea to improve
the design of graphical information systems, the authors find that visual inte-
gration techniques improve search performance in large-screen applications
compared to traditional diagrams that do not apply any technique (Huotari
et al., 2004). Further, they do not find any effect when comparing 2D to 3D
large screen applications (Huotari et al., 2004).
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Others. Finally, the study by Steffen et al. (2019) takes on a special role, as
it specifically considers in which domains the use of VR (but also AR) is
reasonable. Therefore, they develop and validate a framework of generalized
affordances for virtually assisted activities, which may guide practitioners in
developing immersive systems.
Additional information on the respective tasks (if applicable) that the partici-
pants had to accomplish as well as a brief description of the VR environment
in which the study took place can be retrieved from the Table B.2 in Appendix
B (columns “VR Environment” and “task”). Interestingly, the VR environments
almost exclusively aimed at reproducing reality.
The breakdown by domain has shown that VR has been studied in many
different application domains, but the main interest has been placed in the
shopping context so far. A further classification would also be possible accord-
ing to the field of investigation and not with respect to the specific application
scenario. For instance, all of the following studies focused on technology adop-
tion either from a user perspective (Peukert et al., 2019a; Hartl and Berger,
2017; Peukert et al., 2019b) or a firm-level perspective (Mütterlein and Hess,
2017; Steffen et al., 2019). However, the categorization along the application
domains seemed to be most appropriate for the time being.
Study Relation to the Concepts of Immersion and Presence
Immersion gives the possibility to objectively classify a VR system from a
technological point of view. A general distinction is made between high and
low immersive systems (see Section 2.2). Within this review, the decisive
factor for the evaluation is the type of VR system the study refers to (i.e., high
or low immersion). Overall, 17 studies applied or referred to high immersive
systems (HMDs or CAVE), whereas 10 studies considered low immersive
systems (desktop environments).
Furthermore, for each of the experimental studies, it was examined whether
the treatment manipulation also involved a manipulation of the technological
concepts of immersion (i.e., inclusiveness, vividness, extensiveness, surround-
ing, and interactivity). For 14 studies, a manipulation of at least one tech-
nological concept of immersion could be identified.22 As only a few studies
have reported their treatment manipulation in relation to the technological
concepts of immersion (e.g., Suh and Lee (2005) and Peukert et al. (2019b)),
the experimental design and the description of the independent variables
were used as a basis to derive the technological concepts for each study. The
majority of studies (13) has manipulated vividness, followed by interactivity
(10). Five studies have manipulated all technological concepts of immersion.
Additional combinations usually consisted only of interactivity and vividness
or one other concept. Figure 2.3 illustrates the identified manipulations for
the studies.
22 Note: Pfeiffer et al. (2020) do not compare two different systems within their treatments,
but a highly immersive system to the physical reality. Their approach is therefore mentioned
here, but left out for the further procedure.
Chapter 2. Theoretical Background 43
FIGURE 2.3: Studies manipulating the technological concepts of
immersion. Legend: [1] Harms (2019), [2] Huotari et al. (2004),
[3] Kampling (2018), [4] Kim et al. (2015), [5] McGill et al. (2016),
[6] Peukert et al. (2019b), [7] Peukert et al. (2019a), [8] Qiu and
Benbasat (2005), [9] Ruddle and Lessels (2009), [10] Ruddle et
al. (2011), [11] Slater et al. (1995), [12] Suh and Lee (2005), [13]
Westland and Au (1997), [14] Yang and Xiong (2019).
However, it remains to be said that most studies have not put the manipulation
of immersion at the center of the investigation.
With respect to presence, nine studies have reported data for self-reported
presence measures. Thereby, different facets were assessed, mostly referring
to either only telepresence (Peukert et al., 2019a; Peukert et al., 2019b; Hartl
and Berger, 2017; Slater et al., 1995), or a combination of social presence and
telepresence (McGill et al., 2016; Qiu and Benbasat, 2005; Khalifa and Shen,
2004).23 Here, it must be noted that the construct was not always designated as
telepresence (e.g., Slater et al., 1995; Hartl and Berger, 2017), but theoretically
corresponded to it. Moreover, it was sometimes covered as a subset of a larger
scale, which was equivalent to telepresence contentwise (McGill et al., 2016).
In addition, two studies (Kampling, 2018; Kim et al., 2015) have drawn on
versions of the Witmer-Singer Presence Questionnaire (Witmer and Singer,
1998; Witmer et al., 2005) – although the actual measurement of presence via
the questionnaire is partly questioned in the literature (e.g., see Slater, 1999).
Overall, the studies have indicated that higher immersion (Peukert et al.,
2019b), an actual vs. an imagined VR experience (Peukert et al., 2019a), higher
vividness and higher interactivity (Khalifa and Shen, 2004), the presence of a
3D avatar (Qiu and Benbasat, 2005), and a more natural navigation technique
23 Note: The applied presence measures mostly build upon the scale introduced by Kim
and Biocca (1997).
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(Slater et al., 1995) have a positive impact on the perceived telepresence.24
With respect to the results obtained by means of the Witmer-Singer Presence
Questionnaire, Kim et al. (2015) find a significant effect of the navigation
technique (full-body-based walking higher than joystick navigation), whereas
Kampling (2018) does not reveal any significant differences from the applica-
tion of different hand models (HTC Vive controller vs. androgynous hands
or glove hands). In addition to the effect of vividness and interactivity on
telepresence, Khalifa and Shen (2004) further outline an effect of vividness
and interactivity on social presence. However, all other studies that measured
social presence do not capture any effect of their treatments on social presence
(Qiu and Benbasat, 2005; McGill et al., 2016).
Due to the great diversity of measured variables, only immersion and presence
as key concepts in the context of VR (Walsh and Pawlowski, 2002; Slater and
Wilbur, 1997) were dealt with in greater detail within this review. All other
measured variables can be retrieved from Table 2.1, Table 2.2, and Table 2.3,
respectively.
Applied Virtual Reality Technology in the Studies
In contrast to the previous section, which considered the type of immersion
referred to in the studies, this section examines the specific VR technology
that was actually utilized to run the tested VR systems. Since no technology
is explicitly tested within pure surveys or interviews, they are not considered
here. In the following, a distinction is made between the applied technology
for high and low immersive VR.
With regard to high immersive VR, 14 studies applied HMDs and three studies
used a CAVE.25 In conjunction with the application of the CAVEs or HMDs,
most studies reported the use of additional controllers and tracking systems
for interaction purposes. Particularly the older studies feature many addi-
tional sensors, because at that time, not many sensors were already built into
the HMDs and controllers as it is the case today. Some studies have also used
headphones to accommodate the auditory sense in addition to the visual one
(Schwarze et al., 2019; McGill et al., 2016) and, moreover, the study by Ruddle
et al. (2011) used different treadmills (linear and omnidirectional) as walking
interface.
Considering low immersive VR, four laboratory studies were conducted in
a desktop environment using either mouse and keyboard or even a joystick
(Westland and Au, 1997) as input devices. In addition, Yang and Xiong (2019)
conducted a set of studies of which two were executed in the field. Therefore,
24 Note: Regarding the study by McGill et al. (2016), it was not possible to isolate the factor
of telepresence from the applied immersion-media scale. Further, Hartl and Berger (2017)
modeled presence in their survey as an independent variable, so that no effect on telepresence
could obviously be reported.
25 Note: The numbers indicate that a high immersive VR technology was employed and
tested in the study. However, this does not rule out that a low immersive technology was
additionally tested, for instance, in another treatment.
Chapter 2. Theoretical Background 45
the applied technology within the field studies cannot be further specified –
the website could have been accessed from both stationary and mobile devices.
In their lab study, however, they used a tablet to let participants access the
website. Further details regarding the applied VR technology in each study
can be found in Table 2.1, Table 2.2, and Table 2.3, respectively.
In each study that included a VR experience, the focus primarily lay on
stimulating the visual sense in the best possible manner. The transfer of
motion input signals to the visual output plays a major role in generating a
realistic visual stimulus matching the motion sequence. In addition to the
visual sense, the studies by Kim et al. (2015), Ruddle et al. (2011), Ruddle
and Lessels (2009), and Slater et al. (1995) specifically focus on the locomotor
system – although the locomotor system is strictly speaking accommodated
in any VR experience in which one moves forward through physical walking.
Two other studies further address the auditory sense (Schwarze et al., 2019;
Lee et al., 2020).
These findings are in accordance with the statement of Vinnikov et al. (2017,
p. 2) that mostly “one display mode, normally visual display, is usually well
represented, while other modes such as audio and tactile displays are repre-
sented with lower fidelity or not at all” and with results of Cummings and
Bailenson (2016) that auditory stimuli are not among the main drivers for
generating telepresence. If in the future haptic feedback (e.g., the HaptX Glove
or the Teslasuit) is converted into consumer technology or even the sense of
smell can be addressed, immersive experiences may be further enriched (Mi-
helj et al., 2014; Gutiérrez et al., 2008), paving the way for fascinating research
questions.
NeuroIS Measures
Since the study presented in Chapter 6 is based on NeuroIS measurements
(Peukert et al., 2020), it shall be considered whether NeuroIS measurements
are already applied in the area of VR. Based on the underlying study set of
this review, the use of NeuroIS measurements in VR is relatively rare. Only
the articles by Pfeiffer et al. (2020) (mobile eye tracking in physical/ virtual
reality) and Balan et al. (2019) (electroencephalogram (EEG), galvanic skin
response, heart rate) gather neurophysiological data within their experiments.
While Pfeiffer et al. (2020) analyze eye tracking data post hoc, Balan et al.
(2019) access the data during the experiment to adaptively adjust the task’s
difficulty level. However, in the near future, when eye tracking technology
may already be built into HMDs (Pfeiffer et al., 2020; Peukert et al., 2020), the
number of studies obtaining NeuroIS measures (at least eye tracking) is likely
to increase.26
26 Note: Sidenmark and Gellersen (2019) and Vinnikov et al. (2017) also apply eye tracking.
However, the articles were removed in the course of the inclusion criteria refinement.
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Additional Studies of Relevance for the Thesis
For the scope of the thesis, further articles that are relevant for the theory
development of the following studies were added to the review as well. Even
though they only mention VR in the body of the paper and not in title, abstract,
or keywords, the studies are summarized in Table 2.4 but will not be presented
in detail.
2.4.4 Conclusion
The literature review set out to assess the current state of IS literature in the
context of empirical VR studies. A total of 27 studies were identified, which
have been analyzed according to various categories within the review. The
majority of studies conducted experiments, thereby applying a student sam-
ple. With regard to the application domain, most of the studies stem from a
shopping context, thus underlining not only VR’s relevance for the retail sec-
tor, but also the topicality of this dissertation. While 10 studies referred to low
immersive systems such as desktop environments, 17 studies applied or at
least considered high immersive systems such as HMDs or CAVEs as their VR
system under investigation. However, the majority of these studies (14) used
HMDs, which are also more suitable for the wider consumer population in
comparison to CAVE-based systems. Finally, the review considered whether
studies have performed any kind of neurophysiological measurements espe-
cially against the background that in some of the recent HMDs eye tracking
technology has already been integrated.
Overall, it remains interesting to continuously observe the further develop-
ment of empirical VR studies within the IS discipline. Especially the develop-
ment of the numbers of publications in the next few years (particularly after
the remarkable peak of articles in 2019) could be directional for the entire IS
research in this area.
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Shopping in Virtual Reality Stores:
The Influence of Immersion on
System Adoption 1
Christian Peukert, Jella Pfeiffer, Martin Meißner, Thies Pfeiffer, Christof Wein-
hardt
“VR technologies are fundamentally
different from other information
technologies and hence may require
new conceptual models and under-
standings. As with any new infor-
mation technology, caution must be
exercised in assuming that under-
standings developed around earlier
technologies will apply.”
Walsh and Pawlowski (2002, p. 305)
3.1 Introduction
Virtual Reality (VR) is a major trend during the last few years and is consid-
ered to influence the manner in which companies approach their customers
(Berg and Vance, 2017; Grewal et al., 2017; Zahedi et al., 2016). Although
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VR’s first steps can be dated back to the 1960s (Sutherland, 1965), the wider
consumer population’s awareness level has only recently risen to today’s
high level as a consequence of falling prices and the advancement of VR
system quality. Despite the stated importance, little is known about users’
adoption behavior regarding VR applications, potentially because many VR
applications are still in their nascent stage of development. One such example
of a VR application is VR shopping environments. In these environments,
customers who own head-mounted displays (HMDs) – such as HTC Vive or
Oculus Rift – can dive into a complete, fully immersive 3D environment, move
around naturally (i.e., by moving their bodies) in the stores and use navigation
devices to interact with products by grabbing them and viewing them from
different angles. The customers can (potentially) even communicate with sales
persons or friends who appear as avatars. The VR environment can generate a
variety of potential advantages, particularly for the retail business. Similar to
e-commerce websites, VR stores are not constrained by opening hours and are
therefore accessible 24/7 from any place with Internet access. Beyond this, VR
applications incorporate multiple sensorial channels (Berg and Vance, 2017)
that may offer a more interesting consumer experience through imagination
and contribute to enhancing consumers’ abilities to evaluate products (Cowan
and Ketron, 2019). In fact, Grewal et al. (2017) recently emphasized that VR is
going to substantially change consumers’ shopping expectations.
The retail industry appears to see significant potential in VR. Regardless of
whether it is China’s e-commerce giant Alibaba (Buy+), the U.S. department
store Macy’s (Macy’s VR), the Swedish furniture manufacturer IKEA (IKEA
VR), or Europe’s largest retailer for consumer electronics (Virtual SATURN),
they all have – as a minimum – launched prototypes for virtual shopping
environments, thereby testing opportunities of generating additional value for
customers in VR. Nevertheless, as with any novel technology, like e-commerce
15 years ago (e.g., Gefen et al., 2003; Gefen and Straub, 2000), the main question
is whether the customers will accept the technology and eventually use it on
a regular basis. Literature that can serve as a starting point for answering this
question investigated how virtual product experience influences perceived
product diagnosticity or purchase intention (Jiang and Benbasat, 2005; Yi et al.,
2015), it assessed whether VR enhances consumer learning about products
(Suh and Lee, 2005), and it examined shopping behavior within 3D virtual
worlds, which were applied as shopping environments (Jin and Bolebruch,
2009; Jin, 2009). Although the studies address aspects, which are also relevant
for current and future VR shopping environments, the current technology is
capable of delivering far more than what was recently understood as VR.
The main characteristic of VR technology is the degree of immersion, which
such a system can potentially deliver (Suh and Lee, 2005). Immersion de-
scribes to what extent technological features of the VR environment “are
capable of delivering an inclusive, extensive, surrounding and vivid illusion
of reality to the senses of a human participant” (Slater and Wilbur, 1997,
pp. 604/605). With the recent advance in consumer VR technology, the im-
mersive experience is considerably more pronounced, because it can create
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real-world experiences (Bowman and McMahan, 2007). The degree of im-
mersion of current technologies, such as HMDs, does indeed go far beyond
the above mentioned studies, which used ordinary desktop PCs to display
products in virtual worlds, such as Second Life, or employed virtual tours, or
videos of products. Given that the VR technology has rapidly evolved, past
studies give us almost no information about how higher degrees of immer-
sion affect the acceptance of virtual shopping environments. To the best of
our knowledge, research has so far not investigated and tried to explain the
adoption of highly immersive shopping environments.
Following research in the field of e-commerce (Childers et al., 2001; Koufaris,
2002), we consider a utilitarian and a hedonic path to explain how immersion
influences adoption. The e-commerce literature has identified the ability to
view products from various angles and distances, and the possibility to see a
simulation of the products’ functionality by clicking on images and videos,
as factors that positively influence the perceived ability to judge a product
(perceived diagnosticity) (Jiang and Benbasat, 2005). Based on these findings,
we argue that immersion will positively influence perceived diagnosticity
and, in turn, the user’s acceptance of VR shopping environments through
a utilitarian path. Furthermore, building on other research (Schultze and
Orlikowski, 2010; Slater and Wilbur, 1997), we argue that immersion should
positively influence perceived telepresence, which is defined as the perception of
being present in an unreal environment and, in turn, acceptance through a
hedonic path (Koufaris, 2002; Nah et al., 2011; Sylaiou et al., 2010).
In order to test our research model, we conduct an experiment in which
participants are randomly assigned to either shop in a highly immersive
VR shopping environment by using a HMD, or to shop in a low immersive
environment by using a desktop computer. Both shopping environments show
the exact same supermarket shelf created with (almost) the same software to
control for factors other than immersion.
We find that the utilitarian and hedonic path work in opposite directions and,
in sum, cancel each other out. In contrast to our hypothesis, we find a negative
effect of immersion along the utilitarian path. We are able to explain this result
by taking the participant’s reported readability of the product information into
account. Although we used the best equipment available when we conducted
the study, readability was relatively low in the VR shopping environment,
due to technical reasons. In fact, when we control for readability, we find
that immersion has a positive effect on the consumer’s intention to adopt the
shopping environment.
Several theoretical and practical contributions result from our paper: First, we
specify the term immersion, separate it from telepresence, and discuss how im-
mersion can be experimentally manipulated. Second, we propose and validate
a research model for the context of immersive VR shopping environments,
which combines and extends existing findings from e-commerce literature
with the concept of immersion. In contrast to previous research findings (Van
der Heijden, 2004; Childers et al., 2001; Jiang and Benbasat, 2007a; Koufaris,
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2002), the utilitarian and hedonic paths cancel each other out when testing
the framework in an immersive VR context. Third, the empirical results show
that the negative utilitarian path in the model can be explained with a current
technological restriction, which is the low readability of detailed information
on product packages. Fourth, from a practitioner’s perspective, we identify
key design factors that increase the user’s adoption of VR environments. We
particularly find that designers need to pay special attention to the current
state of the technology. In our context, we find that the readability of content
in VR can substantially affect the outcome and usability of VR environments.
Other characteristics of VR technology, such as the different possibilities to
interact with the environment, restrictions with regard to real-time simula-
tions of items’ characteristics, or possible user sickness, can also be factors
that need to be taken into account, not only for studying the effects of VR on
user behavior and adoption, but also for designing the systems accordingly.
3.2 Theoretical Background
3.2.1 Virtual Reality, Immersion, and Telepresence
In contrast to the prior understanding of the term VR in some articles within
the IS field (e.g., 3D product presentations or environments shown on a
desktop screen (Lee and Chung, 2008; Suh and Lee, 2005)), current VR is
mostly associated with a simulated environment, which a user experiences
by using a HMD or a Cave Automatic Environment (CAVE). Berg and Vance
(2017, p. 1) state that virtual reality is an immersive computing technology,
which incorporates a “set of technologies that enable people to immersively
experience a world beyond reality.” Although this corresponds with the initial
definitions of VR mainly focusing on the applied hardware (for an overview,
see Steuer (1992)), it also draws attention to the resulting subjective impression
that VR is “a real or simulated environment in which a perceiver experiences
telepresence” (Steuer, 1992, pp. 76/77). Telepresence is defined as “a sense
of presence in a mediated environment” (Klein, 2003, p. 42). Besides the
word telepresence (Nah et al., 2011; Suh and Lee, 2005), others describe this
phenomenon as presence (Witmer and Singer, 1998), spatial presence (Schubert
et al., 2001) or VR presence (Sylaiou et al., 2010). It is a common argument
that immersion (technological) is an essential precondition for experiencing
telepresence (perception) (Cummings and Bailenson, 2016; Schubert et al.,
2001; Schultze and Orlikowski, 2010; Sharda et al., 2004), thereby pointing
out that telepresence “is a human response to immersion” (Schultze and
Orlikowski, 2010, p. 813). In our understanding – which is grounded in the
definition of immersion by Slater and Wilbur (1997) but also follows many
other researchers (Cummings and Bailenson, 2016; Schultze and Orlikowski,
2010; Sharda et al., 2004; Slater, 1999) – immersion is not a subjective feeling,
but an objective measure throughout. Therefore, the term immersion should
not be used synonymously to presence.
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The most prominent feature that objectively describes VR systems, is thus
their degree of immersion (Suh and Lee, 2005), which covers the degree of
isolation from reality (inclusive), the number and particularly the magnitude
of different sensory channels that are stimulated (extensive), the presentation
format in terms of the field-of-view delivered by the medium (surrounding),
as well as the extent to which a system is capable of creating naturalistic
environments from a representational point of view (vividness) (Slater and
Wilbur, 1997). In addition to these concepts, Steuer (1992) outlines the concept
of interactivity as predetermined by the system’s features (immersion) and
he defines it as the degree “to which users of a medium can influence the
form or content of the mediated environment” (Steuer, 1992, p. 80) which can,
for example, again be subdivided into factors, which describe the possible
interaction space (range) or whether a system naturalistically responds to
input signals (mapping). Such technical, recently emerged features that belong
to immersion are high-quality graphic cards, which allow the creation of
realistic visual stimuli at ultra-low latencies, and advanced human-computer
interaction methods, which allow gestural input and room-scale full-body
interaction.
Within their study, Suh and Lee (2005) use the degree of immersion to classify
systems in “non-immersive” and “immersive” VR. According to their clas-
sification, VR systems, which use HMDs, are considered as immersive VR,
and systems, which use desktop screens, are considered to be non-immersive.
Since we argue that even computer screens can deliver a sense of telepresence
(Kim and Biocca, 1997; Klein, 2003; Steuer, 1992), we classify desktop appli-
cations as low immersive rather than non-immersive, thereby suggesting a
distinction between high and low immersive VR. Generally, the vision of high
immersive VR can be achieved with a HMD. High immersive VR delivers
a 360° field of view, which exactly reconstructs real-life viewing habits. The
vision’s distinct media richness increases the environment’s vividness, com-
pared to an ordinary display on a desktop screen (low immersion). In high
immersive VR, particularly the perceived size of objects is similar to reality.
Furthermore, in high immersive VR, the interactivity with the environment is
controlled through manual actions – with or without the help of controllers.
Head and hand positions are tracked in real time, whereby the body position
is replicated on a one-to-one basis and manual actions, such as grasping,
are directly interpreted. In contrast to a low immersion setting, in which all
interactions are operated via the computer mouse or keyboard.
3.2.2 Shopping in Virtual Reality Environments
Generally, information systems are often divided into utilitarian and hedo-
nic systems (Van der Heijden, 2004). Van der Heijden (2004, pp. 696/695)
describes that the objective of a utilitarian system is “to increase user’s task
performance while encouraging efficiency,” whereas the objectives of hedonic
systems are to “provide self-fulfilling rather than instrumental value to the
user, are strongly connected to home and leisure activities, focus on the fun-
aspect of using information systems, and encourage prolonged rather than
Chapter 3. The Influence of Immersion on System Adoption 56
productive use.” Online retail shopping goals can similarly be understood
as being hedonic and utilitarian at the same time (Childers et al., 2001; Chiu
et al., 2014). Following the idea of Childers et al. (2001) and the empirical
results presented by Koufaris (2002), we argue that VR applied in a shopping
context can be also viewed from a utilitarian and a hedonic perspective.
3.2.3 Utilitarian Perspective of VR shopping
Perceived product diagnosticity, which is very important for the utilitarian per-
spective, describes “the extent to which a consumer believes the shopping
experience is helpful to evaluate a product” (Jiang and Benbasat, 2005, p. 111).
Indeed, e-commerce has oftentimes been criticized for the less pronounced
possibilities to evaluate products, for example, feeling, touching, and trying
out products, compared to conventional in-store shopping (Jiang and Ben-
basat, 2005; Pavlou and Fygenson, 2006; Suh et al., 2011). Prior studies about
e-commerce have therefore tried to address this issue by improving the prod-
uct representation format to directly affect the perceived product diagnosticity
(Jiang and Benbasat, 2005; Jiang and Benbasat, 2007a; Jiang and Benbasat,
2007b). The product representation format was manipulated by allowing a
simulation of certain product functions by clicking on virtual product buttons
(interactivity) or showing videos of products (vividness). In addition, the
concept of perceived product diagnosticity has proven to be an important
determinant of consumer behavior in further contexts, such as the evaluation
of recommendation agents (Xu et al., 2014) or processing of software product
trials (Kempf and Smith, 1998). Originally, the concept perceived diagnosticity
is grounded in the accessibility-diagnosticity model (Feldman and Lynch,
1988). In short, the model describes that information is only used as basis
for an evaluation of a product, for example, if the information is accessible
and perceived as a better source for evaluating the product than all other
alternative inputs (Feldman and Lynch, 1988).
Product diagnosticity is important for the utilitarian perspective, because
the evaluation of the product is one of the main tasks, which users want to
perform effectively and efficiently when they go shopping (Alba et al., 1997;
Burke, 2002). These performance aspects translate directly to the construct
of perceived usefulness, which is undisputedly the best-known construct con-
cerning the evaluation of an IT system’s utilitarian characteristic (Wu and
Lu, 2013). Perceived usefulness was initially defined as “the degree to which
a person believes that using a particular system would enhance his or her
job performance” (Davis, 1989, p. 320). When focusing on VR, the construct
covers the perceived usefulness of the entire shopping environment, includ-
ing aspects such as whether the environment increases the productivity or
effectiveness of shopping.
In sum, recent literature in the field of e-commerce focused on product diag-
nosticity as an important factor of information systems, which influences the
utilitarian perspective. Prior research was restricted to manipulating single
dimensions of immersion, which were implemented on an ordinary desktop
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PC. It therefore remains an open question whether similar effects can be found
in a high immersive VR shopping environment.
3.2.4 Hedonic Perspective of VR shopping
The counterpart to what is perceived usefulness in the utilitarian perspective,
is the affective construct of perceived enjoyment in the hedonic perspective
(Wu and Lu, 2013). Perceived enjoyment is widely applied for explaining
the affective response to system use and is defined as “the extent to which
the activity of using a specific system is perceived to be enjoyable in its own
right, aside from any performance consequences resulting from system use”
(Venkatesh, 2000, p. 351).
Enjoyment is one of the major goals that high immersive systems try to induce
for example in fields like gaming, yet empirically evidence is still conflictive
(Brown and Cairns, 2004; Jennett et al., 2008). When it comes to the field of
shopping and retail, we found several studies that found a positive effect
induced by perceived enjoyment. Lee and Chung (2008), for instance, com-
pare two types of desktop-based online shopping experiences: one with a
product presentation, which is characterized by images and text, and another
one, which is characterized by illustrating a virtual shopping mall on the
desktop that enables the user to explore 3D product presentations by moving
through the mall. The authors find that shopping in the desktop VR shopping
mall leads to a significant improvement regarding the perceived enjoyment
and perceived quality assurance, which, as a consequence, increase customer
satisfaction. Interestingly, the perceived convenience is not significantly im-
proved. Similarly, the study by Jin (2009) empirically validates the shopping
experience in a retail store inside the 3D virtual world of Second Life. The
author investigates the effect of modality richness on the attitude towards the
product, purchase intention, and enjoyment. She finds that an audio modality,
compared to a text modality, leads to higher ratings on all three investigated
constructs for respondents who had low product involvement, but not for
respondents who had high product involvement. Jiang and Benbasat (2005)
and Jiang and Benbasat (2007a) studied flow, which also incorporates cog-
nitive enjoyment as a dimension, and found a positive effect for vividness
(Jiang and Benbasat, 2005), as well as vividness and interaction (Jiang and
Benbasat, 2007a). All four studies conducted their experiments in shopping
environments shown on a desktop and, thus, had low immersion. The applied
experimental setup can also be a reason why the main characteristic of VR –
the ability to induce a feeling of telepresence – has not been considered as an
important mediator.
Other studies outside the shopping context found a significant relationship
between telepresence and enjoyment, for example, in the context of museums
(Sylaiou et al., 2010) and the brand equity of a hospital (Nah et al., 2011).
In the context of purchasing virtual goods in Second Life, Animesh et al.
(2011) found – in a survey – that telepresence has an effect on flow, which – as
indicated above – partially overlaps with enjoyment. As a result, we identified
Chapter 3. The Influence of Immersion on System Adoption 58
perceived telepresence and perceived enjoyment as relevant dimensions for
characterizing the hedonic perspective of shopping in a VR environment.
3.3 Research Model & Hypotheses Development
Figure 3.1 illustrates our research model, which we describe in detail in the
following paragraphs. The research model divides into two distinct paths,
representing the utilitarian and hedonic dimension of shopping behavior
(Childers et al., 2001). We particularly presume that a higher degree of im-
mersion positively influences both paths and that the utilitarian path and
hedonic path, in turn, positively impact on the intention to reuse a shopping
environment.Immersion (low/high) PerceivedTelepresencePerceivedProductDiagnosticity PerceivedUsefulnessPerceivedEnjoymentH1+H2+ H3+H4+ Intention to Reuse Shopping EnvironmentH5+H6+
FIGURE 3.1: Research model VR shopping environment
3.3.1 The Effect of Immersion on Perceived Product Diagnos-
ticity and Perceived Telepresence (H1 and H2)
When shopping online, customers must primarily draw on the information
provided by the respective shops, because the fact of the matter is that they
are not able to touch and feel the products, which can lead to a more difficult
assessment of product quality compared to in-store shopping (Suh et al., 2011),
or even feelings of uncertainty (Pavlou et al., 2007). According to Pavlou et al.
(2007), the perceived product diagnosticity can be created through signals.
One such signal is the product’s representation format, which can significantly
influence a consumer’s perception of a displayed product, and simultaneously
also the perceived product diagnosticity, because it helps consumers to un-
derstand the product features and, thus, to better judge product information
and make decisions. For example, in an e-commerce setting, Jiang and Ben-
basat (2005) investigate effects of visual (varying viewing perspectives) and
functional (experiencing product features) control, which cover aspects related
to the vividness and interactivity dimensions of immersion. They show that,
compared to a pallid product presentation, which uses pictures, functional
control has a positive influence on perceived diagnosticity (Jiang and Benbasat,
2005). They also found that functional control had a stronger influence than
visual control, possibly because the high visual control group did not change
the representation format considerably: the product could be considered via
QuickTime from all sides, compared to the display of a pallid picture. In
another set of studies, they also include video product presentation formats in
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the comparison and again show that video presentations significantly increase
the perceived diagnosticity, compared to a pallid picture presentation (Jiang
and Benbasat, 2007b; Jiang and Benbasat, 2007a). We expect that the difference
between viewing products from various angles and distances in low and high
immersive environments will be much more pronounced than the difference
between pallid pictures and QuickTime illustrations or videos in the way
that Jiang and Benbasat (2005), Jiang and Benbasat (2007a), and Jiang and
Benbasat (2007b) implemented them in a desktop scenario. High immersive
environments enable high-quality 360° views and it is also possible to turn the
products naturally with hand movements, which enables the users to position
the product very flexibly in front of their eyes. Moreover, the true-to-scale
product representation facilitates a product evaluation, which is very close to
the habits in reality. At the same time, the experience still differs from physical
reality, because the user will not get haptic input – i.e., she cannot feel the sur-
face, texture, or weight of the individual product. However, future research
can use specific hardware installations to give haptic or olfactory input and
generate an even more immersive experience (Mihelj et al., 2014). In sum:
High immersion VR shopping environments are very similar to a physical
store regarding the visual input and the interaction possibilities. Building
on the similarity regarding the visual input and interaction possibilities, we
therefore hypothesize:
Hypothesis 1: The higher the degree of immersion of the shopping environment, the
higher the perceived product diagnosticity.
In addition to the effects on perceived product diagnosticity, the degree of
immersion can influence a customer’s affective response to a shopping envi-
ronment. According to Sylaiou et al. (2010, p. 246) “the goal of an immersive
simulation is the ability to mislead one’s senses reinforcing illusion of be-
ing somewhere other than one’s physical location,” thereby emphasizing the
causal relationship between immersion and the induced perception of tele-
presence. The dimensionality of the shown information (2D vs. 3D) is shown
to influence the perceived telepresence (Nah et al., 2011). In a similar way, Klein
(2003) confirms that media richness, as well as user control, can induce a sense
of telepresence. Increasing the immersion of a system according to the dimen-
sions of Slater and Wilbur (1997) and Steuer (1992), should boost the media
richness, as well as the interactivity of the system, and therefore we expect
an impact on the perceived telepresence. As stated above, participants can
interact with the high immersive shopping environment in several ways and,
for example, Animesh et al. (2011) show that interactivity has an influence on
telepresence. We therefore hypothesize as follows:
Hypothesis 2: The higher the degree of immersion of the shopping environment, the
higher the perceived telepresence.
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3.3.2 The Effect of Perceived Product Diagnosticity on Per-
ceived Usefulness (H3)
A system is perceived as useful when it helps to fulfill a requested task. Within
a shopping context, this requested task can be to understand product char-
acteristics in order to support decision making. For instance, Kempf and
Smith (1998, p. 328) measured the perceived diagnosticity of trial, which was
defined as “the degree to which the consumer believes the trial is useful in
evaluating the brand’s attributes,” thereby showing the close connection be-
tween diagnosticity and usefulness. We particularly argue that one of the
consumers’ main goals is to achieve a high product understanding, due to
the increased ability of thoroughly evaluating a product (Burke, 2002; Jiang
and Benbasat, 2007b). Therefore, shopping environments, which increase this
product understanding, should also increase the perceived usefulness (Jiang
and Benbasat, 2007b). In a study comparing different product presentation
formats, Jiang and Benbasat (2007b) showed that higher perceived website
diagnosticity leads to a higher perceived usefulness of the website. Based on
this, we state the following:
Hypothesis 3: Perceived product diagnosticity has a positive influence on the per-
ceived usefulness of the shopping environment.
3.3.3 The Effect of Perceived Telepresence on Perceived En-
joyment (H4)
An increase in media richness – for example 2D vs. 3D virtual worlds (Nah et
al., 2011), or static pictures vs. videos (Jiang and Benbasat, 2007a), or question-
based vs. attribute-based product customization (Kamis et al., 2010) – leads
to an emotional experience, which is characterized by perceived enjoyment.
Within their study, Nah et al. (2011) particularly show that a higher sense
of telepresence leads to higher perceived enjoyment. They also outline the
importance of considering telepresence as a predecessor of the hedonic con-
struct of enjoyment. These findings are in line with a statement by Lombard
and Ditton (1997) that presence (i.e., telepresence) is a significant influencing
factor of enjoyment. In addition, the correlation between telepresence and
enjoyment was shown by Sylaiou et al. (2010) in the context of interacting
with a virtual museum. We therefore state as follows:
Hypothesis 4: Perceived telepresence has a positive influence on perceived enjoy-
ment.
3.3.4 The Effect of Perceived Usefulness and Perceived En-
joyment on Intention to Reuse the Shopping Environ-
ment (H5 and H6)
Since the highly immersive VR technology, which is applied in the context of
shopping, is new, the users’ intention to reuse a VR shopping environment is
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of enormous interest. We expect that the utilitarian, as well as the hedonic,
path will significantly influence the intention to reuse the VR shopping en-
vironment. In the context of online consumer behavior, the complementary
influence of both perspectives (hedonic and utilitarian) – similarly operational-
ized by perceived usefulness and enjoyment – on the intention to reuse, has
been shown by Koufaris (2002) before. Following the technology acceptance
model (Davis, 1989) and the empirical results presented by Jiang and Benbasat
(2007a) and Koufaris (2002), perceived usefulness will, in turn, increase the
intention to reuse the shopping environment. In online shopping contexts, a
number of studies have shown the interplay of those beliefs on behavioral
intention (Gefen et al., 2003; Jiang and Benbasat, 2007b; Pavlou and Fygenson,
2006). We therefore propose:
Hypothesis 5: Perceived usefulness of the shopping environment has a positive
influence on the intention to reuse the shopping environment.
It is a common argument that something, which is perceived as enjoyable, is
a good candidate to be reused in the future. In fact, Koufaris (2002) – whilst
investigating online consumer behavior – found this interplay between enjoy-
ment and the intention of returning to a web-store. Similarly, in the context of
applications to customize products in online-shops, Kamis et al. (2010) found
that shopping enjoyment has a significant effect on the intention to revisit an
online-shop in future. Furthermore, effects of perceived enjoyment on the
intention to return to or reuse a website, are found over the attitude towards
shopping on a website (Jiang and Benbasat, 2007a) or the perceived decision
quality (Xu et al., 2014). Moreover, Nah et al. (2011) found that enjoyment
affects the intention to visit a virtually seen hospital in reality. For the pur-
pose of determining the intention to reuse a VR shopping environment, we
therefore hypothesize:
Hypothesis 6: Perceived enjoyment has a positive influence on the intention to
reuse the shopping environment.
3.4 Method
3.4.1 Manipulation of Immersion
In order to test the research model, we conducted a laboratory experiment,
which manipulated the degree of immersion of the shopping environment
between subjects. The participants had to make several purchase decisions
either in a highly immersive VR shopping environment whilst wearing a
HMD (HTC Vive, 2017 edition), or in a low immersive shopping environment
displayed on a full HD 24” desktop computer screen. Thus, in the high im-
mersion group, the participants had a panoramic field of view, which was
made possible through the HMD (surrounding), and complete visual isola-
tion from physical reality (inclusive). In terms of the immersion-dimension
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extensive, both groups were similar mainly accompanying the visual sense.
Nevertheless, we argue that the magnitude with which the visual sense is
accommodated is different between the groups, with the HMD addressing it
more strongly. With respect to vividness: Although the HTC Vive reportedly
has a combined resolution of 2160 x 1200 pixels,2 it is technically questionable
to simply add up the resolution of both eyes. Due to the large field of view
(100° horizontally), the HTC Vive achieves approximately 11 pixels per degree
visual angle.3 Whereas the human fovea can presumably work with 60 pixels
per degree and beyond (Elliot et al., 1995). The 24” full HD computer screen
(1920 x 1080 pixels), which was used for the study, presents approximately
40 pixels per degree at the typical distance of about 60cm. Yet, the field of
view of the HMD is much larger and thus a larger area of the visual field is
stimulated by the scenario. It is hence difficult to objectively compare it to
the low immersion environment. In both setups we maintained the highest
possible framerate, which is 90 Hz for the HMD and 60 Hz for the desktop.
The computer systems driving the two setups were designed to match these
requirements.4 Nevertheless, taking other factors that influence vividness
into account, for example the high immersion environment supporting stereo-
scopic vision, simulated physics when handling the products, or dynamically
changing shadows compared to the static shadows in the low immersion
environment, we can conclude that the vividness is more pronounced in the
high immersion environment.
In order to increase the control over factors other than the intended manipula-
tion of immersion, we use (almost) the same program code for displaying both
shopping environments (implemented by using Unity 5.5.3f1). The participant
therefore saw the exact same product information and product models in both
environments, which are shown in Figure 3.2.5
Next, we describe how the dimension interactivity (Steuer, 1992) was oper-
ationalized. In both environments, the participants can take products from
the shelf. In the highly immersive environment, the participants can move
freely within the environment (by natural walking) and they can also interact
with the environment by using the two associated HTC controllers (one for
each hand). By clicking and holding the controller’s trigger, the participants
can grab products and then move and turn their hands just as in a natural
environment (the products “stick” to the controller and turn according to the
participants’ hand movements). The participant can also pass products from
the one hand to the other hand, or even drop, pick up, or throw products
(physics simulation). We also inserted a 3D model of a shopping cart in the




4 Please see Table C.1 in Appendix C.1 for the system specifications and applied rendering
parameters.
5 In addition, we refer to a video showing both environments as well as to a video
comparing the high immersion (VR) shopping environment to the physical reality. Please see
https://pub.uni-bielefeld.de/record/2934590
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high immersion VR environment
low immersion VR environment
FIGURE 3.2: VR shopping environment and desktop shopping
environment (top: high immersion VR; bottom: low immersion
desktop environment; left: first-person perspective; right: third-
person perspective).
designing the high immersive VR shopping environment, we followed the
hardware and software guidelines of Slater and Usoh (1993). For instance, the
factor formulated as “The self-representation of the participant, that is the par-
ticipant’s ’virtual body’, should be similar in appearance to the participant’s
own body, respond correctly, and be seen to correlate with the movements of
the participant” (Slater and Usoh, 1993, p. 222), was achieved by tracking the
motion of the hands, as well as the head position, which was supported by the
HTC Vive equipment. Through this, it was also possible to map the viewpoint
exactly according to the real-world eye level (proprioceptive mapping). In
the low immersive desktop environment, the participants interacted with the
environment by using a mouse as input device. The participants could take a
product from the shelf by clicking on it. The respective products popped up
and could be rotated 360° by either clicking on it or moving the mouse, thereby
enabling the participants to inspect the package from each side (including
top and bottom). After having described the operationalization of all five
dimensions individually, Table 3.1 demonstrates how the two environments
differ along the dimensions of immersion presented by Slater and Wilbur
(1997) as well as Steuer (1992).
As the table illustrates, we linked all the facets of the two environments to
the associated dimension of immersion (Slater and Wilbur, 1997; Steuer, 1992)
and, therefore, to the underlying theoretical construct immersion. If we now
compare the two environments along all dimensions in a similar fashion as
proposed by Slater (1999) (e.g., “Given two systems, if one has a larger field
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Technological concepts
(Slater and Wilbur, 1997;
Steuer, 1992)
High immersion group Low immersion group
Inclusive physical reality visually
shut out
physical reality visually
exists apart of the screen
Extensive visual (higher magni-
tude)
visual
Surrounding panoramic field of view
(110° diagonally)
limited to external 24”
screen (47.76° diagonally)









controller used as input
device; head and con-
troller tracking
static environment,
mouse used as input
device
TABLE 3.1: Manipulation categorized according to the concepts
of immersion.
of view than the other, then the first is (in my definition) more immersive
than the second” (Slater, 1999, p. 560)), we can conclude that we have success-
fully instantiated the underlying theoretical construct immersion (high/low)
through our two environments with which we can confirm instantiation va-
lidity (Lukyanenko et al., 2015).
3.4.2 Task and Procedure
Overall, the experimental procedure was the same for all participants. After
arriving at the laboratory, they filled out a consent form, answered a short pre-
questionnaire concerning their product involvement, and received instructions
about the procedure, payment, and task. Afterwards, they participated in a
training task to familiarize themselves with the task and especially with the
shopping environment. The training task (same task as in the experiment, but
with a different product category) ended when the participants felt confident
about interacting in the respective environment. Then the actual experiment
started. After completion of the experiment, the participants filled out a
questionnaire.
We selected muesli as product category, because it is a low involvement and
habitually bought product for which consumers’ relatively simple decision-
making processes can be realistically tested in an experiment. Moreover,
it allows for a conservative test of the effects, since we expect the effect
of immersion on the utilitarian and hedonic path to be more pronounced
(positive) for high involvement products. Furthermore, the product packages
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were easy to model in 3D (a very similar package size for most types of muesli;
simple and planar surfaces). For a detailed discussion of why we have chosen
muesli as product category, we refer the reader to the section “Limitations,
Contributions, and Future Research.”
Each participant answered ten consecutive choice tasks. We decided for repet-
itive choices in the same product category because of two reasons. First, we
wanted to make participants familiar with the shopping process as fast as pos-
sible. Second, we wanted to be able to measure the participants’ preferences.
Thus, the choice tasks are generated by using a choice-based conjoint (CBC)
design (Sawtooth Software Inc., 2013). The CBC design enables measuring
the utility value of each product and the price sensitivity of respondents. This
analysis is interesting from a marketing perspective, but goes beyond the
scope of this paper. We will nevertheless report some of the results in the
Discussion section. Furthermore, the CBC-based optimal design of the choice
tasks ensures similarity to decisions, which consumers face in the marketplace,
and involves trade-offs between product and price. Each choice task consists
of 24 products, which are drawn from a total set of 40 products, and the prices
vary for the same product across different choice tasks. Thus, each choice task
gives the respondent reasons to think about the question which of the mueslis
fits the personal preferences best and the varying prices motivate them to
make each decision anew. For the last two of the ten choice tasks, the sample
was randomly divided into two parts: Approximately half of the participants
answered the last two choice tasks in the same environment (VR or desktop
environment) and the other half made their choice in front of real shelves
in the laboratory. We will show later that this division does not affect our
results. We did that, because we measured the participants’ eye movements
in the high immersion group in order to be able to compare user behavior
in VR with user behavior in reality. Eye movements in VR can be measured
unobtrusively, because our SMI eye tracker is integrated in the HMD and
therefore it should not have an impact on the participants’ answers to our
dependent variables.
All the participants’ choices were incentive-aligned to motivate our respon-
dents to disclose their true preferences (in line with Ding et al. (2005)). Each
participant received an initial endowment of e14. It was explained to respon-
dents that we would randomly realize one of their choices at the end of the
experiment and would discount the price of the selected product from the
initial endowment. In return, they would receive the chosen product.
We also controlled for bottom-up effects of visual attention that could po-
tentially influence the probability of looking for and choosing products off
the shelf. For example, studies by Atalay et al. (2012) showed that products,
which are in horizontally central positions on the shelf, receive more visual
attention and, consequently, are chosen more often. Chandon et al. (2009)
found that increasing the number and position of shelf facings increased the
attention to product packages and the probability of buying the respective
products. We therefore randomly filled the four central positions on the shelf
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with four of the products in each of the conjoint design’s 168 shelf configura-
tions. Afterwards, the products that were not assigned to one of the central
positions were placed on the shelf such that the products belonging to the
same brand were located next to each other. By arranging the products in this
way, we tried to ensure that the shelves looked realistic, because products of
the same brand will also be placed next to each other in a real store.
3.4.3 Operationalization of Dependent Variables
We operationalized all dependent variables in the research model in a ques-
tionnaire by using common scales from literature.6 For an overview of the
applied items, we refer to Table C.2 in Appendix C.2. In addition, we mea-
sured certain scales, which were used in related literature. In particular, these
were ease of use (Davis, 1989), the flow dimensions of time distortion and
concentration (Koufaris, 2002; Novak et al., 2000), customer satisfaction (Szy-
manski and Hise, 2000), as well as compatibility, interactivity, and vividness
(Jiang and Benbasat, 2007a). We also controlled for product involvement
(FCBI Scale (Ratchford, 1987; Vaughn, 1986)), innovativeness (Agarwal and
Prasad, 1998), mental and physical effort (Hart and Staveland, 1988), simula-
tor sickness (Kennedy et al., 1993), prior experience with VR technology, and
demographics such as age and gender. Since pretests showed that small text
printed on the product packages were difficult to read in VR, we controlled for
readability with a single-item construct, which asked the participants to rate
the readability on a 7-point Likert scale from “very bad” to “very good,” with
the following wording: “Could you read all information which you wanted to
consider for the evaluation of the muesli properly during the experiment?”
3.5 Results
Due to the confirmatory research objective of our study and an adequate sam-
ple size, CB SEM was used for the analysis of the main model (Gefen et al.,
2000; Gefen et al., 2011).7 Following other work (Jiang and Benbasat, 2007b;
Xu et al., 2014), we test the effects of the treatment manipulation on the two
dependent variables perceived product diagnosticity and telepresence sepa-
rately by conducting a MANOVA. Throughout the analysis, we followed a
two-stage approach first confirming the reliability of the measurement model
and thereafter analyzing the structural model including testing the hypothe-
ses. Before we report these results, we summarize important descriptives
concerning the sample and the dependent variables.
6 Scales used in the research model: Perceived telepresence (TEL) (Kim and Biocca, 1997;
Klein, 2003; Nah et al., 2011), perceived enjoyment (ENJ) (Ghani et al., 1991; Koufaris, 2002),
perceived product diagnosticity (DIAG) (Jiang and Benbasat, 2007a), perceived usefulness
(USE) (Davis and Venkatesh, 1996; Koufaris, 2002; Vrechopoulos et al., 2004), intention to
reuse shopping environment (INT) (Venkatesh et al., 2017; Wang and Benbasat, 2009; Xu et al.,
2014).
7 Testing the model using Partial Least Squares SEM (PLS SEM) reveals qualitatively
similar results.
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3.5.1 Descriptive Results
The participants were recruited from a large German university using the
organizing and recruiting software hroot (Bock et al., 2012) and, when invited,
were not informed about the fact that it would be a VR study. Yet, they were
informed that we were looking for participants who generally eat muesli. On
average, the pure experimental time, i.e., from starting the first questionnaire
until finishing the second questionnaire, was 27.62 (sd=7.69) minutes for the
low immersion group and 38.42 (sd=7.76) minutes for the high immersion
group. The data was gathered in a period of about 6 weeks. Please note that
because of the effort of recording the high immersion group – where we could
only have one participant at a point of time – it took us alone 5 weeks for
collecting the data for this group. Initially, 296 participants took part. Due
to technical issues during the experiment – problems with the software, but
mostly because of technical problems with the eye-tracker – the number of
participants in the VR group declined to 132 and in the desktop group to
128. Three participants from the desktop group had to be excluded; two had
abnormally short response times in the second questionnaire (participant’s
response time < mean(response time) - 2*sd(response time)) and one failed to
answer a control question. After data cleansing, the sample size was 257 in
total. As mentioned in the methodology section, the two main groups were
again divided into subgroups, one of which executed the last two choice tasks
in front of a real shopping shelf. We tested each construct for differences
in the answering behavior between these different subgroups and found
no significant differences (see Table C.4 in Appendix C.3) when comparing
them with statistical tests (Mann-Whitney U or Welch’s two-sample t-test,
respectively). Based on this, we decided to merge the two groups for further
analysis.
The average age within the sample was 22.63 (sd=2.60) and among the par-
ticipants were 34 percent women, which correspondents to the percentage
of female students at the inviting university. An analysis of the VR group
participants’ prior experience with VR shows, that for more than half of the
participants (68) our experiment was their first experience with VR (53 par-
ticipants stated it was their second or third time, whereas 11 stated that they
have experienced it more often). Table 3.2 summarizes the mean values and
standard deviations for the dependent variables and indicates whether these
differed significantly between the two groups.
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VR (N=132) Desktop (N=125) ALL (N=257)
Construct M SD normtest.p M SD normtest.p p M SD
Diagnosticity 4.08 1.31 .125 4.69 1.51 .001 .001 4.38 1.44
Telepresence 5.11 1.34 .000 3.51 1.47 .029 .000 4.33 1.61
Enjoyment 5.06 1.34 .000 4.44 1.29 .145 .000 4.76 1.35
Usefulness 4.27 1.23 .036 4.28 1.59 .007 .655 4.28 4.28
Intention 4.05 1.66 .002 3.91 1.72 .001 .495 3.98 3.98
Readability 3.95 1.56 .000 5.69 1.33 .000 .000 4.79 1.70
Note: M = mean; SD = standard deviation. mormtest.p based on Shapiro-Wilk test.
TABLE 3.2: Summary of variables.
The results for the NASA TLX (Hart and Staveland, 1988) and the simulator
sickness questionnaire (Kennedy et al., 1993) were mixed.8 We find that the
cognitive and physical load were perceived as significantly higher in the high
immersion condition in comparison to the low immersion condition (p<.05
and p<.001), whereas the perceived required effort (considering both aspects,
i.e., mental and physical work) to accomplish the desired level of performance
did not differ significantly between the conditions (p=.05). These results
are somewhat inconclusive. With respect to the simulator sickness question-
naire, we found significant differences for the dimension dizziness between
the conditions (p<.05): 1.5% of the participants within the high immersion
group reported moderate and 9.8% mild symptoms, whereas in the low im-
mersion group 3.2% claimed to have experienced mild symptoms. Similarly,
for the dimension general discomfort the reported values were significantly
different (p<.001), whereby values that differed from “no symptoms” were
assigned only for the VR environment (11.4% stated mild and 3.2% moderate
symptoms). It thus seems that these two dimensions are generally more of
a concern for the VR condition. For the dimension fatigue, significantly less
symptoms were reported for the high immersion condition than for the low
immersion condition (p<.01), thereby indicating a more positive assessment
for the high immersion condition with respect to this dimension. Immersion
did not significantly influence the perceived ease of use of the shopping en-
vironment (Mann-Whitney U test: W=8735, p=.390, r=-.05). In addition, the
values of ease of use are rated quite high (a combined average score of 6.51
for both groups on a 7-point Likert Scale), indicating that the usage of both
environments was clear, understandable, and easy to learn.
8 Please note: Within this section, we focus on the most important findings. For the
complete results, we refer to Table C.5 and C.6 in Appendix C.3. For an overview of the
applied items, we refer to Table C.3 in Appendix C.2.
Chapter 3. The Influence of Immersion on System Adoption 69
3.5.2 Measurement Model
To analyze the quality of the SEM-measurement model, we performed a
confirmatory factor analysis (CFA) using LISREL 9.30. First, we assessed
the assumption of multivariate normality checking each indicators skewness
and kurtosis (univariate normality) as well as Mardia’s normalized estimate
of multivariate kurtosis (Mardia, 1970). For the measures of univariate nor-
mality, the values do not indicate a departure from normality according to
the thresholds given by West et al. (1995), however, the index of multivari-
ate kurtosis (51.202) and its critical ratio (15.295, i.e., Mardia’s square) are
indicative of multivariate nonnormality (Byrne, 2016). Therefore, as a pre-
caution, we used robust maximum likelihood (RML)9 as estimation method,
since this method adjusts for non-normality in the data (Jöreskog et al., 2016).
We assessed the model using five fit indices (recommended cutoff values in
parentheses): comparative fit index (CFI ≥ .95), Tucker-Lewis Index (TLI ≥
.95), root mean square error of approximation (RMSEA ≤ .06), standardized
root mean square residual (SRMR ≤ .08), and adjusted goodness of fit index
(AGFI ≥ .90) (Gefen et al., 2000; Gefen et al., 2011; Hu and Bentler, 1999).
The initial model showed acceptable fit for three indices10: Satorra-Bentler
χ
2(125)=245.72, p<.001, CFI=.95, RMSEA=.061, SRMR=.069, while two did
not exceed the recommended threshold value: TLI=.93 and AGFI=.85. How-
ever, these values were satisfactorily improved in the process of measurement
model specification as described below.
Next, we assessed the psychometric properties of the measurement scales.
Composite reliability (CR) was well above the threshold value of .70 (Hair
et al., 2016) for all constructs, thereby indicating internal consistency reliability.
Only the CR value of perceived telepresence (.692) failed to exceed the thresh-
old value. After removing the item TEL.4., the CR value for the construct rose
above the threshold (.727). We then assessed the convergent validity of the
measurement model. All measurement items loaded significantly on the re-
spective latent variable (p<.001) and the standardized loadings were all above
the cutoff value of .60 (Bagozzi and Yi, 1988; Chin et al., 1997) except for ENJ.2.
(.462; p<.001) and TEL.3. (.584; p<.001). We therefore examined the effect of
removing these items on CR and average variance extracted (AVE), as Hair
et al., 2016 suggest to only remove items from a scale if item deletion leads
to an increase in AVE or CR above the required cutoff value. Item deletion of
both indicators, indeed, led to an increase of the AVE of telepresence (.477)
and enjoyment (.488) above the suggested cutoff value of .50 (Bagozzi and Yi,
1988). We thus excluded ENJ.2. and TEL.4. from further analysis. Table 3.3
summarizes the results for the assessment of internal consistency reliability
and convergent validity.
For assessing the discriminant validity, we conducted for each pair of con-
structs a scaled difference chi-square test (Bryant and Satorra, 2012; Bryant and
9 Calculating the model with the standard ML estimation, leads to qualitatively similar
results.
10 Robust fit indices based on Satorra-Bentler’s χ2.
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Correlations
M SD CR AVE DIAG TEL USE ENJ INT
Diagnosticity 4.38 1.44 .873 .631 0.79
Telepresence 4.33 1.61 .708 .556 -0.12 0.75
Usefulness 4.28 1.41 .900 .694 0.37** 0.10 0.83
Enjoyment 4.76 1.35 .806 .581 0.10 0.51** 0.22** 0.76
Intention to reuse 3.98 1.69 .952 .869 0.22** 0.16* 0.46** 0.28** 0.93
Note: *p<.05 and **p<.01 (two-tailed test). CR = composite reliability; AVE =
average variance extracted. Diagonal values are square root of AVE.
TABLE 3.3: Properties of measurement scales.
Satorra, 2013) comparing obtained values from a constrained CFA model in
which the correlation between a pair of constructs were set to unity (fixed) to
a CFA model without constraints in terms of correlation (free) (Anderson and
Gerbing, 1988; Bagozzi and Yi, 1988). All test results revealed a significantly
lower chi-square value for the unconstrained (free) model indicating that the
pairs of constructs are not perfectly correlated which confirms discriminant
validity (Anderson and Gerbing, 1988; Bagozzi and Yi, 1988). Finally, the
measurement model which meets the required internal consistency reliabil-
ity, convergent validity and discriminant validity showed excellent model
fit (Satorra-Bentler χ2(80)=109.76, p=.015, CFI=.99, TLI=.98, RMSEA=.038,
SRMR=.044, AGFI=.91).
3.5.3 Hypotheses Testing: Effect of Immersion on Perceived
Product Diagnosticity and Perceived Enjoyment
We conducted a multivariate analysis of variance (MANOVA) to test the
effect of our experimentally manipulated variable, immersion (high/low), on
perceived product diagnosticity and perceived telepresence. All MANOVA
test statistics (Pillai’s trace, Wilks’ lambda, Hotelling’s trace, Roy’s largest
root) revealed that the treatments differ significantly with respect to the two
dependent variables (p<.001) (see Table C.7 in Appendix C.3). We therefore
conducted two linear regressions separately on each dependent variable (Field
et al., 2012).
We surprisingly find a negative effect along the utilitarian path (Table 3.4).
Therefore, H1 is not supported. We find that the higher the immersion, the
lower is the perceived product diagnosticity.
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Constant 4.693 -.001 .138 .000 4.427 4.951
High (vs. low) immersion -.618 -.214 -.001 .177 .000 -.980 -.262
Note: a. due to non-normally distributed errors, results are based on 5000 bootstrap samples;
b. Bias Corrected and accelerated (BCa) bootstrapping Confidence Intervals (CI). R2=.046; adj.
R2=.042. Reestimating the model without applying bootstrap procedure reveals similar results.
TABLE 3.4: Linear regression model for perceived product diag-
nosticity.
As hypothesized, a higher degree of immersion has a positive effect on per-
ceived telepresence (H2), thereby revealing that the higher immersion group
leads to higher perceived telepresence than the low immersion group (see
Table 3.5).













Constant 3.508 -.002 .134 .000 3.250 3.765
High (vs. low) immersion 1.602 .497 -.003 .180 .000 1.240 1.962
Note: a. due to non-normally distributed errors, results are based on 5000 bootstrap samples;
b. Bias Corrected and accelerated (BCa) bootstrapping Confidence Intervals (CI) R2=.247; adj.
R2=.244. Reestimating the model without applying bootstrap procedure reveals similar results.
TABLE 3.5: Linear regression model for perceived telepresence.
3.5.4 Hypotheses Testing: Effect of the Utilitarian and Hedo-
nic Path on the Intention to Reuse the Shopping Envi-
ronment
We then proceeded with assessing the SEM-structural model. We again used
LISREL 9.30 to test the proposed model and applied RML as estimation
method. First, we checked the overall fit of the model and found the pro-
posed model to meet all required fit indices (Satorra-Bentler χ2(85)=123.10,
p=.004, CFI=.98, TLI=.98, RMSEA=.042, SRMR=.079, AGFI=.90) indicating
that the model fits the data well. Second, we continued to test the remaining
hypotheses. Figure 3.3 shows the results for the structural model.
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.208** Intention to Reuse Shopping EnvironmentPerceivedTelepresenceR² = .25Perceived ProductDiagnosticityR² = .05 PerceivedUsefulnessPerceivedEnjoyment.388***.507*** .428***R² = .15R² = .26 R² = .22***p<.001; **p<.01; *p<.05
H3H4 H5H6Immersion (low/high) H1H2-.214***.497***Tested in MANOVA Tested in CB SEM
FIGURE 3.3: Results for the structural model. Note: R2 values
for perceived product diagnosticity and perceived telepresence
and the standardized path coefficients from immersion on the
latter two (all printed in grey) come from the MANOVA and the
regression models.
All relationships in the structural model are significant. In line with H4,
higher perceived telepresence positively influences the perceived enjoyment,
suggesting that a higher degree of telepresence induces a higher level of
enjoyment. Ultimately, H6 is supported, signaling that higher enjoyment
positively influences the intention to reuse the shopping environment. In
contrast to the induced positive effect of immersion along the hedonic path, we
surprisingly found that the higher the immersion, the lower is the perceived
product diagnosticity. However, the remaining hypotheses (H3 and H5) of the
utilitarian path can be confirmed, thereby suggesting that a higher degree of
perceived product diagnosticity leads to a higher level of perceived usefulness,
which, in turn, impacts finally, significantly, and positively the behavioral
intention. To summarize, the two main paths (hedonic and utilitarian) point in
opposite directions. Whereas the hedonic path is positive, the utilitarian path
is negative, due to the significant negative relationship between immersion
and perceived product diagnosticity.
3.5.5 Further Analysis of the Utilitarian Path
In order to account for the unexpected negative effect of high immersion on
perceived product diagnosticity, we conducted further analyses. In search
of potential explanations for this phenomenon, we tested the influence of
the technological constraint readability. Given the technical details about the
visual fields of the HMD and the desktop screen used in our study, we ex-
pected the low immersive environment to have higher readability than the
high immersive environment. This was confirmed with a Mann-Whitney
U test (W=13119, p<.001, r=-.52; mean(low immersion)=5.69, sd(low immer-
sion)=1.33; mean(high immersion)=3.95, sd(high immersion)=1.56). This
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might explain the negative effect of immersion on product diagnosticity. In-
deed, the inclusion of readability as mediator between immersion and per-
ceived product diagnosticity leads to an indirect only (full) mediation (Zhao
et al., 2010). Following the approach by Hayes (2009), we applied bootstrap-
ping (bias-corrected BC (Hayes and Scharkow, 2013)) for testing the mediation
model. The direct effect of immersion on perceived product diagnosticity is
not significant (CI [-.747, .018]) when we insert readability in the model as
mediator, whereas the indirect effect is significant (CI [-.492, -.051]; see Table
C.8 in Appendix C.3 for further results). Thus, the low readability in the high
immersion group explains the negative effect of high immersion on perceived
product diagnosticity. Please note that the direct effect of immersion on per-
ceived product diagnosticity has a negative coefficient, which contradicts
our H1 (see Table C.8 in Appendix C.3). Since this effect is not significant,
we do not want to over-interpret this result. Yet, a possible reason might be
that the users in our low immersion group experienced rather high product
diagnosticity compared to what they are accustomed to at e-commerce stores.
In fact, they were able to see the product in a 360° field of view by moving the
computer mouse. This feature is not yet implemented in all e-commerce stores
and thus might have positively influenced the users’ product diagnosticity
judgments in the low immersion condition.
As an additional analysis, we were interested whether immersion has a di-
rect effect on our main dependent variable, namely the intention to reuse
the shopping environment. We therefore computed an ordinary least square
linear regression model with and without readability as control variable (boot-
strapped with 5000 samples). It reveals that, when controlling for readability,
high (vs. low) immersion has a positive influence on the intention to reuse
the shopping environment (p<.05), whereas there is no effect if we do not con-
trol for readability (p=.523). Concerning the VR environment, the estimated
coefficient for the intention to reuse the shopping environment is 0.50 higher
on the 7-point Likert scale compared to the desktop environment with low
immersion when we control for readability (p<.01 for readability). Please refer
to Table C.9 in Appendix C.3 for details of the analysis. In sum, this analysis
shows that as soon as readability problems are solved in the VR environment,
immersion is supposed to positively affect the intention to reuse the shopping
environment.
3.6 Discussion
We conducted an experiment to analyze how the immersion of an IT artifact –
a shopping environment – affects the users’ intention to reuse it in the future.
Our results show that immersion influences the user’s intention along two
paths, which ultimately cancel each other out. The degree of immersion
increases users’ enjoyment, because they perceive higher telepresence. Thus,
they have more fun while shopping in this environment, because they escape
reality and feel as if they are actually present in the shopping environment.
Immersion therefore has a positive impact on user experience (Hassenzahl
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and Tractinsky, 2006). From the literature, we know that experience has a
positive influence on other important factors, such as repatronage intentions
(Hart et al., 2007), loyalty (Eighmey and McCord, 1998), or the time spent in a
store, and the intention to buy more and other items (Swinyard, 1993). In sum,
immersion can therefore not only positively influence the user’s intention
to reuse the IT artifact, but most probably it can also make other important
benefits available to the IT system provider. Although an analysis of these
other benefits is beyond the scope of this work, we can at least provide certain
insights about the participants’ preferences, which we were able to measure,
due to the conjoint-analytic design of our choice task experiment. We tested
how immersion affects price sensitivity, thereby describing the extent to which
the customer focuses on the price when making the purchase decision, instead
of attaching importance to other product characteristics. Participants in the
high immersion group (mean=.3162, sd=.0922) were significantly less price-
sensitive than participants in the low immersion group (mean=.3899, sd=.1017;
W=11737, p<.001, r=-.37). Since our experiment was fully incentivized in the
sense that the participants had to actually buy one of the chosen products, this
result most probably has high external validity. It has major implications for
retailers: Consumers might actually spend more money in a highly immersive
shopping environment, because they are less price-sensitive.
To our surprise, we found that immersion has a negative effect on the users’
perceived product diagnosticity and, thus, along the utilitarian path. We were
able to explain this result with reference to a technical limitation of the current
VR technology: Not all the participants could properly read the detailed
product information, which was printed on the packaging. This technical
limitation was unavoidable, because the HMD (HTC Vive), which we used
in our study, had the highest resolution that was available for consumer
devices when we conducted the study. At the time, we were aware that
the current state of technology could potentially limit the generalizability to
future IT artifacts, due to the results’ dependence on the current technology.
We therefore decided to conduct the experiment with a few precautionary
measures: In order to address the problem as best as possible, we included a
visual test in the experiment’s preparation phase during which the participants
had to read a short text aloud. Then, they were asked to report how good
the readability was. If necessary, the settings were checked and adjusted
again. When, within the experiment, a package was taken off the shelf, it
was invisibly rescaled to a factor of 1.5 in order to increase the readability of
information written in small letters. Still, these measures apparently did not
entirely resolve the technical issues. In future research, however, the problem
might vanish, since technology companies are already working at a fast pace
on high-resolution HMDs that have resolutions of 4K or more.
Given that our experiment was the first VR experience for the majority of the
participants, we found a relatively small percentage of participants who report
negative experiences, such as dizziness or general discomfort. According to
the participants, the high immersive environment creates less fatigue than
the low immersive environment. In addition, the high ratings for ease of
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use also underline the quality of our application and the easiness to learn
interacting with it, although it was for most of the participants their first
time experiencing a VR application. Moreover, we also measured frustration,
as well as perceived enjoyment, and the empirical results suggest that our
participants had a good VR experience. In sum: While the utility of the VR
environment has partially been diminished by technological restrictions, a
multitude of other factors indicate a good usage experience.
3.7 Limitations, Contributions, and Future Re-
search
We identified that the lower readability in the high immersion VR environment
explained the negative influence of immersion on the utilitarian path. The
importance of this technical limitation in our research model is interesting
and directly transferable to all other packages on which consumers like to
read detailed product information (e.g., frozen pizza, food processors or
furniture (size, material, etc.)). At the same time, future research is required,
because similar issues for other products and settings are likely. An example
of insufficiently advanced algorithms that lead to limitations of the current
technology would be cloth simulation, which is presently excellent for non-
real time computer generated graphics (movies), but not yet ready for real-
time interactive virtual reality multi-layer cloth simulations. Therefore, virtual
tryouts of clothing that use a personalized avatar are still bound to technical
limitations and the usefulness of high immersive environments might be
affected by this technical constraint. Personalized clothing combined with
virtual tryouts could be one of the most important advantages of mixed reality,
since it is large scale, highly competitive, highly individual, and highly risky
if the customer is not happy with the product delivered. We, thus, argue
that it is important to conduct further empirical studies to test how these
new developments of VR technology affect users’ adoption behavior and to
provide continuous advice to the system designers of VR applications.
We combined the theory about hedonic and utilitarian motives of online
shopping (Childers et al., 2001) with the concept of immersion, which is
especially relevant for the new context of VR shopping environments. To
do justice to the influence of immersion, the paths were extended to include
perceived diagnosticity (utilitarian) and perceived telepresence (hedonic).
We also contribute to theory by explaining the negative utilitarian path via
a new mediator “readability.” Yet, we only found an R2 value of 0.22 for
the intention to reuse the shopping environment. Our study focused on
cleanly manipulating immersion and studying its effect with an emphasis on
a strong theory-driven simple model. We leave it to future research to identify
other factors, such as trust in technology or the user’s propensity to be an
early adopter, that might influence the user’s intention to use VR shopping
environments.
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In future studies, one might further disentangle the single dimensions of
immersion and study which of them, or which combinations of them, have
the largest effect on utilitarian as well as hedonic variables and, thus, in turn,
influence the adoption intention. The meta-analysis of Cummings and Bailen-
son (2016) provides initial insights about the relationship between immersion
and telepresence. The authors investigated how different facets of immer-
sion affect spatial presence (i.e., telepresence) and found that when only a
single dimension of immersion was manipulated, the strength of the effect
on telepresence varied substantially. While manipulations of the field of view
(surrounding) or of the stereoscopic vision (vividness) produced medium-
sized effects and the tracking level (interactivity) had a large effect, image
quality and resolution (also part of vividness) had significantly smaller effects.
In line with these previous findings, we speculate that, in our study, telepres-
ence was mainly influenced by differences in the field of view (110° vs. 47,76°
diagonally; surrounding) and also by inclusiveness (a dimension not explic-
itly analyzed by Cummings and Bailenson (2016), because being completely
isolated from physical reality compared to experiencing an environment on
a quite narrow field of view while seeing an experimental cabin apart from
the screen, should strongly help users forget about their immediate physical
location. Furthermore, we expect the tracking level (head and controller track-
ing, as well as proprioceptive mapping vs. none; interactivity) to have a major
impact on telepresence, because being able to grab and turn products with
a controller while moving in front of a supermarket shelf and, in particular,
seeing the environment responding to the movements, should feel much more
natural compared to interacting with a mouse and keyboard.
In contrast, the relationship between immersion and product diagnosticity
is largely unexplored. The studies that come closest are the ones by Jiang
and Benbasat (2005), Jiang and Benbasat (2007a), and Jiang and Benbasat
(2007b). In their empirical studies, the authors show that different product
presentation formats that can best be described as vividness and interactivity
positively influence product diagnosticity (they mostly compared product
presentations in terms of palid pictures to video presentations). We argue
that the differences between the environments in our study are even more
pronounced. For our high immersion environment, we believe that the in-
creased interactivity leads to a product evaluation close to the habits in reality
(assessing products close to real-scale from different angles and distances).
This is reinforced by the dimension of vividness, which specifically repre-
sents the naturalness of the environment (e.g., stereopsis, dynamic shadows,
simulated physics) or the panoramic field of view (surrounding). All in all,
we assume that the similarity to physical reality leads to the perception that
one can evaluate the product appropriately. However, within the mediation
analysis, we show that the technical constraint readability (i.e., resolution)
had a substantial effect on perceived diagnosticity. We, therefore, argue that,
unlike for telepresence, in our setting, the resolution and, thus, the quality of
stimuli (specific facets of vividness) plays a prominent role that dominates
the assessment of diagnosticity. All in all, we speculate that the dimensions of
immersion have different effects on diagnosticity, as well as telepresence, and
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that, depending on the designer’s goal, specific technical factors have to be
implemented accordingly. More research needs to be conducted in the future
to verify these speculations.
Yet, we decided to test the effect of immersion by simultaneously manip-
ulating several subdimensions of immersion, because, first, we wanted to
understand the big picture before focussing on the small facets. This is a com-
mon approach for a research study that investigates technology, which has
not been used in many other studies in this context before, because by making
strong manipulations, we can expect a larger effect size. Second, we wanted
to test the two environments (i.e., VR and Desktop) the way they are currently
offered on the market and primarily used. Thereby, a desktop environment,
for instance, is mostly equipped with a full HD screen, as well as a mouse
and keyboard as input devices, whereas state-of-the-art VR technology sup-
ports stereoscopic vision, room-scale tracking, and proprioceptive mapping.
Consequently, by using one of the best VR glasses available on the consumer
market, we ensured the currentness and practical relevance of our study.
We chose muesli as a product category, since testing this low involvement
product, which is bought habitually, allows for a more conservative test of
our model: In line with the behavioral decision-making literature (Moorthy
et al., 1997; Park et al., 1989), we expect consumers to intensify their search
and undertake cognitively demanding search processes for high involvement
products, such as tents, clothes, furniture, or cars. For high involvement and
non-habitual buying decisions, consumers can potentially benefit from the
possibilities to interact with the products in the high immersive environment,
because they can evaluate the products from all angles in real scale, look inside
the product, or try different functionalities. They could, therefore, better judge
various characteristics of the respective products. In addition, we expect that
consumers will also enjoy these evaluation possibilities even more in high
immersive environments.
Another reason for choosing muesli as a product for our empirical study is
that the external validity of the data should be relatively high for muesli.
It can be expected that, for high involvement products, consumers would
gather information over several weeks, starting with need recognition and
continuing with extensive pre-purchase information search activities (Grewal
et al., 2016). The resulting more complex decision-making processes would
therefore be less adequate to be realistically studied in our experiment. A
laboratory setting may arguably intensify the participants’ search compared
to when they make decisions in regular supermarkets but, in our experiment,
we find that decisions were made much faster as soon as the participants
were used to making decisions. Compared to the first task, the respondents
needed, on average, only about 61% of the time when making decisions in the
last of the conjoint tasks. We therefore have at least some evidence that the
respondents became accustomed to making decisions and applied decision
heuristics (as they do in the marketplace for habitual decisions to save time
and effort (Wood and Neal, 2009)). Examining such rather short decision
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processes is, therefore, also very suitable for an experimental study with time-
limited sessions. Thus, since the purchasing context is realistic for muesli and
no expert knowledge is required to make these typical consumer decisions in
our experiment, we have some indication that consumers behaved like they
would do in the marketplace. Muesli as a product also has the advantage
that all respondents had consumed the product in recent years, had, thus,
prior experience with the product, and knew, to some extent, which attributes
were relevant for them when making decisions. Furthermore, we were able
to fully incentive-align the choices such that the respondents received one
of the products they had chosen immediately after the experiment ended.
Despite all these arguments for mueslis, the investigation of high involvement
products in further empirical studies is a promising and challenging task for
future research.
Our study is also limited in that we showed only one shelf to the participants
without creating an entire store environment. Still, we decided in favor of the
simpler design to more easily control situational factors, such as the width of
the aisles or the distances to reach certain products. How immersion affects
both paths, is probably more pronounced when users can actually experience
an entire VR store, because VR technology can improve self-orientation and,
therefore, affects factors, such as navigation (Vince, 1998). We hence concur
that expanding our research to an entire VR store, as recently implemented in
a study by Schnack et al. (2019), would be interesting. Furthermore, the degree
of immersion by itself in a complete VR store is probably much higher than in
front of a single VR shelf, which can create an even higher variance between
the two immersion groups in an experiment and, thus, lead to the model hav-
ing an even larger explanatory power. Thus, although our results might not be
generalizable with respect to these other products and VR environments, we
believe that the immersion’s positive impact is rather underestimated in our
study. This underlines the large potential that we see for the adoption of VR
artifacts. In addition, faithful rendering, shading, and lighting are factors that
strongly influence the realism and the degree of immersion experienced by
the user. We did our best to make our VR environment highly immersive, but
acknowledge that there is still room for further improvement, such as using
more advanced lighting or shading. Furthermore, researchers can also include
other multimodal factors, such as ambient sound and olfactory stimulations,
to further increase the degree of immersion.
A further limitation of our experiment is that the consumer VR market is still
in its infancy, which also means that most of the participants in our study
had no prior VR experience. The novelty of the VR environment could, for
example, have had a positive effect on the participants’ enjoyment (Brade
et al., 2017). Furthermore, they had to learn how to interact in VR and this
could have been an interesting experience and might have affected the results.
However, the above mentioned limitation, namely not showing a complete
retail store, could have kept the novelty factor quite low, because the complete
potential of VR technology was not implemented. In the same vein, VR offers
much more than mirroring reality one-to-one. In our study, the VR shopping
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environment was meant to replicate reality, because this was experimentally
the cleanest way to manipulate immersion (without confounding the shop-
ping environment with new features, which are only possible in VR). In
future VR applications, however, users could potentially beam themselves
up into space, could go shopping with avatars of their real friends, could be
assisted by intelligent and interactive user assistance systems that are highly
personalized (Meißner et al., 2019; Pfeiffer et al., 2017), could add interesting
gamification elements, or the retail store itself could automatically adapt to
the user’s preferences (Meißner et al., 2019). Moreover, new possibilities of
interacting with products in VR and AR settings may increase feelings of
product ownership (Xu et al., 2018) over a product and, thus, potentially be
used by marketers in VR shopping contexts. In essence, a replication of reality
is not the correct approach to really test the adoption behavior of future VR
technology. Our study is therefore limited by the fact that it focuses on a sound
manipulation of the concept immersion, but does not test the possible effects
of future VR technology. Nonetheless, a comparison of consumer behavior
in virtual reality and physical reality in future studies is interesting, since it
enables assessing the similarity of behavior in both environments (Siegrist
et al., 2019).
3.8 Conclusion
In this article, we report results from an experiment which succeeds in system-
atically manipulating immersion, thereby analyzing its effects on the users’
adoption. We find that immersion influences the user’s intention to reuse the
shopping environment along two paths (a hedonic and a utilitarian path),
which ultimately cancel each other out. Immersion has a positive effect on the
hedonic path, whereas the effect on the utilitarian path is negative. We show
that the low resolution of the HMD explains this negative effect. This result
provides some evidence for the notion that when even more advanced VR
technology is available, immersion will also positively affect the utilitarian
path. Although the perceived resolution of VR displays is at present not as
good as the perceived resolution of computer screens (in terms of pixels per
visual angle), it is immensely important to deal with the technology from
an early stage, since it has the potential to dramatically change the interac-
tion with computer systems. This change will not only affect the individual
consumer, but also entire industry sectors, which will need to weigh up this
technology’s potential benefits or threats.
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Chapter 4
The Influence of Experience Versus
Imagination on System Adoption 1
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hardt




With Virtual Reality (VR) entering the mass markets, companies are becoming
increasingly interested in using this new technology in shopping applica-
tions. SATURN, for example, which is Europe’s largest retailer for consumer
electronics, recently launched the Virtual SATURN shopping environment.
Other VR shopping applications were started by the Chinese e-commerce
company Alibaba, the US department store Macy’s and the Swedish com-
pany IKEA. These multi-national retailers are thus experimenting with VR
shopping applications, potentially because they see the technology as an
opportunity to create competitive advantages (Inman and Nikolova, 2017).
An obvious reason for using VR is to increase the number of different ways
in which consumers can shop, extending the typical range from brick-and-
mortar stores to e- and m-commerce further to VR shopping. The new VR
stores are attractive for companies and customers as they are accessible 24/7
from any place with internet access. With the steady advance in and diffusion
of VR technology, VR shopping environments could also soon be used by
1 This chapter comprises an article that was published in the following outlet under the
following title: Peukert C., Pfeiffer J., Meißner M., Pfeiffer T., Weinhardt C. (2019). “Ac-
ceptance of Imagined Versus Experienced Virtual Reality Shopping Environments: Insights
from Two Experiments” . In Proceedings of the 27th European Conference on Information
Systems (ECIS), Stockholm & Uppsala, Sweden. ISBN 978-1-7336325-0-8 Research Papers.
https://doi.org/10.1007/978-3-030-28144-1_8. Note: Tables and figures were renamed,
reformatted, and newly referenced to fit the structure of the thesis. Chapter and section
numbering and respective cross-references were modified. Formatting and reference style
was adapted and references were updated. Opening quotation was not part of the article.
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companies to provide consumers with a livelier online shopping experience.
Up to this point, however, it remains an open research question, whether VR
shopping environments will – once launched – be adopted by end-consumers.
Researchers from the fields of Information Systems IS (Suh and Lee, 2005;
Steffen et al., 2017), Marketing (Pantano and Servidio, 2012; Grewal et al., 2017)
and Innovation Management (Füller and Matzler, 2007; Berg and Vance, 2017)
are beginning to realize the potential of VR, but only very few publications
have conducted empirical tests of immersive and interactive VR shopping
environments (Van Herpen et al., 2016; Meißner et al., 2019). Thus, we see the
necessity to evaluate VR shopping similar to e-commerce 15 years ago (e.g.,
Gefen and Straub (2000) and Gefen et al. (2003)) as one of the key practical
questions is whether customers will accept and use VR for shopping.
Research lacks empirical studies that investigate VR shopping from a user
acceptance perspective. In the last decade, IS research has studied user accep-
tance of VR applications, primarily in non-immersive virtual worlds such as
Second Life or in form of virtual product presentation formats (Jiang and Ben-
basat, 2005; Nah et al., 2011). The recent advance of VR technology, however,
has substantially changed the degree of immersion generated by the system
leading to VR environments, which can create an “illusion of reality to the
senses of a human participant” (Slater and Wilbur, 1997, p. 605) and which can
create real-world experiences (Bowman and McMahan, 2007). These changes
were anticipated by the aforementioned authors, but are just becoming reality
with the steady advance of VR technology. Because the degree of immersion
is substantially higher in today’s VR systems, research needs to (re-) examine
user acceptance in high immersive VR shopping environments. However,
the evaluation of new VR shopping environments is potentially challenging,
because it requires bringing larger samples of respondents into VR. There-
fore, the question arises whether respondents need to truly experience the
VR environments to be able to evaluate them or whether they would also be
able to do the same evaluation when just imagining to be in the respective
environment based on a video. The latter could save high costs and effort
from the experimenters’ point of view, since today’s VR studies are mainly
conducted on a one-to-one basis. We therefore focus on the following research
question:
RQ: Does the acceptance evaluation of VR shopping environments depend on whether
users have imagined (based on a video) versus experienced being in the VR environ-
ment?
To answer this research question, we conducted two experiments comparing
judgements from respondents who have either experienced a shopping envi-
ronment wearing a head-mounted display (HMD) or had to imagine how the
VR experience would be just based on watching a video introducing the VR
environment. The contribution of our research paper thus is twofold. First,
with respect to VR shopping systems, we determine how much potential
customers see in VR shopping applications, especially how easy they think
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the environment is to use. We will also be able to evaluate the utilitarian and
hedonic values of VR shopping. As we will test two very different shopping
environments in Study 1 and 2, we will also see whether the respective evalua-
tion holds across different VR implementations. By investigating our research
question in two environments: a very basic one in Study 1 that is rather easy
to imagine and a more complex and advanced environment in Study 2, we
are furthermore able to specify whether an “imagined” scenario is applicable
for simple but not for more complex to imagine scenarios. Second, our paper
makes a methodological contribution, as we will be able to conclude whether
experiencing the VR shopping environment is essential for users to be able
to evaluate the respective technology. If we find that the intention to adopt
to a large extent depends on user’s prior experience, we must put adoption
research that is solely based on an “imagined” experience with a system into
question.
4.2 Theoretical Background
4.2.1 Immersive Virtual Reality Environments
VR can be defined as a simulated environment in which the user is perceptu-
ally surrounded (Loomis et al., 1999). The vision of a VR application can be
realized by a Cave Automatic Environment (CAVE) or a HMD. HMDs avail-
able in 2018 have a view of about 110° diagonally and small but perceivable
pixels. Together with the HMD, a head tracker and a fast computer are used
that generate the visual field based on the position and orientation of the user.
An immersive VR systems is “capable of delivering an inclusive, extensive,
surrounding and vivid illusion of reality to the senses of a human participant”
(Slater and Wilbur, 1997, pp. 604/605). Whereas the term inclusiveness indi-
cates to what extent the VR system isolates a person from reality, the term
extensiveness describes how and in what range the different sensory modalities
are accommodated (Slater and Wilbur, 1997). If, for example, users can touch
objects in VR by using controllers, the sense of touch accompanies the visual
input. Similarly, smell or taste can make the VR experience more extensive. If
the VR offers a panoramic field of vision, it is surrounding. Finally, vividness
captures the “resolution, fidelity, and variety of energy simulated within a
particular modality” (Slater and Wilbur, 1997, p. 605). A high richness of the
shown information content or high resolution and quality of the display (e.g.
number of pixels) contribute to increasing vividness. While telepresence – a
term coined by Steuer (1992) – describes the feeling of “being in the virtual
environment” (Slater and Wilbur, 1997, p. 605), the degree of immersion de-
scribes to what extent the perception of the virtual environment is similar to
perception of reality (Suh and Lee, 2005) and is therefore predetermined by
the applied technology. Telepresence thus “is a human response to immersion”
(Schultze and Orlikowski, 2010, p. 813). Making VR environments more im-
mersive is thus one of the main goals for further technological development
(Blascovich et al., 2002).
Chapter 4. The Influence of Experience Versus Imagination on System
Adoption
83
4.2.2 The Potential Effect of Pre- and Post-Experience on the
Evaluation of Technology Acceptance
Several empirical papers have already asked the question to what extent the
acceptance of a technology might depend on the user’s experience with it.
Venkatesh and Davis (2000) hypothesized two moderating effects of user
experience. The authors showed that the influence of subjective norms on
perceived usefulness and intention to use the technology decreased with
increasing experience. An explanation for this finding is that users who have
more experience using a technology will be less dependent on the opinions
of others and will to a larger extent base the evaluation of the technology on
their own experience. In the context of the UTAUT model, Workman (2014)
argued that previous positive or negative experiences with the technology are
going to lead to positive and negative future expectations regarding the use of
the technology. Having had positive experiences, users are expected to have a
higher assessment of the technology and should more likely recommend the
technology to others (Laforet and Li, 2005). Workman (2014) found a positive
direct effect of user experience on intention to use for two technologies, social
media and smart applications. Depending on the technology investigated, the
author also found different positive interaction effects with key variables of
the UTAUT model. More recently, Maruping et al. (2017) included experience
into the UTAUT model and found that experience worked as a moderator for
some of the predictors of the behavioral intention.
The results of the empirical studies investigating the UTAUT model, how-
ever, are less conclusive for the VR shopping context, as subjective norms,
for example, have not yet been developed because of the newness of the
technology. At this early stage, we consider it to be almost impossible to test
experience in a similar way as it was done by Venkatesh and Davis (2000),
Maruping et al. (2017) or Workman (2014). Instead we follow Bhattacher-
jee (2001), who suggested to use empirical designs that test for differences
in pre- and post-experience of user acceptance. Although our experiments
are not longitudinal in the sense that it compares the level of acceptance in
a within-subjects design across several months, it still allows us to at least
compare pre- and post-experience evaluation of key acceptance constructs
in a between-subjects experiment in terms of “imagined” based on a video
versus “experienced.”
In line with this previous research, we expect that whether a user has experi-
enced the VR environment before or not will affect key constructs related to
user acceptance. We further think that this effect is pronounced for VR tech-
nology and deserves particular attention, because VR technology is said to be
a fundamental different and new technology (Walsh and Pawlowski, 2002), as
it is highly interactive and affects several senses to a degree that lets users fully
immerse in an environment. The sensory experience makes VR technology
different from other ISs like smartphones or social networks. It is therefore
likely that users can hardly anticipate interacting with and experiencing such
a system that is supposed to affect them through different modalities (gestures,
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movements, visually, sometimes even haptic, etc. (Mihelj et al., 2014). Based
on our experience with lab studies using VR, we can indeed say that first-time
users of VR are oftentimes quite excited when taking their first steps in an
immersive and interactive VR environment. These prior observations suggest
that the intention to use VR shopping will change when users experience VR
shopping using a HMD compared to a situation in which they are asked to
imagine what the VR experience would be like.
4.2.3 Variables of Interest
Technology adoption research is a core research field within the IS discipline
(Benbasat and Barki, 2007; Venkatesh et al., 2007). Numerous studies were
conducted and several technology acceptance models (TAM) were developed
to predict behavioral outcomes such as the intention to use an IS (Davis et al.,
1989; Venkatesh et al., 2003; Venkatesh et al., 2012). The initial model by Davis
et al. (1989) was continually adapted to reflect the respective research context
as accurately as possible. In most models, however, the main predictors re-
main perceived usefulness of the system, perceived ease of use of the system and
the intention to use the system in the future. Whereby perceived usefulness
is defined as “the degree to which a person believes that using a particular
system would enhance his or her job performance” and perceived ease of use
as “the degree to which a person believes that using a particular system would
be free of effort” (Davis, 1989, p. 320). Despite the continuous criticism to-
wards the TAM model (Benbasat and Barki, 2007), we argue that the variables
provide a solid basis for initial research in the field of user acceptance of VR
shopping environments.
In addition to the three well-known constructs from the original TAM (Davis,
1989), which primarily aims at explaining utilitarian adoption motives, Van
der Heijden (2004) emphasized the importance of considering a hedonic
perspective within IS adoption theories especially for pleasure-oriented ISs.
Within an online shopping context, the importance of including both utili-
tarian and hedonistic motives in predicting behavioral intention has already
been shown (Childers et al., 2001; Koufaris, 2002). Thus, we argue that also
for VR shopping environments hedonic motivations need to be considered as
determinants of technology acceptance. The most widely applied construct
for measuring the affective response to a system is perceived enjoyment, which
can be seen as the hedonic counterpart to the utilitarian construct perceived
usefulness (Wu and Lu, 2013). Isolated from all utilitarian motives, Venkatesh
(2000, p. 351) refers to perceived enjoyment as “the extent to which the ac-
tivity of using a specific system is perceived to be enjoyable in its own right,
aside from any performance consequences resulting from system use.” One
of the key characteristics of VR systems is the ability to induce a feeling of
telepresence. Telepresence refers to the “extent to which one feels present in
the mediated environment, rather than in the immediate physical environ-
ment” (Steuer, 1992, p. 76). Telepresence is therefore the system-generated
ability to cross-fade physical reality. The interplay between telepresence and
perceived enjoyment was shown in contexts such as virtual museums (Sylaiou
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et al., 2010) or virtual worlds that were used to enhance brand equity (Nah
et al., 2011). Because of the connection of the constructs, we argue that both
constructs represent hedonic motivations and should be considered when
studying user acceptance of VR shopping environments.
4.3 Study 1 – Basic VR Shopping Environment
Since the VR technology has not yet found its way into many living rooms and,
so far, only a very few VR shopping applications are available, the question is
whether consumers can judge the acceptance of a VR application without hav-
ing experienced it. To address this research question, the first study focuses
on a basic virtual shopping environment that is rather simple to imagine for
potential users. We compare data from two treatments (between subjects). In
the first treatment, participants took part in a laboratory study in a basic VR
shopping environment (see Peukert et al. (2019b)). In the second treatment,
the participants completed an online study. Participants from the laboratory
treatment experienced a basic VR shopping environment wearing a HMD
(HTC Vive) and using hand-held controllers to interact with the environment
(one for each hand) in the KD2Lab of the Karlsruhe Institute of Technology.
In the following, we therefore refer to this group as VR1Experienced. Partici-
pants from the online questionnaire treatment received an introduction to the
shopping environment using a 2D video. We thus call this experimental group
VR1Video. Participants were then asked to imagine – based on the video –
how their shopping experience in the virtual shopping environment would
be like and to answer the final questionnaire against this background.
The considered (basic) VR shopping environment was designed to replicate
reality and consisted of a single supermarket shelf that was filled with 24
different products (3D models of muesli packages) and placed in an ordinary
room. Thus, the environment only showed one single shelf and not complete
supermarket aisles or even an entire supermarket. Moreover, there was a
shopping cart next to the shelf in which the participants had to put their
chosen products. The environment allowed participants to take products from
the shelf to have a closer look on each side of the package. The interactions in
VR are close to interactions in the physical world: when a product is selected
it sticks to the controller and can be moved, turned, and swapped to the other
hand as in reality. Participants were also able to take two products at the
same time (one with each controller) or even throw products on the floor. The
virtual environment enabled a real-scale stereoscopic vision. Furthermore,
participants could move freely within the environment by body movements
– which is possible due to room-scale tracking, but limited to the available
physical space. We decided to use muesli as product category for the study,
as they can be easily modelled in 3D and our participants were used to this
product and could easily relate to it.
Chapter 4. The Influence of Experience Versus Imagination on System
Adoption
86
4.3.1 Operationalization of Dependent Variables
We operationalized all dependent variables of interest adapting common
scales from literature and using a 7-point Likert scale ranging from 1: “I totally
disagree” to 7: “I totally agree.” Table 4.1 provides an overview on the applied
items and the respective sources. For the VR1Video treatment, we added the
words “I think” to the beginning of all items and set the tense to “conditional
simple” in order to express the imagination aspect (except for intention to
use, as this scale already fitted to the context). We rephrased for example the
item “I found my shopping experience interesting” to “I think I would find
this shopping experience interesting.” Within the online questionnaire, we
additionally added “virtual” in front of “shopping environment” whenever
it appeared to make sure that participants refer to the virtual shopping envi-
ronment, e.g., “the shopping environment is easy to use” was rephrased to “I
think the virtual shopping environment would be easy to use.”
4.3.2 Task, Procedure, and Participants
Within the VR1Experienced treatment, participants were asked to make sev-
eral decisions in front of a virtual shelf (experimental design based on a
choice-based conjoint analysis (Sawtooth Software Inc., 2013) to simulate a
real shopping situation. The task was to choose the muesli package which
they would most likely buy in reality out of the displayed product sample.
To increase the participants’ motivation to behave as they were really doing
their shopping, the experiment was incentive-aligned (Ding et al., 2005), i.e.,
participants received an initial endowment of 14e from which the price of
one of their decisions was debited, but in return they received the respective
product (average price of the offered mueslis was 2.69e). The laboratory
treatment lasted on average 38.42 min (SD=7.76 min).
In the VR1Video treatment, participants conducted the study only in front of
their desktop computers. Thus, instead of experiencing VR, they saw a video
of 43s showing the same environment and the supported interactions that the
participants in the VR1Experienced treatment experienced. The video was
taken from a first-person perspective and they were instructed that they would
normally use a HMD and controllers to experience the shopping environment.
They were asked to imagine based on the video that they would do their
shopping within the introduced environment and to answer the questionnaire
against this background. Participation was incentivized by the possibility to
take part in a lottery in which the payoff was on average 3.85e per participant
(survey duration: mean=15.11 min; SD =4.55 min).
We recruited our participants from a subject pool of a large German university
using the organizing and recruiting software hroot (Bock et al., 2012). For the
VR1Experienced treatment, in total, datasets for 132 participants are available
for which the sessions have run technically impeccable. Whereas for the
VR1Video treatment, 65 participants completed the survey. During the data
cleansing process, the number of participants for the analysis decreased to 62
(one person failed to correctly answer a control question, another indicated








Nah et al., 2011;
Klein, 2003)
TEL.1 I forgot about my immediate surroundings
when I was doing the shopping.
.856 .858
TEL.2 When the shopping task ended, I felt like I
came back to the “real world” after a journey.
.810 .804
TEL.3 During the shopping tasks, I forgot that I was
in the middle of an experiment.
.700 .648
TEL.4 The shopping environment displayed on the
screen (in the virtual reality) seemed to be







ENJ.1 I found my shopping experience interesting. .839 .846
ENJ.2 I found my shopping experience enjoyable. .788 .837
ENJ.3 I found my shopping experience exciting. .739 .758





EOU.1 The shopping environment is easy to use. .887 .875
EOU.2 It is easy to become skillful at using the shop-
ping environment.
.827 .909
EOU.3 Learning to operate the shopping environment
is easy.
.805 .901
EOU.4 Interactions with the shopping environment








USE.1 The shopping environment is useful for doing
the shopping.
.810 .777
USE.2 The shopping environment improves my shop-
ping performance.
.881 .874
USE.3 The shopping environment enhances my effec-
tiveness when doing the shopping.
.836 .869








Xu et al., 2014;
Venkatesh et al.,
2017)
INT.1 Assuming I have access to the shopping envi-
ronment, I intend to use it next time I am doing
my shopping.
.965 .973
INT.2 Assuming I have access to the shopping envi-
ronment, I predict I would use it next time I
am doing my shopping.
.933 .948
INT.3 Assuming I have access to the shopping envi-
ronment, I plan to use it next time I am doing
my shopping.
.949 .973
TABLE 4.1: Scales Used in Study 1 for the VR1Experienced
Treatment.
having problems with playing the video, and a third person was excluded
because the person watched the video for 15 s only). Altogether, this leads to
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a sample of 194 participants with an average age of 22.5 years (SD=3.29) and
among the participants 37.6% were female.
4.3.3 Results
First, we were interested in the pure effect of the treatment variable on the
dependent variables independent of any theoretically underlying relationship
between the dependent variables. By doing so, we can observe how the
isolated evaluations of variables differ between treatments, which helps us to
answer the research question of whether subjects really need to experience a
VR environment to be able to judge it properly. We therefore examined the
reliability of our scales using Cronbach’s alpha. All values were greater than
the commonly applied threshold of 0.7 (see Table 4.2), confirming the internal
consistency reliability of the applied scales (Hair et al., 2016). We then merged
the scores of the construct’s individual items by calculating the mean value.
Depending on whether the distribution assumptions for parametric tests were
met, we applied the Welch Two Sample T-test or the Mann-Whitney U Test


















































































































1.72 .945 .964 .900 yes
* p<.05; ** p<.01; *** p<.001
TABLE 4.2: Summary variables of interest and test for group differences (SW = Shapiro-Wilk, p-value based on appropriate
test a. Welch Two Sample T-test, b. Mann-Whitney U Test; calculating the tests using t-tests only, leads to qualitatively similar
results; α= Cronbach’s alpha, CR = Composite reliability, AVE = Average variance extracted, HTMT = Heterotrait-Monotrait
Ratio: 1 is not included in confidence interval).
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The results of the comparison of means for the two variables perceived te-
lepresence (t(97.55)=2.24, p<.05, with an effect size of r=.22 (Rosnow and
Rosenthal, 2005)) and perceived enjoyment (W=5580, p<.001, r=-.29), reveal
significant differences for the treatments in the evaluation of the variables.
The values for both show significantly higher values for the VR1Experienced
treatment, indicating that participants underestimate the VR system’s ability
to induce a feeling of telepresence and that the perceived enjoyment which
is created through using the VR environment is higher than expected. On
the contrary, the results for perceived usefulness do not differ significantly
between the treatments (W=4110, p=0.962, r=-.003). Accordingly, participants
can well estimate the perceived usefulness without having the need to expe-
rience it. Similarly, the results for the behavioral outcome intention to use
are not significant (W=4274, p=0.618, r=-.04). Here, as well, values for the
intention to use from the VR1Experienced group coincide with the VR1Video
group evaluation. For the remaining TAM variable perceived ease of use, the
differences are, again, significant (W=6248, p<.001, r=-.43).
Second, since most of the variables originate from technology acceptance
research, we are also interested in the effect of the individual variables on the
ultimate TAM outcome variable intention to use. We therefore investigate a
simple structural equation model (SEM) with two layers: From the treatment
variable paths are modelled to telepresence, enjoyment, usefulness and ease
of use (first layer), and from the latter variables a path to intention to use is
modelled (second layer). Due to the exploratory research objective of our
analysis, PLS SEM is used for the data analysis (Gefen et al., 2011). We first
analyzed the quality of the measurement model. Cronbach’s alpha (as stated
above) as well as the composite reliability are above the threshold value of 0.7
(Hair et al., 2016) for all constructs, thereby confirming internal consistency
reliability. Then, we evaluated the convergent validity by examining each
indicator’s outer loading and a construct’s average variance extracted (AVE)
(see Table 4.1 and Table 4.2). For the latter, the values for all the constructs
were above the proposed threshold of 0.5 (Hair et al., 2011). However, with
respect to the outer loadings, the indicator TEL.4 (0.462) had to be considered
in more detail: Following Hair et al. (2016), indicators with an outer loading
between 0.4 and 0.7 shall only be removed from the scale when item deletion
increases the AVE or internal consistency reliability above the threshold. Since
we have already met the respective threshold values, we decided to retain
TEL.4 in the model. For assessing the discriminant validity, we draw upon the
Fornell-Larcker criterion (Fornell and Larcker, 1981), the consideration of the
cross loadings, as well as the Heterotrait-Monotrait Ratio (HTMT, see Table
4.2). All three tests confirm the discriminant validity of the measurement
model.
Having confirmed the reliability of the measurement model, we then evalu-
ated the results of the structural model. First, we checked the structural model
for collinearity issues by analyzing the Inner VIF values among predicting
constructs. We can confirm that all the values for predicting constructs are
well below the commonly used threshold of 5 (Hair et al., 2011). Second, we
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proceeded with assessing the structural model. Figure 4.1 shows the results for
the PLS structural model. The significance values for the path coefficients were
obtained by means of bootstrapping (5000 samples, two tailed, bias-corrected
and accelerated (BCa) without sign change).VR experienced .338*** Intention to useR² = .34***p < .001; **p < .01; *p < .05Perceived enjoymentR² = .11Perceived telepresenceR² = .06Perceived ease of useR² = .22Perceived usefulnessR² = .00.332***.245*.470***.015 .070-.019.370***
FIGURE 4.1: SEM basic VR shopping environment.
In the following, we primarily focus on the second layer of the SEM to answer
the question of which variables have an influence on the intention to use.
We find significant paths for perceived enjoyment and perceived usefulness
(both significant at a .001 level), whereas the paths leading from telepresence
and ease of use to intention are not significant. The independent variables
explain 34 percent (adj. R2 = .32) of the variance in intention to use, with
perceived enjoyment (f2 = .142; small effect) and perceived usefulness (f2 = .190;
medium effect) being the predictors with highest contribution (f2(TEL→INT) =
.007; f2(EOU→INT) = .001).
2 Based on the results we conclude that the hedonic
variable enjoyment as well as the utilitarian variable usefulness have the
strongest influence on intention.
4.3.4 Discussion
According to the results, participants significantly underestimate the hedo-
nic properties of the basic VR shopping environment (namely enjoyment
and telepresence) purely in imagination, whereas the utilitarian outcome
perceived usefulness and the behavioral outcome intention to use are sur-
prisingly equally perceived. The findings for perceived telepresence show
that participants cannot reliably envision the extent of the key characteristic
of VR – inducing a feeling of telepresence – without having experienced the
respective application. Research has already shown the linkage between the
variables covering our hedonic perspective (Sylaiou et al., 2010; Nah et al.,
2011). Interestingly, the significantly higher values for ease of use provide
the insight that the basic VR shopping environment was perceived as being
easier to use when experienced than when imagined (the average values are
anyhow rather high for measurements on a 7-point Likert scale). This finding
could be explained by the closeness of the supported interactions in the virtual
shopping environment to the known habits in reality. The assessment of the
perceived usefulness and intention was congruent, which may have been
2 Adj. R2: ENJ (.106), TEL (.055), EOU (.217), USE (-.005); f2 VR Exp. on: ENJ (.124), TEL
(.064), EOU (.284), USE (.000).
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caused by the simplicity of the design of the basic shopping environment.
When considering the relationships from the individual variables to intention
to use, we find significant paths for enjoyment (hedonic) and usefulness (utili-
tarian). These findings are consistent with literature (Van der Heijden, 2004;
Koufaris, 2002), in which utilitarian and hedonic variables equally predict the
intention to use.
Within Study 1, we investigated consumer behavior in a highly controlled task
that should be easy to be imagined with only a single shelf representing the
shopping environment. Moreover, we choose muesli – mainly to reduce im-
plementation effort – as product under consideration which can be classified
as low-involvement product for which, for example, the real-scale product
presentation only offers a small added value. This study thus serves as a
starting point and establishes a lower bound for our investigated effect. We
hence can conclude that for a basic and rather easy to imagine environment,
participants are able to anticipate utilitarian effects of the system but not
effects on hedonic values. We therefore now shed more light on our research
question by analyzing a more advanced VR environment next.
4.4 Study 2 – Advanced VR Shopping Environment
The possibilities for designing virtual shopping environments are almost
unlimited. Hence, VR shopping environments have by no means to be a
one-to-one replication of reality. Whereas the Swedish furniture manufacturer
IKEA sticks to modelling a realistic kitchen within their VR application –
which seems to be reasonable for their context, SATURN let customers choose
between two different VR environments to shop for consumer electronics:
either in a penthouse-loft or in space on the planet Saturn. These VR shopping
environments represent an entire world, in contrast to the plain environment
which was applied in Study 1, and thus a much more pronounced experience.
Similar to Study 1, we compare data from a treatment, in which participants
take part in a laboratory study experiencing the advanced VR environment
(VR2Experienced), with data from another treatment, in which participants
participated in an online study watching a video that introduces the advanced
shopping environment (VR2Video).
In the Virtual SATURN environment irrespective of the selected shopping
environment, several consumer electronic products are displayed. As soon
as participants take a closer look at a product, additional information about
the product pops up. Moreover, further products can be considered in a
virtual product catalog and put into the environment to view them in real-
scale stereoscopic vision. The product catalog allows for browsing different
product categories reaching from digital cameras over large kitchen appliances
to drones. Generally, several functionalities are offered such as bookmarking
products, requesting remote product advice by an employee, or gimmicks like
a tape measure to determine the size of a product, a pen to draw within the
environment, or a photo feature. Due to the size of the shopping environment,
a feature is implemented to teleport oneself from one point to another, which
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can be used instead moving by body movements. The latter is possible due to
room-scale tracking, but only in the restricted area of the available physical
space. The general handling of products is – similar to Study 1 – close to
interactions in reality (grabbing, turning, and throwing products is supported).
Finally, products can be purchased via a direct link to the online shop. As
outlined, the described shopping environment is relatively comprehensive
and offers various possibilities, but, in turn, the question arises whether
consumers can judge the acceptance of this advanced VR environment without
having experienced it. We considered the penthouse-loft as experimental
scene for Study 2, to limit the participants to only one environment to control
for this factor. The penthouse-loft can be described as a huge fully furnished
living room (including all kinds of electronic devices) with a connected open
kitchen. To sum up, the main differences to the environment applied in Study
1 are that the shopping environment is comprehensive (in size and content),
multiple product categories are presented, and that additional features are
offered (i.e., features that do not exist in physical reality).
4.4.1 Task, Procedure, and Participants
Within the VR2Experienced treatment, we asked the participants to visit
SATURN’s penthouse-loft. We did not specify a specific task to let the par-
ticipants experience the environment and the various functionalities on their
own. However, they were asked to put one product that they liked into their
shopping basket whenever they wanted to leave the shopping environment.
The procedure for the VR2Video treatment was similar to Study 1. Hence,
instead of experiencing the advanced shopping environment, participants
saw an introduction video of 4:39 min taken from a first-person perspective
that introduced the environment and the supported possibilities of interaction
(as described above; VR2Experienced participants saw the same video as part
of the instructions). Afterwards, participants were asked to imagine that they
would do their shopping within the introduced shopping environment and to
answer the questionnaire against this background. For the operationalization
of the variables of interest, we applied the same scales as in Study 1 for both
treatments respectively (Table 4.1). The recruiting process was similar to Study
1. Initially, 46 participants took part in the VR2Experienced treatment. Due
to technological problems during the experiment, we excluded five partic-
ipants from further analysis as the technological problems influenced their
experience in the virtual shopping environment. In addition, we excluded
two participants because of very limited German language skills resulting in
a sample of 39 participants for further analysis. On average, a session lasted
38.16 minutes (SD=6.63) and participants received 10e for taking part in the
laboratory study. In total, 51 participants completed the online questionnaire
for the VR2Video treatment of which, however, one person failed to correctly
answer a control question and three additional only watched less than half of
the video. After removing two other participants who in turn stated to have
problems playing the video, the sample size for analysis is 45. Participation
was incentivized by the possibility to take part in a lottery in which the payoff
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was on average 3.33e per participant (survey duration: mean=20.64 min; SD
=2.61 min). The average age of participants in both sub-samples is 23.74 years
(SD=5.83) and 25% of the participants are female.
4.4.2 Results
First, we examined the reliability of our scales using Cronbach’s alpha. All
values were greater than the commonly applied threshold of .7 (Hair et al.,
2016) except the value of perceived telepresence (see Table 4.3). We then tested
whether removing individual items leads to a decisive improvement in the
alpha value, however, this was not the case. As Cronbach’s alpha tends to
underestimate the internal consistency of the scale (Hair et al., 2016), we argue
that we can apply the scale for the analysis as the value is only slightly below
the threshold. Furthermore, the results are robust of whether we build the
telepresence scale on three (dropping TEL.4 leads to an alpha of .683) or four
items (W=1411.5, p<.001, r=-.55). Second, we continued the analysis in line
with the approach of Study 1 (see Table 4.3).
The results of the comparison of means between treatments for perceived
telepresence (t(82.0)=4.51, p<.001, r=.45) as well as perceived enjoyment
(W=1557.5, p<.001, r=-.72) show significant differences. For both variables
representing the hedonic perspective, the mean values are significantly higher
in the VR2Experienced treatment from which the conclusion can be drawn
that the hedonic capabilities of the system cannot be predicted without having
experienced it. However, the results for the TAM variables perceived ease
of use (W=1066, p<.1, r=-.18) and intention to use (W=1069.5, p<.1, r=-.19)
do not reveal significant differences. Finally, the evaluation of the VR2Video
group for the construct perceived usefulness is significantly lower than partic-
ipants’ evaluation in the VR2Experienced group (t(79.21)=2.16, p<.05, r=.24).
Accordingly, participants state that the usefulness of the advanced shopping

















































































































1.83 .962 .976 .930 yes
* p<.05; ** p<.01; *** p<.001
TABLE 4.3: Summary variables of interest and test for group differences (SW = Shapiro-Wilk, p-value based on appropriate
test a. Welch Two Sample T-test, b. Mann-Whitney U Test; calculating the tests using t-tests only, leads to qualitatively similar
results; α= Cronbach’s alpha, CR = Composite reliability, AVE = Average variance extracted, HTMT = Heterotrait-Monotrait
Ratio: 1 is not included in confidence interval).
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Second – similar to Study 1 – we are interested in the effect of the variables
on the intention to use and therefore follow the same approach as in Study
1 for the more advanced environment. We test the same SEM and proceed
similarly to Study 1 with the evaluation of the measurement and structural
model. As mentioned above, the Cronbach’s alpha of perceived telepresence
was slightly below the recommended 0.7 threshold. However, the composite
reliability for telepresence indicated a sufficient value (0.797). In addition, the
tests for convergent and discriminant validity were satisfactory, confirming
the reliability of the measurement model (see Table 4.1 and Table 4.3). Only
the outer loadings of TEL.3 (0.648) and TEL.4 (0.474) fell within the interval
between 0.4 and 0.7 (see Table 4.1). Following the same argumentation as in
Section 4.3.3, we decided to retain the items in the model. After having con-
firmed the reliability of the measurement model, we ruled out the possibility
to suffer from collinearity issues (all the values for predicting constructs are
well below 5) and proceeded with the analysis of the structural model. Figure
4.2 shows the results for the PLS structural model.VR experienced .361*** Intention to useR² = .44***p < .001; **p < .01; *p < .05Perceived enjoymentR² = .39Perceived telepresenceR² = .26Perceived ease of useR² = .05Perceived usefulnessR² = .06.623***.513***.221*.241* -.084-.005.459***
FIGURE 4.2: SEM advanced VR shopping environment.
Similar to Study 1, we solely focus on the second layer of the SEM since this
is the subject of investigation. The two paths leading from enjoyment and
usefulness to intention to use turn out to be significant (both positive and
significant at a .001 level), whereas the remaining paths were not. The four
predicting variables jointly explain 44 percent of the variance in intention to
use (adj. R2 = .416). However, perceived enjoyment (f2 = .134; small effect)
and perceived usefulness (f2 = .288; medium effect) are the main contributors
(f2(TEL→INT) = .009; f
2
(EOU→INT) = .000).
3 Based on the results, the hedonic
variable enjoyment as well as the utilitarian variable usefulness turn out to
have the highest impact on intention.
4.4.3 Discussion
We can overall summarize that within Study 2 the most part of the variables of
interest have been (significantly) underestimated in the VR2Video treatment
emphasizing the need to experience this advanced VR shopping environment.
In particular, the effect of perceived enjoyment is very large with an effect
size of r=-.72 followed by the effect of perceived telepresence (r=.45). All
3 Adj. R2: ENJ (.380), TEL (.254), EOU (.037), USE (.047); f2 VR Exp. on: ENJ (.633), TEL
(.356), EOU (.051), USE (.062).
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three TAM variables show small effect sizes. Although perceived ease of use
and intention to use are not significant at a .05 level, we find a trend that
participants who experienced VR had higher overall ratings on these two
constructs.
When comparing the individual results of Study 2 with those of the first study,
it is noticeable that in both cases the hedonic variables were significantly
lower rated in the VR1/2Video than in the respective VR1/2Experienced
treatment. Thus, it seems to be a general problem that hedonic aspects are
underestimated when only imagined based on a video, irrespective of whether
the environment is basic or advanced. In contrast, for both studies the ef-
fects between groups on the intention to use are not significant, whereas for
perceived usefulness and ease of use the results are inconsistent when com-
paring both studies – either significant for one study or the other (perceived
usefulness significant in Study 2 only; perceived ease of use significant in
Study 1 only). The results for the examination of variables influencing the
intention to use are similar for the two studies: In both studies the hedonic
variable perceived enjoyment and perceived usefulness are the variables that
have a significant influence on the intention to use which fosters theories of
two-sided motivations, i.e. hedonic and utilitarian, in the area of online retail
consumer behavior (Childers et al., 2001; Koufaris, 2002).
In order to further understand the influence of the shopping environment’s
design on the shopping experience, the next section will only compare results
between the two experience groups (VR1/2Experienced) from Study 1 and
2: We find that the more advanced shopping environment (M=6.11, SD=0.74)
indeed leads to significantly higher perceived telepresence compared to the
basic shopping environment (M=5.08, SD=1.22), t(71.32)=-4.24, p<.001, r=-
45. Similarly, the comparison reveals significant differences with respect to
perceived enjoyment (advanced: M=6.11, SD=0.74; basic: M=5.08, SD=1.22),
W=1223.5, p<.001, r=-.38. Interestingly, the perceived usefulness was rated as
equally high (advanced: M=4.10, SD=1.26; basic: M=4.27, SD=1.23), W=2704.5,
p=.632, r=-.04. As expected, the perceived ease of use was higher in the
simpler environment of the first study (W= 4011, p<.001, r=-0.42). In sum,
there is no difference with respect to the intention to use between the simpler
and the more advanced environment (W=2208.5, p=.178, r=-.10).
4.5 Limitations and Future Research
Within this paper, we reported results for two experiments trying to shed light
on the acceptance of VR shopping environments from different perspectives –
namely experience and imagination (based on a video). The analyses reported
within this paper focused on investigating effects on several variables of
interest and are of a more explorative nature. Although we have examined
which variables have the largest impact on the intention to use, it remains
a point for future research to theorize about and test further relationships
between the variables. Overall, the paper has primarily been driven by the
idea to investigate ways to reduce the effort and expenses that result from
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conducting VR lab experiments. As a result, we compared an online study
showing a video (lower effort and expenses) to a real VR experience in the lab
and wanted to learn whether similar results can be obtained. We are aware of
the fact that the experimental design is not entirely clean in a classical sense
(i.e. everything is kept constant except the manipulation) since the experiment
duration and the incentive structure were not identical. Now that we have
gained initial insights, the next step is to conduct another set of studies that
follows a clean experimental design in order to validate the results.
Our research is also limited to studying the initial use based on the technology
acceptance model. However, investigating continued use or “continuance”
(Bhattacherjee, 2001) seems impossible at this point as these VR applications
were launched very recently. Understanding the continued use of VR shop-
ping environments, however, is an essential next step for future research, as
the long-term survival of VR as a retail channel will be depending on cus-
tomers’ demand to use it. Adopters of VR shopping are supposed to decide
at a later point in time whether they will continue or discontinue to use VR
shopping. Future research can, for example, measure users’ expectations
with respect to the initial use of VR shopping as well as assess the degree to
what expectations are met and change after the initial use of the system. The
expectation-confirmation model (Bhattacherjee, 2001) is an excellent starting
point that can guide this investigation.
As the VR shopping market is in the very early stages, the time is right
to also start research projects tracking the change of beliefs and attitudes
(Bhattacherjee and Premkumar, 2004) towards VR shopping over time. For
retailers planning to offer VR shopping, it is essential to understand the factors
that drive the changes of beliefs and attitudes as it will help them to build
realistic user expectations that can be met. The Virtual SATURN environment
is a good example demonstrating that companies will be able to extend user
experience beyond the capabilities of physical stores or e-commerce (Shankar
et al., 2011). Not only might certain groups of customers find this new way of
shopping more appealing, it might also enable customers to make decisions
that better satisfy their needs if they are able to compare products in new
ways. More generally, companies can use VR environments as test settings
to evaluate new sensory cues (Berg and Vance, 2017), such as changes in the
lighting, colors or music of the store without implementing such changes
in their physical stores. Adapting the shopping environment to individual
needs might thus be a way to further increase user acceptance and to foster
the continued use.
4.6 Conclusion
We conducted two experimental studies in the context of VR shopping en-
vironments. The most important finding of the studies is that experiencing
VR shopping versus only imagining the VR experience had a substantial im-
pact on the evaluation of the VR shopping experience. In a basic shopping
environment, perceived telepresence, enjoyment and ease of use were rated
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to be significantly more positive than when experienced. In a more complex
environment, perceived telepresence, enjoyment and usefulness were rated
to be significantly more positive than when experienced. Thus, besides tele-
presence, the hedonic aspects of shopping are evaluated to be significantly
better when participants have experienced the shopping environment than
when they had to imagine it based on a video. Our empirical results are
therefore important for retailers who plan to build and develop VR shopping
applications and suggest that the enjoyment of the shopping experience is an
essential factor for building successful VR shopping environments. Thus, our
paper makes two main contributions: First, our results show that experiencing
the VR shopping environment is essential for users to be able to evaluate the
respective technology. Our empirical findings thus put adoption research
into question that investigates ISs based on “imagined” experiences. Second,
across two very different shopping environments, participants evaluated the
utilitarian and particularly the hedonic dimensions of VR shopping very posi-
tive which suggests that investments in building VR shopping environments
could be profitable for retailers and customers.
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Weinhardt
“Such capabilities are particularly
valuable given that online stores
cannot offer physical contact with
products, do not allow face-to-face
interaction with a salesperson, and
may offer a very large number of
alternatives because of their virtu-
ally infinite ’shelfspace,’ i.e., the
lack of physical constraints with
respect to product display.”
Häubl and Trifts (2000, p. 6)
5.1 Introduction
The fundamentals of Virtual Reality (VR) technology can be traced back to
the 1960s (Sutherland, 1965). However, only in recent years, the interest in the
technology has increased rapidly with the introduction of affordable head-
mounted displays (HMDs) to the mass consumer market. VR “provides a
unique way to interact with the ever-growing digital landscape” (Berg and
1This chapter comprises an article that was published in the following outlet under the
following title: Peukert C., Brossok F., Pfeiffer J., Meißner M., Weinhardt C. (2018). “Towards
Designing Virtual Reality Shopping Environments” . Presented at and in Conference Booklet
of the 13th International Conference on Design Science Research in Information Systems and
Technology (DESRIST), Chennai, India. Note: Unpublished supplemental material of the
article can be found in Appendix D. The appendix is also based on joint work by the authors.
Tables and figures were renamed, reformatted, and newly referenced to fit the structure of
the thesis. Chapter and section numbering and respective cross-references were modified.
Formatting and reference style was adapted and references were updated. Opening quotation
was not part of the article.
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Vance, 2017, p. 1) so that these technologies “enable people to immersively
experience a world beyond reality” (Berg and Vance, 2017, p. 1) and thus
enhances human computer interaction (HCI) to a level that has not been
seen before. Although the gaming industry has been the most prominent
application domain of VR technology, many other industries try to design
applications to weigh up its potential in their respective context. Among
them, the retail industry believes in its potential (Grewal et al., 2017): Key
players have launched prototypes such as Buy+ (Alibaba), virtual SATURN
(MediaOnline) or IKEA VR (IKEA).
VR shopping environments tend to combine benefits of both e-commerce and
shopping in physical stores and even go beyond: Shops are opened around
the clock, the product range is not limited by physical space, layouts of VR
shopping environments and shelves could be continuously personalized to
the shopper’s needs and friends could easily join the shopping experience
from remote in form of avatars.
Today, one of the main challenges most e-commerce websites are facing is
to provide customers the right amount of information to cope well with the
enormous product range (Wang and Benbasat, 2009). Offering different deci-
sion support is therefore a common functionality to help customers to make
high quality decisions (Kasper, 1996). The main focus has been laid on in-
teractive decision aids (IDAs) such as filter functions or sorting mechanisms
(Groissberger and Riedl, 2017; Pfeiffer et al., 2009). While the application
of IDAs in an e-commerce context has been under investigation for a long
time (Häubl and Trifts, 2000), similar research is missing in the area of VR
shopping environments. Moreover, the design of VR shopping environments
is a new field for research and it remains an open question whether results
from research on the design of e-commerce stores can be directly transferred
to the design of VR shopping environments. Our paper therefore focuses on
the following research question:
RQ: Which IDAs and VR specific features will customers use in VR shopping
environments?
In order to address this research question, we initialized a research project
following the design science research (DSR) approach (Hevner et al., 2004).
Following the guidelines by Hevner et al. (2004), we see the entire VR shop-
ping environment as our design artifact of interest. As a starting point, we
investigate common IDAs known from e-commerce websites as well as VR
specific features and are therefore able to design first low-fidelity prototypes
in form of mockups based on well-known theory. We use an online survey
(based on Paired Comparison-based Preference Measurement (PCPM) (Scholz
et al., 2010)) showing these mockups on desktop screens for two specific prod-
uct categories, mueslis and outdoor tents (between-subjects), to assess users’
requirements. Mueslis represent a low-involvement, fast-moving consumer
good (FMCG), whereas outdoor tents are a high-involvement product with
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a special need to see the built up product. Based on the findings, we will
formulate meta-requirements in future.
We therefore contribute to theory by creating initial design knowledge in
the area of VR shopping. For practitioners, we give first insights on what to




Within this short paper, we build upon Steuer’s definition that VR is “a real or
simulated environment in which a perceiver experiences telepresence” (Steuer,
1992, pp. 76/77), whereby the term telepresence is defined as “a sense of pres-
ence in a mediated environment” (Klein, 2003, p. 42). For creating the feeling
of telepresence, design guidelines exist for soft- and hardware components
(Steuer, 1992; Slater and Usoh, 1993). In more detail, Steuer argues that tele-
presence can be achieved by designing the system to be vivid and interactive,
whereas the former describes the representational richness, i.e., how informa-
tion is presented to the senses, of a medium (Steuer, 1992). Further he argues
that vividness is subdivided into breadth, i.e., number of accommodated
senses, and depth, referring “to the resolution within each of these perceptual
channels” (Steuer, 1992, p. 81). Transferring these guidelines to the context of
VR shopping environments in which the main interaction takes place between
the user and the products, we argue that it might be an important VR specific
feature to allow customers inspecting products in a similar way as in reality.
In particular, VR technology can provide product presentations in real scale
(SCAL) and 3D (dimensionality: DIM). Moreover, the depth of vividness can
be easily increased by displaying additional product information in the users’
field of view (INFO). For example, in MediaSaturn’s shopping environment,
these three VR specific features are implemented: Products are presented
in real size and 3D, and additional information pops up in a window when
customers are located close to the products. We therefore include these three
potentially interesting features in our study (see Table 5.1 marked in grey):
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Attribute Abbr. Description
Filter FIL Filters products by thresholds for attribute values de-
fined by the user. (Groissberger and Riedl, 2017)
Sort SOR Sorts the products in an order according to defined at-
tributes by the user. (Groissberger and Riedl, 2017)
Compare COMP Compares attributes of products in a comparison matrix.
Remove REM Removes products selected by the user.
Mark MARK Marks products selected by the user.
Recommen-
dations




INFO Displays product information on an additional screen
in the users’ field of view.
Product presen-
tation




SCAL Represents the product in different scales with respect
to reality.
TABLE 5.1: Identified IDAs and VR specific features (marked in
grey).
5.2.2 Interactive Decision Aids (IDAs)
For e-commerce websites a vast body of literature considers the effect of IDAs
as design artifacts on customer behavior (Groissberger and Riedl, 2017). IDAs
“help consumers in making informed purchase decisions amidst the vast
availability of online product offerings” (Wang and Benbasat, 2009, p. 295).
For example, recommendation agents focus on learning preferences and ul-
timately recommending products, whereas interactive information manage-
ment tools (IIMT) concentrate on fulfilling search and comparison tasks. The
aim of IDAs is to outsource “resource-intensive, but standardizable, informa-
tion processing tasks” (Häubl and Trifts, 2000, p. 6) to the computer. Pfeiffer
(2010) and Groissberger and Riedl (2017) analyzed the application of IDAs
in online shops and found that most commonly filter (FIL), sorting (SOR)
and comparison (COMP) mechanisms are implemented (frequency of applica-
tion in descending order). Based on their overview, we identified the IDAs
described in Table 5.1 as potentially useful for our study of VR shopping
environments in addition to the prior identified VR specific features.
We thus ground our DSR on several different sources as proposed by Hevner
(2007), i.e., e-commerce applications, research on e-commerce IDAs, as well
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as VR literature and prototypes of VR shopping environments. The approach,
which is described in the following, can be categorized as “Exaptation” accord-
ing to the DSR Knowledge Contribution Framework by Gregor and Hevner
(2013) since we apply known IDAs from e-commerce to the novel field of VR
shopping environments. Table 5.2 provides an overview of applied IDAs and




































Pfeiffer (2010) and Groissberger and Riedl (2017) X X X X X X
Amazon.com (e-commerce) X X X X
Steuer (1992) X X X
Virtual SATURN (VR application) X X X X
This work (VR) X X X X X X X X X
TABLE 5.2: Overview of applied IDAs and VR specific features.
5.3 Research Methodology
Our DSR project aims at designing a VR shopping environment that supports
customers in doing their shopping and follows the structure proposed by
Kuechler and Vaishnavi (2008). Within this short paper, we focus on the
first activity (Awareness of Problem) of our first design cycle. So far, litera-
ture has not discussed the specific requirements for this new environment.
Therefore, we scanned the VR literature, existing e-commerce websites as well
as VR applications in the retail sector to determine a set of design features
that need to be evaluated. We then used a preference measurement method
from marketing research, the PCPM approach, to determine the potential
users’ preferences regarding the respective design features within an online
survey that was performed on a regular desktop screen. PCPM is based on
the Analytic Hierarchy Process (AHP) and has been adapted to marketing
research requirements. In particular, PCPM is well suited for measuring the
preferences of products and services that have many different features (Scholz
et al., 2010). The latter is a key advantage over other preference measurement
approaches such as conjoint-analytic preference measurement that is more
frequently used, but quite limited with respect to the number of features that
can be included in the measurement.
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5.4 Designing Decision Aids for VR Shopping En-
vironments
5.4.1 Design of the Online Survey for Measuring Users’ Re-
quirements
PCPM uses pairwise comparisons to calculate the utilities of features on the
individual (i.e., respondent) level. In our empirical study, we used a three-
layer hierarchy consisting of 9 attributes and 30 attribute levels (see Table
5.3). Following Scholz et al. (2010) and Meißner and Decker (2009), we used a
bottom-up evaluation of the hierarchy. Thus, the participants first compared
the attribute levels before comparing the attributes. In total, the design led to
56 pairwise comparisons for each participant (38 for the attribute levels and
18 for the attributes).
As proposed by Scholz et al. (2010), a two-cycle design was used to reduce
the number of comparisons needed on the attribute level. To ensure that
participants understood the functionality of the IDAs, all attribute levels were
illustrated using mockups and a caption additionally explained the function
in written form on the screen (e.g., see Figure 5.1) before they were evaluated.








FIGURE 5.1: Example mockups of attribute levels for the at-
tribute filter (FIL).
Within each pairwise comparison, participants were asked to state on a 9-point
scale which of the two surveyed attributes/attribute levels they prefer more



































Attribute Attribute Level 0 Attribute Level 1 Attribute Level 2 Attribute Level 3
FIL No filter Products are greyed out Products disappear Products are highlighted
SOR No sorting Sorting by a criterion with-
out explicit display
Sorting by a criterion with ex-
plicit display




Comparison matrix with four
or more products
REM No remove Remove products
MARK No mark Mark products
RECO No recommendations Based on purchase history Based on interaction data Based on Eye tracking data




Detailed product information Additional product informa-
tion
DIM 2D-frontal image 2D image of all perspec-
tives










ditional indication of real size
TABLE 5.3: Attributes and associated attribute levels.
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FIGURE 5.2: 9-point scale for pairwise comparisons; exemplarily
for two attribute levels of FIL.
Before the PCPM part of the survey started, participants were familiarized
with making pairwise comparisons using PCPM and a video showed the
VR environment in which the aids would be implemented in the future.
Participants were asked to imagine that they were trying to find products that
fit their personal preferences best.
5.4.2 Preliminary Results
In total, we recruited 500 participants (250 for each product category) from a
subject pool of a large German university using the organizing and recruit-
ing software hroot (Bock et al., 2012), from which 101 fully completed the
questionnaire. Participants on average received 4e for participation. Due to
inconsistencies in the PCPM answering behavior (Mean Consistency Ratio >
0.5 for attribute level evaluation) or an abnormally short response time (t < 11
minutes) we excluded 10 participants from further analysis. Table 5.4 depicts
the results for the attribute utilities (importances) and descriptive statistics:
Muesli [n = 47]
(Rank)




FIL 0.183 (2) 0.175 (1) 0.603
SOR 0.159 (3) 0.136 (3) 0.355
COMP 0.183 (1) 0.156 (2) 0.246
REM 0.118 (5) 0.074 (9) 0.146
MARK 0.055 (7) 0.090 (6) 0.051
RECO 0.075 (6) 0.086 (7) 0.079
INFO 0.130 (4) 0.105 (4) 0.226
DIM 0.043 (9) 0.076 (8) **0.006
SCAL 0.053 (8) 0.103 (5) *0.033
Avg. age 23.1 years 23.8 years
Avg. CR 0.219 0.210
Avg. RT 27.6 min (Mdn. = 21) 25.6 min (Mdn. = 19)
Gender
f = 46.8%; m = 51.1%;
else = 2.1%
f = 47.7%; m = 52.3%
TABLE 5.4: Preliminary results for attribute utilities (*p < 0.05,
**p < 0.01) and descriptive statistics. Abbreviations: Consistency
Ration (CR), Response Time (RT).
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The results for both product categories reveal that FIL, SORT and COMP are
the most preferred IDAs. These results match the results of the analysis by
Groissberger and Riedl (2017) and Pfeiffer (2010) for e-commerce stores out-
lining that these are the most often provided IDAs. It shows that familiarity
with IDAs is a major criterion for users and that users might also want to stick
to their already well-trained behavioral patterns in very different application
environments. This might, however, change tremendously once users get fa-
miliar with virtual environments and adapt their interaction and information
acquisition behavior to the new opportunities these environments offer.
Interestingly, we find only significant differences between both product cate-
gories with respect to the VR specific features DIM and SCALE. For outdoor
tents these VR specific features are significantly more important. This can be
easily explained by the fact that the size of muesli packages is a rather irrel-
evant decision criterion. Yet, when ranking the attributes according to their
utility (attribute importance), we find a high correlation (Spearman correlation
coefficient of 0.75) for the orders of both categories. This is quite surprising
and a promising result as mueslis and tents differ on several dimensions
such as product involvement, price range, or purchasing frequency. Thus,
we can summarize that, first, it seems that VR shopping environments can
offer similar functionalities for different product categories. And, second, in
particular SCAL is a very important functionality for categories for which size
matters and differs largely across products as is the case of tents.
5.5 Conclusion, Future Research and Limitations
Within this short paper, we reported first results of a survey investigating
customer preferences with respect to potential IDAs and VR specific features
in a VR shopping environment. Following the DSR approach by Kuechler
and Vaishnavi (2008), we will derive meta-requirements and formulate design
principles based on the final results (Suggestion) in a next step. As an example,
a potential design principle could be to provide the virtual reality shopping
environment with VR specific features illustrating the real scale (SCAL) of
the product to convey a good assessment of the appearance in reality for
products for which product size is an important decision criterion. Then,
we will implement the most preferred functions into our existing shopping
environment2 (Development) and evaluate the impact of the implemented
features on variables such as usability and user experience (Evaluation). We
want to find out whether the implementation of the artifacts improves the
intention to use VR shopping environments. We will conclude the first design
cycle with the analysis of experimental data (Conclusion) and start the second
design cycle with reflecting the findings of the first.
Our study design is limited to the fact that it does not allow us to detect inter-
action effects between IDAs or features. We argue that our design is sufficient
2 We refer to a video showing the present state of the VR shopping environment:
https://youtu.be/e1kJbQEBX7o
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because surveying multiple functionalities and features at the same time (as
possible when using a conjoint-analytic preference measurement approach)
would enormously increase participants’ cognitive load, particularly when
participants have to imagine how combinations of IDAs work within this
novel technology. For similar reasons, we decided to only survey IDAs which
are familiar to the participants, or features that are easy to imagine, i.e., we
did not address the full potential of new features that VR could offer. This
was also motivated by another limitation of our study: The mock-ups were
shown on regular desktop screens and not in a virtual environment because
of practical limitations. Showing participants the mock-ups in the virtual
reality would have required to invite them to our laboratory one-by-one or at
least in small groups because we do not have many head-mounted-displays
available. This would have resulted in a small sample size and would not
allow to properly quantify the results and compute inferential statistics on the
data. Therefore, a next step is to pick the most popular IDAs and features and
let them rate in the virtual environment in a qualitative study. This would also
allow for discussing design principles in more detail with the future users.
In addition, not only extending the survey to further product categories, but
also considering different shopping goals or search phases can be an inter-
esting future research stream. For example, it can be investigated whether
customers prefer other IDAs when acting in a different search situation (e.g.,
goal-directed versus exploratory search (Venkatesh et al., 2017)) or in a differ-
ent search phase (i.e., screening or in-depth comparison phase (Groissberger
and Riedl, 2017)) or even if customers are looking for themselves or on behalf
of another person (agent-task). Our paper has strong managerial/practical
implications, as we identify IDAs and VR specific features as well as the
respective design of the IDA or feature that designers should consider to




Assistance Systems Based on Eye
Tracking Data Analysis 1
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“[T]he real power of VR is not nec-
essarily to produce a faithful repro-
duction of ‘reality’ but rather that it
offers the possibility to step outside
of the normal bounds of reality and





Eye tracking (ET) technology has recently enjoyed an upswing in attention.
Not only the acquisitions of technology giants in the field of ET technology
(e.g., Apple bought SMI or Oculus acquired The Eye Tribe) have contributed
to this, but also the introduction of new products that are already equipped
with ET technology (HTC Vive Pro Eye, Microsoft’s HoloLens 2). The sym-
biosis of ET and virtual reality (VR) technology is obvious: Real-time gaze
detection allows to only render the currently looked at regions in highest
1This chapter comprises an article that was published in the following outlet under the
following title: Peukert C., Lechner J., Pfeiffer J., Weinhardt C. (2020). “Intelligent Invocation:
Towards Designing Context-Aware User Assistance Systems Based on Real-Time Eye Tracking
Data Analysis” . In: Davis F., Riedl R., vom Brocke J., Léger PM., Randolph A., Fischer T.
(eds) Information Systems and Neuroscience. Lecture Notes in Information Systems and
Organisation, vol 32. Springer, Cham. Published [2020] [Springer Nature Switzerland AG]
© All rights reserved. Reprinted with permission. https://doi.org/10.1007/978-3-030-
28144-1_8. Note: Tables and figures were renamed, reformatted, and newly referenced to fit
the structure of the thesis. Chapter and section numbering and respective cross-references
were modified. Formatting and reference style was adapted and references were updated.
Opening quotation was not part of the article.
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quality (foveated rendering) (Patney et al., 2016), which in turn saves com-
putational resources. Furthermore, advanced interactions can be offered by
system designers (gaze selection), and avatars can be modeled more naturally
by transferring the real eye movements to the virtual representation. We thus
more and more experience a shift from ET, that solely serves as a post hoc
diagnosis tool, to real-time ET data processing and usage due to the possibility
to unobtrusively observe gaze behavior in VR (Meißner et al., 2019).
In literature more than 20 years ago, researchers have tried to detect different
phases in customers’ decision making based on ET data (Russo and Leclerc,
1994) measured in real-life contexts and in recent years this idea was further
pursued (Gidlöf et al., 2013; Glaholt and Reingold, 2011; Pfeiffer et al., 2014).
The knowledge in which decision phase a user is currently in could be of
great interest for system designers who could use this information for the
intelligent invocation of assistance systems (Friemel et al., 2018). In particu-
lar, a high potential is stated to so-called advanced user assistance systems
(UAS) which promise to be context-aware and adaptive (Maedche et al., 2016).
Depending on the decision phase (context-awareness), an assistance system
might proactively offer suitable decision aids to the user (adaptive), e.g., a
comparison matrix as soon as someone starts comparing products with each
other (evaluation phase), or a filter function, that helps to eliminate products,
which reduces the overall complexity right from the start (orientation phase).
Such a system would, therefore, take over the selection of the aid, i.e., how,
and the time of use, i.e., when they shall be supported, adaptively for a user.
Within this article, we, therefore, aim to detect phases in consumers’ decision-
making, which can potentially be used by advanced UAS to support con-
sumers during their shopping in regular stores. In this context, we assume
that image processing and object recognition can be performed in real time
for practical applications. This article is closely related to the field of NeuroIS,
since the information systems (IS) research problem, i.e., the identification of
the right moment in time to assist consumers in their decision-making process
(intelligent invocation), is solved using the neuro-physiological tool of ET
(Vom Brocke and Liang, 2014).
6.2 Context-Aware Assistance Systems Meet Eye
Tracking Phase Detection
In order to build a UAS with intelligent invocation based on ET, it must first
be ensured that a phase detection can be performed in real time. Therefore, we
start to examine existing approaches for their suitability for real-time phase
detection.
Today, UAS are almost ubiquitous in e-commerce settings trying to increase a
user’s task performance by addressing the known problems of an enormous
product range and information overload (Wang and Benbasat, 2005; Xiao and
Benbasat, 2007). A UAS can have many facets: e.g., recommendation agents
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(Xiao and Benbasat, 2007), interactive decision aids (Groissberger and Riedl,
2017), or chatbots. According to Maedche et al. (2016), UAS can be further
specified along the dimensions intelligence and interactivity, defining a system
that at least employs features of one dimension as an advanced UAS rather
than a basic one. Advanced UAS primarily differentiate themselves by the fact
that they are context-aware and adaptive. Especially context-awareness can
be related to the intelligent time of automatic invocation. Whereas in the area
of notifications much research has already been done focusing on the best time
of invocation (e.g., Bailey and Konstan, 2006), empirical studies on intelligent
invocation in the context of UAS are relatively scarce (Friemel et al., 2018).
However, user assistance is by no means limited to an e-commerce context
and assistance systems for regular stores are also in the focus of studies (e.g.,
mobile auto-ID technology (Venkatesh et al., 2017)).
Most commonly, studies that support a phase theory build upon at least two
distinct phases, namely an orientation and an evaluation phase (Glaholt and
Reingold, 2011). The orientation phase is thereby characterized by acquiring
an initial overview of available products, whereas the evaluation phase pri-
marily consists of paired comparisons between products. Besides, several
studies argue that a subsequent verification phase can take place, in which
the product choice is verified again (Gidlöf et al., 2013; Russo and Leclerc,
1994). In related literature, different approaches are proposed on how a phase
detection based on ET data might be operationalized (Gidlöf et al., 2013; Russo
and Leclerc, 1994; Reutskaja et al., 2011). Within this work-in-progress article,
we will examine the approaches by Russo and Leclerc (1994) (R&L) and Gidlöf
et al. (2013) (G) more closely, who both build upon three phases (orientation,
evaluation, verification).
According to Russo and Leclerc (1994), an initial orientation phase consists
of consecutive dwells on products up to the first re-dwell (the latter already
counts to the second phase). As an indicator for the beginning of the third
phase, a verbal announcement made by the participant is used from which the
last re-dwell (going backward in time) is determined, which, in turn, defines
the end of the second phase (Russo and Leclerc, 1994). In contrast, Gidlöf
et al. (2013) solely rely on dwells on the chosen product to determine the different
phases: The orientation phase includes all dwells up to the first dwell on the
chosen product, which, however, already counts to the second phase (Gidlöf
et al., 2013). The second phase, in turn, ends with the last dwell on the selected
product (counting to the second phase), meaning that the last phase only
consists of dwells not directed to the chosen product.
Even though the strict phase distinction is partly criticized, we consider it a
good starting point to investigate points in time for an intelligent invocation.
However, since both prior described approaches either require knowledge
about the outcome of the decision process (product choice) or can only be
determined through post-hoc analysis (last re-dwell before an announcement),
we conclude that they are not applicable for real-time phase detection. We,
therefore, propose an approach to detect the previously mentioned phases
in real time and in the following reference to it as On-the-fly-detection (OFD).
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Similar to the approach by Russo and Leclerc (1994), we argue that a re-dwell
can be used as an indicator for the start of the evaluation phase since the
evaluation phase is characterized by paired product comparisons between
alternatives (Russo and Leclerc, 1994; Orquin and Loose, 2013). However,
to address the criticism expressed by Gidlöf et al. (2013) that a re-dwell on
any product can also occur by chance, we define the delineation rule more
strictly and demand an X-Y-X sequence of transitions, i.e., a direct pair-wise
comparison, as begin of the evaluation phase (re-dwell belongs to the second
phase). For the distinction between the evaluation and verification phase, we
preliminarily suggest using the time at which any product is first placed in
the shopping cart. This point in time is meaningful because then a person has
made an initial decision (evaluation phase is certainly finished) but still has
the chance (if they want) to verify their choice. Of course, it may be possible
that verification starts slightly in advance, but we have also decided to use
this event because of the possible real-time detection (assuming that image
processing and object recognition can be performed in real time in the future).
In order to test the three approaches with our existing data set, we needed
to adapt the approaches slightly. In our experiment, participants did not
announce their choice verbally, which is why the (R&L) approach cannot
be tested one-to-one. Following Gidlöf et al. (2013) – who encountered the
same problem within their study – we will also use the last dwell on the
chosen product as a decision rule for the (R&L) approach. Unlike Gidlöf
et al. (2013), we consider the last dwell on the chosen product as part of
the verification phase, as a result of the experimental setup, because when
placing a product in the shopping cart, a glance at the product happens nearly
automatically. Furthermore, a dwell including the way to and the process
of putting the product into the shopping cart is conceptually no longer an
evaluation. Within the new OFD approach, a special case can occur that the
event product enters the shopping cart takes place precisely during a dwell. In
order to do justice to this we distinguish in OFD(A), the dwell will be counted
to phase two or OFD(B), the dwell belongs to phase three. This subdivision is
only essential for the following analysis, but not for an intelligent invocation,
as the invocation would exclusively depend on the event. Fig. 6.1 illustrates
the operationalization of the approaches:
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FIGURE 6.1: Comparison of phase definitions
6.3 Experimental Design & Procedure
The dataset (n=129) originates from an experiment in which students per-
formed several consecutive choice tasks in front of a virtual supermarket
shelf (Peukert et al., 2019b). The experimental design followed a choice-based
conjoint analysis (CBC) (Sawtooth Software Inc., 2013), and the specific task
was to always pick the product (muesli package) out of a set of 24 products
which they would most likely buy in reality. The interaction possibilities were
close to reality: participants could take products from the shelf, view them
from all sides and in the end they had to put the chosen product in a virtual
shopping cart. Similar to many e-commerce websites, a screen then appeared
on which they had to confirm the purchase finally. In each task, the displayed
products, as well as the prices, changed according to the CBC design (in total
we had six price levels and 40 different products). For a description in more
detail, we refer to Peukert et al. (2019b).
To record participants’ eye movements, we used an HTC Vive head-mounted
display with an integrated SMI eye tracker (250 Hz). We applied a velocity-
based algorithm (consecutive eye movements with a velocity below (above)
50°/s were determined to be a fixation (saccade)) for fixation determination.
We only considered data of the participant’s dominant eye and only included
fixations with a minimum fixation duration of 100 ms (Holmqvist et al., 2011).
Fixations were automatically annotated to predefined areas of interest (AOIs).
For this article, the product package as a whole, as well as the related price
tag, were regarded as one interrelated AOI. As a next step, we aggregated
consecutive fixations on the same AOI to dwells.
6.4 Preliminary Results
For the preliminary data analysis, we only consider the average values across
all tasks irrespective of the order and only refer to the most interesting results.
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In order to be able to evaluate the applicability of the approaches for real-time
detection of the decision phases, it is initially important to determine whether
it is generally possible to reliably detect the different phases based on the
approaches. Table 6.1 provides an overview of the presence of the phases for
the four tested approaches:
TABLE 6.1: Overview presence of phases (based on a total of 903
choices)
Orientation Evaluation Verification
R&L: Russo and Leclerc (1994) 900 898 899
G: Gidlöf et al. (2013) 869 890 902
OFD(A): On-the-fly-detection (A) 878 878 149
OFD(B): On-the-fly-detection (B) 878 874 753
Overall, the table shows that in almost all cases the approaches detect an
orientation and evaluation phase. In the approach by Gidlöf et al. (2013) ((G)
approach) it could have happened that by chance the first dwell was already
directed to the chosen product (1/24 chance) which means that the first phase
is skipped. The OFD approach detected the XYX transition in 97 percent of
total choices, which underlines the general applicability. For further analysis,
we decided to exclude all decisions for which the XYX transition could not be
detected, i.e., 25 decisions (similarly, we excluded three decisions for the (R&L)
approach in which no re-dwell has taken place). Concerning the detection
of the verification phase, the result of OFD(A) is especially noticeable, since
only in 16.5 percent of the cases a verification phase is detected. Accordingly,
following the same argumentation as for shifting the last dwell to the verifica-
tion phase in the (R&L) and (G) approach, OFD(B) shall better be applied in
the future.
Further, we were interested in key indicators for the phases (Table 6.2) to
investigate to what extent they differ between the phases as well as between
the approaches. With regard to phase durations, in all approaches, the eval-
uation stage dominates the decision-making process (similar to Russo and
Leclerc (1994)). The orientation phase of (R&L) is the shortest followed by
OFD and (G), whereby OFD’s mean orientation phase duration (7.5s) could
be sufficiently long for designing a meaningful intelligent invocation at the
begin of the evaluation phase. Consistent with the literature (Gidlöf et al.,
2013; Russo and Leclerc, 1994; Gloeckner and Herbold, 2011), we find shorter
dwells within the orientation phase compared to the evaluation phase, which
supports the theory of an initial scanning of products. For the verification
phase, we find extremely long dwell durations, which can be most probably
traced back to the experimental design (participants had to grab the product,
turn away from the shelf and finally place it in the cart). Regarding the num-
ber of different fixated products per phase, it can be seen that the number
is the highest in the evaluation phase, followed by the orientation phase,
whereby the proportion of different products fixated in relation to the phase
duration is much higher during orientation. Many participants only fixated
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one product (the chosen product) during the verification phase (note that the
OFD(A) value is only based on 149 decisions, in which primarily participants





























TABLE 6.2: Measures differentiated by phase; values represent the mean (standard deviation)
Orientation Phase Evaluation Phase Verification Phase
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6.5 Limitations and Future Research
Within this work-in-progress paper, we preliminarily analyzed data retrieved
from a preference measurement study in order to evaluate whether phases
in decision making can be detected in VR shopping environments in real
time. Since the primary objective of the underlying study was different, the
experimental setting was not precisely tailored to the purpose of detecting
phases. As mentioned in the prior section, the fact that consumers had to
turn away from the shelf to confirm the purchase, could have influenced
consumer behavior and thus the results. In future research, hence, a study
shall be designed that focuses exclusively on phase detection. In addition
to observing gaze behavior throughout a decision task, a further post-hoc
analysis shall be conducted to test if the proposed phases are a reliable proxy
for the consumers’ actual executed decision process. Therefore, for instance,
participants could retrospectively state in which decision phase they were
currently in (e.g., retrospective think aloud based on a video recording (Guan
et al., 2006)), or the decision making process could be coded by independent
judges with respect to the decision phases (e.g., thematic coding).
Further, the analysis reported within this paper is preliminary and additional
analyses need to be conducted to fully understand the phenomenon. This
includes, for example, that at both – task- and respondent-level – it needs to
be examined whether patterns can be identified, e.g., whether it is possible
to determine clusters of participants that are similar to each other. Besides,
so far, we have not assigned any relevance to the task sequence and have
simply averaged across all tasks. Especially related to the verification phase
it can be interesting for future research to consider people who have fixated
more than one product during this phase, which might indicate that they did
verify their selection to a greater extent. Furthermore, it should not be ignored
that the standard deviation of most of the measures is quite high (e.g., the
standard deviation of the average phase duration of the OFD approach is
7.16s) and therefore the meaningfulness of these indicators for the real-time
phase detection needs to be investigated. Although the large variance between
the time of invocation would underline the adaptivity of the UAS, it remains
to be tested whether the point in time is considered useful by all users.
Given the assumption that such context-aware UAS are available in the near
future, the key question then arises as to whether consumers accept these
systems. From a technological perspective, an implementation in a VR shop-
ping environment is already possible today, but users nonetheless have to be
willing to share their gaze and interaction data to feed the UAS. Therefore,
questions regarding privacy concerns need to be addressed in future research.
In the same vein, it could be interesting to investigate to what extent explana-
tions influence the acceptance of context-aware UAS (Gregor and Benbasat,
1999).
Finally, within this article, we followed the idea to use decision phases (Gidlöf
et al., 2013; Russo and Leclerc, 1994) to trigger an intelligent invocation.
However, further approaches shall be pursued in the future. For instance,
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other ET measures such as the saccade length or fixation duration could serve
as additional indicators.
6.6 Conclusion
Within this article, we introduced the idea to design context-aware UAS
based on the real-time analysis of ET data especially focusing on intelligent
invocation. Based on the theory of decision phases in consumer decision-
making, we propose an approach for on-the-fly-detection of decision phases
which can potentially be used for intelligent invocations. In the future, such
advanced UAS could help to reduce consumers’ experienced cognitive load
when doing their shopping by ensuring that the UAS steps in at the right
time and also provides adequate support for the respective context. Such
context-aware UAS could represent an entirely new shopping experience and
thus be of great interest to practitioners. It remains to be seen whether such
systems will gain acceptance in the future; nevertheless, it is important to start








Conclusion, Limitations & Future
Research
“People may one day be as familiar
with VR systems as they are [with]
the modern desktop workstation;
however, we are not there yet.”
Berg and Vance (2017, p. 10)
7.1 Answers to the Research Questions
The dissertation has set out to investigate the emerging field of VR shop-
ping environments based on four research questions. While RQ1 and RQ2
addressed perspectives of the acceptance of VR shopping environments, RQ3
and RQ4 shed light on design aspects in the context of user assistance fea-
tures. The related research questions were motivated in Chapter 1 and will be
answered on the basis of the findings of the previously presented studies in
the following.
RQ1: How does the degree of immersion in virtual shopping environments influence
system adoption?
The first RQ was addressed in the study presented in Chapter 3. To answer
the question, a between-subjects experiment was conducted that manipulated
the degree of immersion (high versus low immersion) by applying two treat-
ments: Whereas participants of the high immersion treatment experienced
the VR shopping environment by using a HMD and hand-held controllers,
participants of the low immersion treatment faced the same environment
by interacting with 3D product models in a desktop environment. The re-
sults show that immersion has a positive effect on a hedonic path through
perceived telepresence, but a negative effect on a utilitarian path through
perceived product diagnosticity, collectively having no influence on the users’
intention to reuse the shopping environment in the future. The negative effect
of immersion on perceived product diagnosticity was contrary to the hypoth-
esized relationship, but can be explained via low readability of small prints
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on the product packages in the VR environment. Since this constitutes a limi-
tation of today’s VR technology, it is expected that as soon as the impediment
is resolved by next-generation high-resolution HMDs, the full potential of VR
can be unlocked.
RQ2: Does the acceptance evaluation of VR shopping environments depend on
whether users have imagined (based on a video) versus experienced being in the VR
environment?
Chapter 4 focused on the second RQ and presented results of two experimental
studies of a rather exploratory nature. Each study consisted of a comparison
between a real VR experience in the laboratory and a presentation of the VR
experience based on a non-interactive online video (between-subjects). After-
ward, the acceptance of the shopping environment was surveyed. The two
experiments differed in that one used a basic and the other a more advanced
shopping environment as the object of investigation. Overall, the results of
both experiments suggest that a real VR experience is essential to evaluate
the acceptance of VR shopping environments. In particular, participants sys-
tematically underestimated the variables perceived enjoyment and perceived
telepresence when they only imagined being in the VR environment based
on a video. Interestingly, the values for the intention to use the shopping
environment did not show significant differences. Further, in accordance
with literature (Van der Heijden, 2004; Koufaris, 2002), the results reveal that
hedonic (i.e., perceived enjoyment) and utilitarian (i.e., perceived usefulness)
variables positively affect the users’ intention to use the shopping environ-
ment in the future. Finally, to build the bridge back to the initial motivation,
from a practical point of view it can be concluded that a video presentation
cannot replace an appointment with participants in the laboratory for a real
VR experience at this stage.
RQ3: Which of the established e-commerce IDAs and VR specific features do cus-
tomers desire to use when shopping in VR shopping environments?
The third RQ was approached in Chapter 5 using an online preference mea-
surement study. The preference measurement comprised the assessment of the
most popular IDAs known from e-commerce as well as VR specific features for
two different product categories, namely mueslis and outdoor tents (between-
subjects). For both product categories, the results indicate that comparison,
filter, and sorting mechanisms are the most favored IDAs in the context of
VR shopping environments. These findings are in line with e-commerce lit-
erature (e.g., Pfeiffer, 2010; Groissberger and Riedl, 2017) stating that these
three IDAs are also the most applied decision aids on e-commerce websites.
Therefore, the results suggest that participants’ familiarity with the IDAs
may have an influence on their evaluation, which, however, might change
as soon as the wider consumer population gets accustomed to using VR ap-
plications. Concerning the VR specific features, the possibility to display
additional product information was considered especially valuable (for both
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product categories ranked fourth out of nine places directly after the IDAs
mentioned above). Overall, the assignment of utility values across the various
assistance features indicated that users wanted to be supported employing
similar features regardless of the product category. Yet, only for the two VR
specific features addressing the product presentation (dimensionality and
scale of presentation) significant differences were found between the attribute
utilities for the product categories (higher for outdoor tents). In particular, a
real-scale product presentation seems to be appropriate for product categories
for which size represents an important decision criterion.
RQ4: Can existing approaches to detect phases in consumer decision making based
on eye tracking data be adapted to trigger an intelligent invocation of a UAS in VR?
Chapter 6 presents a NeuroIS study that evaluates the applicability of existing
decision phase detection approaches based on eye tracking data (in particular
the approaches by Russo and Leclerc (1994) and Gidlöf et al. (2013)) against
the backdrop of triggering an intelligent invocation of a UAS in VR in real time
(RQ4). Both approaches are tested by analyzing eye tracking data from an
experiment conducted in a high immersion VR shopping environment. Since
the idea is to provide context-aware user assistance, one specific prerequisite
is that the phase detection can be performed in real time. Yet, both approaches
include knowledge about the purchased product in determining the decision
phases, hence making them unsuitable for a real-time phase detection (simply
for the reason that you do not know the purchased product in advance).
Consequently, a new approach called on-the-fly-detection (OFD) is proposed,
which is conceptualized in a way that it can be performed in real time. Similar
to the approach of Russo and Leclerc (1994), the developed approach also
relies on refixations on products to distinguish between the first two phases
(literally, the orientation and evaluation phase). However, since the use of a
single refixation at any product may lead to false triggers (as described by
Gidlöf et al. (2013)), the proposed approach is stricter, requiring an X-Y-X
fixation pattern for the phase transition. Nevertheless, it is reserved for future
research to refine the approach (e.g., to determine threshold values regarding
the fixation duration for the individual gaze events) and to test the application
of such context-aware UAS with real users.
In conclusion, with the research questions just answered, this dissertation has
followed the initial call of Walsh and Pawlowski (2002) according to which
VR technology is in need of research from an IS perspective. Although this
dissertation only provides an initial starting point, it may encourage other
researchers to follow up on it.
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7.2 Limitations & Future Research
Notwithstanding the dissertation’s contributions, it has several limitations
that need to be taken into account.1 Following a discussion of the work’s
limitations, an outlook on future fields of research is given.
First, with reference to the opening quotation by Berg and Vance (2017), VR
technology is still in its infancy waiting for the big breakthrough in the con-
sumer industry market. This is accompanied by the fact that the participants
in the prior described studies were not yet as familiar with the technology as,
for instance, with desktop computers with which many of them grew up. This
may – as the quotation indicates – change over time. Nevertheless, special
precaution had to be taken in the experiments: In all VR experiments it was
therefore ensured that 1) the participants learned and practiced the interac-
tions with the environment step by step, 2) the interactions corresponded as
closely as possible to interactions from reality, and 3) the participants were
given as much time as they wanted to independently familiarize themselves
with the VR environment before starting the experiment. Moreover, the nature
of the tasks within the experiments was not playful. In total numbers, 92
participants out of all participants who took part in a VR session reported
that is was their first VR experience, whereas for 66 participants it was their
second or third experience and for 11 participants it was their fourth to sixth
experience (two participants had more than six experiences). These numbers
are in line with other recent VR studies also reporting that the majority of
participants had no prior VR experience (Harms, 2019; Hartl and Berger, 2017).
However, since it is precisely the research interest to investigate how people
evaluate this novel technology, the limitation had to be tolerated and it must
be noted that so-called novelty effects cannot be completely ruled out (Brade
et al., 2017). In future research, therefore, long-term effects should also be
investigated in order to validate whether the effects persist over longer time
periods. As a starting point, IS continuance models could be pursued and
adapted to the context, e.g., following the approach by Bhattacherjee and
Premkumar (2004) and Bhattacherjee (2001).
Not only will people become more and more accustomed to VR experiences –
assuming that the technology enjoys increasing popularity – but also VR tech-
nology will continue to evolve. Thus, problems that significantly influenced
the user experience today might already be solved tomorrow. Yet, technologi-
cal constraints represent limitations of recent studies. This dissertation also
had to contend with technological constraints (readability issues as described
in Chapter 3) that may soon probably no longer be worth mentioning. Nev-
ertheless, it was important to show that such technological constraints are
crucial influencing factors for evaluating the acceptance behavior. Although
the readability issue was particularly relevant for the product category under
investigation, similar restrictions may also apply for other product categories
1 Note: The specific limitations of the individual studies have already been discussed
within the respective chapters. This section is concerned with overarching limitations of the
dissertation.
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in the future. Whenever virtual representations do not manage to convey the
feeling of a real representation to the senses, discrepancies may occur (e.g.,
as described by the uncanny valley (Mori et al., 2012; Dionisio et al., 2013;
Seymour et al., 2018)). A well-known problem is, for instance, the lack of a pre-
sentation’s haptic richness (Steffen et al., 2019; Slater et al., 2020). Even though
haptic displays are already being experimented with to address this problem
(Mihelj et al., 2014), time will pass until they are consumer-ready (Slater et al.,
2020). However, visual displays may be enriched through next-generation
high-resolution HMDs or new computing methodologies such as foveated
rendering (Patney et al., 2016); as a result, eliminating the current readability
issues. Accordingly, the latter mentioned limitations provide avenues for
future research: A continuous evaluation of the acceptance of VR systems
is necessary to understand how system changes affect user behavior from
a theoretical perspective, but also to guide practitioners in developing new
applications bearing the current state of technology in mind.
Further, the thesis is limited to the fact that all empirical investigations are
based on participants recruited from a student sample of the Karlsruhe Insti-
tute of Technology (KIT). Even though “students are a promising customer
group of VR glasses, because many of them are interested in new technologies
and virtual media” (Hartl and Berger, 2017, p. 2423), the use of VR systems is
not restricted to this demographic group of people. Indeed, the vast majority
of studies examined within the literature review (see Chapter 2) employed
student samples (17 out of 25 studies that indicated sample characteristics
used a student sample at least for a subgroup of their studies). To ensure the
generalizability of the results, studies with citizens covering a wider range of
the overall population must therefore be carried out in the future. However, it
might also be promising to specialize in specific population groups (instead
of trying to reach everyone) that may take special advantage of VR technol-
ogy. For instance, VR technology could help people with limited mobility to
virtually experience things that would otherwise be difficult or impossible for
them to do (e.g., Sussmann and Vanhegan (2000) propose the idea of virtual
holidays).
After having concentrated on the bright side of VR, including how VR may
help people, and how the quality of VR systems might continue to improve, it
is crucial to also discuss the potential dark side of the upcoming development
and to stress the importance of doing research in this area (Guzman et al.,
2019; Slater et al., 2020). On the one hand, the increased system quality and
personalization may come at a price. In order to further increase the degree of
immersion of VR systems, the user must expect that additional personal data
will be processed in real time (Slater et al., 2020). In this context, Bandara et al.
(2019, p. 12) state that “[u]nlike the traditional e-commerce environment, the
diversity and heterogeneity of data that is being shared is formidable,” further
emphasizing potential implications for consumers’ privacy. For instance,
although foveated rendering may improve the system performance (Patney et
al., 2016), it also requires real-time processing of eye tracking data. In a similar
vein, stand-alone HMDs can be used anywhere without having to be tethered
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to a computer, but, at the same time, several cameras and sensors usually
capture the environment in detail to ensure tracking and avoid collisions.
The list of such tradeoffs could be continued. However, it is important to
draw attention towards expanding VR research to also consider such privacy-
related aspects (Bandara et al., 2019; Guzman et al., 2019). A promising stream
of research is to investigate how much personal data a user is willing to
be processed in order to receive a more immersive experience (one might
call it the immersion-privacy tradeoff conflict). On the other hand, as soon as
computer-mediated experiences can be generated which are indistinguishable
from reality (e.g., what Flavián et al. (2019) refer to as pure mixed reality or
Slater et al. (2020) call superrealism), ethical questions will arise. For instance,
Slater et al. (2020) raise the question as to what will happen if people prefer
the virtual world over the real world. The effects of perceived realism that
were desired, for instance, to treat phobias (Strickland et al., 1997; Balan et al.,
2019), could now also have negative consequences as it may support the
development of IT-triggered disorders (e.g., internet addiction) (Kloker, 2020).
It will be important to start addressing these negative aspects at an early stage
in order to intervene before it is too late. Preferably, independent research
institutions that can shed light on such aspects from a neutral point of view
are encouraged to do so.
Now, after having sketched out aspects of the dark side of the VR develop-
ment, the focus shall be shifted back to the bright side. Even though this
thesis focused specifically on the utilization of VR in the retail sector, the
development of other immersive retail systems should also be investigated
more closely in the future. Besides VR applications, companies have already
launched AR applications (de Regt and Barnes, 2019; Grewal et al., 2017;
Wedel et al., 2020). The applications thereby focus on presenting products in
their real-life application context: For instance, this could include whether a
piece of furniture fits into a niche (IKEA Place app), how a new toaster looks
like on the kitchen counter (Amazon AR), or whether a pair of horn-rimmed
glasses suits someone (misterspex.de). All of this can be comfortably tried
out from home (see Wedel et al. (2020) for a list of further AR applications).
The advantage of AR technology lies in its easy accessibility, because newer
smartphones already integrate all hardware components necessary to run
AR applications. In the future, it will be an interesting branch of research
to investigate how the retail ecosystem will develop with immersive retail
systems pushing into the market. Questions will arise as to how, when, and
which technology should be used (Steffen et al., 2019), but also further ques-
tions regarding the design, i.e., whether immersive retail systems shall aim to
replicate reality or whether they shall represent something completely new,
can be addressed.
Finally, VR cannot only be seen from the perspective of the shopping environ-
ment of the future, but also as a purely experimental environment with the
purpose of developing and testing smart assistance systems for shopping in
regular stores (Meißner et al., 2019). On the one hand, features can be tested in
VR that are not yet – but probably at some point in time – easy to implement in
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reality (e.g., real-time object recognition is realizable in VR with manageable
effort, which might be a prerequisite for many AR-based assistance systems).
On the other hand, “the high degree of telepresence should elicit behavior
similar to that in physical reality” (Pfeiffer et al., 2020, p. 15), emphasizing that
the data obtained in VR may be transferable to real store environments. As a
result, using VR as experimental environment permits to achieve high ecolog-
ical validity while maintaining a high level of experimental control (Meißner
et al., 2019; Pfeiffer et al., 2020). This constitutes a promising combination for
future research endeavors.
7.3 The End
The dissertation pursued the objective to investigate next-generation shopping
applications particularly in the form of VR shopping environments. Following
a literature review outlining the current state of empirical VR research in the
IS field, the dissertation examined VR shopping environments from different
perspectives. By means of four studies, questions regarding the adoption
and the design of VR shopping environments were investigated. Overall,
VR shopping is not expected to replace e-commerce platforms or traditional
brick-and-mortar stores in the short run. Instead, for the time being, VR
shopping will be complementary to rather than a substitute for existing retail
channels. Nevertheless, especially for retailers pursuing an omni-channel
strategy, it is important to immediately begin to examine how v-commerce can
be integrated in their ecosystem (de Regt and Barnes, 2019). Similarly, Wedel
et al. (2020, p. 15) state that VR “is likely to become an integral component
of the marketing landscape” and attribute their optimistic assessment with
respect to VR’s potential to large companies’ continuous investments in the
mass-market suitability as well as ongoing innovations by start-ups. At this
point in time, acceptance research provides sound indications of the future
developments of VR applications, which is why it is crucial to continue the
research presented within this work in the future.
I want to close this dissertation with the words of two VR pioneers and share
their vision that technology – whatsoever it is – shall be developed always
having in mind to change the world to a better place: Therefore, I hope that
this work “will provoke readers to think as paradigm changers, and advance
VR to realize different worlds that might have a positive impact on the lives
of millions of people world-wide, and maybe even help a little in saving
the planet” (Slater and Sanchez-Vives, 2016, p. 2). This might be a reduction
of returns from online shopping due to the better a priori imagination of
products (Hong and Pavlou, 2014; Yang and Xiong, 2019), or more natural
and vivid virtual get-togethers of people – especially in times when physical
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TABLE A.1: List of mentioned VR applications with reference
Source Application (Company) Link to application/ describing article Date Last accessed



















IKEA Immerse App (IKEA) https://demodern.com/projects/ikea-vr-immerse n.a. 07/17/20,
03:53pm
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TABLE B.1: Literature review – overview of considered journals
Outlet Rank Retrieved Database Search Hits Relevant
Information Systems Research A+ * 02/2020 Informs Title/Abstract/Keywords 1 1
Management Information Systems Quarterly A+ * 02/2020 AIS Library Title/Abstract/Keywords 2 2
Journal of Management Information Systems A * 02/2020 Tandfonline Title/Abstract/Keywords 3 3
Journal of the AIS A * 02/2020 AIS Library Title/Abstract/Keywords 2 0
Journal of Information Technology A * 02/2020 Palgrave Macmillan Title/Abstract/Keywords 2 0
Information Systems Journal A * 02/2020 Wiley Online Library Title/Abstract/Keywords 0 0
European Journal of Information Systems A * 02/2020 Palgrave Macmillan Title/Abstract/Keywords 0 0
Journal of Strategic Information Systems A * 02/2020 ScienceDirect Title/Abstract/Keywords 0 0
Mathematical Programming A 04/2020 Link.springer Title/Abstract/Keywords 0 0
INFORMS Journal on Computing A 04/2020 Informs Title/Abstract/Keywords 0 0
SIAM Journal on Computing A 04/2020 SIAM Title/Abstract/Keywords 0 0
ICIS Proceedings A 04/2020 AIS Library Title/Abstract 8 3
Journal of the ACM B 04/2020 ACM digital library Title/Abstract/Keywords 0 0
Decision Support Systems B 04/2020 ScienceDirect Title/Abstract/Keywords 0 0
Decision Sciences B 04/2020 Wiley Online Library Title/Abstract/Keywords 1 0
Computers and Operations Research B 04/2020 ScienceDirect Title/Abstract/Keywords 1 0
IEEE Transactions on Engineering Management B 04/2020 IEEE Xplore Title/Abstract/Keywords 1 0
Business & Information Systems Engineering B 04/2020 AIS Library Title/Abstract/Keywords 0 0
ACM Transactions on Information Systems B 04/2020 ACM digital library Title/Abstract/Keywords 4 0
International Journal of Electronic Commerce B 04/2020 ACM digital library Title/Abstract/Keywords 1 1
ACM Transactions on Management Information Systems B 04/2020 ACM digital library Title/Abstract/Keywords 2 0
ACM Computing Surveys B 04/2020 ACM digital library Title/Abstract/Keywords 10 0
Journal of Computational Finance B 04/2020 Web of Science / Scopus Title/Abstract/Keywords 0 0
Artificial Intelligence B 04/2020 ScienceDirect Title/Abstract/Keywords 2 0
Group Decision and Negotiation B 04/2020 Link.springer Title/Abstract/Keywords 0 0
ACM SIGMIS Database B 04/2020 ACM digital library Title/Abstract/Keywords 5 0
ECIS Proceedings B 04/2020 AIS Library Title/Abstract 10 7
IEEE Transactions on Software Engineering B 04/2020 IEEE Xplore Title/Abstract/Keywords 0 0
























Proceedings International Conference on Conceptual Mod-
eling (ER)
B 04/2020 Link.springer Title/Abstract/Keywords 1 0
Communications of the ACM B 04/2020 ACM digital library Title/Abstract/Keywords 52 0
Information & Management B 04/2020 ScienceDirect Title/Abstract/Keywords 3 2
Information Systems B 04/2020 Wiley Online Library Title/Abstract/Keywords 0 0
MIS Quarterly Executive B 04/2020 AIS Library Title/Abstract/Keywords 0 0
Journal of Decision Systems B 04/2020 Tandfonline Title/Abstract/Keywords 1 0
Information and Organization B 04/2020 ScienceDirect Title/Abstract/Keywords 1 0
Information Systems Frontiers B 04/2020 ACM digital library Title/Abstract/Keywords 5 0
Electronic Markets B 04/2020 Link.springer Title/Abstract/Keywords 1 0
ACM Transactions on Computer-Human Interaction B 04/2020 ACM digital library Title/Abstract/Keywords 33 8
All 152 27
























TABLE B.2: Relevant studies – supplementary information
Authors (Year) Task VR Environment Sample Incentive
Experiments
Balan et al. (2019) collect coins that are hidden on dif-
ferent floors of a building
(replication of reality) city (streets,
cars, trees) and multi-floor building
acrophobic persons NA
Harms (2019) virtually brew coffee or copy a pa-
per
room with coffee machine, cup/
copier, paper
students, shoppers NA
Huotari et al. (2004) information search tasks and recall
task of diagrams
graphical IS in terms of a university
student register
students course credit
Kampling (2018) postal worker process, sorting and
billing of letters/ parcels
virtual post office including a
counter, tables, chairs, computers
students NA
Kim et al. (2015) route replication task, recall of land-
marks
maze with landmark objects students course credit/ no incentive
McGill et al. (2016) watch media content (documen-
taries)
movie shown on a TV in a room, in




experience vs. imagine to be in the
shopping environment based on a
video (S1: muesli shopping, S2: con-
sumer electronics)
S1: basic shopping environment
(shelf + shopping cart), S2: ad-
vanced shopping environment (Vir-
tualSaturn environment)
students S1: EUR14 + product lab, lottery






shopping shelf, shopping cart students EUR14 + chosen product
(incentive-aligned)
Pfeiffer et al. (2020) choice-task (agent/ non agent own
preferences)
shopping shelf and cart S1: students, S2:
shop clients




shop for a digital camera, memory
card, photo printer
web-based application students 10 + 10%chancetowin200 gift
card (valued at half the price



























search task for targets S1: room with virtual boxes in
which targets are hidden, cylinders,
furniture, computers; S2: all salient
surrounding objects (e.g. door, cup-
boards, computers) were removed,
grey walls added
NA monetary
Ruddle et al. (2011) search task for targets in large-scale
virtual marketplace
S1: small in extent large-scale (9.75
x 6.75m) virtual marketplace; S2:
large in extent large-scale (65 x 45m)
virtual marketplace; targets were
pictures of everyday objects, market-
place divided by grids of walls
NA monetary
Slater et al. (1995) picking task rooms, an object, chairs, and a
chasm
students NA
Suh and Lee (2005) Product examination on the website Shopping website with 3D represen-
tations of products or with static in-
terfaces, i.e., still product pictures
students $10 gift card
Suh et al. (2011) Shop for apparel and choose the
most appropriate one
virtual store offering apparel, avatar
(some based on body scan)
students $20 and lottery $1000 laptop
Wang and Suh
(2019)
boat task/ sledding task virtual boat trip/ sledding down a





shopping for merchandise three-dimensional re-creation of a
store, merchandise items on the
shelves
students prequesite for course credit
Yang and Xiong
(2019)
shop for clothes S1: VFR with virtual model (per-
sonalization of model possible), S2:
VFR with (full body scan personal-
ized) avatar, S3: VFR with (person-
alized) avatar
S1/2: online shop-








































NA NA VW user partly paid in Linden Dollar
Lee et al. (2020) experience the different stories
about the mine
visiting a mine including dry room,
lift ride, walk through the mine itself
museum visitors NA
Steffen et al. (2019) S1: interact with 360°video, S2: in-
form about VR/AR products, S3: in-
teract with 360°video
S1: 360°videos (conference room/
action movie), S2: no VR experience,














NA NA media practitioners NA
Schwarze et al.
(2019)
card sorting of facial expressions to
related emotion
virtual room (table, windows, floor,
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C.1 Technical Appendix
Specification High immersion (VR) Low immersion (Desktop)
Graphics NVIDIA GeForce GTX 1080 Intel(R) HD Graphics 4600
Video Memory 8 GB GDDR5X 2 GB DDR3 (processor graphics)
System memory (RAM) 16 GB 8 GB
Processor model Intel(R) Core(TM) i7-6700K Intel(R) Core(TM) i7-4765T
CPU 4 GHz, 4 cores (8 logical) 2 GHz, 4 cores (8 logical)
TABLE C.1: Summary of system specifications and further infor-
mation about the created shopping environments.
We used the Unity Version 5.5.3f1 with the following settings in both con-
ditions: quality setting “Fantastic,” four pixels light counts, full resolution
texture quality, forced anisotropic textures, four times multi sampling, hard
and soft shadows with high resolution, and close fit shadow projections with
four shadow cascades. Lighting of interior and wagon was baked with 40
texels per unit and a padding of two texels. Ambient occlusion was not used,
due to mainly dynamic (movable) objects. The products were dynamic and
used real-time shadows. The texture size per package was 4096 x 4096. Since
the geometries of the packages are rather simple (boxes), the performance of
the real-time shadow computations was not an issue.
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C.2 Measurement Scales






Nah et al., 2011;
Klein, 2003)
TEL.1. I forgot about my immediate surroundings
when I was doing the shopping.
.604
TEL.2. When the shopping task ended, I felt like I came
back to the “real world” after a journey.
.868
TEL.3. During the shopping tasks, I forgot that I was in
the middle of an experiment. (dropped)
.614*
TEL.4.. The shopping environment displayed on the
screen (in the virtual reality) seemed to be “some-








ENJ.1. I found my shopping experience interesting. .825
ENJ.2. I found my shopping experience enjoyable.
(dropped)
.462*
ENJ.3. I found my shopping experience exciting. .740








DIAG.1. The shopping environment was helpful for me
to evaluate the mueslis.
.790
DIAG.2. The shopping environment was helpful for me
to understand the characteristics of the mueslis.
.817
DIAG.3. The shopping environment was helpful in famil-










USE.1. The shopping environment is useful for doing
the shopping.
.751
USE.2. The shopping environment improves my shop-
ping performance.
.850
USE.3. The shopping environment enhances my effec-
tiveness when doing the shopping.
.863









2009; Xu et al.,
2014; Venkatesh
et al., 2017)
INT.1. Assuming I have access to the shopping envi-
ronment, I intend to use it next time I am doing
my shopping.
.968
INT.2. Assuming I have access to the shopping envi-
ronment, I predict I would use it next time I am
doing my shopping.
.876
INT.3. Assuming I have access to the shopping envi-
ronment, I plan to use it next time I am doing
my shopping.
.946
Note: All items used a 7-point Likert scale. *initial item loading for items which
were removed in course of the analysis of the measurement model.
TABLE C.2: Scales used in the research model and standardized
item loadings.
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EOU.1. The shopping environment was easy to use.
7-point
Likert scale
EOU.2. It is easy to become skillful at using the shop-
ping environment.
EOU.3. Learning to operate the shopping environ-
ment is easy.
EOU.4. Interactions with the shopping environment






COGL. How much mental and perceptual activity
was required during the experiment (e.g.,
thinking, deciding, calculating, remembering,
comparing, searching, etc.)? The cognitive
load was . . . (low | high)
21-point
Likert scale
PHYL. How much physical activity was required
during the experiment (e.g., grabbing, turn-
ing, moving, stretching, bending, coordinat-
ing, etc.)? The physical load was . . . (low |
high)
TEMP. How much time pressure did you feel due
to the rate or pace at which the tasks or task
elements occurred? The time pressure was . . .
(low | high)
PERF. How successful do you think you were in ac-
complishing the goals of the task set by the
experimenter (or yourself)? My task perfor-
mance was . . . (bad | good)
EFFO. How hard did you have to work (mentally
and physically) to accomplish your level of
performance? The work required was ... (low
| high)
FRUS. How frustrated (e.g. insecure, discouraged,
irritated, stressed and annoyed versus secure,
gratified, content, relaxed and complacent)
did you feel during the experiment? My frus-






Question: Did you experience the following symptoms
during the experiment?














Note: EOU: perceived ease of use of the system; COGL: cognitive load; PHYS: physical
load; TEMP: temporal demand; PERF: performance; EFFO: effort; FRUS: frustration; SIM:
simulator sickness.
TABLE C.3: Scales used for assessing task load, simulator sick-
ness and ease of use.
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VR (N=132) Desktop (N=125)
VR (N=63) VR Real (N=69) p Desktop (N=63) Desktop Real (N=62) p
Construct M SD norm.p M SD norm.p M SD norm.p M SD norm.p
DIAG 4.19 1.33 0.38 3.97 1.3 0.09 .340 4.6 1.55 0.03 4.78 1.49 0.05 .542
TEL 5.28 1.31 0.00 5.0 1.36 0.01 .120 3.58 1.43 0.11 3.44 1.51 0.04 .501
ENJ 5.02 1.39 0.25 5.1 1.31 0.01 .841 4.45 1.28 0.02 4.42 1.3 0.05 .795
USE 4.21 1.29 0.10 4.33 1.18 0.40 .593 4.21 1.56 0.13 4.35 1.62 0.07 .623
INT 3.91 1.56 0.25 4.18 1.75 0.01 .358 3.76 1.72 0.02 4.07 1.73 0.05 .290
Note: p-value based on either Mann-Whitney-U-Test or Welch Two Sample t-test. No significant difference could
be found which is why we merged both subgroups for the analysis.
TABLE C.4: Descriptive statistics and tests for the latent variables when split into the two subgroups.
VR (N=132) Desktop (N=125) ALL (N=257)
Construct M SD normtest.p M SD normtest.p p M SD
Cognitive load 45.30 24.15 .000 38.52 22.89 .000 0.021 42.00 23.74
Physical load 30.34 21.15 .000 16.68 19.56 .000 0.000 23.70 21.47
Temporal demand 22.99 22.15 .000 20.40 21.12 .000 0.231 21.73 21.65
Performance 82.82 12.99 .000 82.32 14.05 .000 0.616 82.06 13.49
Effort 30.98 20.80 .000 26.24 20.32 .000 0.054 28.67 20.66
Frustration 21.86 23.36 .000 20.56 24.83 .000 0.294 21.23 24.05
Ease of use 6.48 0.690 .000 6.53 0.698 .000 0.390 6.51 0.69








































































































































Nausea 127 4 1 0 6 124 1 0 0 1 .371
Headache 120 10 2 0 14 115 10 0 0 10 .622
Eyestrain 97 30 4 1 41 106 15 4 0 23 .068
Dizzy 117 13 2 0 17 121 4 0 0 4 .021
Blurred vision 19 64 42 7 169 113 12 0 0 12 .000
Fatigue 109 21 2 0 25 83 37 5 0 47 .009
General discomfort 115 15 2 0 19 125 0 0 0 0 .000
Note: p-value based on Fisher’s Exact Test for count data.
TABLE C.6: Comparison Simulator Sickness questionnaire.
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Pillai’s Trace V = .281 F(2,254) = 49.636 p <.001
Wilks’ Lambda Λ = .719 F(2,254) = 49.636 p <.001
Hotelling’s Trace T = .391 F(2,254) = 49.636 p <.001
Roy’s Largest Root Θ = .391 F(2,254) = 49.636 p <.001

























Coefficient Bias Bootstrap Std. Error 2.5% 97.5%
Indirect effect IMM→DIAG a x b -.263 -.003 .112 -.492 -.051
Direct effect IMM→DIAG c’ -.354 .001 .194 -.747 .018
Total Effect IMM→DIAG c -.618 .004 .176 -.981 -.286
Note: Bootstrapping: 5000 subsamples, bias-corrected (BC) CIs. Due to non-normally distributed
errors, we used a robust method (bootstrapping) to calculate the direct effect.
TABLE C.8: Results of mediation analysis with readability as mediator.
Model 1 Model 2
Coeff. (Std. Error)a Sign. (2-tailed)a Coeff. (Std. Error)a Sign. (2-tailed)a
Constant 3.915 (.151) .000 2.713 (.426) .000
High (vs. low) immersion .136 (.209) .523 .504 (.233) .029
Readability - - .211 (.072) .005
R2 (adj. R2) .002 (-.002) .035 (.027)
Note: a. due to non-normally distributed errors, results are based on 5000 bootstrap samples (Bias Cor-
rected and accelerated (BCa) bootstrapping). Reestimating the model without applying bootstrap pro-
cedure reveals similar results.
TABLE C.9: Linear regression model of immersion on intention to reuse (Model 1) and controlling for readability (Model 2).
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C.4 PLS SEM Analysis (unpublished)
In addition to the analysis of the research model using covariance-based
structural equation modeling (CB SEM), an analysis using partial least squares
structural equation modeling (PLS SEM) was performed to demonstrate the
robustness of the results. In doing so, the two-stage approach by Hair et al.
(2016) to analyze and interpret the research model was followed.
Measurement Model: Cronbach’s alpha and the composite reliability are
well above the threshold value of 0.70 and 0.70 respectively (Hair et al., 2016)
for all constructs, thereby indicating internal consistency reliability. Only
the Cronbach’s alpha value of perceived telepresence (0.677) did not exceed
the threshold value, whereas the threshold for the composite reliability was
surpassed (0.753, see Table C.10).
Construct DIAG TEL ENJ USE INT Threshold
Cronbach‘s alpha .836 .677 .774 .899 .951 >0.7
Composite reliability .901 .753 .852 .929 .969 >0.7
TABLE C.10: Measurement model – internal consistency reliabil-
ity (before removing TEL.4.)
After dropping the item TEL.4., the construct’s Cronbach’s alpha increased
above the cutoff value (0.708). Table C.11 shows the final specific values for
assessing the internal consistency reliability.
Construct DIAG TEL ENJ USE INT Threshold
Cronbach‘s alpha .836 .708 .774 .899 .951 >0.7
Composite reliability .901 .806 .852 .929 .969 >0.7
TABLE C.11: Measurement model evaluation – internal consis-
tency reliability (after removing TEL.4.)
Then, the convergent validity was evaluated by examining each indicator’s
outer loading and a construct’s AVE. For the latter, the values for all the
constructs were well above the proposed threshold of 0.50 (Hair et al., 2011).
Regarding the outer loadings, the two indicators ENJ.2. (0.532) and TEL.3.
(0.519) had to be considered in more detail, since their values did not exceed
the 0.70 threshold (Hair et al., 2016). Following Hair et al. (2016), it was
analyzed – for both indicators – how indicator deletion impacted on internal
consistency reliability. Since the internal consistency reliability of perceived
telepresence suffered from the deletion of TEL.3., the decision was made to
remove only ENJ.2. from the measurement model. This resulted in sufficient
values for the internal consistency reliability and convergent validity (see
Table C.12).
For assessing the discriminant validity, the Fornell-Larcker criterion (Fornell
and Larcker, 1981), the cross loadings, as well as the Heterotrait-Monotrait
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Construct DIAG TEL ENJ USE INT Threshold
Cronbach‘s alpha .836 .708 .804 .899 .951 >0.7
Composite reliability .901 .807 .884 .929 .969 >0.7
AVE .752 .594 .717 .767 .911 >0.5
TABLE C.12: Measurement model evaluation – internal consis-
tency reliability and convergent validity (after removing TEL.4.
and ENJ.2.)
Ratio (HTMT) were considered. All three tests confirmed the discriminant
validity of the measurement model (see Table C.14, Table C.15, and Table














Construct Indicator >.70 >.50 >.70 >.70
HTMT conf. Int.



























.911 .969 .951 yesINT.2. .934
INT.3. .961
Immersion IMM.1. 1.000 1.000 1.000 1.000 yes
TABLE C.13: Measurement model evaluation following Hair
et al. (2016)
Structural Model: After having confirmed the reliability of the measurement
model, the results of the structural model were evaluated. Therefore, the
structural model was checked for collinearity issues by assessing the Inner
VIF values for all predicting constructs. All values for predicting constructs
are well below the commonly applied cutoff value of 5 (Hair et al., 2016).
Next, the structural model was evaluated. Figure C.1 presents the results
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R² = .05 R² = .13
R² = .23 R² = .17
R² = .22







FIGURE C.1: Results of PLS SEM
of the PLS SEM structural model. Bootstrapping was applied to obtain the
significance values for the path coefficients (configuration: 5000 samples, two
tailed, BCa without sign change).
All relationships in the structural model are significant at a .001 level, except
the relationship between perceived enjoyment and the dependent variable
intention to reuse the shopping environment (significant at a .01 level). All in
all, the results are qualitatively similar to the results obtained by testing the
model using CB SEM (see Chapter 3).
Overall, the R2 values are rather weak. Figure C.1 reflects all R2 values (adj.
R2: Diagnosticity 0.04, Telepresence 0.226, Usefulness 0.130, Enjoyment 0.163,
Intention 0.212). Concerning the effect size f2, the effect of immersion on
telepresence (.296), usefulness on intention (.204), telepresence on enjoyment
(.200), and diagnosticity on usefulness (.154), can be classified as a medium
effect according to Henseler et al. (2009), whereas the effect of immersion on
diagnosticity (.049), as well as enjoyment on intention (.033), can be interpreted
as small.
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IMM DIAG TEL ENJ USE INT
IMM 1.000
DIAG -.216 .867
TEL .478 -.052 .770
ENJ .230 .075 .408 .847
USE -.008 .366 .111 .193 .876
INT .040 .193 .169 .241 .439 .955
TABLE C.14: Measurement model evaluation — Fornell-Larcker
criterion
IMM INT DIAG ENJ TEL USE
ENJ.1. 0.167 0.24 0.09 0.877 0.354 0.129
ENJ.3. 0.265 0.153 0.088 0.851 0.408 0.176
ENJ.4. 0.141 0.226 0.000 0.812 0.26 0.192
INT.1. 0.037 0.968 0.186 0.247 0.176 0.42
INT.2. 0.046 0.934 0.157 0.204 0.175 0.411
INT.3. 0.032 0.961 0.208 0.238 0.135 0.425
PDIAG.1. -0.155 0.147 0.855 0.03 -0.065 0.3
PDIAG.2. -0.206 0.163 0.869 0.09 -0.086 0.281
PDIAG.3. -0.2 0.188 0.879 0.073 0.004 0.362
PUSE.1. -0.045 0.383 0.394 0.172 0.089 0.845
PUSE.2. -0.051 0.428 0.316 0.132 0.079 0.892
PUSE.3. 0.042 0.348 0.287 0.199 0.133 0.886
PUSE.4. 0.04 0.368 0.267 0.177 0.091 0.878
TEL.1. 0.35 0.151 0.022 0.3 0.834 0.156
TEL.2. 0.508 0.125 -0.112 0.401 0.901 0.045
TEL.3. -0.034 0.225 0.094 0.189 0.522 0.124
IMM.1. 1.000 0.04 -0.216 0.23 0.478 -0.008
TABLE C.15: Measurement model evaluation — cross loadings
IMM DIAG TEL ENJ USE INT
DIAG .235
TEL .445 .125
ENJ .251 .103 .488
USE .054 .412 .170 .231
INT .041 .214 .257 .278 .054
TABLE C.16: Measurement model evaluation — Heterotrait-
Monotrait Ratio (HTMT); bootstrapping confirmed HTMT
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D.1 Abstract Attribute Representation (unpublished)
Exemplary illustration of how the survey of the attribute levels looked like in
the experiment:


























FIGURE D.1: 9-point scale for pairwise comparisons on attribute
level – exemplary overview of how the pairwise comparisons
looked like in the experiment
Appendix D. Supplementary Material Chapter 5 156FilterProducts are filtered according to specific criteria Sort (SOR)Changes the order in which the products are displayed according to a specific criteriaCompare (COMP)Product characteristics can be compared in comparison matrix Product information on additional screen (INFO)Displays information about a selected product on an additional screen in different levels of detailProduct presentation (DIM)Represents selected products in different dimensions Realism of the product presentation (SCAL)Represents selected products with respect to size in different proximity to realityRemove (REM)Provides the possibility to remove products Mark (MARK)Gives the possibility to mark products for later useRecommendation (RECO)Describes the basis on which the data for recommendations is collected 
Comparison activevs.
vs.
Filter “o” active Sorting active (FIL)t filt i t ifi it iFeatures of the assistance system (Attributes)Now, please evaluate the features of the assistance system. For clarification, all features are presented once again.
Reality
FIGURE D.2: Abstract attribute introduction – exemplary
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Gegenstand hat und zur Unselbstständigkeit zumindest einer Promotionsleistung führen 
kann, besteht bzw. bestand nicht. 
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