We discuss a class of binary cyclic codes and their dual codes. The minimum distance is determined using algebraic geometry, and an application of Weil's theorem. We relate the weights appearing in the dual codes to the number of rational points on a family of genus 2 curves over a finite field.
Introduction
Let F q be a finite field with q elements. In this article, q will be a power of 2, say q = 2 m , and α will be a generator for the multiplicative group F * q . Let m i (x) denote the minimal polynomial of α i over F 2 . Cyclic codes of length n are ideals in and q/2 + √ q + 1/2 occur. A uniform treatment of these codes was given by Schoof [8] . In his paper Schoof says "It would be very interesting to extend the methods of this paper to other families of cyclic codes. This seems difficult since it involves, in general, curves of genus larger than 1 . . . "
In this article we consider the cyclic code C = C m = B m ∩ M m , which has length 2 m − 1 and is generated by m 1 (x)m −1 (x)m 3 (x). We assume m > 2 to ensure that the three factors of the generator polynomial of C are distinct.
We will discuss the minimum distance of C in section 2, using algebraic geometry. In sections 3 and 4 we will determine the weights appearing in the dual code C ⊥ , by relating the weights to curves of genus 2, realising the suggestion of Schoof in the above quote. For m even we have a precise description of all the weights, but not for m odd. The next step would be to compute the weight distributions of these codes but this appears to be quite difficult.
The Minimum Distance of the Codes C
In this section we investigate the minimum distance of C. We show below that B has minimum distance 5, and it is not hard to show that M has minimum distance 5 when m is odd, and distance 3 when m is even. Since C = B ∩ M, one might hope that C has distance 7, at least when m is odd.
However, we will show that the minimum distance of C is 5 for m ≥ 16.
The computer algebra package Magma shows that C has minimum distance 7 when m = 6, 7, but that d(C) = 5 when m = 5, 8, 9. We presume that d(C) = 5 when 10 ≤ m ≤ 15 but we have not checked this.
The roots of the generator polynomial of a cyclic code are called the zeros of the code. Determining the minimum distance of a cyclic code from its zeros is very difficult in general. One result on this problem is known as the BCH bound, see [7] for example. We use wt(c) to denote the weight of a codeword c(x).
Theorem 1 (BCH bound) Let f (x) be a codeword in a binary cyclic code of length n = 2 m − 1. If s consecutive powers of α are roots of f , then
It follows from the BCH bound that the 2-error-correcting BCH code
A codeword of even weight in C has amongst its roots α j for j = −2, −1, 0, 1, 2, 3, 4. By the BCH bound this codeword has weight ≥ 8. Thus there are no codewords of weight 6 in C. We now study codewords of weight 5.
We define the polynomials
over a field of characteristic 2. Let K be the algebraic closure of F 2 . We define an algebraic curve X by
f (x, y, z) = 0 and g(x, y, z) = 0} and define X m to be the set of points on X that have coordinates in F 2 m .
Lemma 2
The cyclic code C of length 2 m − 1 has minimum distance 5 if and only if there are rational points (x, y, z) on X m with the property that 0, 1, x, y, z, 1 + x + y + z are pairwise distinct.
Proof: A parity check matrix for C is
and it follows that codewords of weight 5 with a 1 in position 1 are in oneto-one correspondence with field elements x, y, z, w ∈ F 2 m such that
and 0, 1, x, y, z, w are pairwise distinct.
Substituting 1 + x + y + z for w in equation (2) gives
which leads to the definition of f .
Multiplying (3) by xyzw gives xyzw + yzw + xzw + xyw + xyz = 0 and substituting for w now gives
Expanding this out leads to
which is where we obtain the definition of g.
The proof is complete when we observe that the steps in deriving f and g are reversible; given a point on X m with 0, 1, x, y, z, 1 + x + y + z distinct, one can recover a codeword of weight 5 with a 1 in position 1. Since C is cyclic, any weight 5 codeword has a cyclic shift with a 1 in position 1.
We will apply Weil's theorem to X. Normally Weil's theorem is applied to nonsingular curves, but a straightforward check via the Jacobian matrix
shows that X has exactly four singular points. However, the nonsingularity hypothesis in Weil's theorem can be replaced by absolute irreducibility, and we show next that this indeed holds for our curve X.
Lemma 3
The curve X is absolutely irreducible.
Proof: Define
a(x, y) = 1 + x + y, c(x, y) = xy + x + y, and h(x, y) = (y 2 + y + 1)
With f and g as above, we verify that ag + cf = h, which is independent of z. It is straightforward to check that h is absolutely irreducible. (This can be done by hand or using a computer package such as Magma. Since h is of degree 3 in x it is enough to check irreducibility over F 8 . Magma also shows that h = 0 has genus 3.)
Let Y be the plane curve h = 0. Since f = az 2 + a 2 z + b and g = cz 2 + acz + d for some polynomials b(x, y) and d(x, y), projection on the x, y plane gives a map from X to Y , which is of degree 2. Since we already know that Y is absolutely irreducible, we get that either X is also absolutely irreducible or it has two components.
Let w be a primitive 3rd root of 1 in GF (4). Then h(w, w 2 ) = 0 while h x (w, w 2 ) = w and h y (w, w 2 ) = w 2 . So the point (w, w 2 ) is a smooth point of Y with tangent y = w 2 x + w.
In the equation f = 0 make the substitution v = z/a, and the equation
Consider b/a 3 as a function on Y , and consider its behaviour near the point (w, w 2 ). Note that a vanishes at (w, w 2 ) but since a = 0 is not the tangent to Y at (w, w 2 ), the function a has a simple zero at (w, w 2 ). On the other hand b(w, w 2 ) = 1, so b/a 3 has a triple pole at (w, w 2 ). However, if v 2 + v has a pole at a point P then the pole must have even order (the order is 2t, where t is the order of v at P ). Thus there cannot be a function
is irreducible over the function field of Y , which entails that X is absolutely irreducible.
Theorem 4
The cyclic code C of length 2 m − 1 has minimum distance 5 for all m ≥ 16.
Proof: By Lemma 2 we must show that X m has points (x, y, z) with 0, 1, x, y, z, 1 + x + y + z distinct, for all m sufficiently large. By Lemma 3 we know that X m is absolutely irreducible. Let N m = |X m |. By Weil's theorem,
where g is the genus of (a smooth model of) X and C is a constant independent of m which can be given in terms of the degree of X.
The number of points on X m such that 0, 1, x, y, z, 1 + x + y + z are not distinct is 4. This is straightforward to check using such factorizations as It can be easily shown that the genus of X is between 11 and 13, but we have not computed its exact value.
3 The Weights in the Dual Codes C ⊥ , m even
Let q = 2 m . By Delsarte's theorem (see [8] or [7] ),
Knowing the weights in C ⊥ is equivalent to knowing how many 0's are in a typical codeword. By Hilbert's Theorem 90, we want to know how many solutions there are to
over F 2 m . If we denote by N the number of rational points in a complete smooth model of the above curve then the weight of the vector whose entries are T r(a/x + bx + cx 3 ) as we vary x ∈ F * q , is q − 1 − (N − 2)/2 = q − N/2. Recall that every curve has an abelian variety associated to it called its Jacobian. An abelian variety A over a field of characteristic p > 0 is said to have p-rank s if the subgroup of points of order p of A (over an algebraically closed field of definition) has cardinality p s . By the two-rank of a curve we mean the two-rank of its Jacobian.
Lemma 5 Curves of the form (4) can be characterised as curves defined over 
This statement combines Lemma 2.1, Theorem 2.9 part (M) and Corollary 2.17 of [6] , and our Lemma 5.
Lemma 7 Let q = 2 m where m is even. Then each even number in the
occurs as a weight in C ⊥ , and these weights arise from curves of type (4) whose Jacobian is simple.
Proof: Assume that m is even. If a 1 , a 2 satisfy the conditions of theorem
is a square, so it is ruled out. Thus 2|a 1 | √ q − 2q + √ q ≤ a 2 ≤ a If
as above leads to a contradiction.
Next, substituting for a 2 gives
It is well known (see [9] ch. II for example) that an element 2 r u (where u is a unit) of Z 2 is a square if and only if r is even and u ≡ 1 (mod 8). Since a 1 is odd it follows that δ is not a square. A similar argument works in the
We still need to analyse which weights come from curves whose Jacobian is non-simple. We do this in the proof of theorem 8. We note that by [6] corollary 2.17 the field of definition does not matter to determine simplicity.
]. Then all weights in C ⊥ are even integers in I. All even integers in J do occur as weights, and an even integer in I \ J occurs as a weight if and only if it has the form q/2+(±2 √ q +a+1)/2 where a ≡ 3 (mod 4) and ±2 √ q −a is not squarefree.
Proof: We continue the notation from before. The weights are the numbers q − N/2, where N = q + 1 + a 1 ranges over the number of points on curves of type (4) . From theorem 6 a 1 is odd and |a 1 | ≤ 4 √ q. Thus By Lemma 7 all weights in J do occur as weights.
We now study curves of type (4) whose Jacobian is not simple. In this case the Jacobian must be isogenous to E ′ ×E, where E ′ is an elliptic curve of tworank 0 (a supersingular elliptic curve) and E is an elliptic curve of two-rank 1 (an ordinary elliptic curve). It is known (see [8] for example) that a super-
(as m is even). It is also known by results of Honda and Tate that an ordinary elliptic curve E exists with q + 1 − a points whenever a is odd and |a| ≤ 2 √ q. We will investigate when we can construct a curve of genus 2
having N = q + 1 − a ′ − a points over F q whose Jacobian is isogenous to We will restrict ourselves to the case that E ′ has q + 1 ± 2 √ q points.
In the other cases the construction can be done whenever a − a ′ = ±1 but it leads to weights in the interval J, which are therefore not interesting for our purposes. Returning to the case in question, the action of Frobenius on 
]. Then all weights in C ⊥ are even integers in I, and all even integers in J do occur as weights.
Proof: We need only to consider the values of a 1 afforded by Theorem 6, since the curves with split Jacobian will have number of points of the form q + 1 + a, q + 1 ± √ 2q + a, for some a satisfying |a| ≤ 2 √ q which will lead to weights in J. Note also that we can improve the inequality on a 1 to |a 1 | ≤ 2⌊2 √ q⌋, as noted in [6] . This leads to interval I and the first statement of the Theorem.
Let q ′ = 2 (m+1)/2 . Let a 1 be an odd integer and let a 2 be any integer divisible by q ′ , and put δ = (a 2 + 2q) 2 − 4qa 2 1 . We will show that δ is not a square in Z 2 . Consider first the case where a 2 = q ′ u, u odd. Recall that If, now we assume further that a 1 ∈ J then there exists an integer a 2 such that a 2 , a 2 + q ′ satisfy conditions (a) and (b) of Theorem 6. By the above argument they also satisfy condition (d). We will show that at least one of them satisfies condition (c).
Suppose neither of them satisfies condition (c). Let ∆(b) = a where n ∈ {0, ±1, ±2}. We can then conclude that there exists a possibly different integer a 2 such that a 2 , a 2 + q ′ , a 2 + 2q ′ satisfy conditions (a) and (b) of Theorem 6. By the above argument they also satisfy condition (d).
We proceed to show that at least one of them also satisfy condition (c). If none of them satisfies condition (c) then we can apply the above argument to both pairs a 2 , a 2 + q ′ and a 2 + q ′ , a 2 + 2q ′ , but u, v were uniquely determined in terms of q ′ above so we cannot have two such pairs. The Theorem now follows from Theorem 6.
Here are the lists of weights in a few cases. Again we note that the weights are not necessarily all the even numbers in an interval, as illustrated by the q = 2 11 case.
