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The hierarchy of correlations is an analytical approximation method which allows us to study non-
equilibrium phenomena in strongly interacting quantum many-body systems on lattices in higher
dimensions. So far, this method was restricted to equal-time correlators 〈Aˆµ(t)Bˆν(t)〉. In this
work, we generalize this method to double-time correlators 〈Aˆµ(t)Bˆν(t′)〉, which allows us to study
effective light cones and Green functions and to incorporate finite initial temperatures.
I. INTRODUCTION
The physics of strongly interacting quantum many-
body systems is, despite decades of research, far from be-
ing fully understood. Apart from a few exactly solvable
models, even their ground state properties are a subject
of ongoing discussions, see, e.g., [1, 2]. Even more chal-
lenging is the investigation of non-equilibrium properties
of those interacting many-body systems.
In the limit of infinite dimensions, the Dynamical
Mean-field Theory (DMFT) has been successfully applied
to various problems such as the Mott-Hubbard transition
[3–8] or the non-equilibrium dynamics in Mott insulators
[9–14] by mapping the system to an effective single site
(i.e., zero-dimensional) problem.
Furthermore, one-dimensional strongly interacting sys-
tems have been studied by employing exact diagonal-
ization, see, e.g., [15–19], time-dependent Density Ma-
trix Renomalization Group variational techniques (t-
DMRG), see, e.g., [20–22], or Jordan-Wigner trans-
formations [23–26]. Moreover, exact analytical solu-
tions were used to study non-equilibrium dynamics [27]
and ground state properties. However, the findings for
one-dimensional systems cannot be easily transferred to
higher dimensions. For example, thermalization in higher
dimensions is very different from thermalization in one
dimension since for the latter the energy re-distribution
cannot occur via two-body collisions (due to energy and
momenta conservation).
For strongly interacting systems in higher dimensions,
the methods described above run into difficulties. For
example, the generalization of t-DMRG to higher dimen-
sions (such as tensor networks) is limited by the expo-
nential scaling with the system width [28], especially if
correlations spread across the system. For a very similar
reason (exponential scaling of Hilbert space), the method
of exact diagonalization is limited to small system sizes
[15]. On the other hand, the DMFT is only well under-
stood in the limit of infinite dimensions and, due to the
mapping to an effective single-site problem, does not cap-
ture energy and momentum transfer of quasi-particles or
long-range correlations [29].
In order to bridge this gap, we established over the last
years a perturbative hierarchical method which is valid
for large coordination numbers Z  1. This method
allows for a systematic study of non-equilibrium proper-
ties in strongly interacting systems in large (but finite)
dimensions [33–40].
The hierarchical expansion is based on a controlled ex-
pansion of the n-point reduced density matrices into cor-
related parts. At zeroth order in our expansion, we have
the single-site density matrix,
ρˆµ = Tr 6µ{ρˆ} = O(Z0) , (1)
where Tr 6µ denotes the trace over all lattice sites but µ.
The correlated part of the two-site density matrix,
ρˆcorrµν = Tr 6µ6ν{ρˆ} − ρˆµρˆν , (2)
is of order O(1/Z), the three-point correlator
ρˆcorrµνλ = Tr 6µ 6ν 6λ{ρˆ} − ρˆcorrµν ρˆλ − ρˆcorrµλ ρˆν − ρˆcorrνλ ρˆλ − ρˆµρˆν ρˆλ
(3)
is of order O(1/Z2), and so on. The time-evolution of
the n-point correlations is derived directly from the von
Neumann equations. With this expansion, we were able
to study quenches across phase boundaries [33], ground
state properties and non-equilibrium dynamics of quan-
tum correlations in the bosonic and fermionic Hubbard
model [35, 36]. Although the perturbative scheme is set
up for Z  1, we found even qualitative agreement with
exact diagonalization in one dimension [36].
The derivation of the hierarchy was based on the real-
time evolution of the system’s density matrix. In the
following, we shall extend our hierarchical approach to
double-time correlation functions. As a concrete exam-
ple, we will apply the method to the Bose-Hubbard model
in the Mott insulating phase. In section II we derive the
equations of motion up to order O(1/Z). A general proof
of the hierarchy is given in the Appendix. In section III,
we show how Green functions and finite temperature cor-
relation functions are related to the hierarichal equations.
In section IV we study the non-equilibrium dynamics at
finite temperatures and in section V we derive the double-
time correlation functions for a quantum quench of the
Bose-Hubbard model.
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2II. THE DOUBLE-TIME HIERARCHY
The lattice system under consideration is described by
the Bose-Hubbard Hamiltonian (~ = 1)
Hˆ = −J(t)
Z
∑
µ,ν
Tµν bˆ
†
µbˆν +
∑
µ
[
U
2
nˆµ(nˆµ − 1)− µ0nˆµ
]
,
(4)
where bˆ†µ and bˆν are the bosonic creation and annihilation
operators at the lattice sites µ and ν, respectively. The
time-dependent hopping rate is denoted by J(t), where
we have factored out the coordination number Z. The
second term describes the on-site repulsion U with the
particle number operator nˆµ and the chemical poten-
tial µ0.
The system (4) can only be solved exactly for a small
number of lattice sites. For large systems one relies on
suitable approximation schemes. As mentioned in the
introduction, we shall employ a hierarchy of correlations
for large coordination numbers Z. For arbitrary opera-
tors Aˆµ(t) and Bˆµ(t) we have (see the Appendix)
〈Aˆµ(t)Bˆµ(t′)〉 = O(Z0) (5)
〈Aˆµ(t)Bˆν(t′)〉corr = 〈Aˆµ(t)Bˆν(t′)〉 − 〈Aˆµ(t)〉〈Bˆν(t′)〉
= O(1/Z), etc. (6)
We assume the system to be in the Mott insulating phase
(with integer filling) where the on-site repulsion U dom-
inates over the hopping rate J . To order O(Z0), the
density matrix of the system is given by
ρˆ =
⊗
µ
ρˆµ, ρˆµ =
∑
n
pn(t)|n〉µ〈n| (7)
with the on-site probabilities pn(t). We define the opera-
tors Pˆn,mµ = |n〉µ〈m| and find for the on-site expectation
values
i∂t〈Pˆn,n+1µ (t)Pˆm+1,mµ (t′)〉
= (Un− µ0)〈Pˆn,n+1µ (t)Pˆm+1,mµ (t′)〉+O(1/Z) . (8)
The two-site correlation functions with µ 6= ν evolve ac-
cording to
(i∂t − Un+ µ0) 〈Pˆn,n+1µ (t)Pˆm+1,mν (t′)〉corr
=− J(t)
Z
∑
κ6=µ,ν
Tµκ
√
n+ 1[pn(t)− pn+1(t)]
×
∞∑
l=0
√
l + 1〈Pˆ l,l+1κ (t)Pˆm+1,mν (t′)〉corr
− J(t)
Z
Tµν
√
n+ 1[pn(t)− pn+1(t)]
×
∞∑
l=0
√
l + 1〈Pˆ l,l+1ν (t)Pˆm+1,mν (t′)〉+O(1/Z2) . (9)
In equation (9) we employed the hierarchy in order to
separate three-point expectation values,
〈Pˆn,nµ (t)Pˆ l,l+1κ (t)Pˆm+1,mν (t′)〉 =
pn(t)〈Pˆ l,l+1κ (t)Pˆm+1,mν (t′)〉corr +O(1/Z2) , etc. (10)
In the following we shall study only the evolution up to
order O(1/Z). Thus we limit our considerations to the
linear evolution of quasi-particle excitations. All results
in this work will be an immediate consequence of the
evolution equations (8) and (9).
Note that the hierarchical expansion can be extended
to arbitrary high orders in 1/Z, e.g., the interaction
among the quasi-particle excitation can be taken into ac-
count [40]. The proof of whole 1/Z-hierarchy for double-
time correlation functions involving arbitrary n-point
correlations is given in the appendix VII.
III. DOUBLE-TIME EXPECTATION VALUES
IN EQUILIBRIUM
The hierarchical set of equations for two-time expecta-
tion values induces a hierarchy for double-time Green’s
functions. In the following we will use them for the com-
putation of equilibrium correlation functions in the Bose-
Hubbard model at finite temperatures. A thermal expec-
tation value of an operator Oˆ is defined as
〈Oˆ〉therm = tr(Oˆe
−βHˆ)
tr(e−βHˆ)
, (11)
where β = 1/kbT is the inverse temperature. The
retarded and advanced Green’s functions for operators
Aˆµ(t) and Bˆν(t
′) are given by [41]
GrAµ,Bν (t, t
′) = 〈〈Aˆµ(t); Bˆν(t′)〉〉r
= −iΘ(t− t′)〈[Aˆµ(t), Bˆν(t′)]〉 (12)
and
GaAµ,Bν (t, t
′) = 〈〈Aˆµ(t); Bˆν(t′)〉〉a
= iΘ(t′ − t)〈[Aˆµ(t), Bˆν(t′)]〉 . (13)
Both Green functions, although they are subject to dif-
ferent boundary conditions, obey the same differential
equation. We choose Aˆµ = Pˆ
n,n+1
µ and Bˆµ = Pˆ
m+1,m
µ
and find from equations (8) and (12) the relation
i∂t〈〈Pˆn,n+1µ (t); Pˆm+1,mµ (t′)〉〉 = δ(t)δm,n(pn − pn+1)
+ (Un− µ0)〈〈Pˆn,n+1µ (t); Pˆm+1,mµ (t′)〉〉+O(1/Z) . (14)
The on-site probabilities pn are time-independent since
we evaluate all quantities in a thermal equilibrium
state and the hopping rate J is assumed to be time-
independent. An analogous equation for µ 6= ν follows
from equation (9). Via a Fourier transform w.r.t. space
3and time, we can turn the differential equations for the
Green functions into a set of algebraic equations,
(ω − Un+ µ0)〈〈Pˆn,n+1; Pˆm+1,m〉〉ω = δm,n
2pi
(pn − pn−1) ,
(15)
(ω − Un+ µ0)〈〈Pˆn,n+1; Pˆm+1,m〉〉k,ω =
− JTk
√
n+ 1(pn − pn+1)
∞∑
l=0
√
l + 1
×
[
〈〈Pˆ l,l+1; Pˆm+1,m〉〉k,ω − 〈〈Pˆ l,l+1; Pˆm+1,m〉〉ω
]
.
(16)
Using the spectral decomposition of operators, it can
be shown that thermal expectation-value of double-time
correlation functions and the Green’s functions are re-
lated by [41]
〈Bˆ(t)Aˆ(t′)〉therm =i lim
→0+
∫ ∞
−∞
dω
eiω(t−t
′)
eβω − 1
×
[
〈〈Aˆ; Bˆ〉〉ω+i − 〈〈Aˆ; Bˆ〉〉ω−i
]
. (17)
The exact relation (17) permits the calculation of time-
independent expectation values (t = t′) or double-time
expectation values (t 6= t′) at finite temperatures. From
equation (15) we obtain the probabilities for n bosons on
a lattice site,
pn =
e−β(
U
2 n(n−1)−µ0n)∑∞
m=0 e
−β(U2 m(m−1)−µ0m)
. (18)
From equation (16) we find after some algebra the two-
site correlator in order 1/Z,
〈bˆ†µ(t)bˆν(t′)〉therm =
Tr
(
e−βHˆ bˆ†µ(t)bˆν(t
′)
)
Tr
(
e−βHˆ
)
=
1
piN
∫
dωP 1
eβω − 1
∑
k
Im
(
JTkG(ω + i)
2
1 + JTkG(ω + i)
)
× eik·(xµ−xν)+iω(t−t′) , (19)
where we introduced the thermal Green function [38]
G(ω) =
∞∑
n=0
(n+ 1)(pn − pn+1)
ω − Un+ µ0 . (20)
For a hyper-cubic lattice in D dimensions, the correla-
tion function (19) can be expressed with modified Bessel
functions Iα(z),
〈bˆ†µ(t)bˆν(t′)〉therm = −
1
pi
∫
dωP 1
eβω − 1
∫ ∞
0
dse−s+iω(t−t
′)
× Im
G(ω + i) D∏
j=1
(−1)4xjµν I4xjµν
(
JG(ω + i)s
D
) ,
(21)
where4xjµν = xjµ−xjν is the j-component of the distance
between two lattice sites. 4xjµν is always an integer since
we rescaled the distances with the lattice constant.
In Fig. 2 we evaluate the double-time correlation func-
tion for different values of βU . The density plots show
a temperature-dependent light-cone structure. For low
temperatures it is viable to neglect occupation numbers
n > 2. The dynamics of the correlation functions w.r.t.
to the time difference t− = (t − t′)/2 at unit filling is
determined by the frequencies
Ωk =U − J(1− 3p0)Tk
−
√
U2 − 6J(1− 3p0)UTk + J2(1− 3p0)2T 2k
(22)
with p0 = p2 = 1/(2 + e
βU/2) being the probability to
find zero or two particles on a lattice site. The max-
imum group velocity, given by vmax = maxk|∇kΩk|,
determines the light-cone structure of the correlations.
At zero temperature, the propagation velocity of the
correlations is maximal, see Fig. 2 (d). In this
limit, only the doublon-holon excitations 〈P 10µ (t)P 12ν (t′)〉,
〈P 21µ (t)P 01ν (t′)〉, 〈P 10µ (t)P 01ν (t′)〉, and 〈P 21µ (t)P 12ν (t′)〉 are
relevant.
For finite temperatures, we have 1− 3p0 < 1. Accord-
ing to equation (22), this implies a shrinking propagation
velocity, see Fig. 2 (c). If the temperature is increased
even further, the approximation of thermal particle-hole
excitations is not valid anymore since also occupation
numbers n > 2 play a role. Therefore, the analytical
result (22) does not determine the light-cone structure
anymore, see Fig. 2 (a) and (b).
The population of higher excited states is also reflected
in the time-evolution of the correlations at a fixed dis-
tance |xµ − xν |. At βU = ∞, only eigen-modes of or-
der O(U) play a role whereas for large temperatures the
eigen-modes of order O(nU), n > 1 dominate the time-
evolution, see Fig. 1.
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FIG. 1. Double-time correlation for |xµ − xν | =
√
2 in
two dimensions at different temperatures. The position of
the maximum is shifting with temperature approximately as
(t−J) ∼ 1/(1− 3p0).
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FIG. 2. Time-dependence of the two-time correlation functions |〈bˆ†(t)bˆ(t′)〉therm|2 along the diagonal for a lattice in two
dimensions for unit filling and J/U = 0.1. The parameters are (a) βU = 1, (b) βU = 3, (c) βU = 5, (d) βU = ∞.
The maximum velocity of the correlations decreases with the temperature of the thermal ensemble. When the temperature
grows, also highly energetic modes contribute to the dynamics. The amplitude of the correlations decreases with increasing
temperature.
IV. EQUILIBRATION AFTER A QUANTUM
QUENCH
In this section we turn to the non-equilibrium dynam-
ics of excitations in the Bose-Hubbard system after a
quantum quench at finite temperatures from J = 0 to
J > 0. The evolution of time-local quantities can be de-
duced from double-time hierarchy for t = t′ of from the
single-time hierarchy in [33]. Afterwards we compare the
pre-thermalized expectation values at t → ∞ with the
corresponding thermal expectation values.
We assume the system to be initially in a thermal state
which is determined by the density matrix
ρˆin =
⊗
µ
ρˆµ, ρˆµ =
∑
n
pn|n〉µ〈n| , (23)
where the pn are given by the thermal distribution (18).
The hopping rate is switched suddenly from J = 0 to a fi-
nite value which is still in the Mott regime J < Jcrit. The
dynamics of the on-site probabilities follow the equations
i∂t〈Pˆn,nµ 〉 = −
J
Z
∑
κ
Tµκ
∑
m
√
m+ 1 (24)
×
[√
n
(〈Pˆn,n−1µ Pˆm,m+1κ 〉corr − 〈Pˆm+1,mκ Pˆn−1,nµ 〉corr)
−√n+ 1(〈Pˆn+1,nµ Pˆm,m+1κ 〉corr − 〈Pˆm+1,mκ Pˆn,n+1µ 〉corr)] ,
5and the two-point correlations evolve according to
[i∂t + U(n−m)]〈Pˆn+1,nµ Pˆm,m+1ν 〉corr
= − J
Z
√
n+ 1(〈Pˆn+1,n+1µ 〉 − 〈Pˆn,nµ 〉)
×
∑
κ6=µ,ν
Tκµ〈bˆ†κPˆm,m+1ν 〉corr
− J
Z
√
m+ 1(〈Pˆm,mν 〉 − 〈Pˆm+1,m+1ν 〉)
×
∑
κ6=µ,ν
Tκν〈Pˆn+1,nµ bˆκ〉corr
− J
Z
Tµν
√
n+ 1
√
m+ 1〈Pˆn+1,n+1µ 〉〈Pˆm,mν 〉
+
J
Z
Tµν
√
n+ 1
√
m+ 1〈Pˆn,nµ 〉〈Pˆm+1,m+1ν 〉 . (25)
In the limit of zero temperature, the doublon-holon cor-
relation functions decouple from correlation functions
which involve occupation numbers n > 2. This case
has been discussed in references [33, 35]. However,
we shall see that a finite temperature alters the pre-
thermalization dynamics.
The equations (24) and (25) are nonlinear due to the
back-reaction of the on-site quantities onto the correla-
tions. This back-reaction can be neglected since it is of
order 1/Z2 and we have 〈Pˆn,nµ 〉 = Pn = pn + O(1/Z).
Exploiting the translational symmetry, we can simplify
these equations by a spatial Fourier transformation
〈Pˆn,n−1µ Pˆm−1,mν 〉 =
1
N
∑
k
fn,mk e
ik·(xµ−xν) , (26)
where N denotes the number of lattice sites. Now, the
on-site probabilities Pn = 〈Pˆn,nµ 〉 evolve according to
i∂tPn =− J
N
∑
k
Tk
∑
m
√
m+ 1
×
[√
n
(
fn,m+1k − fm+1,nk
)
−√n+ 1(fn+1,m+1k − fm+1,n+1k )] , (27)
whereas for the Fourier components of the correlations
we find
[i∂t + U(n−m)]fn+1,m+1k
= −JTk
√
n+ 1(pn+1 − pn)
∞∑
s=0
√
s+ 1fs+1,m+1k
− JTk
√
m+ 1(pm − pm+1)
∞∑
s=0
√
s+ 1fn+1,s+1k
− JTk
√
m+ 1
√
n+ 1(pn+1pm − pnpm+1) . (28)
We solved the coupled system of equations in two and
three dimensions for various temperatures, see Fig. 4.
The on-site probabilities are oscillating around their ini-
tial thermal value pn. Especially for high tempera-
tures, the back action of these quantities onto the cor-
relation functions can indeed be safely neglected since
|Pn(t)− Pn(0)|/Pn(0) 1.
In order to gain some analytical insight into the equi-
libration process, we neglect pn for n > 2. As a conse-
quence, we obtain the particle-hole symmetry p0 = p2.
When the system is quenched from a thermal state, the
oscillations decrease with time and the on-site probabil-
ities approach for t→∞
P0/2,equil = p0 +
1
N
∑
k
4J2T 2k(1− 4p0 + 3p20)
ω2k
(29)
with
ωk =
√[
U2 − 6JTk(1− 3p0)U + J2T 2k(1− 3p0)2
]
.
(30)
For the lattice-site correlations we for t→∞ the asymp-
totic expression
〈bˆ†µbˆν〉equil =
1
N
∑
k
eik·(xµ−xν)
4JTkU(1− 4p0 + 3p20)
ω2k
.
(31)
Given equations (29) and (31), we conclude that the
quench-induced change of these quantities becomes
smaller with increasing temperature.
From the eigen-modes we can also estimate the max-
imum propagation speed of the expanding correlations.
As before, we can estimate the maximum propagation ve-
locity from vmax = maxk|∇kΩk|. In a hyper-cubic lattice
in D dimensions with small J/U we have vmax = J(3 −
9p0)/D along the lattice axes and v
max = J(3−9p0)/
√
D
along the diagonals. As before, the maximum propaga-
tion speed becomes smaller for increasing temperatures,
see Fig. 3.
0 0.5 1
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T/U
v
m
a
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vmax,D=1
vmax,D=2
vmax,D=3
FIG. 3. The maximum velocity of the correlations after a
quantum quench from J = 0 to J/U = 0.1 depends on the
temperature of the initial ensemble.
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FIG. 4. Equilibration dynamics in two and three dimensions. The amplitude of the oscillations decreases with increasing
temperature of the initial state. For all initial temperatues, the system prethermalizes faster in three dimensions than it does
in two dimensions. In our computation, we did not restrict the occupation number. Nevertheless, we see that also for finite
but sufficiently low temperatures, the particle-hole symmetry is approximately valid.
The pre-thermalized state is a quasi-stationary state
which is not necessarily thermal whereas real thermal-
ization occurs on much longer time-scales [43–45]. How-
ever, we can compare the pre-thermalized state with a
corresponding thermal state that has the same temper-
ature T and filling 〈nˆµ〉. In order to do so, we compute
the asymptotic values of the on-site probabilities Pn,equil
and the correlation functions 〈bˆ†µbˆν〉equil from equations
(27) and (28) without further approximations. The ther-
mal correlation 〈bˆ†µbˆν〉therm can be deduced from equation
(19). For the order O(1/Z)-contribution of the Pn,therm
we take the expression from reference [38]. In this article,
we evaluated the partition function of the Bose-Hubbard
system up to O(1/Z) and derived various thermal quan-
tities. Explicitly we have (see equation 21 in [38])
Pn,therm =pn +
1
N
∑
k
∞∑
l=−∞
JTk
1 + JTkG(ωl)
[
pnG(ωl)
− (n+ 1)pn
ωl − Un+ µ +
npn
ωl − U(n− 1) + µ
+
n(pn−1 − pn)
β(ωl − U(n− 1) + µ)2)2
− (n+ 1)(pn − pn+1)
β(ωl − Un+ µ)2
]
(32)
with the bosonic Matsubara modes ωl = 2piil/β.
At zero temperature, the values differ roughly by a
factor of 2 which has been stated elsewhere [42]. For
sufficiently low temperatures, the particle-hole symme-
try is valid, P0 ∼ P2, which can be deduced from com-
paring Fig. 5 (a) and (b) or Fig. 5 (d) and (e). The
energy which is transferred by a quench to the system
becomes more and more irrelevant for increasing temper-
atures. Thus, the difference between thermal and pre-
thermalized quantities reduces with growing T . From
Fig. 5 (c) and (f) we see how the increasing temperature
diminishes the correlations between lattice sites. How-
ever, the thermal next neighbor correlation function has
its global maximum at finite T > 0.
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FIG. 5. After a quantum quench at a temperature T , the occupation probabilities and the correlation functions approach
a prethermalized value (red curves). This is compared with the corresponding thermal expressions (black curves). For low
temperatures, the onsite-quantities differ roughly by a factor of 2. The difference between prethermalized and thermal values
diminishes with increasing temperatures. Note that deviations from the particle-hole symmetry at high temperatures are larger
in three dimensions (see (d) and (e)) than in two dimensions (see (d) and (e)). In (c) and (f) we depict the temperature-
dependence of the prethermalized and thermal expectation values of the next neighbour correlations 〈bˆ†µbˆν〉. Note that the
thermal correlation function has its global maximum at T > 0.
V. QUANTUM QUENCH AND DOUBLE-TIME
CORRELATIONS
A quantum quench changes also the light-cone struc-
ture of the double-time correlation functions. We as-
sume that before the quantum quench the system is in
an equilibrium state with a finite hopping rate J−. At
time t = 0, the hopping rate is quenched to a value
J+ < Jcrit. For simplicity, we restrict our considerations
to zero temperature. Analogous to equation (26) we de-
fine the Fourier transform of the two-time correlations
〈Pˆn,n−1µ (t)Pˆm−1,mν (t′)〉 =
1
N
∑
k
fn,mk (t, t
′)eik·(xµ−xν) .
(33)
The dynamics of the correlation functions follows directly
from equation (9) and a corresponding relation which
takes into account the time-evolution w.r.t. variable t′.
Neglecting the back-reaction onto the on-site probabili-
ties, the Fourier coefficients evolve up to order 1/Z ac-
cording to
i∂tf
11
k = −J±Tk(f11k +
√
2f21k )− J±Tk , (34)
i∂tf
12
k = −J±Tk(f12k +
√
2f22k ) , (35)
i∂tf
21
k =
√
2J±Tk(f11k +
√
2f21k )− Uf21k +
√
2J±Tk ,
(36)
i∂tf
22
k =
√
2J±Tk(f12k +
√
2f22k )− Uf22k , (37)
and
i∂t′f
11
k = J
±Tk(f11k +
√
2f12k ) + J
±Tk , (38)
i∂t′f
12
k = −
√
2J±Tk(f11k +
√
2f12k ) + Uf
12
k −
√
2J±Tk ,
(39)
i∂t′f
21
k = J
±Tk(f21k +
√
2f22k ) , (40)
i∂t′f
22
k = −
√
2J±Tk(f21k +
√
2f22k ) + Uf
22
k . (41)
For t, t′ < 0, the correlation functions can be immediately
obtained from the ground state correlations at J = J−
[35]. Due to the quantum quench, the correlation func-
tion is not anymore homogeneous in time but depends
on the relative time t− = (t − t′)/2 and on the central
time t+ = (t + t
′)/2. For t+ ± t− < 0 and t+ ± t− > 0
we find correlations before and after the hopping quench,
respectively. Correlations between an creation (annihila-
tion) of a particle before the quench and an annihilation
8(creation) of particle can be obtained for t+ + t− < 0 and
t+ − t− > 0 (t+ + t− > 0 and t+ − t− < 0).
The light-cone structure is primarily determined by
three different velocities. For t, t′ < 0, the maximum
velocity vmax−− = maxk|∇kΩ−−k | can be estimated from
Ω−−k = U − J−Tk −
√
U2 − 6J−UTk + (J−Tk)2 . (42)
For t > 0 and t′ < 0 or t < 0 and t′ > 0, the spread is
determined by both hopping rates J− and J+. Thus we
have the eigen-modes
Ω+−k =
1
2
(
U − J−Tk −
√
U2 − 6J−UTk + (J−Tk)2
)
+
1
2
(
U − J+Tk −
√
U2 − 6J+UTk + (J+Tk)2
)
.
(43)
from which one can obtain vmax+− = maxk|∇kΩ+−k |. Fi-
nally, if t, t′ > 0, the spread of correlations is domi-
nantly determined by J+. Here the maximum velocity
vmax++ = maxk|∇kΩ++k | can be derived from
Ω++k = U − J+Tk −
√
U2 − 6J+UTk + (J+Tk)2 . (44)
The kink in the light-cone structure due to the quantum
quench is illustrated in Fig. 6. The complete light-cone
structure for the double-time correlators in arbitrary di-
mensions is evaluated in appendix VIII.
VI. CONCLUSIONS
We studied equilibrium properties and non-equilibrium
dynamics of the Bose-Hubbard model in the Mott insu-
lating phase. To this end, we extended the hierarchy
for large coordination numbers Z presented in [33] to a
hierarchy for double-time correlation functions.
This enabled us to derive thermal correlation functions
and we studied the spread of two-time correlation func-
tions at finite initial temperatures, see Figs. 2 and 1. We
restricted our considerations to first order in 1/Z which
governs the free quasi-particle evolution. As usual, the
effective light-cone structure was obtained via a saddle-
point approximation.
As we demonstrated above, the dynamics of strongly
interacting quantum many-body systems and their ther-
mal properties can be both accessed within our approach.
The phenomenon of pre-thermalization after a quantum
quench was generalized from T = 0 [35] to finite temper-
atures, see Figs. 4 and 3. Note that the dynamical equa-
tions in order O(1/Z) cover only the short-time evolution
of the excitations. In order to include the long-time evo-
lution which is determined by quasi-particle scattering,
also higher order correlations have to be taken into ac-
count. For real thermalization processes, for example,
one has to evaluate the hierarichal equations up to order
O(1/Z3) in order to obtain a Boltzmann equation [40].
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FIG. 6. Double-time correlation function 〈bˆ†µ(t)bˆν(t′)〉T=0 in
one dimension for a quench at t = 0 from J−/U = 0.05 to
J+/U = 0.15. (a): t+U = 100, the lightcone has a kink at
t− = t+ where the maximum velocity changes from vmax++ ≈
0.40 to vmax+− ≈ 0.24. (b): t+U = −100, the lightcone has a
kink at t− = −t+ where the maximum velocity changes from
vmax−− ≈ 0.10 to vmax+− ≈ 0.24.
Apart from these theoretical investigations, our ap-
proach can also be applied in order to interpret exper-
imental results. Since the double-time hierarchy induces
a Green function hierarchy, the latter can used for the in-
terpretation of pump-probe experiments []. An excitation
which is created by a pump beam at time t and measured
by a probe beam at time t′ is naturally described in terms
of the lesser Green functions [10, 46, 47]. Moreover, the
Green function hierarchy allows for a controlled pertur-
bative calculation of the self-energy or the susceptibility
of strongly correlated systems.
As an outlook, the study of out-of-time-correlators
(OTOC), a common measure for quantum chaos, should
be feasible within our approach [48, 49]. In this context
one has to extend the double-time hierarchy of corre-
lations to a hierarchy of multi-time correlations. This
should be possible in complete analogy to the approach
presented in this work and will be the subject of further
studies.
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VII. APPENDIX: PROOF OF THE HIERARCHY
The most general double-time expectation value has the form 〈AˆS(t)BˆS(t′)〉 where S denotes the set of |S| lattice
sites. In order to avoid cluttering of indices, we introduce a short hand notation for operators which are defined
on the set S via AˆS(t) = Aˆ1µ1(t) × ... × Anµn(t) and BˆS(t′) = Bˆ1µ1(t′) × ... × Bˆnµn(t′). From the equation-of-motion
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hierarchy for the expectation values 〈AˆS(t)BˆS(t′)〉, the hierarchy for expectation values of the form 〈Aˆ(t)P1BˆP2(t′)〉
can be obtained by setting S = P1 ∪ P2 and choosing Aˆµ(t) = 1ˆµ for µ /∈ P1 and Bˆν(t′) = 1ˆν for ν /∈ P2.
In [33], we presented a hierarchy for the correlated parts of a many-particle density matrix based on a large
coordination number Z. This hierarchy was formulated for operators but it can also be stated in terms of correlation
functions. In the following, we will derive the corresponding hierarchy for two-time correlation functions . The starting
point is a separation of the correlation functions in correlated and uncorrelated parts. For two sites, the correlated
part of an expectation values is defined by as
〈Aˆµ(t)Bˆν(t)Cˆµ(t′)Dˆν(t′)〉c = 〈Aˆµ(t)Bˆν(t)Cˆµ(t′)Dˆν(t′)〉 − 〈Aˆµ(t)Cˆµ(t′)〉〈Bˆν(t)Dˆν(t′)〉 . (45)
Arbitrary correlation functions can be separated according to
〈AˆS(t)BˆS(t′)〉c = 〈AˆS(t)BˆS(t′)〉 −
∑
∪iPi=S,Pi⊂S
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c , (46)
where the sum is over all proper partitions of the set S. Note that the definition of the correlated parts agrees with
the separation of the density matrix into correlated parts given in [33] if the operators depending on t (or t′) are
replaced by the unity operator. The central point of our derivation is the scaling hierarchy of the correlations,
〈AˆS(t)BˆS(t′)〉c = O(Z1−|S|) . (47)
Rewriting the hierarchy of the density matrix from reference [33] in terms of expectation values it is possible to guess
the corresponding hierarchy for for the equations of motion of 〈AˆS(t)BˆS(t′)〉c. We claim that the full hierarchy for
an arbitrary set of S lattice sites has the form
i∂t〈AˆS(t)BˆS(t′)〉c =
∑
µ∈S
〈[AˆS(t), Hˆµ(t)]BˆS(t′)〉c − J
Z
∑
µ,ν∈S
Tµν〈[AˆS(t), Xˆ†µ(t)Xˆν(t)]BˆS(t′)〉c (48a)
− J
Z
∑
κ/∈S
∑
µ∈S
Tµκ
{
〈Xˆ†κ(t)[AˆS(t), Xˆµ(t)]BˆS(t′)〉c + 〈Xˆκ(t)[AˆS(t), Xˆ†µ(t)]BˆS(t′)〉c
}
(48b)
− J
Z
∑
κ/∈S
∑
µ∈S
P∪P¯=S\{µ}∑
P⊆S\{µ}
Tµκ
{
〈[AˆP∪{µ}(t), Xˆµ(t)]BˆP∪{µ}(t′)〉c〈Xˆ†κ(t)AˆP¯(t)BˆP¯(t′)〉c (48c)
+ 〈[AˆP∪{µ}(t), Xˆ†µ(t)]BˆP∪{µ}(t′)〉c〈Xˆκ(t)AˆP¯(t)BˆP¯(t′)〉c
}
(48d)
− J
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
Tµν
{
〈[AˆP∪{µ}(t), Xˆ†µ(t)]BˆP∪{µ}(t′)〉c〈Xˆν(t)AˆP¯∪{ν}(t)BˆP¯∪{ν}(t′)〉c (48e)
+ 〈AˆP∪{µ}(t)Xˆ†µ(t)BˆP∪{µ}(t′)〉c〈[AˆP¯∪{ν}(t), Xˆν(t)]BˆP¯∪{ν}(t′)〉c (48f)
− 〈AˆP∪ν(t)BˆP∪ν(t′)〉c
[
〈Xˆ†ν(t)[AˆP¯∪{µ}(t), Xˆµ(t)]BˆP¯∪{µ}(t′)〉c + 〈Xˆν(t)[AˆP¯∪{µ}(t), Xˆ†µ(t)]BˆP¯∪{µ}(t′)〉c (48g)
+
Q∪Q¯=P¯∑
Q⊆P¯
(
〈[AˆQ∪{µ}(t), Xˆµ(t)]BˆQ∪{µ}(t′)〉c〈Xˆ†ν(t)AˆQ¯(t)BˆQ¯(t′)〉c (48h)
+ 〈[AˆQ∪{µ}(t), Xˆ†µ(t)]BˆQ∪{µ}(t′)〉c〈Xˆν(t)AˆQ¯(t)BˆQ¯(t′)〉c
)]}
(48i)
We will restrict ourselves to bosonic systems for proving (48a)-(48i) by induction. For fermionic operators, additional
signs will appear due to the permutations of the operators Aˆµ and Bˆµ in the partitions of the expectation values in
correlated parts.
To begin, we assume that the hierarchy holds for all sets of lattice sites with cardinality strictly less then |S|. From
this we will derive the equations of motion for a set with cardinality equal to |S|. The Heisenberg equations of motion
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for the operator AˆS lead to
i∂t〈AˆS(t)BˆS(t′)〉 =
∑
µ∈S
〈[AˆS(t), Hˆµ(t)]BˆS(t′)〉 − J
Z
∑
µ,ν∈S
Tµν〈[AˆS(t), Xˆ†µ(t)Xˆν(t)]BˆS(t′)〉
− J
Z
∑
κ/∈S
∑
µ∈S
Tµκ〈Xˆ†κ(t)[AˆS(t), Xˆµ(t)]BˆS(t′)〉 −
J
Z
∑
κ/∈S
∑
µ∈S
Tµκ〈Xˆκ(t)[AˆS(t), Xˆ†µ(t)]BˆS(t′)〉 (49)
As a next step, we separate the expectation values into correlated parts according to (46). The first term can be
written as
(0) ≡
∑
µ∈S
〈[AˆS(t), Hˆµ(t)]BˆS(t′)〉 =
∑
P⊆S\{µ}
〈[AˆP∪{µ}(t), Hˆµ(t)]BˆP∪{µ}(t′)〉
∑
∪iPi=S\P∪{µ}
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c . (50)
The second term on the right hand side of equation (49) can be expanded as
− J
Z
∑
µ,ν∈S
Tµν〈[AˆS(t), Xˆ†µ(t)Xˆν(t)]BˆS(t′)〉 = (1) + (2a) + (2b)
= − J
Z
∑
µ,ν∈S
Tµν
∑
P⊆S\{µ,ν}
{
〈[AˆP∪{µν}(t), Xˆµ(t)†Xˆν(t)]BˆP∪{µν}(t′)〉c
+
Q∪Q¯=P∑
Q⊆P
[
〈[AˆQ∪{µ}(t), Xˆ†µ(t)]BˆQ∪{µ}(t′)〉c〈Xˆν(t)AˆQ¯(t)∪{ν}(t)BˆQ¯∪{ν}(t′)〉c
+〈AˆQ∪{µ}(t)Xˆ†µ(t)BˆQ∪{µ}(t′)〉c〈[AˆQ¯∪{ν}(t), Xˆν(t)]BˆQ¯∪{ν}(t′)〉c
]} ∑
∪iPi=S\P∪{µ,ν}
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (51)
For brevety we denoted the three terms in equation (51) with (1), (2a) and (2b). The third term in equation (49) can
be written as
− J
Z
∑
κ/∈S
∑
µ∈S
Tµκ〈Xˆ†κ(t)[AˆS(t), Xˆµ(t)]BˆS(t′)〉 = (3a) + (4a)
= − J
Z
∑
κ/∈S
∑
µ∈S
Tµκ
∑
P⊆S\{µ}
{
〈Xˆ†κ(t)[AˆP∪{µ}(t), Xˆµ(t)]BˆP∪{µ}(t′)〉c
+
Q∪Q¯=P∑
Q⊆P
〈[AˆQ∪{µ}(t), Xˆµ(t)]BˆQ∪{µ}(t′)〉c〈Xˆ†κ(t)AˆQ¯(t)BˆQ¯(t′)〉c
} ∑
∪iPi=S\P∪{µ}
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (52)
Similarly, for the last summand in equation (49) we have
− J
Z
∑
κ/∈S
∑
µ∈S
Tµκ〈Xˆκ(t)[AˆS(t), Xˆ†µ(t)]BˆS(t′)〉 = (3b) + (4b)
= − J
Z
∑
κ/∈S
∑
µ∈S
Tµκ
∑
P⊆S\{µ}
{
〈Xˆκ(t)[AˆP∪{µ}(t), Xˆ†µ(t)]BˆP∪{µ}(t′)〉c
+
Q∪Q¯=P∑
Q⊆P
〈[AˆQ∪{µ}(t), Xˆ†µ(t)]BˆQ∪{µ}(t′)〉c〈Xˆκ(t)AˆQ¯(t)BˆQ¯(t′)〉c
} ∑
∪iPi=S\P∪{µ}
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (53)
Now we consider the equations of motion for the product of all partitions which contain proper subsets of S. Applying
the product rule of differentiation, we find
i∂t
∑
∪iPi=S,Pi⊂S
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c =
∑
P⊂S
(i∂t〈AˆP(t)BˆP(t′)〉c)
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c . (54)
The time derivative of 〈AˆP(t)BˆP(t′)〉c can be expressed using (48a)-(48i). Substituting the first term in (48a) to
equation (54) leads to
(0′) ≡
∑
P⊂S\{µ}
〈[AˆP∪{µ}(t), Hˆµ(t)]BˆP∪{µ}(t′)〉
∑
∪iPi=S\P∪{µ}
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c , (55)
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which is the expression (50) without the summand P = S \ {µ}. Therefore we find
(0)− (0′) =
∑
µ∈S
〈[AˆS(t), Hˆµ(t)]BˆS(t′)〉c . (56)
The contribution of the second term in (48a) to equation (54) gives
(1′) ≡ − J
Z
∑
P⊂S
∑
µ,ν∈P
Tµν〈[AˆP(t), Xˆ†µ(t)Xˆν(t)]BˆP(t′)〉c
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (57)
In equation (57), the term P = S is excluded from the summation, contrary to equation (51), thus
(1)− (1′) = − J
Z
∑
µ,ν∈S
Tµν〈[AˆS(t), Xˆ†µ(t)Xˆν(t)]BˆS(t′)〉c . (58)
The term (48e) together with (54) leads to
(2a′) ≡ − J
Z
∑
P⊂S
∑
µ,ν∈P
Q∪Q¯=P\{µ,ν}∑
Q⊆P\{µ,ν}
Tµν〈[AˆQ∪{µ}(t), Xˆ†µ(t)]BˆQ∪{µ}(t′)〉c〈Xˆν(t)AˆQ¯∪{ν}(t)BˆQ¯∪{ν}(t′)〉c
×
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (59)
Using the same reasoning as above we find the difference
(2a)− (2a′) = − J
Z
∑
µ,ν∈S
Q∪Q¯=S\{µ,ν}∑
Q⊆S\{µ,ν}
Tµν〈[AˆQ∪{µ}(t), Xˆ†µ(t)]BˆQ∪{µ}(t′)〉c〈Xˆν(t)AˆQ¯∪{ν}(t)BˆQ¯∪{ν}(t′)〉c (60)
The part (48f) from the hierarchy together with (54) leads to an expression (2b′) which has to be substracted from
(2b) from equation (51),
(2b)− (2b′) = − J
Z
∑
µ,ν∈S
Tµν
Q∪Q¯=S\{µ,ν}∑
Q⊆S\{µ,ν}
〈AˆQ∪{µ}(t)Xˆ†µ(t)BˆQ∪{µ}(t′)〉c〈[AˆQ¯∪{ν}(t), Xˆν(t)]BˆQ¯∪{ν}(t′)〉c . (61)
The contribution of the first term in (48b) to equation (54) leads to
(3a′) ≡ − J
Z
∑
P⊂S
∑
κ/∈P
∑
µ∈P
Tµκ〈Xˆ†κ(t)[AˆP(t), Xˆµ(t)]BˆP(t′)〉c
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (62)
whereas the first term of (48g) together with (54) gives
(3a′′) ≡ J
Z
∑
P⊂S
∑
µ,ν∈P
Q∪Q¯=P\{µ,ν}∑
Q⊆P\{µ,ν}
Tµν〈AˆQ∪{ν}(t)BˆQ∪{ν}(t′)〉c〈Xˆ†ν(t)[AˆQ¯∪{µ}(t), Xˆµ(t)]BˆQ¯∪{µ}(t′)〉c
×
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (63)
Splitting the sum over lattice sites κ according to
∑
κ6=P =
∑
κ/∈S +
∑
κ∈S\S and substracting (3a
′) as well as (3a′′)
from (3a) in (52) leads to
(3a)− (3a′)− (3a′′) = − J
Z
∑
κ/∈S
∑
µ∈S
Tµκ〈Xˆ†κ(t)[AˆS(t), Xˆµ(t)]BˆS(t′)〉c
+
J
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
Tµν〈AˆP∪{ν}(t)BˆP∪{ν}(t′)〉c〈Xˆ†ν(t)[AˆP¯∪{µ}(t), Xˆµ(t)]BˆP¯∪{µ}(t′)〉c(64)
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Similar terms (3b′) and (3b′′) derive from the first terms in (48b) and (48f) together with (54). Substracting them
from (3b) which was given in relation (53) leads to
(3b)− (3b′)− (3b′′) = − J
Z
∑
κ/∈S
∑
µ∈S
Tµκ〈Xˆκ(t)[AˆS(t), Xˆ†µ(t)]BˆS(t′)〉c
+
J
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
Tµν〈AˆP∪{ν}(t)BˆP∪{ν}(t′)〉c〈Xˆν(t)[AˆP¯∪{µ}(t), Xˆ†µ(t)]BˆP¯∪{µ}(t′)〉c(65)
The contribution of (48c) in relation (54) results in
(4a′) ≡ − J
Z
∑
P⊂S
∑
κ/∈P
∑
µ∈P
Q∪Q¯=P\{µ}∑
Q⊆P\{µ}
Tµκ〈[AˆQ∪{µ}(t), Xˆµ(t)]BˆQ∪{µ}(t′)〉c〈Xˆ†κ(t)AˆQ¯(t)BˆQ¯(t′)〉c
×
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c (66)
whereas (48h) together with (54) gives
(4a′′) ≡ J
Z
∑
P⊂S
∑
µ,ν∈P
R∪R¯=P\{µ,ν}∑
R⊆P\{µ,ν}
Tµν〈AˆR∪{ν}(t)BˆR∪{ν}(t′)〉c
Q∪Q¯=R¯∑
Q⊆R¯
〈[AˆQ∪{µ}(t), Xˆµ(t)]BˆQ∪{µ}(t′)〉c〈AˆQ¯(t)Xˆν(t)BˆQ¯(t′)〉c
×
∑
∪iPi=S\P
∏
Pi
〈AˆPi(t)BˆPi(t′)〉c . (67)
Splitting the sum over κ as above and substracting (4a′) and (4a′′) from (4a) which was defined in relation (53) leads
to
(4a)− (4a′)− (4a′′) = − J
Z
∑
κ/∈S
∑
µ∈S
Tµκ
P∪P¯=S\{µ}∑
P⊆S\{µ}
〈[AˆP∪{µ}(t), Xˆµ(t)]BˆP∪{µ}(t′)〉c〈Xˆ†κ(t)AˆP¯(t)BˆP¯(t′)〉c
+
J
Z
∑
µν
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
Tµν
Q∪Q¯=P¯∑
Q⊆P¯
〈[AˆQ∪{µ}(t), Xˆµ(t)]BˆQ∪{µ}(t′)〉c〈Xˆ†ν(t)AˆQ¯(t)BˆQ¯(t′)〉c〈AˆP∪{ν}(t)BˆP∪{ν}(t′)〉c (68)
The terms (4b′) and (4b′′) similar (4a′) and (4a′′) can be derived from (48d) and (48i). After substracting them from
(4b) in relation (53) we have
(4b)− (4b′)− (4b′′) = − J
Z
∑
κ/∈S
∑
µ∈S
Tµκ
P∪P¯=S\{µ}∑
P⊆S\{µ}
〈[AˆP∪{µ}(t), Xˆ†µ(t)]BˆP∪{µ}(t′)〉c〈Xˆκ(t)AˆP¯(t)BˆP¯(t′)〉c
+
J
Z
∑
µν
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
Tµν
Q∪Q¯=P¯∑
Q⊆P¯
〈[AˆQ∪{µ}(t), Xˆ†µ(t)]BˆQ∪{µ}(t′)〉c〈Xˆν(t)AˆQ¯(t)BˆQ¯(t′)〉c〈AˆP∪{ν}(t)BˆP∪{ν}(t′)〉c .(69)
Adding the equations (56), (58), (60), (61), (64), (65), (68) and (69) together leads to the right hand side of the
hierarchy (48a)-(48i) for the a set with cardinality |S|. This completes the proof.
VIII. APPENDIX: DOUBLE-TIME CORRELATION FUNCTIONS
In the following, we choose the abbreviation J±k = J
±Tk, t+ = (t + t′)/2 and t− = (t − t′)/2. For t, t′ < 0, the
Fourier components of the correlation functions read
f11k =
U − 3J−k + ω−k
2ω−k
e
i(t−t′)
2 (U−J−k −ω−k ) − 1 (70)
f22k =
U − 3J−k − ω−k
2ω−k
e
i(t−t′)
2 (U−J−k −ω−k ) (71)
f12k = f
21
k =
√
2J−k
ω−k
e
i(t−t′)
2 (U−J−k −ω−k ) , (72)
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and the light-cone structure in D dimensions is determined by ±2J−t−/D = x along a lattice axis and ±2J−t−/√D =
x along a diagonal. For t > 0 and t′ < 0, we have
f11k =− 1−
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k + ω−k )(U − 3J+k − ω+k )− 8J+k J−k
]
+
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k + ω−k )(U − 3J+k + ω+k )− 8J+k J−k
]
(73)
f12k =
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J+k (U − ω−k )− J−k (U − ω+k )]
+
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J−k (U + ω
+
k )− J+k (U − ω−k )] (74)
f21k =
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J−k (U + ω
+
k )− J+k (U + ω−k )]
+
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J+k (U + ω
−
k )− J−k (U − ω+k )] (75)
f22k =
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k − ω−k )(U − 3J+k + ω+k )− 8J+k J−k
]
− e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k − ω−k )(U − 3J+k − ω+k )− 8J+k J−k
]
. (76)
Now there are two light-cone structures along the lattice axes: ±[(2J+ − J−)t− + (2J+ + J−)t+]/D = x and
±[(J+ + J−)t−+ (J+− J−)t+]/D = x. Along the diagonals we have ±[(2J+− J−)t−+ (2J+ + J−)t+]/√D = x and
±[(J+ + J−)t− + (J+ − J−)t+]/√D = x. For t < 0 and t′ > 0, the Fourier coefficients read
f11k =− 1 +
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k + ω−k )(U − 3J+k + ω+k )− 8J+k J−k
]
− e
i
2 [t(U−ω+k −J+k )−t′(U+ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k + ω−k )(U − 3J+k − ω+k )− 8J+k J−k
]
(77)
f12k =
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J+k (U + ω
−
k )− J−k (U − ω+k )]
+
e
i
2 [t(U−ω+k −J+k )−t′(U+ω−k −J−k )]√
2ω+k ω
−
k
[J−k (U + ω
+
k )− J+k (U + ω−k )] (78)
f21k =
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J−k (U + ω
+
k )− J+k (U − ω−k )]
+
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]√
2ω+k ω
−
k
[J+k (U − ω−k )− J−k (U − ω+k )] (79)
f22k =−
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k − ω−k )(U − 3J+k − ω+k )− 8J+k J−k
]
+
e
i
2 [t(U−ω+k −J+k )−t′(U−ω−k −J−k )]
4ω+k ω
−
k
[
(U − 3J−k − ω−k )(U − 3J+k + ω+k )− 8J+k J−k
]
, (80)
Also here are two light-cone structures along the lattice axes:
±[(2J− − J+)t− − (2J− + J+)t+]/D = x (81)
±[(J+ + J−)t− + (J+ − J−)t+]/D = x . (82)
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Along the diagonals we have
±[(2J− − J+)t− − (2J− + J+)t+]/
√
D = x (83)
±[(J+ + J−)t− + (J+ − J−)t+]/
√
D = x . (84)
and finally we have for t, t′ > 0
f11k =− 1 +
e
i
2 (t−t′)(U+ω+k −J+k )
4ω−k (ω
+
k )
2
× [8J+k U(J+k − J−k ) + 3ω+k (J+k (U + ω−k ) + J−k (U − ω+k ))− ω+k (J+k J−k + (U + ω−k )(U − ω+k ))]
+
e
i
2 (t−t′)(U−ω+k −J+k )
4ω−k (ω
+
k )
2
× [8J+k U(J+k − J−k )− 3ω+k (J+k (U + ω−k ) + J−k (U + ω+k )) + ω+k (J+k J−k + (U + ω−k )(U + ω+k ))]
+
(
e
i
2 [t(U−ω+k −J+k )−t′(U+ω+k −J+k )] + e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω+k −J+k )]
) 2J+k U(J−k − J+k )
ω−k (ω
+
k )
2
(85)
f12k = f
21
k =
e
i
2 (t−t′)(U+ω+k −J+k )√
2ω−k (ω
+
k )
2
J+k [J
−
k J
+
k − 3U(J+k + J−k ) + U2 − ω+k ω−k ]
+
e
i
2 (t−t′)(U−ω+k −J+k )√
2ω−k (ω
+
k )
2
J+k [J
−
k J
+
k − 3U(J+k + J−k ) + U2 + ω+k ω−k ]
+
e
i
2 [t(U−ω+k −J+k )−t′(U+ω+k −J+k )]√
2ω−k (ω
+
k )
2
(J−k − J+k )U(U + ω+k − 3J+k )
+
e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω+k −J+k )]√
2ω−k (ω
+
k )
2
(J−k − J+k )U(U − ω+k − 3J+k ) (86)
f22k =
e
i
2 (t−t′)(U+ω+k −J+k )
8ω−k (ω
+
k )
2
× [8J+k (J+k (U + ω−k )− J−k (U + ω+k )) + (U + ω+k − 3J+k )[(U − ω−k )(ω+k + U − 3J+k ) + J−k (J+k − 3(U + ω+k ))]]
+
e
i
2 (t−t′)(U−ω+k −J+k )
8ω−k (ω
+
k )
2
× [8J+k (J+k (U + ω−k )− J−k (U − ω+k ))− (U − ω+k − 3J+k )[(U − ω−k )(ω+k − U + 3J+k )− J−k (J+k − 3(U − ω+k ))]]
+
(
e
i
2 [t(U−ω+k −J+k )−t′(U+ω+k −J+k )] + e
i
2 [t(U+ω
+
k −J+k )−t′(U−ω+k −J+k )]
) 2J+k U(J−k − J+k )
ω−k (ω
+
k )
2
(87)
Here we have four light-cones which are determined by
±4J+t−/D = x (88)
±2J+t−/D = x (89)
±(J+t− − 3J+t+)/D = x (90)
±(J+t− + 3J+t+)/D = x (91)
and, similarly along the diagonals
±4J+t−/
√
D = x (92)
±2J+t−/
√
D = x (93)
±(J+t− − 3J+t+)/
√
D = x (94)
±(J+t− + 3J+t+)/
√
D = x (95)
