This paper presents a new method for the performance evaluation of bit decoding algorithms. The method is based on estimating the probability density function (pdf) of the bit log likelihood ratio (LLR) by using an exponential model. It is widely known that the pdf of the bit LLR is close to the normal density. The proposed approach takes advantage of this property to present an efficient algorithm for the pdf estimation. The moment matching method is combined with the maximum entropy principle to estimate the underlying parameters. We present a simple method for computing the probabilities of the point estimates for the estimated parameters, as well as for the bit error rate. The corresponding results are used to compute the number of samples that are required for a given precision of the estimated values. It is demonstrated that this method requires significantly fewer samples as compared to the conventional Monte-Carlo simulation.
Introduction
In the application of channel codes, one of the most important issues is to develop an efficient method for performance evaluation, since the Monte-Carlo (MC) simulation is extremely time consuming for low bit error rate (BER) values. In 1993, a new class of channel codes, called turbo-codes, were announced [3] . They have an astonishing performance, and at the same time, allow for a simple iterative decoding method by using the reliability information produced by a bit decoding algorithm. Since then, there have been numerous efforts devoted to the performance evaluation of turbo-codes, or more generally, codes relying on iterative bit decoding algorithms (turbo-like codes). Most of these approaches derive bounds on the average performance assuming maximum likelihood (ML) decoding [4] [5] [6] .
Performance evaluation of trellis codes is considered in [7] where the BahlCocke-Jelinek-Raviv (BCJR) [8] algorithm is adopted to find the APP values for convolutional codes. Some researchers have considered simplified cases of analytical BER calculations. An analytical method for computing the bit error probability of a two-state convolutional code with maximum a posteriori probability (MAP) decoding is presented in [9] . An analytic expression for the exact bit error probability of the ð7; 5Þ convolutional code is derived in [10] . The Pearson system of distributions is adopted in [11] to compute the error probability expectations, where moment matching is used to estimate the parameters of the model. Estimating the parameters of the generalized Gaussian probability density function (pdf) by using entropy matching is considered in [12] .
Other researchers have employed the importance sampling (IS) method to improve the performance of the MC simulation by increasing the weight of the rare error events. In this method, the samples are selected from a modified distribution which concentrates the points around the rare error events. This modified distribution is obtained from the original distribution by the application of a biasing function. This ensures a variance reduction if the biasing function is appropriately selected. The Gaussian tail (GT) and Rayleigh tail (RT) biasing functions are investigated in [13] . The IS method is applied to evaluate the performance of a digital communications system with inter-symbol interference (ISI) in [14] , and is extended to evaluate the performance of multi-hop satellite links in [15] . A general formulation of the IS method in probability space notation is introduced in [16] . The IS method is used in [17] to simulate the Viterbi decoder by examining the trellis structure in relation to the rare error events. A comparison between the mean translation (MT) technique and the variance scaling (VS) technique is performed in [18] , where it is shown that the structure of the error regions determines the better method. Recently, Ref. [19] has revisited the IS method with the strategy to increase the rate by which the variance approaches zero, instead of reducing the variance itself.
Turbo-product codes of a small block length are simulated in [20] by partitioning the error regions and by using MT for each sub-region independently. This method becomes inefficient, as the complexity of the code increases. In the case of turbo-like codes with a large block length, the search for the appropriate biasing function will be lengthy, which renders this method even more complicated than the conventional MC simulation.
It is observed in [3, 6, 21] that the pdf of the bit log likelihood ratio (LLR) is nearly Gaussian. There have been some efforts on estimating this pdf using Gaussian mixture model [22, 23] . Two soft decision MC simulation techniques based on probabilities or LLR values are introduced in [24] , and later compared in [25] . In this article, we propose an exponential model for the pdf of the bit LLR with a polynomial in the exponent. The aforementioned model has the ability to efficiently capture the deviation of the pdf from Gaussian. We use the moments of the bit LLR to estimate the parameters of the proposed model. This paper is organized as follows. We model the pdf of the bit LLR in Section 2. In Section 3, the maximum entropy method is applied to find the parameters of the proposed model. A method to compute the probabilities of the point estimates (PPEs) for the estimated parameters, as well as the estimated BER, is detailed in Section 4. The numerical results and conclusions are presented in Sections 5 and 6, respectively.
Modeling the pdf of the bit LLR
We consider binary input additive white Gaussian noise channels. The focus will be on turbo-like codes, 1 while the proposed method is applicable to a wide variety of codes and channels as long as the symmetry properties defined in [26] are satisfied.
A common tool to express the bit probabilities in bit decoding algorithms is based on the so-called LLR. The LLR of the kth bit position is defined by the following equation:
where c k is the value of the kth bit in the transmitted code-word, x is the received vector, and log represents the natural logarithm. Let us define the random variable Y ¼ LLRðkÞ with its pdf denoted as f ðyÞ. It is proved in [26] that the pdf of the bit LLR is independent of the transmitted code-word, as long as the value of the bit position under consideration remains unchanged. Relying on this result, we consider the pdf of the bit LLR conditioned on sending the all-zero code-word. For the simplicity of notation, we use the notation f ðyÞ (instead of the conditional probability) to refer to this pdf. We propose the following model for the pdf of the bit LLR:
where a i 2 R, the set of real numbers. This model can easily capture the deviation of the pdf of the bit LLR from Gaussian density. Using the consistency condition [27] , it can be shown that all the odd ordered terms (except for the first term) in Eq. (2) are equal to zero [28] , i.e.,
However, we rely on the full expansion as given in Eq. (2) because the iterative turbo decoding only generates an approximation of the actual LLR values.
The received bit is decoded to 0 (or 1), if the corresponding LLR is negative (or positive). Therefore, the following integral simplifies the remaining BER calculation:
In the next section, we use the maximum entropy principle to find the parameters of the proposed model by using the moments of the bit LLR.
Moment matching using the maximum entropy principle
There are various methods for parameter estimation. Typically, the unknown parameters of a pdf can be found by adopting moment matching, entropy matching, or ML. In this paper, we use the moment matching method with the maximum entropy principle because it is mathematically tractable, and has been successfully implemented in a variety of applications [29] . An attractive feature of the class of distributions with the maximum entropy is that a simple iterative maximization technique can be employed to compute their parameters. The maximum entropy principle was first introduced by Jaynes [29] in 1982. Since then it has been widely used in various applications. In this method, the search, while satisfying the constraints on the moments, is limited to the pdf with the maximum entropy. For more recent discussions on this method, refer to [30, 31] . We follow an approach that is similar to the one introduced in [32] . The maximum entropy density can be found by maximizing the following expression with respect tof ðyÞ:
À1f ðyÞ log½f ðyÞ dy (5)
with
where N is the number of moments used in the parameter estimation. This maximization problem can be solved with the Lagrange multipliers a k , k ¼ 0; 1; . . . ; N, by following the methods of the calculus of variations [33] . Let us define the Lagrangian as Z þ1
À1f
ðyÞ log½f ðyÞ dy þ c
Setting the variations of Eq. (10) with respect tof ðyÞ to zero, we have
where a 0 ¼ c þ 1. Solving forf ðyÞ results in
Using Eq. (9), we obtain
If Eq. (13) is substituted for e a 0 in (12), then
The objective is to estimate the parameters a k , k ¼ 1; . . . ; N. As we will see later, one can estimate the parameters a k , k ¼ 1; . . . ; N, using the first N moments of the bit LLR. In practice, the statistical estimates of the moments are used instead of the true moments. Using Eq. (8), we havê
where a ¼ fa 1 ; a 2 ; . . . ; a N g. Settingm i ðaÞ equal to the statistical estimates of the moments, we can find the unknown parameters. Since there is no closed form solution for this problem, we continue with numerical methods. Newton's iterative method [32] is employed to iteratively solve the following problem (starting from the initial point of zero): The algorithm (adopted from [32] ) is summarized in the following steps:
Step Using properties of the Hessian matrix, it can be shown that this is a convex maximization problem [34] . The convexity of the problem guarantees that if a stationary point is found for some finite values of a 1 ; . . . ; a N , it must be a unique absolute minimum. However, the convexity alone does not imply that such a minimum should exist. Imposing a set of conditions on the moments can guarantee the existence of a stationary point. These conditions are derived in [34] for a special case of Hausdorff moment problem. More discussions on the convexity of the problem and existence of the solution can be found in [35] .
Probabilities of the point estimates
In the following, we first present a method to compute the PPEs for the estimated parameters in terms of the covariance matrix of the estimated moments. Subsequently, we derive a relationship between the PPE on the BER and the PPE on the parameters.
PPE for the estimated parameters
If the moment estimator satisfies a set of mild conditions, it follows that the estimated parameters are asymptotically normal with a derivable covariance matrix [36] . This allows for the PPE statements to be made concerningf ðyÞ. In the following, we present a method to compute the covariance matrix of the estimated parameters in terms of the covariance matrix of the moments. The covariance matrix of the moments can be computed by using the method described in Appendix A.1.
Let us assume that the iterative algorithm has converged after r max iterations, implying that in Eq. (20) , Da ðr max Þ k ' 0, andm i ða ðr max Þ Þ ¼m i , wherem i is the estimated moment. Let us define u ij as the covariance of the estimated moments. Referring to Appendix A.1, we have
It is assumed that 
The random variations in the estimated moments, dm k , k ¼ 1; . . . ; N, result in random variations da k , k ¼ 1; . . . ; N, in the computed parameters. In ranges of low BER (large LLR values), the a k 's and da k 's are much smaller as compared to h ik 's. This is justified noting that: (i) from Eq. (24), the h ik 's are of the same order as the moments of LLR (large values for low BER), and (ii) a 1 is rather insensitive to the scaling of LLR (this statement would be exact if the pdf were Gaussian), while a i 's, i41, reduce as LLR increases. Relying on this observation and applying first order approximation, from Eq. (20) we obtain
We have
In matrix notation, the following is defined:
U ¼ fu
and
The following equations relate these matrices, where the superscript t denotes the transpose of a matrix:
We use the notationŨ þ d U to specify the small random variation of U around its mean value. ReplacingŨ þ d U , we obtain
whereŨ is computed using the method described in Appendix A.1. Noting Eqs. (24) and (A.6), we havẽ
This results in simplification of Eq. (34) as follows:
where n is the number of samples used in moment estimation as described in Appendix A.1. It should be also noted that the matrixH with elements given in Eq. (24) is symmetric, positive-definite. Consequently, from Eq. (25), a small error in the estimation of moments results in a small error in the computation of Da ðrÞ , and, consequently, in the final estimate of the model parameters.
PPE for the estimated BER
In the following, we use the previous results to compute the PPE on the BER. Given the threshold values a 1 ; . . . ; a N on the error of parameters, the PPE is formulated as
where c 2 ½0; 1 and da i represents the error in the computation of the parameters. Using this notation, we can rewrite the BER integral from Eq. (4) as follows: 
where
The above approximation holds as j P N i¼0 da i y i j has small values in the range of interest of the integration (where expðÀ P N i¼0 a i y i Þ has significant values) (note that, as already mentioned, a i 's, and consequently da i 's, have small values). It can be seen that DP e , the error in the BER estimation, may be approximated by a linear combination of m i 's, which can be estimated during the procedure of the moment computation by considering the positive samples only. Recalling the PPE statement (37) for the parameters, and noting that DP e is a linear combination of da i 's, we can present a similar statement for the BER as follows:
This analysis enables us to make PPE statements on the estimated BER in terms of the PPEs for the model parameters.
Numerical results
A turbo-code of length 100 and rate 1 2 constructed by parallel concatenation of two recursive convolutional encoders is employed to perform the simulations. The short code is selected for simplicity of the numerical analysis. To demonstrate the possibility of applying the proposed method to larger codes, another example for a code of length 12,000 is also provided later in this section. In Table 1 , variances of the BER estimations are computed for both the proposed method and MC simulations. The number of samples and the variance to the mean ratio of the BER are denoted as nð:Þ and vð:Þ, respectively. The variance of the MC method can be computed analytically (refer to Appendix A.2), although this analysis is very complex for the proposed method and we need to estimate Table 1 Comparison of the proposed method and the MC simulation, where the variances are computed as described in Section 5 
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In the computations of Table 1 , we set J ¼ 1000 to obtain a good approximation, and, at the same time, render the analysis feasible in terms of the required time.
We use the relative gain G in Table 1 as a measure to compare the two methods. To incorporate both the variance reduction and the sample reduction advantage of the new method, and noting that vðMCÞ is inversely proportional 3 to nðMCÞ, we define G as follows:
G ¼ vðMCÞ vðnewÞ : nðMCÞ nðnewÞ .
Simulation results are shown in Fig. 1 , where we have used the same number of samples as indicated in Table 1 . It is evident that increasing the number of moments (the order of approximation) from two to five significantly improves the approximation. In addition, we compute the PPEs by using the proposed method in Section 4 for this example. This PPE is closely related to n, the number of samples used to compute it. In Table 2 , this relationship is presented for three different values of n at E b =N 0 ¼ 2 dB. We compute 4 pðjDP e joyÞ for the different values of n, where y ¼ DP e ðaja 1 j; . . . ; aja N jÞ. When we compare the proposed method with the MC simulation in Tables 1 and 2 , the number of samples required for the BER calculations indicates a significant reduction for our method. It can be seen that the proposed method is more accurate than the MC simulation even by using significantly fewer samples. Another example for a code of length 12,000 is presented in Fig. 2 to demonstrate the applicability of the proposed method to very long codes.

Concluding remarks
In this paper, we have proposed a new and low-complexity method for the performance evaluation of turbo-like codes. This method is applicable to a wide variety of codes and channels as long as a set of mild symmetry conditions, as defined in [26] , are satisfied. The problem of finding the BER in high-signal-to-noise-ratio regions can be solved with this method, since the MC simulation may not be feasible. The moment matching method is employed to find the density with the maximum entropy which satisfies the moment constraints. A simple method is introduced to make PPE statements both for the parameters of the model and the BER value. It is demonstrated that significantly fewer samples, compared to those required in the MC simulation, are necessary to compute the statistical moments that are accurate enough. The complexity of the method scales with the block length of the code similar to the MC simulation with the difference that fewer samples are required in our case. In other words, the proposed method does not reduce the complexity of the iterative decoding algorithms, while it reduces the number of required samples for accurate performance evaluation. An error event is represented by e i . We can find the BER by averaging the following random variable,P e , i.e., P e ¼ E½P e : To compute the variance ofP e , we need to use the definition of variance as proved in [37] :
var½P e ¼ P e n ð1 À P e Þ.
(A.9)
In practice, an estimation of var½P e is obtained by substituting P e withP e in (A.9).
A.3. Computing PPEs on MC simulation
Let us define the c 2 ½0; 1 PPE for MC, denoted as a, as follows: pðjP e ÀP e joaÞ ¼ c, (A.10)
where P e ;P e are the true and the estimated values of the BER. Following the same notation and definitions as in Appendix A.2, for a large n and some integers m and a, we can represent P e and a as m=n and a=n, respectively. We can find the PPE for the MC simulation as follows:
p jP e ÀP e jo a n ¼ p m À a n o 1 n In practice, an estimation of Eq. (A.11) is obtained by substituting P e withP e in Eq. (A.15).
