I. INTRODUCTION
There is no consensus on the definition of knowledge and it is viewed as an abstract concept and its potential can only be realised when it is used to some end [1] . According to [2] , knowledge is a blend of experience, values, information-incontext, and insight. Knowledge societies are about abilities of a nation to identify, generate, process, transform, diffuse and use information to build and apply knowledge for human development [3] . Knowledge Based Economy (KBE) is an advanced form of the knowledge society, where advancements in education, science, technology, economy, and innovation, are all major characteristic contributing to the basic values and culture in the knowledge society [4] . Nations that claimed to have a KBE see themselves as learning societies pursuing a policy of continuous improvement in their knowledge assets [5] .
Numerous composite indicators have been created by many organisations including the World Economic Forum (WEF), the United Nation (UN), the World Bank (WB), the International Institute for Management Development (IMD), and the International Telecommunication Union (ITU). These indicators have been utilised by organisations including government agencies, aid agencies and research institutions to assess the competitiveness of a nation or nations in the context of KBE. However, these indicators suffer from many shortcomings, as they can be inconsistent as they generate different ranking and scores depending on the nature and type of assessments. Furthermore, all of these indicators report past performance, and do not provide a forecast to where a certain KBE is moving in the near future.
This article aims to predict the progress and competitiveness of KBEs by encapsulating five major KBE indicators into a Unified KBE Forecasting Map (UKFM). The UKFM reflects the big picture of KBEs competitiveness and ranking which is easy to visualise and interpret than ranking and judging KBEs by a single indicator score value or trying to find a KBE development from many separate indicators.
To achieve this end, this study utilises Computational Intelligence technique such as Feed-forward Back-propagation Neural Network (FFBNN), Self-Organizing Map (SOM), and multivariate analysis such as Principal Component Analysis (PCA). The purpose of the FFBNN is to 'train' the system to forecast the scores of nations using past observed data. To aggregate the five indicators into a smaller subset while avoiding the cures of dimensionality in the data it is suggested to integrate two major clustering techniques. PCA will be initially used to determine the number of "significant" components to retain, and to retain the salient components that accounts for at least 5% of the total variance. Then, SOM is employed to cluster heterogeneous KBEs from selected macroknowledge Synthatic Composite Indicators (SCI), to produce the suggested UKFM. This Paper is organized as follows: Section II includes related work on the different forecasting categories and various computational intelligence and ANN studies to forecast with complex, non-linear variables. Section III includes the proposed methodology, followed by tests and analysis in Section IV. Conclusion and future research are summed up in Section V.
II. RELATED WORK
The literature on forecasting techniques can be grouped into seven main categories: quantitative (e.g. arithmetic average, moving average, and simple exponential smoothing etc.), time series (e.g. trend estimation, AutoRegressive Moving Average (ARMA), AutoRegressive Integrated Moving Average (ARIMA), and growth curve etc.), econometrics (e.g. regression analysis, AutoRegressive Moving Average with exogenous inputs (ARMAX), and Panel Data Analysis etc.), judgemental (e.g. Delphi method, Scenario building, and experts opinion and judgement etc.), Naïve (e.g. Naïve Forecast 1 (NF1) and Naïve Forecast 2 (NF2) [6] , and computational intelligence techniques, such as, Support Vector Machines (SVM), Artificial Neural Networks (ANN), and fuzzy time series etc.). ANN methods are becoming very popular forecasting tools for their versatility, and solvency to model temporal and non-linear datasets effectively and accurately [7] .
Many researchers have introduced various computational intelligence techniques and ANN models to forecast with complex, non-linear, short time series or missing data. For example Keller [8] has introduced a multi-input, single-output fuzzy controller to act as an artificial decision maker that operates in a closed-loop system and in real time, to forecast and control the dynamics of macroeconomic variables, using a fuzzy learning algorithm.
In two recent studies, [9] and [10] use ANN to predict and monitor the financial stability and sovereign debt for nations is investigated. They found that SOM model is capable of categorizing macroeconomic time-series data according to vulnerability for an imminent debt crisis. The SOM is considered to be a feasible tool for aggregating multiple related variables to visualize and monitor the evolution of economic conditions over time. However, Herrero et al. [11] argued that SOM results were inconsistent and inferior compared to other techniques such as PCA when they were applied to assess and project the political risk for nations. Hence, in this study we suggest using a FFBNN model to forecast the KBE indicators, and to combine the forecasted results using PCA and SOM. The FFBNN were used to 'train' the system to predict and forecast for one-step ahead and PCA were used to mainly reduce the dimensionality and filter out redundant and trivial components to help the SOM produce a consistent, reliable and well defined map.
III. METHODOLOGY
In this section the procedure of making the UKFM is explained. Fig. 1 shows the flowchart of the proposed KBE forecasting method. Details of each stages are discussed below.
A. Indicators Selections and Preparations (Stage 1)
Many methods have been exercised to select the ideal input from many potentially useful indicators. Hadavandi et al. [12] proposed the use of Stepwise Regression to select key factors in their genetic fuzzy and ANN forecasting model. Herrero et al. [11] used three different methods, including Cooperative Maximum-Likelihood Hebbian Learning, PCA, SOM and Curveilinear Component Analysis (CCA) to select the most appropriate variables to forecast the political risk for most of the world's nations.
We have a handful of knowledge related indicators to select from, however, we restricted our selection to the following five indicators, based on their reliance, relevance, and reputability. They are:
• Knowledge Economy Index (KEI) developed by the World Bank [13] .
• ICT Development Index (IDI), developed by the International Telecommunication Union [14] .
School [15] .
• Global Competitiveness Index (GCI) from the World Economic Forum [16] . [17] . Selected indicators are developed to measure all aspects of progress and developments on a macro level. Table I summaries more details about the selected KBE composite indicators.
The data set used in this study is sampled from the freely and readily available on-line databases and from the annual reports issued by the mentioned organization for each indicator. To avoid any positive bias in our results we only included economies that were reported and given a score and a rank across the five indicators which have produced a complete data set consisting of 51 economies from three to five years (2007 − 2011). However, it should be noted that no scores or ranking were issued by the World Bank for the (KEI) after 2009, and the INSEAD (GII) report edition was first released in 2009, therefore, the scores for the year 2009 acted as a base shared year across the selected indicators.
B. Selected Indicators Correlation (Stage 2)
When it comes to measuring the KBE, different indicators use different measures and terms such as: competitiveness, progress, innovation, potential, advancement and development of a KBE; in an attempt to show the accuracy and distinct measurement. However, these words are multi-dimensional in nature, and they could be understood differently by different individuals which makes forming and using a unified and comprehensive meaning difficult. However, to reveal wither these KBE indicators relate to one another (or not)? It is suggested to test the degree of relationship between them using correlation analysis. The correlation coefficient matrix is summarised in Table II . The result show a "strong" positive relation between the GCI and GII; IDI and KEI; GCI and WCY; GII and WCY with correlation coefficient values ranging from 0.96 to 0.90. The result also show a "strong moderate" and positive correlation between GCI and IDI; GCI and KEI; GII and IDI; GII and KEI, with coefficients that ranges from 0.74 to 0.76. The lowest correlation was "moderate" and positive which resulted between the IDI and WCY; KEI and WCY with 0.67 correlation coefficients. Although our suggested UKFM is not the mean of all available dataset, it is worth presenting the mean and the standard deviation to spot the slight variation between the selected indices as listed in the last two columns in Table II . Based on these results we can confirm that the selected indicators are related and comparable. Despite the fact that these indicators seem to differ in names and purpose, they yield closely related results in terms of macro-knowledge performance and ranking between nations. Because of this redundancy, it is feasible to standardise, forecast, and combine the efforts of these KBE indicators into a "one for all" solution that is easy to visualise and interpret.
C. Selected Indicators Standardisation (Stage 3)
Given that the selected indicators use different score scales and units in the collected dataset, the data requires transforming or adjustments to become comparable and to suppress the different ranges of indicators into a unified range, hence, it is suggested to normalise the data using the standardisation or (z-score) normalisation technique. As a result, all variables in the dataset will have equal means of "zero" and a standard deviations of "one" [18] . The z-score can be represented by the following expression:
while
and
where x ic is the normalised score form indicator i for country c. x ic is the actual score reported by indicator i for country c and N is the number of observed countries for this study. We have multi but inconsistent time periods, the shared base year 2009 scores, were used to calculate the z-score values.
D. KBE Indicators Forecasting (Stage 4)
In many practical situations, forecasting with short time periods or missing values is highly desirable. Some contributions are introduced to deal with such cases, including the use of SOM, higher frequency data, the Bayesian approach, and the meta-analysis to forecast with little data [19] . Our collected data can be dealt with as a time-series alone, but it does not have enough time periods. Only three to five years period data across the selected indicators are available, which is very little to give a meaningful forecast to the change over time and it is shy from the full economic prediction cycle threshold which usually requires data for more than seven years [20] .
It is established that ANN can be used to forecast short or limited data set, and it can predict linear and non-linear relationship [21] - [23] . ANN models outperformed several traditional statistical techniques, since these techniques are essentially linear techniques and they require long time-series to be able to predict successfully. However, building an ANN for forecasting with short time periods is not a straight forward task, because many things must be taken into consideration to get the desired accuracy, such as the ANN type, the layers counts, the counts of hidden neurons in each layer, the training method, the activation function, data preparations and divisions etc. [24] . Fig. 2 shows the suggested macro-knowledge forecasting model, The model consists of five sub-models. Each sub-model is assembled using Feedforward Backpropagation Neural Network (FFBNN). The aim for using the FFBNN sub-models is to forecast each index for one-step ahead based on the previous historical available data and from other indices recent and past scores. The overall model is designed to allow separate submodels to autonomously focus on a sub task to attain the best performance and to allow the utilised FFBNN to learn the relationship between the explanatory variables given by more than one independent variable (Inputs), and the dependent variable (target), to be accurately predicted and to produce an accurate forecast measures.
With the time-series part of our data the mission is to allow the FFBNN sub-models to discover the pattern from past values on each of the indicators for the 51 selected economies and extrapolate that pattern into the future to forecast the KBE score for any nation. Each sub-model has one hidden layer (HL) with different size range of hidden nodes (HN) values; HN = [1, 3, 5, 7, 9] , with a tansig transfer function, and a linear output neurons. The inputs data set were divided randomly into a training, validation and test subsets in the following fashion 70%, 15% and 15% respectively, for weight learning, over-fitting prevention and performance validation [21] . Since the mean and the standard deviation of the data is standrised using the z-score normalization, this will allow the ANN to handle each indicator equally over its range of values. The network was trained using the Levenberg Marquardt backpropagation algorithm [25] , [26] .
E. Clustering (Stage 5)
As a final stage and to form the UKFM, it is proposed to cluster the forecasted scores results from the five indicators PCA is an orthogonal linear transformation and variable reduction method. It is useful when we have two or more variables, and believe that there is some redundancy in those variables. In this case, redundancy means that some of the variables are correlated with one another, possibly because they are measuring the same construct. Because of this redundancy, it should be reasonable to reduce the observed variables into a smaller number of principal components 'artificial variables' without much loss of information [27] . PCA was employed in this study to serve three purposes: first, to test if the five selected KBE indicators could be reduced? Second, to reduce the number of indicators to a smaller subset. Third, to filter out the trivial components, before we feed it to the SOM. The trivial components usually act as noise and could stand on the way of getting a sound and meaningful clustering results. Fig. 3 show the scree test result of the PCA analysis: the first component displayed the highest eigenvalues and it would explain 84.37% of the variability in the data, and the second component accounted for 12.47%, so, the results of the scree test suggest that only the first two components are meaningful. Therefore, only the first two components was retained and a rotation will not be needed. Combined, components 1 and 2 accounted for 96.84% of the variability in the data, which we can retain, and at the bottom of the cliff lies the scree: the eigenvalues that represents the trivial components = 3.16% which we can comfortably discard.
These results confirms the very high similarity between these indices and this significant result, validates our original purpose to aggregate these five indices into a unified map without fearing that we are combining " pears and bananas " and these results should allow us to smoothly carry out the suggested procedures to produce the new UKFM, which will consolidate these different indices together SOM on the other hand, is based on an unsupervised ANN, developed by Kohonen [28] . The map is an array of m × n processing neurons. Training SOM is totally data-driven and almost no information about the input data is required [29] . Usually, SOM learns to classify input nodes according to how they are grouped in the input space, therefore, it could recognise countries according to their reported score and it would organise those with similar scores and show them as neighbours even if they are geographically not. Thus, selforganizing maps learn both the distribution and topology of the input nodes they are trained on. Also, it is capable of providing a visual, easy to interpret, distribution-free and nonlinear description of the multidimensional data distribution without losing the topological relationships of data and sight of individual indicators [10] . SOM is used in a variety of forecasting applications, such as short-term electricity load [30] , countries political risk or instability [31] and diffusion of innovations in nations [22] . Even though the method is ideal for short time-series analysis, the existing applications of the SOM in macro-economic analysis consist of only few papers [10] , and to the best of the authors knowledge none applied SOM to the forecasting of knowledge economy progress and competitiveness.
This study is proposing the use of PCA and SOM to cluster the forecasted scores produced by the model presented in Fig.  2 to produce the suggested UKFM to visually identify homogeneous nations, stable, progressing or accelerating KBEs at present and future points in time (i.e. benchmarking and forecasting).
To illustrate the benefits of applying PCA filtration before training the SOM map, In Fig. 4 we plotted the forecasted scores before and after training the SOM neurons, to show how SOM dealt with the raw data (in the upper or 'before' graph) vs. the (lower or 'after') applying PCA, Variance Accounted For (VAR) technique [27] , which helped retaining only the components that accounted for more than 5% of the total variance in the dataset.
The 'before' map graph, shows how SOM has missed some data points (pointed to by the arrows) and in one case it placed the cluster in odd location -far off from the rest of its neighbours -just to account for such outlier point. On the other hand the lower or 'after' applying the Principle Component (VAR) technique, the SOM started to offer a better self-organize, well-rounded coverage and consistent clustered groups, so that each neuron organises a different groups of the input space, and related neurons got better connected to the nearby neighbouring group.
IV. ANALYSIS AND RESULTS

A. Forecasting Performance Measures
The forecasting performance in this study was evaluated using both the Mean Absolute Percent Error (MAPE) and the Mean Square Error (MSE). In brief, MAPE can be expressed as follows:
where the smaller the MAPE or MSE value the better the model.
B. KBE Forecasting Performance Results
In this section the results of the ANN macro-knowledge indices forecasting model are presented. Fig. 5 show the results as obtained by the ANN forecasting model, for prediction and one-step ahead forecasted scores results for the IDI from the ITU for 51 economies. The fitted results for the last reported year appears in the left hand side, and the forecasted scores Fig. 6 .
C. SOM and PCA Mapping Results
Since there is no strict method to determine the right size for the SOM map, therefore, we experimented with different values till we arrived to a 5 by 3 layer of neurons to produce 15 different meaningful classification for the UKFM from all indicators. As for the forecasted KBE scores dataset the SOM mapping to produce the UKFM can be visualised through Fig.  7 . Labelled hexagons represents the homogeneous clustered groups, where each contains a white number to state how many 'neighbouring' KBEs in each cluster, and to which group it belongs, which is labelled in black from G1 to G15 and as follows: Fig. 7 : SOM projected UKFM clustered groups.
• G1: contains 2 KBEs (India and Indonesia).
• G2: contains 1 KBE (Thailand) Rep. and New Zealand) Even with a casual analysis over the produced SOM maps, one can clearly notice some obvious results such as G5: (USA, Switzerland, Sweden, Singapore, and Hong Kong-China), G9: (Australia, Austria, Japan and Luxembourg) and G10: (Canada, Denmark, Finland, Germany, Netherlands, Norway). are highly related KBEs and located near each other. These results are anticipated, but what is new is to see less directly understandable similarities for other countries, such as Group 6: (Argentina, Brazil, Colombia, Jordan, Mexico, Philippines, South Africa and Turkey) shown as neighbours even though these KBEs are geographically distant apart. Another interesting fact reviled was that "size does not matter" when it comes to the most competitive knowledge economies in the world, which as the SOM map show is led by small economies like: Hong Kong-China, Switzerland, Sweden, Singapore and followed by another small neighbours economies such as Denmark, Finland, Netherlands, Norway followed by Austria, Belgium, and Luxembourg; this fact should give real hope to small developing economies.
V. CONCLUSIONS AND FUTURE WORK
The Unified KBE Forecasting Map proposed in this study was able to successfully forecast and combine five complex, multi-dimensional composite indices with high degree of accuracy. The output of the UKFM could be used to forecast and visually combine scores for any given economy and will be preferably useful, for developing economies, where the scores usually missing or not reported by one or more of the used indicators. Giving the promising results, we plan to extend this study to make comparisons with other advance forecasting methods such as Panel data analysis or also known as Time Series Cross Sectional (TSCS) -which is considered to be the flagship of advance econometrics models -to evaluate the strengths and weakness of the proposed approach in this light. In the meanwhile the immediate plan is to include radar charts and choropleth map to show the inner detail within each clustered group and to enhance the visual representation of the SOM results.
