Abstract. We extend some classical inequalities between the Dirichlet and Neumann eigenvalues of the Laplacian to the context of mixed Steklov-Dirichlet and Steklov-Neumann eigenvalue problems. The latter one is also known as the sloshing problem, and has been actively studied for more than a century due to its importance in hydrodynamics. The main results of the paper are applied to obtain certain geometric information about nodal sets of sloshing eigenfunctions. The key ideas of the proofs include domain monotonicity for eigenvalues of mixed Steklov problems, as well as an adaptation of Filonov's method developed originally to compare the Dirichlet and Neumann eigenvalues.
Consider the following two eigenvalue problems on the domain W :
(1) The mixed Steklov-Neumann problem:
∆v(x, y) = 0, (x, y) ∈ W, ∂v ∂y (x, 0) = µ v(x, 0), (x, 0) ∈ F, ∂v ∂ν (x, y) = 0, (x, y) ∈ B.
(1. (1.1.2)
We note that because of the Lipschitz boundary, the (d−1)-dimensional Lebesgue measure (surface area measure) σ is well defined on ∂W and that the outward unit normal vector field ν is well defined at almost all points of B with respect to σ. We understand that the equality ∂v/∂ν = 0 in (1.1.1) is satisfied for all points (x, y) ∈ B for which ν is defined. At the same time, as indicated in Remark 1.1.5 below, for the weak formulation of the Steklov-Neumann problem one does not need to assume that B is Lipschitz.
It is well known (see, for example, [3, p. 69] , [26, Theorem 1, p . 270], [15, p. 34, p. 250] ) that under our assumptions the Steklov-Neumann eigenvalue problem (1.1.1) has discrete spectrum {µ n } ∞ n=1 , 0 = µ 1 < µ 2 ≤ µ 3 ≤ . . . → ∞.
Note that the first nonzero Steklov-Neumann eigenvalue is denoted by µ 2 (some other papers use a different convention). The eigenvalues µ n admit the following variational characterization: where the infimum is taken over all n-dimensional subspaces V n of the Sobolev space H 1 (W ). The corresponding eigenfunctions we denote by v n , n = 1, 2, . . . . Similarly, it is known (see [1] ) that the Steklov-Dirichlet eigenvalue problem (1.1.2) has discrete spectrum {λ n } ∞ n=1 , 0 < λ 1 ≤ λ 2 ≤ λ 3 ≤ . . . → ∞ and the eigenvalues admit the following variational characterization: where the infimum is taken over all n-dimensional subspaces U n of the space H 1 0 (W, B) = {u ∈ H 1 (W ) : u ≡ 0 on B}. The corresponding eigenfunctions we denote by u n , n = 1, 2, . . . . Remark 1.1.5. One may weaken the assumption (I) that W is a Lipschitz domain and still guarantee that the problems (1.1.2) and (1.1.1) have discrete spectrum. In fact, in the Steklov-Dirichlet case, no regularity of the boundary is required. In the Steklov-Neumann case it suffices to assume that F ′ is Lipschitz and that there exists a Lipschitz domain V ⊂ W such that ∂V ∩ {y = 0} = F ′ . In both cases the result follows immediately from domain monotonicity for mixed Steklov eigenvalues (see sections 3.1 and 3.2) and [5 where
It is easy to check that the standard John's condition implies the weak John's condition (the converse is not true, as seen from the example constructed in section 2.
Let us formulate the main results of the paper. 
The proof of Theorem 1.2.4 presented in section 4.1 is quite short: it uses domain monotonicity for eigenvalues of mixed Steklov problems (see sections 3.1 and 3.2), the properties of mixed Steklov eigenvalues for cylindrical domains (see section 2.1), and the classical inequalities between the Dirichlet and Neumann eigenvalues [11, 8, 23] . Remark 1.2.7. Theorems 1.2.3 and 1.2.4 are also valid for unbounded domains W satisfying the weak and the standard John's conditions, respectively, provided the problems (1.1.1) and(1.1.2) have discrete spectra. In order to guarantee that the spectrum is discrete, one has to impose an additional constraint: the solutions must have a gradient decaying sufficiently fast at infinity (see [13] ). A classical example of a sloshing problem on an unbounded domain is the "ice fishing problem" described in section 2.4.
1.3. Discussion. The eigenvalue problem (1.1.1) has important applications to hydrodynamics and is also known as the sloshing problem (see, for example, [14] and references therein).
For d = 3, it models free fluid oscillations in a container W with bottom B and a free surface of a steady fluid F (see Figure 1 ). This problem was first studied by Euler [7] as early as 1761 and has since been the topic of a great number of papers. We refer to [9] for a historical review of this subject. Earlier results on the sloshing problem are described by Lamb [22] in his book Hydrodynamics. For more recent developments, the reader may consult the books [15] and [20] , as well as the papers [16] , [17] , and [21] . The sloshing problem is the main motivation to study (1.1.1) and, in particular, it justifies our assumptions on the domains W , F and B.
For d = 2, the eigenvalue problem (1.1.1) describes oscillations of a 2-dimensional free fluid in a channel with uniform cross-section W . Here B is the uniform cross-section of the bottom of the channel and F is the uniform cross-section of the free surface of the steady fluid. Free fluid oscillations are assumed here to be 2-dimensional and identical for all the cross-sections of the channel. In [18] , some properties of the first nontrivial eigenfunction for the 2-dimensional sloshing problem were established. To obtain these properties, the inequality µ 2 ≤ λ 1 was proved there for the case d = 2. It was conjectured in [18, Conjecture 4.3] that the inequality µ n+1 ≤ λ n should hold for d = 2 (note that in [18] a different notation ν n = µ n+1 was used). Theorem 1.2.3 for d = 2 gives a positive answer to this conjecture.
Eigenvalue problems (1.1.1) and (1.1.2) are used as well to model some other physical processes. For instance, they describe the stationary heat distribution in W under the conditions that the heat flux through F is proportional to the temperature (see [3] ), and the part B of the boundary is either perfectly insulated (in (1.1.1)) or kept under zero temperature (in (1.1.2)).
The boundary value problems (1.1.1) and (1.1.2) also have interesting probabilistic interpretations in terms of jump processes on F which arise as traces of Brownian motion in W . Roughly speaking, µ n and v n | F are the eigenvalues and eigenfunctions of the generator of the jump process which is the trace on F of the Brownian motion in W with reflection on ∂W . Similarly, λ n and u n | F are the eigenvalues and eigenfunctions of the generator of the jump process which is the trace on F of the Brownian motion in W with killing on B and reflection on F . The connection between the mixed Steklov problem (1.1.2) and the eigenvalues and eigenfunctions of the generator of the d-dimensional Cauchy process (which is the trace of the (d + 1)-dimensional Brownian motion) in some domains is described in detail in [2] .
Finally, it is worth pointing out here that Steklov type eigenvalue problems have attracted considerable attention in recent years. For some of this literature, see [3] , [6] , [1] , [16] , [17] , [21] , [12] , [10] .
1.4. Nodal sets of sloshing eigenfunctions. Let
denote the nodal set of a function f . The following lemma is a simple consequence of domain monotonicity for eigenvalues of mixed Steklov problems. Recall that B = ∂W \ F and set B 0 = ∂W \ F . 
(ii) If W satisfies the standard John's condition and
Geometric properties of nodal sets of sloshing eigenfunctions in two dimensions have been previously studied in [19, 17] . In fact, it was claimed in [19] that any nodal line of any sloshing eigenfunction must intersect the bottom of the container (i.e. the set B in our notation). However, in [17] a counterexample to this statement was constructed. At the same time, it was shown in [17, Theorem 3.1 (ii)] that this is indeed true for the nodal set N φ 2 . The first statement of Corollary 1.4.2 (i) can be viewed as a higher-dimensional generalization of this result for domains satisfying the weak John's condition. Note that in any dimension, the set N φ 2 consists of a single connected component. This follows from the analogue of Courant's nodal domain theorem for sloshing problems (we note that while this theorem is stated in [19, 17] for planar domains only, the argument extends to higher dimensions in a straightforward way.)
It was also shown in [17, Corollary 3.4] that if a planar domain W satisfies the standard John's condition then the nodal line for the first nontrivial eigenfunction does not contain the endpoints of the free boundary F . The second part of Corollary 1.4.2 (i) extends this result to domains satisfying the weak John's condition.
Let us also remark that the proof of Corollary 1.4.2 is based on more elementary ideas (such as domain monotonicity of mixed Steklov eigenvalues) than the argument in [17] .
1.5. Plan of the paper. In sections 2.1-2.4 we discuss some examples illustrating Theorems 1.2.3 and 1.2.4 and shedding more light on the geometric assumptions on the sets W , F and B. In sections 3.1 and 3.2 we review the results regarding domain monotonicity of eigenvalues for the mixed Steklov problems. While this property is well-known, it seems that it has not been stated in the literature in full strength. In particular, we show that domain monotonicity is strict which requires some extra work. Finally, in sections 4.1-4.3 the proofs of the main results are presented.
Examples
, l > 0, and B = ∂W \ F . Clearly, the cylindrical domain W satisfies the standard John's condition. By separation of variables it is easy to see that the eigenfunctions and eigenvalues of the problems (1.1.1) and (1.1.2) are given by
and, respectively,
where {ṽ n } and {μ n } are the eigenfunctions and eigenvalues of the Neumann problem for the Laplacian on F ′ and {ũ n } and {λ n } are the eigenfunctions and eigenvalues of the Dirichlet problem for the Laplacian on F ′ . By the classical inequalities between the Neumann and Dirichlet eigenvalues of the Laplacian, conjectured in [27] and proved in [11, 8] , we haveμ n+1 <λ n for all n = 1, 2 . . . in dimensions d ≥ 3 (for n = 1 and d = 3 this inequality can be also deduced from [29] and [30, section 1.5]). Moreover, if F ′ is convex thenμ n+d−1 ≤λ n by [23] . If d = 2 then F ′ is just an interval of the real line, and an elementary calculation yieldsμ n+1 =λ n , n = 1, 2, . . . . Since tanh(α) < 1 < coth(β) for all α, β > 0 we immediately obtain from (2.1.1) and (2.1.2) the assertions of Theorem 1.2.4 for cylindrical domains in any dimension.
As follows from section 1.3, for d = 3 the eigenvalue problem (1.1.1) in this example describes free fluid oscillations in a glass-like container W = F ′ × (−l, 0) with the free fluid surface F = F ′ × {0}.
Sloshing in a vase.
In this section we show that there exist domains satisfying the weak John's condition but not the standard John's condition. For any r > 0, Let W ⊂ R 3 satisfy assumptions (I) and (II) and
Let us show that W satisfies the weak John's condition. It suffices to verify that for any a > 0,
This is equivalent to the following inequalities:
3) Consider the function f (x) = 3x 3 − 8x 2 + 9. In order to prove (2.2.3) we need to show that f (x) > 0 for any x ≥ 0. Indeed, by elementary calculus, min{f (x) : x ≥ 0} = f (16/9) > 0.
In Figure 2a we give an example of a domain W satisfying (2.2.1) and (2.2.2) that has the shape of a vase. Its projection on the (x 1 , y)-plane is presented in Figure 2b . The domain W is symmetric with respect to the y-axis and clearly does not satisfy the standard John's condition.
One can modify the previous example and construct domains in any dimension which satisfy the weak but not the standard John's condition. Indeed, let W ⊂ R d be an arbitrary domain, satisfying the assumptions (I) and (II) of section 1.1, such that [24] . Figure 3 shows such a container and its projection with the free surface contained in the x 1 -axis.
McIver gives numerical results for various ratios of parameters d/c defined on Figure 3 , see [24, Table 2 ] . In particular the second SteklovNeumann eigenvalue for d/c = 1.8 equals 2.376 (after rescaling). This is not enough to get a contradiction by just comparing it with the first Steklov-Dirichlet eigenvalue of the cylinder contained in the spherical container. Indeed, the semi-infinite cylinder has the first SteklovDirichlet eigenvalue equal to 2.4048, and the corresponding eigenvalue of a truncated cylinder is even a little bit larger (see equation (2.1.2)).
We implemented McIver's numerical method to get the second SteklovNeumann eigenvalue for d/c = 1.9. Our algorithm differs slightly from the original one. We used the standard numerical integration function in Mathematica to find values of integrals I m instead of approximating integrands with Chebyshev polynomials (see [24, Appendix B] ). Numerical results obtained using our method are virtually identical to those found by McIver. For d/c = 1.9, we found that the second Steklov-Neumann eigenvalue is equal to 2.51105. The biggest cylinder contained in such a spherical container has height l = 4.13. Using formula (2.1.2), we get that the first Steklov-Dirichlet eigenvalue of this cylinder is equal to 2.4048 (practically the same as for the semi-infinite cylinder). By domain monotonicity (see section 3.1) it is larger than the value of the first Steklov-Dirichlet eigenvalue of the spherical container, yet it is smaller than its second Steklov-Neumann eigenvalue. This gives a "counterexample" to our main result if the domain does not satisfy the weak John's condition. The latter could be verified directly: a numerical calculation shows that for the spherical container presented on Figure 3 the inequality (1.2.2) fails if a > 0.08 (in fact, one can check that if d/c > 1, the inequality (1.2.2) does not hold for sufficiently large a).
Note that our estimate of the Steklov-Dirichlet eigenvalue is quite crude; it would be interesting to establish the precise value of a "critical ratio" α ∈ (1, 1.9), such that Theorem 1.2.3 holds for spherical containers with d/c < α and fails for d/c ≥ α.
2.4.
The "ice fishing problem". In this section we present another "counterexample" to Theorem 1.2.3, this time for an unbounded domain (cf. Remark 1.2.7). For d = 3, let F ′ = {x ∈ R 2 : |x| < 1} be the unit disk and set F = F ′ × {0}, W = {(x, y) : x ∈ R 2 , y < 0} and B = ∂W \ F . Even though the domain W is unbounded, it is well known (see [25] or [16] ) that the eigenvalue problem (1.1.1) considered in the function space
has discrete spectrum satisfying
A similar statement holds for problem (1. We remark that the eigenvalue problem (1.1.1) in this example describes the so called "ice fishing problem" (see [16] ). That is, it describes free-fluid oscillations in the lower half-space W = {(x, y) : x ∈ R 2 , y < 0} covered above by ice with an ice hole F . We conclude by noting that in two dimensions, unbounded domains providing "counterexamples" to Theorem 1.2.3 can be constructed using infinite cylindrical domains, see Remark 4.1.1.
Domain monotonicity of mixed Steklov eigenvalues
In this section we sum up some facts regarding domain monotonicity of eigenvalues of mixed Steklov problems. These results are well-known and in various forms can be found in the literature (see, for example, [18, section 2.2] and references therein), however, since they are essential for the proofs of Theorem 1.2.4 and Lemma 1.4.1 we present them here in detail. A particular emphasis is made on strict domain monotonicity of mixed Steklov eigenvalues.
3.1. Steklov-Dirichlet problem. The eigenvalues of the mixed SteklovDirichlet problem satisfy strict domain monotonicity in the following sense:
Proposition 3.1.1. Let (W, F, B) and (W * , F * , B * ) be two triples of sets satisfying the assumptions (I) and (II) of section 1.1, such that W ⊂ W * and F ⊂ F * . Let λ n and λ * n , n = 1, 2, . . . , be the eigenvalues of the problem (1.1.2) on W and W * , respectively. Then λ n ≥ λ * n for all n ≥ 1. If, moreover, either W is a proper subset of W * or F is a proper subset of F * , then λ n > λ * n for all n ≥ 1. Proof. First, note that the non-strict domain monotonicity follows immediately from the variational characterization (1.1.4). Indeed, continuing any test-function for the Steklov-Dirichlet problem on W by zero one gets a test function on W * with the same Rayleigh quotient. Therefore, λ n ≥ λ * n . In order to prove strict monotonicity, we follow the argument presented in an abstract form in [31, Theorem 2.3] . First, assume by contradiction that W is a proper subset of W * and λ n = λ * n for some n ≥ 1. Let k be such that
Assume that W i and F i , i = 1, . . . , k, are Lipschitz and all the inclusions W i ⊂ W i+1 , i = 1, 2, . . . , k − 1, are proper. By non-strict domain monotonicity we have λ n = λ
n , i = 1, . . . , k, is the n-th eigenvalue of the corresponding Steklov-Dirichlet problem on W i . Therefore, all the inequalities in the previous formula are equalities. Let u (i) n be an eigenfunction corresponding to the eigenvalue λ (i) n ; extending it by zero to W * \ W i we may consider it as a function on W * . Clearly, the functions u n is an eigenfunction of the Steklov-Dirichlet problem on (W, F i , B i ), its normal derivative also vanishes on F i \ F i−1 . Therefore, ∇u (i) n vanishes on F i \ F i−1 . Hence, a harmonic function u i n vanishes together with its gradient on a set of codimension one, which by [4, section 3] implies that it is identically zero. This completes the proof of the Proposition 3.1.1.
3.2.
Steklov-Neumann problem. For eigenvalues of the SteklovNeumann problem, domain monotonicity holds in a more restrictive sense than in the Steklov-Dirichlet case: namely, the "free boundary" parts of ∂W and ∂W * (i.e. the sets F and F * ) must coincide.
Proposition 3.2.1. Let (W, F, B) and (W * , F, B * ) be two triples of sets satisfying the assumptions (I) and (II) of section 1.1, such that W is a proper subset of W * . Let µ n and µ * n , n = 1, 2, . . . , be the eigenvalues of the problem (1.1.1) on W and W * , respectively. Then µ n < µ * n for all n ≥ 2. Proof. Let v * 1 , . . . , v * n be the first n eigenfunctions of the problem (1.1.1) on W * , n ≥ 2. Consider the restrictions v 1 , . . . , v n of these functions on the domain W . Clearly, they are linearly independent: if some linear combination of v 1 , . . . , v n vanishes on W it should vanish on the whole W * by unique continuation property of harmonic functions. Take the subspace generated by v 1 , . . . , v n and plug it in the variational characterization (1.1.3) for µ n . Suppose, by contradiction, that there exists an element v of this subspace such that
Let v * be the extension of v to W * -that is, the corresponding linear combination of v * 1 , . . . , v * n . The denominator of its Rayleigh quotient is exactly the same as in (3.2.2), since the boundaries of the domains W and W * have the same "free surface" F . At the same time, since v * | W = v and W ⊂ W * , we immediately get
Comparing this with (3.2.2) and using the variational characterization for µ * n , one gets that the inequality above has to be an equality. Therefore, ∇v vanishes on W * \ W and hence v * is constant everywhere on W * by the unique continuation property. Therefore, µ n = µ * n = 0 which is impossible for n ≥ 2 (note that for n = 1 this is indeed true). This completes the proof of Proposition 3.2.1. , one has to to set L = ∞, i.e. consider a semi-infinite cylindrical domain. Note that in two dimensions λ n = µ n+1 , n = 1, 2, . . . for the semi-infinite strip. Hence, in order to prove Theorem 1.2.4, it is necessary to use strict domain monotonicity of eigenvalues for either the Steklov-Dirichlet or the Steklov-Neumann problem. Note that Propositions 3.1.1 and 3.2.1 remain true for mixed Steklov eigenvalues of unbounded domains: one can check that the proofs go through without changes.
The same example also shows that even a slight violation of the standard John's condition may force Theorem 1.2.4 to fail. Indeed, by strict domain monotonicity, an arbitrary enlargement of a semi-infinite cylindrical domain in two dimensions away from the line {y = 0} yields λ n < µ n+1 .
4.2.
Proof of Theorem 1.2.3. The argument presented below is an adaptation of the method introduced in [8] .
Recall that the eigenfunctions {v n } ∞ n=1 of the Neumann problem (1.1.1) belong to the Sobolev space H 1 (W ) and that they may be chosen so that {v n (x, 0)} ∞ n=1 is an orthonormal basis in L 2 (F ′ ). Moreover, if we define the Neumann counting function by
where the maximum is taken over all linear subspaces L of H 1 (W ). This follows from the variational principle (1.1.3).
The eigenfunctions of the Steklov-Dirichlet problem (1.1.2) {u n } ∞ n=1
also belong to H 1 (W ) and, similarly, u n may be chosen in such a way that {u n (x, 0)} ∞ n=1 is an orthonormal basis in L 2 (F ′ ). As in section 1.1, we use the notation
For any µ ∈ R, let K N (µ) be the corresponding eigenspace of the problem (1.1.1) if µ is an eigenvalue, and let K N (µ) = {0} otherwise.
Denote by H = {(x, y) : x ∈ R d−1 , y < 0} the lower half-space of R d . The following lemma will be used in the sequel.
Lemma 4.2.2. Let W ⊂ H be a domain satisfying the assumptions (I) and (II) of section 1.1. Then
Since w ∈ H 1 (H), for any ψ ∈ C ∞ 0 (H) we have by the Green's formula:
where σ is the (d − 1)-dimensional Lebesgue measure on ∂W . It is used here that v ⊂ K N (µ) is harmonic and ∂v/∂ν vanishes on B ⊂ ∂W , while ψ vanishes on ∂W \ B ⊂ ∂H. It is well-known that a weakly harmonic function is harmonic, and therefore (4.2.3) implies that ∆w ≡ 0 in H. Since H \ W has a nonempty interior, the relation w ≡ 0 on H \ W implies w ≡ 0 on H. This completes the proof of the lemma.
Let us now fix an arbitrary k ∈ N and set µ = λ k . Take U = span {u 1 , . . . , u k }, where u n are the eigenfunctions of the mixed SteklovDirichlet problem (1.1.2). We have
The rest of the proof is split into two cases: (i) d ≥ 3 and (ii) d = 2.
By Lemma 4.2.2 we get that U+K N (µ) is a direct sum. Given µ > 0, consider the family of exponential functions
It is well-known that these functions are linearly independent. Thus there exists ω ∈ R d−1 , |ω| = µ such that e iωx e µy does not belong to U+K N (µ). Set
Since where I 1 and I 2 denote, respectively, the first and the second integral in the right hand side of (4.2.6). By (4.2.4), (4.2.5) and the definition of K N (µ), we have
Note that the functions u, v and e iωx e µy are harmonic in W . Furthermore, u ≡ 0 and ∂v/∂ν ≡ 0 on B. Hence, integrating by parts, we get
∆v(x, y)u(x, y) + ce iωx e µy + ∆(ce iωx e µy )∇u(x, y) dx dy 
Since µ = λ k , we get
Consider the functions e iµx e µy , (x, y) ∈ R × (−∞, 0]. Note that this function does not belong to U because it does not vanish on B. Set G = U+ ce iµx e µy : c ∈ C ⊂ H 1 (W )
By the same estimates as in the case d ≥ 3, we obtain that for any u + ce iµx e µy , where u ∈ U, W |∇(u(x, y) + ce iµx e µy )| 2 dx dy ≤ µ F ′ |u(x, 0) + ce iµx e µ·0 | 2 dx.
Hence, Λ N (µ) ≥ dim{G} = k + 1. Since µ = λ k , we get #{µ n : µ n ≤ µ} = Λ N (µ) ≥ k + 1, which implies µ k+1 ≤ λ k . This completes the proof of Theorem 1.2.3.
Remark 4.2.9. Theorem 1.2.3 can be viewed as a generalization of the main result of [8] . Indeed, in order to obtain the classical inequalities between the Neumann and Dirichlet eigenvalues one has to apply Theorem 1.2.3 to a cylindrical domain of depth L and take L → ∞ (see section 2.1). Note that unlike the proof of Theorem 1.2.4, the proof of Theorem 1.2.3 uses the methods of [8] , but not the results themselves.
Remark 4.2.10. It is likely that for d = 2, the assertion of Theorem 1.2.3 could be replaced by a strict inequality. However, this can not be proved using our argument.
4.3.
Proof of Lemma 1.4.1. Let φ be an eigenfunction of the SteklovNeumann problem (1.1.1) with the eigenvalue µ and let C be a connected component of its nodal set. First, note that C ∩ ∂W = ∅. Indeed, otherwise C would enclose a bounded domain, and the harmonic function φ would vanish on its boundary, implying φ ≡ 0.
Suppose that C has a non-empty intersection only with the part F of the boundary. Consider the domain D bounded by C and F . Since φ does not change sign inside D, the eigenvalue µ is the first eigenvalue of the Steklov-Dirichlet problem in D. By Proposition 3.1.1 we get µ > λ 1 , where λ 1 is the first Steklov-Dirichlet eigenvalue of W . This is a contradiction with the assumption µ ≤ λ 1 of the lemma. Hence, C ∩ B 0 = ∅.
Suppose now that d = 2. Then C is a curve and, by the argument above, one of its ends belongs to the set B 0 . Suppose that the other end of C coincides with one of the end-points of the interval F ′ . Then φ is an eigenfunction of a mixed Dirichlet-Neumann eigenvalue problem on the domain bounded by B and C with the eigenvalue zero. But then φ ≡ const, hence φ ≡ 0, and we get a contradiction. This completes the proof of Lemma 1.4.1. 
