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Abstract 
The magnetic field within electrical machines causes an interaction between the electrical and mechanical dynamics of the 
system. A unified rotor dynamic model can be developed combining the electrical dynamics and the mechanical dynamics. The 
electromagnetic behaviour of an electrical machine is a linear time-dependent model which is then easily coupled with a linear 
model for the mechanical dynamics. The developed coupled model is a linear time periodic system. This work uses the 
Chebyshev polynomial for solving LTP system. The solution to Mathieu equation is presented before solving dynamics of 
electrical machines. The Chebyshev polynomial method has been developed and tested for Mathieu equation. Later the method 
has been applied for electrical machine. The obtained results also compared with modified Runge-Kutta that is available in 
MATLABTM software package. 
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1. Main text  
Many physical or engineering systems are governed by differential equations having time varying coefficients 
known as non-autonomous system. Mathematically linear time periodic (LTP) system which is a class of time 
varying system can be stated as   
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    ^ ` > @^ `( ) ( ) ( )x t A t x t               (1) 
where > @( )A t is continuous periodic function of time with period T . Electromechanical machines are governed 
by above equation and in such case stiffness is function of time. 
In 1831 Faraday demonstrated first parametric behavior. Mathieu in 1868, comes with equation for systems 
having differential equations with periodic coefficients. In 1883, Floquet demonstrated that the solution to a system 
of homogeneous linear ordinary differential equations (ODE) with periodic coefficients consists of product of a 
purely periodic and a time-dependent exponential term. Basically they were determined from a set of fundamental 
solutions of the system, which is now famous as ‘Floquet theory’. In 1886, Hill showed that truncating determinant 
can give converged eigenvalues for infinite size matrix containing coefficient expressed as series expansion. 
Lyapunov in 1896 proposed coordinate transformation technique known as ‘Lyapunove-Floquet Transformation’ to 
form solution from ‘Floquet Theory’ 
In the past, different methods were proposed by researches to deal with LTP systems. Perturbation methods and 
Averaging approach can be applied if periodic coefficients expressed as small parameter or slowly time varying 
parameter respectively. Hill’s determinant method is less efficient for systems having higher degrees of freedom as 
reviewed by Friedmann [1] Floquet theory with numerical integration was employed by Friedmann et al. [2] for 
numerical computation of transition matrix considering periodic term as piecewise constant or linear function which 
are less accurate and for n x n system requires n passes which is expensive for higher degree of freedom systems 
The first applications of orthogonal polynomials to differential equations with periodic coefficients were reported 
by Sinha and Chou [3] and Sinha et al. [4]. With the recent developments in the theory of various operational 
matrices [5–9] associated with orthogonal polynomials, it is now possible to apply this technique to large periodic 
systems. This paper aims on solving LTP stiffness varying system with application to electrical machines. We will 
discuss analytical solution found by [10] and we will discuss its numerical solution with MATLABTM and with 
Chebyshev polynomial method and then extend better method to electrical machines. 
2. Solution for mathieu’s equation 
2.1.  Analytical Solution  
In 1914, Whittaker [10] discussed about possible analytical solution of Mathieu’s equation. 
If 
( ) ( 16 .cos(2 )) ( ) 0y t a q t y t        (2) 
where a and q are system parameters. There are certain values of q  for which Mathieu’s Equation is purely 
periodic if    
2 31 8 8 8a q q q      
then equation(2) has solution 
2 31 1 4 1sin( ) sin(3 ) (sin(3 ) sin(5 )) ( sin(3 ) sin(5 ) sin(7 ))
3 3 9 18
y t q t q t t q t t t         (3) 
and for    
2 31 8 8 8a q q q      
2 31 1 4 1cos( ) cos(3 ) ( cos(5 ) cos(3 )) ( cos(3 ) cos(5 ) cos(7 ))
3 3 9 18
y t q t q t t q t t t         (4) 
2.2. Numerical solution 
  Let us consider first solution proposed by Whittaker for 0.1q   and initial condition  (0) 0,y   
(0) 1.35028yc   ‘ a ’ can be simplified 
2 3 41 8 8 8 8a q q q q       
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Using Geometric progression formula for a ,Equation (2) becomes 
 
( ) ((173/101) 16 0.1 cos(2 )) ( ) 0y t t y t  u u      (5) 
Figure 1 Plot of analytical and numerical solution in MATLABTM with different solvers with less Real and Absolute Tolerances 
When analytical solution is plotted on MATLABTM for 0.1q   Figure 1shows the response of the system which 
is periodic in nature and solution has period ‘2π’ while for the numerical solution plotted by using ODE45, ODE15s, 
ODE113, ODE23s, and ODE23t with real tolerance and absolute tolerance to 1e-10 interestingly no solution 
diverges and all are nearly giving exact solution but different from analytical solution. 
2.3. Use of Chebyshev polynomials 
Chebyshev polynomials are used by various authors [8,11–14] for solving differential equations since they 
reduce differential equation into linear equations. We use shifted Chebyshev polynomials of the first kind method as 
given by Sinha and Wu [12], procedure is completely explained in the same. 
 * *[ ] ( ) [ ( )] ( ) [ ( )] ( ) 0M y t C C t y t K K t y t       (6) 
For above system equation state space formulation can be given as 
1 2
1 * 1 *
0
( ) ( ), ( ) { ( ) ( )} .
[ ] [ ( )] [ ] [ ( )]
T
I
Y t Y t Y t y t y t
M K K t M C C t 
ª º« »  « »« »   ¬ ¼
 
 *ˆ ˆ ˆ[ ( )] [ ] { ( )} , ( ) [ ( )] { }, ( ) [ ( )] { },T T T TS t I S t Y t S t B A t S t D      (7) 
where  
1 2 2{ } { }n TB b b b             and 1 2{ } { }, , 1,2,3, ,2 .i i ijD d d d i j n   
from the equation(7). We have, 
 ˆ( ) ( ) [ ( )] [ ]{ },TA t y t S t Q B   (8) 
Equating the coefficients of ˆ[ ( )]TS t results in a set of linear algebraic equations in { }B  such that 
 [ ]{ } { (0)},I Z B Y   (9) 
where[ ] [ ]Z P R  is a 2 2nm nmu constant matrix, and{ }B  is a 2 1nmu vector. At this point we can solve 
equation (9) to get the { }B  coefficients values and then by using equation(7) ( )Y t  can be readily obtained. 
Consider the Chebyshev formulation method for Mathieu equation proposed by Whittaker which is the special case 
of the perturbation method applied to get the analytical result 
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From the figure 2 we can conclude that numerical solution obtained using the Chebyshev Polynomial method is 
exactly matching with ODE solvers in MATLABTM. calculating the FTM for both the methods shown in table1 
below we conclude that since system is near to the resonance Numerical method such as ODE45 or ODE15s as well 
as Chebyshev Polynomial method fail to give answer same as that of analytical solution but both methods gives 
Floquet multipliers which are close enough which suggest that Chebyshev polynomial can be alternative method for 
the numerical solvers such as ODE45.  
Figure 2 Graph for Mathieu’s Whittaker equation with same initial conditions as for Analytical using ODE Solvers and Chebyshev poly. method. 
 
In the table below FTM ( ( )TI ) evaluated after the time interval S  which is period of the given system. 
Theoretically Characteristic exponents or Floquet Multipliers of the system should be -1 in both the cases since 
system has solution which is periodic with period 2S but ODE solvers as well as Chebyshev method fail to give 
the exact value which is the cause of mismatch. 
 
Table 1 FTM calculated at the end of period T and corresponding Floquet Multipliers of the solution 
 Method used FTM ( ( )TI ) Floquet Multipliers 
Chebyshev 
1.003184345526254 0.000282362919664
0.004406969637765 0.998602427332022
ª º« »¬

 ¼
  1.002894418355636
0.998892354502640
ª

º« »¬ ¼  
ODE15S 
1.003184345406619 0.000282362646047
0.004406971684901 0.998602439715865
ª º« »¬

 ¼

 
1.002894417487057
0.998892367635426
ª

º« »¬ ¼  
ODE45 
 1.003184345554435 0.000282362921646
  0.004406969647897 0.998602427252737
ª º« »¬

 ¼

 
1.002894418388705
 
0.998892354418467
ª º« »¬ ¼  
3. Electro-mechanical equation  
3.1. Formulation of equation 
Kalita and colleagues[15,16] have developed electromagnetic model, and mechanical model. For which, 
Electromagnetic model included the effects of geometry changes. The linearised version of this model was presented 
for any instant t= t0. Accepting that we have a reference solution for the machine, it is clear that this linearization of 
the electromagnetics is applicable at all times. The linearization includes the effects of small geometry changes from 
the expected machine geometry (i.e. the reference solution does recognise the fact that the rotor is rotating).  
For mechanical model purely mechanical aspects of the model were assumed to be linear.  The model included 
the effects of magnetic forces and the linearization of these forces around the reference solution was presented for 
any instant t= t0. Note that ^ `q =0 for all times in the reference solution. However since^ `I  is certainly not zero in 
the reference solution, it is convenient for us to define 
 ^ ` ^ ` ^ ` Δ refI I I{    (10) 
We deliberately use a vector of charge displacements in place of currents as the basic time-dependent electrical 
quantity because of the pleasing structure that it creates in the time-dependent matrices later. Thus we define  
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^ `  ^ `  ^ `  ^ `  ^ `  ^ ` Δ Δ ref ref
0 0 0
Q I . , Q I . , Q I .
t t t
t d t d t dW W W W W W   ³ ³ ³
                (11) 
Now, this time-dependent linearization of the coupled machine model can be put together as 
     
     
 Δ refΔ Δ
mech UMP M
R ΩH PBS 0 0PAP 0 Q V VQ Q
0 K ΩF SK S q fq q0 M PBS D ΩG
TT
TTT
ª ºª º ª º­ ½ ­ ½ ­ ½­ ½« »   « » « »® ¾ ® ¾ ® ¾ ® ¾« »   ¯ ¿« » « » ¯ ¿¯ ¿ ¯ ¿ ¬ ¼ ¬ ¼¬ ¼
   (12) 
The forcing terms on the right hand side of the equation include the mechanical forces (usually originating from 
imbalance, rotor bend/misalignment) and slight differences from the reference voltage.  
Where first row in the equation (12) represents the electromagnetic model, where ( )TPAP is tangential 
inductance or marginal inductance matrix which is generally symmetric and positive definite. [ ]R is resistance 
matrix which is also symmetric and positive definite and given as [ ] [ ][ ][ ]TR S X S and[ ]S is selection matrix. 
The mean rotational speed of the rotor is defined by: . ( )TPBS defines the influence of small changes in machine 
currents on the mechanical system. Second row in the equation (12) represents the mechanical model of the system 
where linearised model if the system is considered [ ],[ ],[ ]mechM D K defines mass of the system, damping of the 
system and stiffness of the mechanical system  very often these are all symmetric and positive (semi-)definite. 
Matrices[ ]F and[ ]G are both skew-symmetric and they both represent force contribution from gyroscopic effects 
and from internal rotor damping respectively. Vectors { },{ }q f represent displacement and (externally applied) 
force respectively. The total force acting the equation(12) denoted by { }f on mechanical system is sum of those 
components due to mechanical causes and those due to electro-magnetic effects 
 
{ } { } { }M Ef f f 
    (13) 
All terms in equation (12) have been defined before with the exception of > @H . This matrix represents the 
sensitivity of the third column of > @> @ P B to and it arises because the vector^ `x contains the non-infinitesimal 
entry, Ω. In Equation(12), the matrices which depend on time are, The matrices which depend on time are > @A ,> @B  
,> @H  and> @UMPK . 
If the actual coupled response of the machine is of interest, then equation (12) provides an extremely effective 
way to obtain actual coupled response. Caution has to be taken, however, that as this is a linearised model, it is 
accurate only for small perturbations from the reference solution. Transverse deflections at the center of the rotor 
should be substantially less than the radial thickness of the airgap for this analysis to be valid.  
There are two purposes of linearised coupled model. One interest is the time-domain response to (small) applied 
excitation. The other is to do with stability. If the forcing terms on the right hand side of equation (12) are zero, then 
equation (12) represents a homogeneous periodic time-varying linear system.  
The period, Tp of any periodic system is defined as the time required to repeat the state of the system. The period 
of an induction machine can be obtained. For machines other than induction machines, the period is much more 
easily obtained. At any instant, this system has a state which is characterised by the state-vector  
 
^ ` ^ ` ^ ` ^ ` ^ `^ `Δ Δy : Q q Q q T 
       (14) 
3.2. Solution of the equation 
For finding the solution, analysis of the submatrices present in the equation (12) is necessary since all the terms 
are calculated using numerical integration. Element 11M of the matrix[ ]M is time dependent and the terms  
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 containing are shown in the Figure 3 below 
 
 
Figure 3 Plot of the elements of ( )TPAP  matrix with respect to the time and exaggerated view of the same 
 
Part of element 11C of the matrix[ ]C is also time dependent and the terms containing are shown in Figure 4 
below 
Figure 4 Plot of the elements of [H] matrix with respect to the time and exaggerated view of the same 
Similarly the coupling term in damping matrix is varying with respect to x and y direction hence plotting same 
with respect to the time in Figure 5 below 
 
Figure 5 Plot of elements of the (PBST) matrix w.r.t. time in x-direction and in y-direction respectively. 
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Figure 6 Plot of elements of the [KUMP] matrix with respect to the time. 
 
Also elements of > @UMPK matrix are time varying hence plotting its time varying elements with respect to time in  
 
 
 
 
 
 
Figure  above, from which it is clear that > @UMPK have time varying coefficients with higher magnitude compared 
to all other time varying terms such as > @A , > @B and > @H in the equation(12). Hence for the simplicity we are 
considering that > @UMPK is only time varying coefficient also > @UMPK is 2 2u matrix whose off-diagonal terms are 
symmetric, diagonal terms have near about same values but they have different phase lag and there are more than 
one frequency in the > @UMPK matrix, hence they should be evaluated and the best method known to do this is the 
Fast Fourier Transform (FFT). Applying the FFT to the given signal individually following figures in Figure 7 show 
the frequency domain of the each> @UMPK term.  
For formulation of the exact signal value there are near around fifty frequencies with the amplitude having 
positive values. Detail values of the frequencies and information about their phase and amplitude is attached in the 
Appendix A.4. Since all the frequencies are not equally dominant a cut-off value for the frequencies can be applied. 
Later on complexity to the solution can be increased by increasing the number of frequency component to be 
considered. Considering first two harmonics for this analysis the final > @UMPK matrix of the system is given as 
below in table 2 
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Figure 7 FFT analysis of the [KUMP] term with zero-padding and hanning effect added exaggerated view 
 
 
 
Table 2 Frequencies considered for electromechanical system 
 For 1st term For 2nd and 3rd term For 4th term 
Frequency Amplitude Angle Amplitude Angle Amplitude Angle 
25 37681.34 -0.73568 3528.217 -0.4207 37559.58 -0.73584 
50 59.76844 2.40751 2204.556  1.5814 62.12009 2.405529 
 
Comparing the magnitude of the signal variation of the > @UMPK i.e. stiffness matrix, other matrices such as mass 
matrix and damping matrix have negligible magnitude and hence can be considered as constant for this modal 
analysis. Mean values of each term in the mass matrix and damping matrix is calculated individually and they are 
tabulated in the Appendix A.2 and A.3. Then by applying Chebyshev method and comparing it with the numerical 
ODE solvers response of the system is shown in the figure 8.  
 
 
Figure 8 Plot for response of electo-mechanical system 
 
Table 3 below shows the standard deviation of the error in solution obtained using chebyshev polynomial method 
and ODE solvers of MATLABTM. From the table we can conclude that chebyshev method gives solution close 
enough to ODE45. This values are obtained for 200 terms. As no of terms increases beyond 200 terms there is no 
significant change in the standard deviation of the solution than increase in computational time.  
 
Table 3 Standard deviation of the chebyshev solution from ODE Solvers 
 
 
 
 
Sr. 
No. 
ODE15S 
(10E-9) 
ODE45 
(10E-
10) 
Sr. 
No. 
ODE15S 
(10E-9) 
ODE45 
(10E-
10) 
Sr. 
No. 
ODE15S 
(10E-9) 
ODE45 
(10E-
10) 
Sr. 
No. 
ODE15S 
(10E-9) 
ODE45 
(10E-
10) 
Sr. 
No. 
ODE15S 
(10E-9) 
ODE45 
(10E-
10) 
1 0.00 0.00 12 0.00 0.00 23 0.00 0.00 34 0.00 0.01 45 0.00 0.00 
2 0.28 0.05 13 0.00 0.00 24 0.00 0.00 35 0.00 0.00 46 0.00 0.00 
3 0.00 0.00 14 0.00 0.00 25 0.00 0.00 36 0.00 0.00 47 0.00 0.00 
4 0.00 0.00 15 0.00 0.00 26 0.00 0.12 37 0.00 0.00 48 0.00 0.00 
5 0.00 0.00 16 0.00 0.00 27 0.00 0.00 38 0.00 0.01 49 0.00 0.00 
6 0.28 0.05 17 0.00 0.00 28 0.00 0.00 39 0.00 0.00 50 0.00 0.00 
7 0.00 0.00 18 0.00 0.03 29 0.00 0.00 40 0.00 0.00 51 0.00 0.00 
8 0.00 0.00 19 0.00 0.00 30 0.00 0.33 41 0.00 0.00 52 0.00 0.00 
9 0.00 0.00 20 0.00 0.00 31 0.00 0.00 42 0.00 0.00 53 0.00 0.00 
10 0.28 0.05 21 0.00 0.00 32 0.00 0.00 43 0.00 0.00 54 0.00 0.00 
11 0.00 0.00 22 0.00 0.01 33 0.00 0.00 44 0.00 0.00    
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Appendix A.  
Appendix A.1 Kronecker product 
Consider matrices ,A B  of size 2 2u  then 
Kronecker product of two matrices can be given as 
follows 
11 12
21 22
[ ] [ ]
A B A B
A B
A B A B
ª º  « »¬ ¼
 
KUMP constant matrix 
806670.3 -15580.3 0 -376300 
-15580.3 808085 376300.1 0 
0 376300.1 184652.5 0 
-376300 0 0 184652.5 
 
Appendix A.2 Mass Matrix for Electromechanical System 
All the diagonal entries of Mass matrix for electromagnetic equation are 
0.001 and for Mechanical equation given in table 
 
 
Mass matrix for mechanical system 
12.12 0.00 0.00 0.51 
0.00 12.12 -0.51 0.00 
0.00 -0.51 0.11 0.00 
0.51 0.00 0.00 0.11 
 
Appendix A.3 Damping Matrix for Electromechanical System 
Diagonal entries 
C1,1-C10,10 0.001 
C11,11-
C23,23 
0.01 
 
Skew symmetric entries Aij = -Aji 
C2,24 -2.98 C6,25 -4.71 C16,24 -0.05 
2,25 5.85 C8,24 0.27 C16,25 -0.01 
C4,24 7.73 C8,25 -0.32 C18,24 0.01 
C4,25 7.04 C10,24 -0.32 C18,25 -0.05 
C6,24 5.81 C10,25 -0.27   
 
Damping matrix for mechanical system 
1230 0.4 -0.26 -39.7 
-0.4 1230 39.7 -0.26 
0.3 39.7 131.1 0.26 
-39.7 0.3 -0.26 131.1 
 
 
Appendix A.4 Kump frequencies with amplitude and phase values 
 
Freq 
For 1st term For2ndand3rd term For 4th term  For 1st term For2ndand3rd term For 4th term 
Amplitude Angle Amplitude Angle Amplitude Angle Freq Amplitude Angle Amplitude Angle Amplitude Angle 
25 37681.3 -0.7 3528.2 -0.4 37559.6 -0.7 650 48.3 0.3 541.8 2.9 35.2 0.5 
50 59.8 2.4 2204.6 1.6 62.1 2.4 675 418.2 2.3 402.6 1.7 439.8 2.3 
75 464.1 -1.7 285.1 -2.7 538.2 -1.8 700 892.4 2.0 190.8 -0.4 896.3 2.0 
100 10770.3 -1.6 1214.0 -1.3 10990.9 -1.6 725 537.6 -1.8 109.9 1.3 547.6 -1.8 
125 15682.1 0.9 3035.5 -2.3 16261.8 0.7 750 139.8 1.1 469.8 1.5 137.1 1.2 
150 104.1 1.9 911.9 -2.8 109.2 1.9 775 976.7 2.0 1143.9 -2.6 985.1 2.0 
175 541.2 2.7 1512.3 -1.0 554.8 2.8 800 1416.2 1.8 1206.8 -3.1 1376.0 1.8 
200 5991.3 1.6 1906.1 -1.9 6019.3 1.6 825 1156.5 2.2 99.4 1.1 1136.3 2.2 
225 18333.4 0.9 382.0 2.4 18570.4 0.9 850 416.7 -1.5 239.0 2.1 404.2 -1.5 
250 302.1 1.9 419.6 -2.2 290.8 1.9 875 2005.4 2.3 1234.7 2.3 2024.3 2.2 
275 462.5 -2.2 605.7 2.5 482.1 -2.3 900 3313.0 1.7 104.0 1.8 3301.4 1.7 
300 4988.2 -1.7 1660.4 2.7 4923.8 -1.7 925 485.0 2.3 265.2 -2.6 503.2 2.3 
325 3859.3 -2.2 2916.3 2.8 3846.3 -2.2 950 111.2 0.9 391.7 -2.7 121.5 1.0 
350 98.4 0.3 1526.5 1.7 94.5 0.2 975 14369.3 2.2 1376.6 2.0 14312.6 2.2 
375 454.4 -1.9 321.2 -0.1 452.1 -2.0 1000 11642.5 1.6 1156.9 -1.6 11623.3 1.6 
400 2197.7 -1.8 540.6 0.8 2189.3 -1.8 1025 492.9 1.7 1424.7 -1.9 525.2 1.8 
425 1428.8 -2.3 532.9 0.8 1464.7 -2.2 1050 705.1 -3.0 1344.4 1.6 699.4 -3.0 
450 401.0 -1.6 123.0 -0.9 413.1 -1.7 1075 10349.9 -0.1 854.7 1.7 9586.4 0.0 
475 1125.3 1.6 221.4 -2.8 1119.1 1.6 1100 5176.9 0.4 480.5 3.1 5312.4 0.4 
500 1048.7 -2.2 307.5 -1.9 1044.6 -2.2 1125 417.6 3.1 1649.0 0.0 444.5 3.1 
525 673.0 -2.4 300.3 -2.9 681.1 -2.4 1150 43.9 -2.3 1062.6 -0.7 44.3 -2.4 
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550 50.6 -1.9 410.8 1.9 57.3 -2.1 1175 12088.6 2.4 3952.1 -1.0 11274.7 2.5 
575 534.4 2.0 280.2 1.8 545.9 2.0 1200 7541.9 -1.7 816.0 -2.7 9507.9 -1.6 
600 563.2 -2.0 447.3 2.0 541.1 -2.0 1225 2529.6 -2.5 1923.4 0.9 2562.1 -2.6 
625 316.7 -2.2 290.8 2.4 318.8 -2.2 1250 11.3 3.1 208.0 0.0 16.3 3.1 
Const.term 1638165  9362.6  1637315         
 
References 
[1] Friedmann, P. P., 1986, “Numerical methods for determining the stability and response of periodic systems with applications to helicopter 
rotor dynamics and aeroelasticity,” Computers & Mathematics with Applications, 12(1), pp. 131–148. 
[2] Friedmann, P., Hammond, C. E., and Woo, T.-H., 1977, “Efficient numerical treatment of periodic systems with application to stability 
problems,” International Journal for Numerical Methods in Engineering, 11(7), pp. 1117–1136. 
[3] Sinha, S. C., and Chou, C. C., 1976, “An approximate analysis of transient response of time-dependent linear systems by use of orthogonal 
polynomials,” Journal of Sound and Vibration, 49(3), pp. 309–326. 
[4] Sinha, S. C., Chou, C. C., and Denman, H. H., 1979, “Stability analysis of systems with periodic coefficients: An approximate approach,” 
Journal of Sound and Vibration, 64(4), pp. 515–527. 
[5] Sinha, S. C., 1997, “On the analysis of time-periodic nonlinear dynamical systems,” Sadhana, 22(3), pp. 411–434. 
[6] Sinha, S. C., and Butcher, E. a., 1996, “Solution and stability of a set of PTH order linear differential equations with periodic coefficients via 
Chebyshev polynomials,” Mathematical Problems in Engineering, 2(2), pp. 165–190. 
[7] Sinha, S. C., Senthilnathan, N. R., and Pandiyan, R., 1993, “A new numerical technique for the analysis of parametrically excited nonlinear 
systems,” Nonlinear Dynamics, 4(5), pp. 483–498. 
[8] Sinha, S. C., Wu, D.-H., Juneja, V., and Joseph, P., 1993, “Analysis of Dynamic Systems With Periodically Varying Parameters Via 
Chebyshev Polynomials,” Journal of Vibration and Acoustics, 115(1), p. 96. 
[9] Sinha, S. C., Gourdon, E., and Zhang, Y., 2005, “Control of time-periodic systems via symbolic computation with application to chaos 
control,” Communications in Nonlinear Science and Numerical Simulation, 10(8), pp. 853–854. 
[10] Whittaker, E. T., 1914, “On the general solution of Mathieu’s equation,” Proceedings of the Edinburgh Mathematical Society, 32(July), p. 
75. 
[11] Morris, A. G., and Horner, T. S., 1977, “Chebyshev polynomials in the numerical solution of differential equations,” Mathematics of 
Computation, 31(140), pp. 881–891. 
[12] Sinha, S. C., and Wu, D.-H., 1991, “An efficient computational scheme for the analysis of periodic systems,” Journal of Sound and 
Vibration, 151(1), pp. 91–117. 
[13] Koepf, W., 1999, “Efficient Computation of Chebyshev Polynomials in Computer Algebra,” Computer Algebra Systems: A Practical Guide, 
(April 1997), pp. 79–99. 
[14] Butcher, E. A., Sari, M., Bueler, E., and Carlson, T., 2009, “Magnus’ expansion for time-periodic systems: Parameter-dependent 
approximations,” Communications in Nonlinear Science and Numerical Simulation, 14(12), pp. 4226–4245. 
[15] Kalita, K., 2007, “Integrating Rotordynamic and Electromagnetic Dynamic Models for Flexible-Rotor Electrical Machines,” University of 
Nottingham. 
[16] Konwar, R. S., Kalita, K., Banerjee, A., and Khoo, W. K. S., 2013, “Electromagnetic Analysis of A Bridge Configured Winding Cage 
Induction Machine Using Finite Element Method,” Progress In Electromagnetics Research B, 48(November 2012), pp. 347–373. 
