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In this paper, we present a characterization of MRA biorthogonal wavelet filters
with full frequency supports. Based on this characterization, it is established that
wavelet ramp filters are biorthogonal wavelets if the original wavelets are suffi-
ciently regular. An efficient subband coding algorithm is developed for wavelet
filtering in filtered backprojection, which is the most popular method in computed
tomography (CT). Computer simulation suggests that this wavelet filtering process
is a useful tool for improving image quality and reducing computational time in
local CT reconstruction. © 1999 Academic Press
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1. INTRODUCTION
Recently, the wavelet approach has attracted an increasing amount of attention in
computed tomography (CT) [1, 6, 12, 17–19, 23, 24]. The purpose of this paper is to study
the structure of wavelet ramp filters for use in filtered backprojection (FB) and develop an
efficient wavelet filtering algorithm. Specifically, as compared to the conventional FFT
filtering, wavelet filtering with wavelet ramp filters of small taps significantly reduces the
computational time and requires essentially the same amount of time with reasonably
large taps. Furthermore, this filtering process can be used in either global or local CT
reconstruction without increasing the computational complexity, while it was reported that
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the complexity using two-dimensional wavelet filtering methods is proportional to the size
of a region of interest (ROI) [6, 19].
Our method is based on a characterization of MRA biorthogonal wavelet filters with full
frequency supports (Theorem 4.1). A consequence of this characterization is that wavelet
ramp filters are biorthogonal wavelet themselves if the wavelets have sufficient regularity.
This characterization is closely related to an interesting lifting scheme of wavelet filters [5,
21] as well as the wavelet–vaguelette decomposition (WVD) [7, 8]. Our results demon-
strate that biorthogonal wavelets and filters with infinite impulse response (IIR) arise
naturally in the wavelet filtering process, and that the subband coding scheme of wavelet
transform facilitates multiresolution and/or local reconstructions in CT.
This paper is organized as follows. Section 2 provides some background of the FB
method in both conventional and wavelet approaches. Section 3 covers the asymptotic
behavior of a class of scaling ramp filters. It is shown that under certain regularity
conditions the rate of decay is always quadratic (Theorem 3.2). An analytic expression for
B-spline ramp filters is obtained (Proposition 3.3). Section 4 is devoted to the study of
wavelet ramp filters and includes the main result (Theorem 4.1) of this paper, which we
have mentioned above. In Section 5, a subband coding algorithm for wavelet filtering is
developed, which is structurally similar to the pyramid scheme for the wavelet transform.
Finally, in Section 6, several computer simulations are presented to illustrate some
features of this algorithm. Proofs and examples are included as appendixes.
2. FILTERED BACKPROJECTION IN CT
To motivate the study of wavelet filtering in CT, we briefly review the conventional FB
method, as well as some wavelet approaches recently discussed by a number of authors
[1, 6, 18, 24].
The FB method is a numerical implementation of the inverse Radon transform. Recall
that the Radon transform, which is equivalent to the X-ray transform in two dimensions,
is defined by
5f~u, s! 5 E
$x[R2:xzu50%
f~x 1 su!dx, for u [ S and s [ R, (2.1)
where S denotes the unit circle and R the real line. The adjoint of 5 is the so-called
backprojection operator 5#, which is given by
5#g~x! 5 E
S
g~u, u z x!du. (2.2)
The L-operator is crucial for mathematical tomography and can be defined via its Fourier
transform
Lgˆ ~j! 5 ujugˆ~j!, for g [ L2~R!, (2.3)
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which is equivalent to Lg 5 *g9 where * denotes the Hilbert transform and g9 is the
derivative of g. The inverse Radon transform is well known, and, in the two-dimensional
case, it can be expressed as
f~x! 5 14p 5
#L5f~x! 5 14p2 E
S
E
R
5f~u, s!
~s 2 x z u!2
dsdu, (2.4)
where the inner integral in the last expression is understood in the weak sense [9, Vol. 5,
p. 11]. We refer to [16] for detailed studies of the Radon transform and mathematical
tomography.
For sake of convenience, we shall use continuous wavelets in the first part of this
section. The continuous version of a wavelet system in Rn can be represented in terms of
the Caldero´n reproducing formula (cf. [1, 15, 22]), that is, a pair of radial functions C and
C˜ in L2(Rn) satisfying the usual admissibility conditions,
E
Rn
C~x!dx 5 0, E
Rn
C˜ ~x!dx 5 0; (2.5)
sup
j[Rn
E
0
`
uCˆ ~tj!u2
dt
t
, `, sup
j[Rn
E
0
`
uC˜ˆ ~tj!u2
dt
t
, `; (2.6)
and
E
0
`
Cˆ ~tj!C˜ˆ ~tj!
dt
t
5 1, for j Þ 0. (2.7)
In the operator language, (2.6) and (2.7) are equivalent to, denoting 4tCf 5 Ctpf with
Ct(x) 5 t2dC(x/t), that both 4tC and 4tC˜ are bounded operators in L2(Rn), and
E
0
`
4t
C˜ 4t
C
dt
t
5 (, (2.8)
in the weak sense, where ( denotes the identity operator of L2(Rn).
The conventional FB method is based on the identity [16, p. 102]
~Wbpf !~x! 5 E
S
~wbp5u f !~u z x!du 5 5#~41/bw 5f !~x!, (2.9)
with Wb 5 5#wb, where Wb(s) 5 bW(bs) is an approximation of the Dirac delta
function with the cutoff frequency b. The algorithm of FB consists of two steps. From the
projection data (5f )(u, s), one first calculates the filtered profile Q(u, s) 5
(41/bw 5u f )(s) for each fixed u and then backprojects Q(u, s) into the image f(x) 5
(5#Q)(x). The filtering process is a Fourier multiplier operator: ujugˆ(j) for g [ L2(R).
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Since the L-operator is unbounded, filters used in the conventional algorithm are obtained
from the inverse Fourier transform of windowed ramp filters (see [16, pp. 108–111] for
details).
Wavelet-based approaches for the FB can be implemented in at least two ways. We
discuss the method using two-dimensional wavelets first (cf. [6, 19]). Let {C, C˜ } be a
continuous wavelet in R2, and define c such that 5#c 5 C. Since 4tC 5 5#4tc is a
convolution operator, it follows from [16, Thm. II.1.3] that (5#4tc) f 5 5#(4tc5f ).
Thus, by virtue of the Caldero´n reproducing formula (2.8), we obtain
f 5 E
0
`
4t
C˜ 4t
Cf dt
t
5
1
4p E0
`
4t
C˜ ~5#4t
c! f dt
t
5
1
4p E0
`
4t
C˜ 5#~4t
c5f ! dt
t
. (2.10)
From the definition of c, it is easy to see in the light of the inverse Radon transform (2.4)
that c 5 (4p)21L5C. Thus, the conventional FB can be applied to reconstruct the
wavelet coefficients 4tCf 5 (4p)215#(4tc5f ) from the projection data 5f, and then the
image is recovered by the two-dimensional wavelet reconstruction. We note that, in this
case, the wavelet ramp filter (4p)21ujucˆ (j cos u, j sin u), with u 5 Scos usin uD , is angle
dependent. We refer to [6, 19] for details on the numerical implementations of this
method.
Another approach is the one that we shall study further in the rest of this paper. We now
choose a one-dimensional continuous wavelet {C, C˜ }. Applying the inverse Radon
transform (2.4), and inserting the Caldero´n reproducing formula (2.8) before 5f (with
respect to each fixed u [ S), we have
f 5 14p 5
#L5f 5 14p 5
#L SE
0
`
4t
C4t
C˜
dt
t D5f
5
1
4p 5
# E
0
`
~4t
LC!~4t
C˜ 5f ! dt
t
. (2.11)
We then obtain a formula similar to (2.9) except for an additional wavelet reconstruction,
and, of course, the filter is now a wavelet ramp filter ujuCˆ (j), which is angle independent.
One of implementations of this method and its improved version were given in [17, 18],
where a pseudo-local CT algorithm was proposed for full recovery of the image of a ROI
from dense local and sparse nonlocal projection data.
To illustrate further the relation between wavelet and conventional approaches, let us
point out that the discrete convolution wbp
h
5f with the ramp filter of Shepp and Logan
coincides with wavelet filtering with scaling ramp filter of the Haar wavelet. Recall that
the Shepp–Logan filter is defined by
Fˆ ~j! 5 H sinc~pj/ 2!, uju # 1,0, uju . 1, (2.12)
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and the corresponding mollifier wb in (2.9) is then given by [16, p. 111]
wb~s! 5
1
8p2 E
2b
b
ujuFˆ S jbDeisjdj 5 b
2
2p3
p/ 2 2 ~bs!sin~bs!
~p/ 2!2 2 ~bs!2 . (2.13)
To this end, we consider the operator Lb, the restriction of L-operator on the space of
all band-limited functions with bandwidth b, that is,
~Lb fˆ !~j! 5 ujux@2b,b#~j!fˆ~j!, for all L2-functions f. (2.14)
We denote f 5 x[21/2,1/2], the scaling function of the Haar wavelet. For a positive integer
q, we fix b 5 qp, and let fq, j(s) 5 =qf(qx 2 j) for j 5 2q, . . . , q. For each u [
S, the function g 5 5u f (which, by assumption, is supported on the interval [21, 1]) can
be approximated by its orthogonal projection on the space at “level” q in the MRA of the
Haar wavelet. We then obtain, by using the one-point quadrature, that
g~s! < O
j52q
q
^g, fq, j&fq, j~s! <
1
Îq Oj52q
q
g~sj!fq, j~s!, (2.15)
where sj 5 j/q, and ^ z , z & denotes the inner product in L2(R). Applying Lb to both sides
of the last expression, we recover the formula of the discrete convolution wbp
h
g (with
h 5 1/q),
1
4p ~Lbg!~s! <
1
4pÎq Oj52q
q
g~sj!~Lbfq, j!~s! 5
1
q Oj52q
q
wb~s 2 sj! g~sj!. (2.16)
Here we have used
1
4p ~Lbfq, j!~s! 5
1
8p2Îq E2b
b
ujuFˆ S jbDei~s2sj!jdj 5 1Îq wb~s 2 sj!, (2.17)
which follows easily from relations
fq, j
ˆ~j! 5
1
Îq f
ˆ S jqDe2ij/qj 5 1Îq fˆ S jqDe2isjj, (2.18)
and
fˆ S jqDx@2b,b#~j! 5 sincS j2qDx@2b,b#~j! 5 Fˆ S jbD . (2.19)
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3. SCALING RAMP FILTERS
We have seen in the previous section that the wavelet approach differs from the
conventional method in the choices of ramp filters. The latter uses scaling ramp filters
while the former works with wavelet ramp filters. It is known that the wavelet ramp filter,
Lc, has rapid decay at infinity if the wavelet c possesses many vanishing moments. More
precisely, one has the following result (cf. [19] for a proof).
PROPOSITION 3.1. Suppose that c [ L2(R) is compactly supported and has K vanishing
moments for some integer K $ 0, that is,
E
R
tkc~t!dt 5 0, for k 5 0, 1, . . . , K. (3.1)
Assume that Lc is well defined in the weak sense; then
lim
usu3`
sK13~Lc!~s! 5 2
~K 1 1!2~K 1 2!
p E
2`
`
tK11c~t!dt. (3.2)
In particular, the wavelet ramp filter Lc is not compactly supported.
However, this is not the case for scaling ramp filters. As a matter of fact, ramp filters
obtained from scaling functions typically have the same asymptotic behavior at infinity as
the kernel of the L-operator (cf. (2.4)), since scaling functions for wavelets are approx-
imations of the Dirac delta function. This observation has been made by many researchers,
especially for compactly supported scaling functions. The main concern of the following
theorem is for the noncompactly supported scaling functions. We include the proof of this
result in Appendix A.
THEOREM 3.2. Let f [ C1(R). Suppose that *2`` f(s)ds 5 1, and there exist positive
constants C and e that
uf~s!u #
C
~1 1 usu!11e , uf9~s!u #
C
~1 1 usu!21e , for s [ R, (3.3)
and
uf9~s! 2 f9~t!u #
Cus 2 tu
~1 1 usu!31e , for 2us 2 tu , s and s [ R; (3.4)
then
lim
usu3`
s2~Lf!~s! 5 2
1
p
. (3.5)
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It may be worthwhile to note that no size conditions (3.3) and (3.4) are required if f has
compact support. On the other hand, if f is not compactly supported and fails to satisfy
(3.3) and/or (3.4), then Lf may have poorer decay than quadratic. For example, consider
the approximate identity sinc~s! 5
sin~s!
s
; it is obvious that usinc~s!u #
2
1 1 usu but (3.3)
fails for any e . 0. As one can easily compute [16, p. 109],
L ~sinc!~s! 5
2
p
Scos~s! 2 1
s2
1
sin~s!
s
D . (3.6)
Therefore, the scaling ramp filter L (sinc) decays at a rate which is essentially the same
as the sinc function.
Of a special interest for scaling ramp filters is the family of B-spline ramp filters.
Luckily enough, one is able to obtain an analytic formula for those ramp filters as stated
in the following proposition, a proof of which is given in Appendix B. We first recall that
the centered B-spline Bn of degree n $ 0 is defined by [20]
Bn~s! 5
1
n! O
k50
n11
~21!kSn 1 1k D Ss 1 n 1 12 2 kD1
n
, (3.7)
where
~s!1
n 5 H sn if s $ 00 if s , 0 . (3.8)
PROPOSITION 3.3. For n $ 1, define
Fn~s! 5
1
p
sn21logusu, for s [ R; (3.9)
then
~LBn!~s! 5
1
~n 2 1!! O
k50
n11
~21!kSn 1 1k DFnSs 1 n 1 12 2 kD . (3.10)
In connection with wavelets, we make the following observation:
PROPOSITION 3.4. (LB1)(2s 2 1) is an MRA orthogonal wavelet, whose scaling func-
tion f is the inverse Fourier transform of usinc(j/2)u, and satisfies the following refinement
relation:
f~s! 5
2
p
S2f~2s! 1 O
k51
` ~21!k11
4k2 2 1 ~f~2s 2 k! 1 f~2s 1 k!!D . (3.11)
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Unfortunately, the scaling function f and its wavelet
~LB1!~2s 2 1! 5 p21~logu2su 2 2 logu2s 2 1u 1 logu2s 2 2u! (3.12)
are discontinuous functions with singularities, and hence are not very useful for the
purpose of numerical computations. We also remark that this result is actually a conse-
quence of our characterization of MRA biorthogonal wavelet filters studied in the next
section (see Appendix C).
4. WAVELET RAMP FILTERS
We now turn to wavelet ramp filters. We first notice that B-spline ramp filters of degree
n . 1 are not wavelets, which can be easily seen by examining the asymptotic behavior
at infinity. Nevertheless, the fact that LBn 5 x[21/ 2,1/ 2]pLBn21 suggests the smooth
analogue of the scaling function f in Proposition 3.4. Let b1 be the scaling function f in
Proposition 3.4, and define recursively
bn~s! 5 ~x@21/ 2,1/ 2#pbn21!~s! 5 E
21/ 2
1/ 2
bn21~s 2 t!dt, for n . 1. (4.1)
Then bˆ n(j) 5 usinc(j/2)usincn21(j/ 2). Thus bn(n . 1) are smoother scaling functions
and can be used to generate biorthogonal wavelets with higher regularities. We shall see
in Appendix E that bn plays an important role in the computations of wavelet ramp filters.
The proof of Proposition 3.4 motivates the following theorem, which characterizes all
of MRA biorthogonal wavelets with full frequency supports; that is, the supports of both
wavelet functions are equal to R. A proof of the theorem is presented in Appendix D.
Before we state the theorem, let us first recall some basic definitions and results on
biorthogonal wavelets, which will be used in the remaining portion of the paper. A
one-dimensional biorthogonal wavelet is a pair of functions {c, c˜ } in L2(R) such that their
dilations and translations
cj,k~ x! 5 2j/ 2c~2jx 2 k!, c˜ j,k~ x! 5 2j/ 2c˜ ~2jx 2 k!, j, k [ Z, (4.2)
form a pair of Riesz bases {cj,k: j, k [ Z} and {c˜ j,k: j, k [ Z} of L2(R), and satisfy
the biorthogonality condition
^cj,k, c˜ j9,k9& 5 dj, j9dk,k9, for all j, k, j9, k9 [ Z. (4.3)
A biorthogonal wavelet {c, c˜ } is called an MRA biorthogonal wavelet if there exists a
pair of scaling functions {f, f˜ } in L2(R) such that
^f0,k, f˜ 0,k9& 5 dk,k9, for all k, k9 [ Z, (4.4)
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and there hold the refinement relations
f~ x! 5 O
k[Z
hkf~2x 2 k!, c~ x! 5 O
k[Z
gkf~2x 2 k!,
f˜ ~ x! 5 O
k[Z
h˜ kf˜ ~2x 2 k!, c˜ ~ x! 5 O
k[Z
g˜kf˜ ~2x 2 k!, (4.5)
for suitable constants {hk, h˜ k, gk, g˜k: k [ Z}.
MRA (biorthogonal) wavelets have been studied extensively in the past few years [2–4,
11]. It is well known that MRA biorthogonal wavelets can be characterized by their
associated filters defined as follows. A set of filters {m0, m˜0, m1, m˜1} given by
m0~j! 5 O
k[Z
hke2ikj, m1~j! 5 O
k[Z
gke2ikj,
m˜0~j! 5 O
k[Z
h˜ ke2ikj, m˜1~j! 5 O
k[Z
g˜ke2ikj, (4.6)
is a set of wavelet filters if the following conditions are fulfilled:
m0~0! 5 1 5 m˜0~0!, m1~0! 5 0 5 m˜1~0!; (4.7)
m1~j! 5 e
2ijm˜0~j 1 p!, m˜1~j! 5 e
2ijm0~j 1 p!; (4.8)
and
m0~j!m˜0~j! 1 m0~j 1 p!m˜0~j 1 p! 5 1, for a.e. j [ R. (4.9)
A fundamental result of wavelet theory is that {f, f˜ , c, c˜ } is an MRA biorthogonal
wavelet if and only if {cj,k} and {c˜ j,k} form a pair of Riesz bases of L2(R), and there
exists a set of wavelet filters {m0, m˜0, m1, m˜1} such that
fˆ ~j! 5 m0~j/ 2!fˆ ~j/ 2!, cˆ ~j! 5 m1~j/ 2!fˆ ~j/ 2!,
f˜ˆ~j! 5 m˜0~j/ 2!f˜ˆ~j/ 2!, c˜ˆ~j! 5 m˜1~j/ 2!f˜ˆ~j/ 2!. (4.10)
In this case, {f, f˜ , c, c˜ } is uniquely determined by
fˆ ~j! 5 P
j51
`
m0~j/ 2j!, cˆ ~j! 5 m1~j/ 2! P
j52
`
m0~j/ 2j!,
f˜ˆ~j! 5 P
j51
`
m˜0~j/ 2j!, c˜ˆ~j! 5 m˜1~j/ 2! P
j52
`
m˜0~j/ 2j!. (4.11)
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THEOREM 4.1. Let {f, f˜ , c, c˜ } and {F, F˜ , C, C˜ } be MRA biorthogonal wavelets with
full frequency supports, and let {m0, m˜0, m1, m˜1} and {M0, M˜ 0, M1, M˜ 1} be the wavelet
filters associated with them, respectively. Then there exist functions a(j) and p(j) such that
M0~j! 5
a~4j!
a~2j!
p~j!
p~2j! m0~j!, M
˜ 0~j! 5 p~j 1 p!m˜0~j!, (4.12)
and a(j) and p(j) are subjected to the following conditions:
the functions a~4j!
a~2j! and p~j! are 2p-periodic; (4.13)
lim
j30
a~2j!
p~j! 5 1, p~p! 5 1,
lim
j3p
a~4j!
a~2j!
p~j!
p~2j! m0~j! 5 0, limj30
p~j!m1~j! 5 0; (4.14)
and there exists a 2p-periodic function s(j) such that
a~4j!
a~2j!
p~j! p~j 1 p!
p~2j! 5 1 1 m1~j!m0~j 1 p!s~2j!, for a.e. j [ R. (4.15)
Conversely let {m0, m˜0, m1, m˜1} be the filters associated with an MRA biorthogonal
wavelet {f, f˜ , c, c˜ }, and suppose that the functions a(j) and p(j) satisfy conditions
(4.13)–(4.15). Then the set of filters {M0, M˜ 0, M1, M˜ 1} defined by (4.12) and (4.8) is a set
of wavelet filters. Suppose, in addition, that functions C and C˜ defined by (4.11) (with
respect to the filters {M0, M˜ 0, M1, M˜ 1}) exist in L2(R), and {Cj,k} forms a Riesz basis of
L2(R); then {C, C˜ } is an MRA biorthogonal wavelet.
Theorem 4.1 consists of two parts. The first part asserts that any two sets of wavelet
filters with full frequency supports are related, and one can use formulas (4.12) and (4.14)
to manufacture a second generation wavelet filters {M0, M˜ 0, M1, M˜ 1} based on the
original one {m0, m˜0, m1, m˜1}. The second part of the theorem states that, in order to
verify that second generation wavelet filters indeed generate an MRA biorthogonal
wavelet {F, F˜ , C, C˜ }, one only needs to verify that {Cj,k} forms a Riesz basis (rather
than both {Cj,k} and {C˜ j,k} form Riesz bases), provided both C and C˜ are L2-functions.
Furthermore, the proof of Theorem 4.1 in Appendix D provides a correspondence
between the two MRAs for the wavelets {c, c˜ } and {C, C˜ }, which can be rephrased in
terms of their scaling functions f and F as
a~j!fˆ ~j! 5 M2~j/ 2!Fˆ ~j/ 2!, with M2~j! 5 p~j!m0~j!. (4.16)
We shall make use of the fact in the next section.
Two special cases of Theorem 4.1 are of great interest. First, when a(2j) itself is
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2p-periodic, then one can choose p(j) 5 a(2j). This leads us to the lifting scheme for
wavelet filters, observed earlier by Herley and Vetterli [10], and studied in detail by
Daubechies and Sweldens [5, 21]. In this case, two scaling functions f and F are
identical, and condition (4.14) is reduced to
M˜ 0~j! 5 m˜0~j! 1 e2ijm0~j 1 p!s~2j!, for a.e. j [ R, (4.17)
for some 2p-periodic function s(j).
The second case is when s(j) [ 0, with which condition (4.14) becomes
a~4j!
a~2j!
p~j! p~j 1 p!
p~2j! 5 1, for a.e. j [ R. (4.18)
It is important for us to notice that (4.18) is independent of choices of wavelets. With our
applications in mind, we consider that a(j) is the symbol of a convolution operator 7a,
that is, ~7acˆ!~j! 5 a~j!cˆ ~j!. For simplicity, let us suppose that a(j) has only isolated
zeros and/or singularities; then Theorem 4.1 with (4.14) replaced by (4.18) gives a
necessary and sufficient condition for {7ac, (7*a)21c˜ } to be an MRA biorthogonal
wavelet if {c, c˜ } is such, where (7*a)21 5 71/a# is the inverse of the adjoint operator 7*a.
To see that the dual wavelet C˜ is indeed (7*a)21c˜ , we use (4.11) together with (4.12),
(4.14), and (4.18), to obtain that
C˜ˆ ~j! 5 M˜ 1~j/ 2! P
j52
`
M˜ 0~j/ 2j! 5
m˜1~j/ 2!
p~j/ 2! Pj52
` Sa~2j/ 2j!
a~4j/ 2j!
p~2j/ 2j!
p~j/ 2j! D m˜0~j/ 2j!
5
m˜1~j/ 2!
a~j!
P
j52
`
m˜0~j/ 2j! 5
c˜ˆ~j!
a~j!
. (4.19)
Our primary application of this result is for the L-operator or, more generally, for
homogeneous convolution operators. Recall that a convolution operator 7a is homoge-
neous of degree a [ R if its symbol a(j) is positively homogeneous of degree a, i.e.,
a~lj! 5 laa~j!, for all l . 0 and a.e. j [ R. (4.20)
If this is the case, then
a~2j!
a~j!
5 2a which is, of course, 2p-periodic.
The following three categories of homogeneous operators arise frequently from many
interesting applications.
1. The Hilbert transform is homogeneous of degree zero, for which the symbol is given
by a(j) 5 2i sgn(j). In this case, the function p(j) 5 ei(j2p)/ 2sgn(sin(j/2)) fulfills
conditions (4.14) and (4.18). Since the Hilbert transform is an isometry of L2(R), it maps
orthonormal wavelets to orthonormal wavelets [15].
2. The derivative/integration operator has the symbol (ij)n with n [ Z. Consider the
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renormalized symbol a(j) 5 (21)(n2k)/ 2(ij/4)n where k 5 0 if n is even and k 5 1
otherwise; it is easy to check that p(j) 5 (21)(n2k)/ 2e2ikj/ 2(i sin(j/ 2))n is the desired
function. We note that the derivative and integration of wavelets have been studied by
Lemarie´ [13, 14], and his findings coincide with ours; that is, when n 5 1,
M0~j! 5
a~4j!
a~2j!
p~j!
p~2j! m0~j! 5
1
e2ij/ 2cos~j/ 2! 5
2
1 1 e2ij m0~j!,
M˜ 0~j! 5 p~j 1 p!m˜0~j! 5
a~2j!
a~4j!
p~2j!
p~j! m˜0~j! 5
1 1 e2ij
2 m˜0~j!.
3. The fractional derivative/integration operator is homogeneous of degree a [ R.
With the renormalized symbol a(j) 5 uj/4ua, we have p(j) 5 usin(j/2)ua. In a wavelet
characterization of function space Lp,s(Rn), fractional derivatives and integrations of an
orthonormal wavelet c arising from an r-regular MRA of L2(R) have been studied
extensively by Meyer [15]. In particular, it has been proved that if usu , r then {Lscj,k}
and {L2scj,k} form a pair of Riesz bases for L2(Rn) [15, Lemma 4 of Section 6.2], the
proof of which can be easily extended to the case of biorthogonal wavelets.
From here on, we will always assume that the biorthogonal wavelet {c, c˜ } is compactly
supported. It then arises from a pair of r-regular MRAs of L2(R) for some r . 0, provided
Lc, L21c˜ [ L2(R). Thereby, we obtain an MRA biorthogonal wavelet {Lc, L21c˜ }
according to Theorem 4.1 and the Meyer’s result we mentioned above. Figure 1 plots the
pair of scaling functions {F, F˜ } and the corresponding wavelets {Lc, L21c˜ } for the
biorthogonal coiflet {c, c˜ } with four vanishing moments [3, Table 6.4]. The filters
associated with them are derived in Appendix E.
5. WAVELET FILTERING ALGORITHM
In this section, we discuss wavelet filtering for FB. Theoretically, it is simply the WVD
[7, 8]. What is new here is that Theorem 4.1 enables us to design an efficient subband
coding algorithm to compute the WVD for homogeneous convolution operators. With our
specified application in mind, we restrict our attention to the L-operator.
Let {f, f˜ , c, c˜ } be a (compactly supported) MRA biorthogonal wavelet such that Lc,
L21c˜ [ L2(R). Let f be a given function such that Lf [ L2(R). We suppose that f admits
the inhomogeneous wavelet expansion
f~s! 5 O
k[Z
c˜n,kfn,k~s! 1 O
j$n
O
k[Z
d˜ j,kcj,k~s!, (5.1)
for some integer n [ Z with only finite nonzero coefficients:
c˜j,k 5 ^f, f˜ j,k&, d˜ j,k 5 ^ f, c˜ j,k&. (5.2)
It is well known that the scaling and wavelet coefficient {c˜j,k} and {d˜ j,k} can be computed
recursively via the so-called cascade algorithm,
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c˜j21,k 5 O
,[Z
h˜ ,22kc˜j,,, d˜ j21,k 5 O
,[Z
g˜,22kc˜j,,, for j . n and k [ Z, (5.3)
where {h˜ k} and { g˜k} are defined by (4.10). With the normalization so thatO
k[Z
hk 5 1 5 O
k [ Z
h˜k, the perfect reconstruction of f takes the form
c˜j11,k 5 2 O
,[Z
~h,22kc˜j,, 1 g,22kd˜ j,,!, for j, k [ Z. (5.4)
One then desires to compute Lf by using the “vaguelette” expansion
~Lf !~s! 5 O
k[Z
c˜n,k~Lfn,k!~s! 1 O
j$n
O
k[Z
d˜ j,k~Lcj,k!~s!
5 O
k[Z
2nc˜n,k~Lf!n,k~s! 1 O
j$n
O
k[Z
2jd˜ j,k~Lc!j,k~s!. (5.5)
Theorem 4.1 with s(j) [ 0 asserts that there is a pair of scaling functions {F, F˜ } such
that {F, F˜ , Lc, L21c˜ } is an MRA biorthogonal wavelet. Denote by {Hk} and {Gk} the
coefficients of their associated low-pass and high-pass filters, which are determined by
FIG. 1. Approximations of ramp filters of the biorthogonal coiflet with four vanishing moments, where all
filters are truncated to length 31. (Left) The scaling functions F˜ and F˜ . (Right) Corresponding wavelets C 5 Lc
and C˜ 5 L21c˜ .
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F~s! 5 O
k[Z
HkF~2s 2 k! and ~Lc!~s! 5 O
k[Z
GkF~2s 2 k!. (5.6)
Moreover, according to (4.16), we also have a transition filter {Lk} for which there holds
the refinement relation
~Lf!~s! 5 O
k[Z
LkF~2s 2 k!. (5.7)
Defining a sequence {C˜ j,k: j . n, k [ Z} by



C˜ n11,k 5 2 O
,[Z
SL,22k2 c˜n,, 1 G,22k2 d˜ n,,D , for k [ Z;
C˜ j11,k 5 2 O
,[Z
SH,22k2 C˜ j,, 1 G,22k2 d˜ j,,D , for j . n and k [ Z,
(5.8)
we are then able to compute Lf using a subband coding scheme as follows,
~Lf !~s! 5 O
k[Z
2nc˜n,k~Lf!n,k~s! 1 O
j$n
O
k[Z
2jd˜ j,k~Lc!j,k~s!
5 O
k[Z
2n11C˜ n11,kFn11,k~s! 1 O
j.n
O
k[Z
2jd˜ j,k~Lc!j,k~s!
5 O
k[Z
2NC˜ N,kFN,k~s! 1 O
j$N
O
k[Z
2jd˜ j,k~Lc!j,k~s!, (5.9)
for any preassigned integer N . n. Figure 2 illustrates a three-level wavelet filter
algorithm using the subband coding scheme described above.
6. SIMULATION RESULTS
We have implemented the wavelet filtering algorithm for the parallel beam CT scanning
geometry. Since only a finite number of coefficient of the noncompactly supported ramp
FIG. 2. Three-level subband coding diagram for the wavelet filtering algorithm. 2 and 2 stand for
down-sampling and upper-sampling by a factor 2, respectively.
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filters Lf and Lc are needed in practice, this algorithm has a few advantages over the
conventional FFT filtering. First, the computational complexity of the wavelet filtering
algorithm is linear, while the complexity of the conventional FFT algorithm is , log ,,
where , is the length of input data. Second, this subband coding scheme can be used in
both global and local multiresolution CT reconstruction, due to the time and frequency
localization of wavelets. In this process, projection profiles are filtered using the wavelet
coefficients of projection data locally in a neighborhood consistent to the resolution of
wavelet decomposition. The scaling ramp filter Lf is only used in the coarsest resolution,
while the wavelet ramp filter Lc is applied in the rest of finer resolutions. Consequently,
the faster decay of wavelet ramp filters allows better localized image reconstruction, as
demonstrated in our following simulations.
A fixed wavelet ramp filter was used in this sequence of computer simulations, which
is the one we computed in Appendix E (see also Fig. 1). Projection data were numerically
synthesized from 128 equiangular directions of 180° scanning and 256 samples per
projection. An N-level (1 # N # 7) wavelet filtering was applied on projection data for
each fixed angle. Finally, the filtered profiles were backprojected over the field of view.
An error estimate for this algorithm was derived in [24].
Figure 3 illustrates that wavelet decomposition is necessary when filters are signifi-
cantly truncated. A cross section of the Shepp–Logan phantom was computed using the
algorithm with both filters of length 31. The results are plotted on the left side of Fig. 3.
The curve at the top corresponds to N 5 1, the middle one to N 5 3, and the bottom one
to N 5 5. Evidently, the deeper decomposition is, the better the reconstruction. The plot
of the right compares the finest reconstruction with the truth. A complete four-level
multiresolution reconstruction of the Shepp–Logan phantom is shown in Fig. 4.
Figure 5 indicates the computational time of the algorithm. The benchmark results were
obtained on a 167-MHz UltraSPARC-I workstation, with 16 image sizes from 64 3 64 to
1024 3 1024. Computer programs and libraries were compiled by using gcc and g77 with
optimization option 2O2. Two FFT packages were used for FFT filterings; a FORTRAN
subroutine library, fftpack; and a C subroutine library, FFTW. For the wavelet filtering,
the computational time was plotted relative to the truncation length (referred as taps) 5, 11,
FIG. 3. Shepp–Logan phantom reconstruction using the wavelet filtering algorithm. (Left) Profiles recon-
structed using N-level wavelet filtering algorithm, for N 5 1, 3, and 5. (Right) Comparison of the real profile
and the reconstructed profile when N 5 5.
360 SHIYING ZHAO
21, and 31 for the wavelet ramp filter Lc, while the truncation length of the scaling ramp
filter Lf is fixed to be 31. Wavelet filterings were performed in the maximum levels,
which means that there were no more than four (dyadic) scaling coefficients at the coarsest
FIG. 4. Four-level multiresolution reconstruction of the Shepp–Logan phantom on 256 3 256 pixel grid
using the wavelet filtering algorithm. The original image is shown on the top left, the reconstructed image on the
top right, and the other images are the wavelet decomposition of the phantom. In order to see some details in
the wavelet decomposition, images are plotted in inverse video.
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resolution. Note that the sizes are products of powers of small prime numbers, which are
in favor of the FFT routines. Compared with FFT filtering, the relative errors averaged
over the 16 images of different sizes were 8.61 3 1022, 3.57 3 1023, 1.09 3 1024, and
2.78 3 1025, respectively. We consider the relative error less than 1023 insignificant
based on our extensive numerical simulation. Actually, even when the relative error
reached as large as 9 3 1022, image reconstructions were still visually satisfactory in
some of our experiments.
Finally, Fig. 6 shows one example of wavelet local CT reconstruction. For comparison, two
magnified views of the ROI are shown which were reconstructed using the wavelet filtering
method with local projection data and the standard FB method with complete data, respec-
tively. Profiles constructed with both methods at the middle of the horizontal and vertical
directions are also plotted in the figure. The ROI plus a small margin is a centered disk of
radius of 25 pixels, and therefore the amount of exposure is about 20% of that needed for
global CT. In local reconstruction, the wavelet ramp filter with 21 taps was used for filtering,
and the constant extension method [19] was used for the missing projection data. The main
feature of this reconstruction is the use of the new filtering algorithm proposed in the paper.
In the wavelet methods proposed in [6, 17–19], wavelet filtering was accomplished through
FFT. In contrast with the two-dimensional wavelet methods [6, 19], in which the computa-
tional complexity increases when the size of a ROI becomes larger, our method requires the
same amount of filtering time regardless of the size of a ROI. In this example, taking into
account of 0.015 constant (estimated) bias in the local reconstructed image (which is natural
in the interior problem [16]), the average relative errors are 2.7% compared to the truth, and
1.7% compared to the global reconstruction. Only a margin of 3 pixels is required in order to
limit the relative error to 1% as compared to the global reconstruction, which appears to be
smaller than the one in the two-dimensional wavelet method proposed in [19]. A comprehen-
sive analysis of this wavelet local reconstruction is beyond the scope of the paper and will be
discussed elsewhere.
FIG. 5. Benchmark results of wavelet filtering process.
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APPENDIX A: PROOF OF THEOREM 3.2
We begin with some elementary estimates. In view of (3.3), we have
utf~t!u #
Cutu
~1 2 utu!11e and U
t2f~t!
s 2 t
U # 2Cutu
~1 1 utu!11e , (A.1)
for each fixed s [ R and utu sufficiently large, and so that
lim
utu3`
tf~t! 5 0 and lim
utu3`
t2f~t!
s 2 t
5 0. (A.2)
It is also easy to check that *2`` f9(t)dt 5 0. We next claim that
uf~s! 2 f~t!u #
321eCus 2 tu
~1 1 usu!21e , for us 2 tu ,
2
3 usu. (A.3)
FIG. 6. Magnified views of the centered ROI on 50 3 50 pixel grid. (Top left) Local reconstruction using
the wavelet filtering algorithm. (Top right) Global reconstruction using the standard FB algorithm. (Bottom left)
Reconstructed profiles at horizontal pixel 25. (Bottom left) Reconstructed profiles at vertical pixel 25.
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Indeed, us 2 tu , 2usu/3 implies that 1 1 usu # 1 1 3 min{usu, utu} # 1 1 3utu # 3(1 1
utu) for all t such that utu $ min{usu, utu}. Therefore, according to (3.3),
uf~s! 2 f~t!u # E
min$s,t%
max$s,t%
uf9~t!udt # E
min$s,t%
max$s,t% C
~1 1 utu!21e dt
#
C
~1 1 usu!21e E
min$s,t%
max$s,t% S1 1 usu1 1 utuD
21e
dt #
321eCus 2 tu
~1 1 usu!21e ,
as desired. Moreover, for 0 , t , usu/4, we have, by (3.4), that
uf~s 1 t! 1 f~s 2 t! 2 2f~s!u 5 U E
s
s1t
f9~t!dt 1 E
s
s2t
f9~t!dtU
5 U E
s
s1t
~f9~t! 2 f9~t 2 t!!dtU # Ct2~1 1 min$us 1 tu, usu%!31e . (A.4)
Since we are using the Hilbert transform, all integrations in the rest of the proof are
understood as principle value integrals, e.g.,
Lf~s! 5
1
p E
2`
` f9~t!
s 2 t
dt ;
1
p
lim
d20
E
utu$d
f9~s 2 t!
t
dt. (A.5)
We now prove (3.5). First of all, integrations by parts and (A.2) yield
ps2~Lf!~s! 1 1 5 E
2`
` s2f9~t!
s 2 t
dt 1 E
2`
`
f~t!dt 5 E
2`
` s2f9~t!
s 2 t
dt 2 E
2`
`
tf9~t!dt
5 s E
2`
`
f9~t!dt 1 E
2`
` t2f9~t!
s 2 t
dt 5 2 E
2`
` tf~t!
s 2 t
dt 1 E
2`
` t2f~t!
~s 2 t!2
dt.
We claim that both integrals in the last expression tend to 0 as usu 3 `. To this end, we
make use of the principle value integrals. The first integral then can be written as
E
2`
` tf~t!
s 2 t
dt 5 lim
d20
E
d
` ~s 2 t!f~s 2 t! 2 ~s 1 t!f~s 1 t!
t
dt
5 E
0
` ~s 2 t!~f~s 2 t! 2 f~s 1 t!!
t
dt 2 2 E
0
`
f~s 1 t!dt. (A.6)
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As a consequence of (3.3), we have
U E
0
`
f~s 1 t!dtU # E
0
` C
~1 1 us 1 tu!11e dt3 0 as usu3 `.
To deal with the first integral on the right-hand side of (A.6), we split it into two terms:
UE
0
` ~s 2 t!~f~s 2 t! 2 f~s 1 t!!
t
dtU # E
0
usu/4 U ~s 2 t!~f~s 2 t! 2 f~s 1 t!!t Udt
1 E
usu/4
` U ~s 2 t!~f~s 2 t! 2 f~s 1 t!!t Udt.
Since utu # usu/4 implies usu # 4us 2 tu/3, we have u(s 2 t) 2 (s 1 t)u 5 2utu #
usu/ 2 # 2us 2 tu/3 for 0 # t # usu/4. Hence the estimate (A.3) applies, and then
E
0
usu/4 U ~s 2 t!~f~s 2 t! 2 f~s 1 t!!
t
Udt # E
0
usu/4 321eCus 2 tu
~1 1 us 2 tu!21e dt3 0 as usu3 `.
For the second term, we note us 2 tu # 5t for t $ usu/4. It then follows from (3.3) that
E
usu/4
` U ~s 2 t!~f~s 2 t! 2 f~s 1 t!!
t
Udt # E
usu/4
`
5~uf~s 2 t!u 1 uf~s 1 t!u!dt
# E
0
` S 5C~1 1 us 2 tu!11e 1 5C~1 1 us 1 tu!11eDdt,
which goes to 0 as usu 3 `.
Likewise, the second integral can be written as (see [9, Vol. 1, p. 334])
E
2`
` t2f~t!
~s 2 t!2
dt 5 lim
d20
E
d
` ~s 2 t!2f~s 2 t! 1 ~s 1 t!2f~s 1 t! 2 2s2f~s!
t2
dt
5 E
0
` ~s 2 t!2~f~s 2 t! 1 f~s 1 t! 2 2f~s!!
t2
dt 2 2 E
0
` f~s 1 t! 2 f~s!
t
dt.
(A.7)
Therefore, using (A.4),
E
0
usu/4 U ~s 2 t!2f~s 2 t! 1 ~s 1 t!2f~s 1 t! 2 2s2f~s!
t2
Udt
# E
0
usu/4 C~s 2 t!2
~1 1 min$us 1 tu, usu%!31e dt3 0 as usu3 `.
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The estimates for the remaining terms in (A.7) are similar to the ones done for (A.6). This
concludes the proof of the theorem.
APPENDIX B: PROOF OF PROPOSITION 3.3
It is somewhat easier to work with the forward B-splines, which are defined by
Bn~s! 5
1
n! O
k50
n11
~21!kSn 1 1k D ~s 2 k!1n ~n $ 0!. (B.1)
We have used the same notation as for the centered B-splines. We then need to show that
~LBn!~s! 5
1
~n 2 1!! O
k50
n11
~21!kSn 1 1k DFn~s 2 k! ~n $ 1!. (B.2)
We first derive a recursive formula for LBn.
LEMMA B.1. For n $ 1,
~LBn11!~s! 5
s
n
~LBn!~s! 1 Sn 1 1n 2 s 2 1n D ~LBn!~s 2 1!. (B.3)
Proof. We shall use the following recursive formulas for B-splines:
Bn11~s! 5
s
n 1 1 Bn~s! 1 S1 2 s 2 1n 1 1DBn~s 2 1!, (B.4)
and
B9n11~s! 5 Bn~s! 2 Bn~s 2 1!. (B.5)
Starting with (B.4), we have
~LBn11!~s! 5
1
n 1 1 SE
2`
` ~tBn~t!!9
s 2 t
dt 2 E
2`
` ~~t 2 1!Bn~t 2 1!!9
s 2 t
dtD 1 ~LBn!~s 2 1!.
Since Bn has compact support,
E
2`
` ~tBn~t!!9
s 2 t
dt 5 E
2`
` tB9n~t!
s 2 t
dt 1 E
2`
` Bn~t!
s 2 t
dt
5 s~LBn!~s! 2 E
2`
`
B9n~t!dt 1 E
2`
` Bn~t!
s 2 t
dt 5 s~LBn!~s! 1 E
2`
` Bn~t!
s 2 t
dt.
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Consequently, by (B.5),
~LBn11!~s! 5
s
n 1 1 ~LBn!~s! 2
s 2 1
n 1 1 ~LBn!~s 2 1!
1
1
n 1 1 E
2`
` Bn~t! 2 Bn~t 2 1!
s 2 t
dt 1 ~LBn!~s 2 1!
5
s
n 1 1 ~LBn!~s! 2
s 2 1
n 1 1 ~LBn!~s 2 1!
1
1
n 1 1 ~LBn11!~s! 1 ~LBn!~s 2 1!.
From this (B.3) follows. n
We now prove (B.2) by induction on n. For n 5 1, we compute it directly from its
definition and get
~LB1!~s! 5
1
p E
2`
` B91~t!
s 2 t
dt 5
1
p E
2`
`
B 01~t!logus 2 tudt
5
1
p E
2`
`
~d~t! 2 2d~t 2 1! 1 d~t 2 2!!logus 2 tudt
5
1
p
~logusu 2 2 logus 2 1u 1 logus 2 2u!.
Assume that (B.2) is true for n. To prove (B.2) for n 1 1, we recall
Sn 1 2k D 5 Sn 1 1k D 1 Sn 1 1k 2 1D and kSn 1 2k D 5 ~n 1 2!Sn 1 1k D . (B.6)
Also, for the simplicity of notation, we use the convention that SnkD 5 0 if k . n
or k , 0.
By using these relations, it then follows from (B.3) and (B.2) (for n) that
~LBn11!~s! 5
s
n
~LBn!~s! 1 Sn 1 1n 2 s 2 1n D ~LBn!~s 2 1!
5
s
n! O
k50
n11
~21!kSn 1 1k DFn~s 2 k! 2 n 1 1n! O
k51
n12
~21!kSn 1 1k 2 1DFn~s 2 k!
1
s 2 1
n! O
k51
n12
~21!kSn 1 1k 2 1DFn~s 2 k!
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5
1
n! O
k50
n12
~21!kSSn 1 1k D 1 Sn 1 1k 2 1DDFn11~s 2 k!
1
1
n! O
k51
n12
~21!kkSSn 1 1k D 1 Sn 1 1k 2 1DDFn~s 2 k!
2
1
n! O
k51
n12
~21!k~n 1 2!Sn 1 1k DFn~s 2 k!
5
1
n! O
k50
n12
~21!kSn 1 2k DFn11~s 2 k! 1 1n! O
k51
n12
~21!kSkSn 1 2k D
2 ~n 1 2!Sn 1 1k DDFn~s 2 k! 5 1n! O
k50
n12
~21!kSn 1 2k DFn11~s 2 k!
as required, and therefore the proof is finished.
APPENDIX C: PROOF OF PROPOSITION 3.4
As we mentioned earlier, Proposition 3.4 is a corollary of Theorem 4.1, since
(LB1)(2s 2 1) 5 (*B91)(2s 2 1), and B91(2s 2 1) 5 2(B0(2s 2 1) 2 B0(2s 2 2))
is the Haar wavelet. We give a direct proof here to provide a motivation as well as an
example of Theorem 4.1. Let c(s) 5 (LB1)(2s 2 1). Since Bˆ 1~j! 5 Ssin~j/2!j/2 D
2
,
cˆ ~j! 5 e2ij/ 2ujuSsin~j/4!
j/4 D
2
5 m1~j/ 2!fˆ ~j/ 2!,
with
m1~j! 5 e
2ijusin~j/ 2!u and fˆ ~j! 5 U sin~j/ 2!
j/ 2 U .
Evidently,
fˆ ~j! 5 ucos~j/4!u U sin~j/4!
j/4 U 5 ucos~j/4!ufˆ ~j/ 2!;
it then follows that
m0~j! 5 ucos~j/ 2!u,
m˜0~j! 5 e
2i~j2p!m1~j 2 p! 5 ucos~j/ 2!u 5 m0~j!,
m˜1~j! 5 e
2ijm0~j 1 p! 5 e
2ijusin~j/ 2!u 5 m1~j!,
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and
m0~j!m˜0~j! 1 m0~j 1 p!m˜0~j 1 p! 5 cos
2~j/ 2! 1 sin2~j/ 2! 5 1.
Furthermore, in view of (4.11),
fˆ ~j! 5 P
k52
`
ucos~22kj!u 5 U sin~j/ 2!
j/ 2 U ,
as required.
Finally, developing m0(j) 5 ucos(j/2)u into its cosine series, we obtain
m0~j! 5
4
p
S1 1 O
k51
` ~21!k11
4k2 2 1 cos~kj!D 5 2p S2 1 O
k51
` ~21!k11
4k2 2 1 ~e
2ikj 1 eikj!D ,
which implies (3.11).
APPENDIX D: PROOF OF THEOREM 4.1
We first assume that we are given two biorthogonal wavelets {f, f˜ , c, c˜ } and {F, F˜ ,
C, C˜ } with full frequency supports. Let {m0, m˜0, m1, m˜1} and {M0, M˜ 0, M1, M˜ 1} be
their associated filters, respectively. We define functions a(j) and p(j) by
a~j! 5
Cˆ ~j!
cˆ ~j!
and p~j! 5
M1~j!
m1~j!
. (D.1)
Since both wavelets have full frequency supports, a(j) and p(j) as well as their
reciprocals are well defined. We then have, by (4.10),
Cˆ ~j! 5 a~j!cˆ ~j! 5 a~j!m1~j/ 2!fˆ ~j/ 2! 5
a~j!
p~j/ 2! M1~j/ 2!f
ˆ ~j/ 2!,
which implies that
Fˆ ~j! 5
a~2j!
p~j! f
ˆ ~j!. (D.2)
Next, by using (4.10) again,
Fˆ ~j! 5
a~2j!
p~j! f
ˆ ~j! 5
a~2j!
p~j! m0~j/ 2!f
ˆ ~j/ 2! 5
a~2j!
p~j!
p~j/ 2!
a~j!
m0~j/ 2!Fˆ ~j/ 2!,
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so that
M0~j! 5
a~4j!
a~2j!
p~j!
p~2j! m0~j!. (D.3)
Consequently, the function
a~4j!
a~2j! is 2p-periodic.
On the other hand, according to (4.8) and the 2p-periodicity of p(j),
M˜ 0~j! 5 e2i~j2p!p~j 2 p!m1~j 2 p! 5 p~j 1 p!m˜0~j!. (D.4)
Condition (4.14) follows then from the last identity, (D.2) and (4.7) for the filters {M0,
M˜ 0, M1, M˜ 1}.
Finally, identity (4.9) for M0 and M˜ 0 implies that
1 5 M0~j!M˜ 0~j! 1 M0~j 1 p!M˜ 0~j 1 p!
5 ~1 1 P~j!!m0~j!m˜0~j! 1 ~1 1 P~j 1 p!!m0~j 1 p!m˜0~j 1 p!, (D.5)
where we have denoted that
P~j! 5
a~4j!
a~2j!
p~j! p~j 1 p!
p~2j! 2 1.
Since m0(j) and m˜0(j) enjoy the same identity (4.9), we get
P~j!m0~j!m˜0~j! 1 P~j 1 p!m0~j 1 p!m˜0~j 1 p! 5 0.
Therefore,
P~j! 5 e2ijm0~j 1 p!m˜0~j 1 p!s~2j! 5 m0~j 1 p!m1~j!s~2j!,
for some 2p-periodic functions s(j), which gives condition (4.14).
Conversely, suppose that {c, c˜ } is an MRA wavelet and a(j), p(j) are functions
satisfying all conditions in the statement of the theorem. One can easily verify (4.7) and
(4.9) for the filters {M0, M˜ 0, M1, M˜ 1} which are defined by (4.12) and (4.8) (with m
replaced by M). To show that {C, C˜ } is an MRA wavelet under the additional
assumptions stated in the theorem, we only need to establish that {C˜ j,k} is a Riesz basis
of L2(R). To this end, we define a linear operator 7 on L2(R) such that
7cj,k 5 Cj,k, for all j, k [ Z. (D.6)
7 is clearly bijective, since both {cj,k} and {Cj,k} are Riesz bases of L2(R) by
assumption. Moreover, the Cauchy–Schwartz inequality implies, for f, g [ L2(R), that
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u^7f, g&u 5 u O
j,k[Z
^ f, c˜ j,k&^Cj,k, g&u
# ~ O
j,k[Z
u^ f, c˜ j,k&u2!1/ 2~ O
j,k[Z
u^Cj,k, g&u2!1/ 2 # C\ f \L2~R!\g\L2~R!,
with some constant C independent of f and g. The last inequality is valid due to the fact
that Riesz bases are frames [11, pp. 420–421]. This shows that the operator 7 is bounded
on L2(R). Hence, the adjoint operator 7* is bounded and invertible, and consequently,
{(7*)21c˜ j,k} is a Riesz basis of L2(R). Furthermore, it is a dual system for the Riesz
basis {Cj,k} as well, since
^Cj,k, ~7*!
21c˜ j9,k9& 5 ^7
21Cj,k, c˜ j9,k9& 5 ^cj,k, c˜ j9,k9& 5 dj, j9dk,k9, (D.7)
for all j, k, j9, k9 [ Z. On the other hand, the construction of C˜ together with the
assumption that C˜ [ L2(R) implies that {C˜ j,k} is also a dual system for the same Riesz
basis {Cj,k}. We thus conclude that C˜ j,k 5 (7*)21c˜ j,k (in L2-sense) for all j, k [ Z.
This completes the proof.
We finally remark that, in the case of s(j) [ 0, the assumption of C˜ [ L2(R) is
redundant. This is a consequence of the assumption that {Cj,k} is a Riesz basis of L2(R)
and the a priori relation (4.19).
APPENDIX E: AN EXAMPLE OF WAVELET RAMP FILTERS
We consider the biorthogonal wavelet which is close to a coiflet with , 5 4 5 ,˜ [3,
Table 6.4]. We have
m0~j! 5 cos
4~j/ 2!S1 1 2 sin2~j/ 2! 1 165 sin4~j/ 2!D ,
m˜0~j! 5 cos
4~j/ 2! P2~sin2~j/ 2!!,
where
P2~ x! 5 1 1 2x 1
14
5 x
2 1 8x3 2
8024
455 x
4 1
3776
455 x
5
.
We compute the wavelet ramp filter for this biorthogonal wavelet. Using the renormal-
ized symbol a(j) 5 uj/4u, and p(j) 5 usin(j/2)u, it then follows from (4.16) that
M0~j! 5
2usin~j/ 2!u
usin~j!u m0~j! 5 ucos~j/ 2!u
3S1 1 2 sin2~j/ 2! 1 165 sin4~j/ 2!D ,
and
M˜ 0~j! 5 ucos~j/ 2!um˜0~j! 5 ucos~j/ 2!u5P2~sin2~j/ 2!!.
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We then compute the coefficients of the cosine series for M0(j) and M˜ 0(j) and obtain
Hk 5 ~21!k
24
5p
496k4 2 5816k2 1 10255
~4k2 2 1!~4k2 2 9!~4k2 2 25!~4k2 2 49! (E.1)
and
H˜ k 5 ~21!k11
288
91p
p2~k!
)j51
8 ~4k2 2 ~2j 2 1!2! , (E.2)
where
p2~k! 5 693248k10 2 107621632k8 1 6282184832k6 2 158020533408k4
1 1540435780260k2 2 4001333160825.
Finally, the coefficients of the cosine series for M2(j) defined by (4.16) are
Lk 5 2
4
p
256k8 2 10496k6 1 138208k4 2 580560k2 1 353241
~4k2 2 1!~4k2 2 9!~4k2 2 25!~4k2 2 49!~4k2 2 81! . (E.3)
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