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Abstract
Reliability concepts are extensively used in elds such as reliability engineering and
biomedicine. In the manufacturing industry reliability practitioners perform systematic
analyses using reliability concepts to ensure the reliability of their machinery as well as
products to avoid potential nancial loss and safety issues. In biomedical sciences these
concepts are used to model and understand biological processes and to make decisions
regarding suitability of treatments and treatment environments when managing patients.
Often statistical comparison of reliability measures is also required in both these elds
when making decisions. Thus, development of reliable estimators for reliability measures
and construction of hypothesis tests to statistically compare between them are in great
demand.
Estimation of reliability functions are usually accomplished by adopting the parametric
approach which involves modelling the lifetimes by appropriate known lifetime probabil-
ity distributions. This approach provides accurate inferences if the assumed parametric
model is credible. However, use of this method could lead to unreliable inferences when
the validity of this assumption is violated. Another drawback in the parametric approach
arises when proposing appropriate parametric models for non{monotone reliability func-
tions such as Bathtub{shaped Failure Rate (BFR) functions and Upside{down Bathtub{
shaped Mean Residual Life (UBMRL) functions which are more frequently observed in
practice than monotone models. The parametric models suitable for these models are
mixture models and they are often time consuming and cumbersome to obtain and some-
times do not behave the way they are intended to asymptotically. In such circumstances,
estimating the reliability function using nonparametric techniques oers a promising al-
ternative.
Existing work that proposed nonparametric estimators for reliability functions are
limited to reliability measures such as Failure Rate (FR) and Mean Residual Life (MRL)
function. Most of the existing estimators are constructed either empirically or they in-
volve conventional kernel density estimators. The empirical nature of the empirically
constructed estimators tends to provide highly under{smoothed estimates making them
1
unreliable. The boundary bias problem of conventional kernel density estimators, on the
other hand, aects the quality of the estimation in the latter class of estimators, even
though these estimators inherit the property of smoothness that is lacking in empirical
estimators. Conventional remedies proposed to reduce the boundary bias problem require
complicated adjustments to the estimator. However, estimators constructed based on
xed{design Local Polynomial Regression (LPR) automatically reduce the boundary bias
problem and provide more ecient estimators by incorporating information collected at
a set of equally spaced design points. Motivated by these appealing features, we used
xed-design LPR method in our work.
The rst research problem addressed in this thesis is developing an ecient estima-
tor to estimate the Reversed Hazard Rate (RHR) function which is a reliability function
known to have several important applications. There exists no work on nonparametric
estimation of the RHR function to our knowledge. We rst proposed a simple empirical
estimator and then incorporating this into the xed{design LPR model with local poly-
nomials up to order three, we proposed three smooth estimators to estimate the RHR
function. We also investigated their theoretical properties and established their asymp-
totic unbiasedness, consistency and asymptotic normality. A bandwidth selection method
that specically selects the bandwidth of the proposed estimators was also proposed. The
simulation study revealed that proposed xed{design LPR RHR estimators perform well
and that the proposed bandwidth selection method outperforms the well known cross{
validation method. The results also suggested that higher order polynomial estimators
provide signicantly better estimates of the RHR function.
The second research problem addressed concerns estimation of another important
reliability function known as the Expected Inactivity Time (EIT) function. Here, we
introduced three new ecient smooth nonparametric estimators for EIT function using
xed{design LPR method with local polynomials up to order three. Their asymptotic
properties were then investigated. A bandwidth selection method that specically selects
the optimal bandwidth of the EIT estimators was also proposed. Extensive simulation
experiments indicated that these nonparametric estimators perform very favourably when
compared to the empirical estimator of EIT and also seem to work better with the pro-
2
posed bandwidth selection method compared to the cross{validation method.
Under the third research problem, we focused on construction of several new estima-
tors to estimate the MRL function. This function is one of the most widely used reliability
measures in practice. In the literature there exist several nonparametric estimators aimed
at estimating the MRL function. These estimators do exceptionally well in estimating
monotonically Decreasing Mean Residual Life (DMRL) functions and do not perform as
well when estimating non-DMRL models. We rst constructed a new empirical estima-
tor and then incorporated the proposed empirical estimator into the xed{design LPR
model with local polynomials up to order three to build three new nonparametric smooth
estimators. We showed that the proposed estimators acquire good asymptotic proper-
ties. Simulations revealed that the proposed estimators outperform the existing results
for non-DMRL models.
The fourth research problem addressed in this thesis consider construction of several
novel nonparametric hypothesis testing procedures to compare between two EIT functions
and two MRL functions for the whole support of the lifetime random variable. To the best
of our knowledge, there exists only one such test in the context of MRL functions while
there has not been any work done related to EIT functions. We proposed test statistics
of the Cramer-von Mises (CM) and Kolmogorov-Smirnov (KS) types that involve xed{
design LPR concepts. The decision rules of the tests were established using asymptotic
distributions of the test statistics and bootstrapping. Simulation analysis showed that
our tests do a good job in identifying null, small, large deviations between reliability
functions. The results of the proposed MRL comparison tests also revealed that they do
a signicantly better job in identifying models with deviations compared to existing test.
Finally, the methods developed in this thesis were applied to address various inter-
esting problems in biomedicine and reliability engineering. For example, we used them
to estimate the exact Leukemia Free Survival (LFS), to estimate the expected remaining
errors in software at a certain cumulative error level, to statistically compare treatments
given to bladder cancer patients. Further to this, several new discrete{time Software Reli-
ability Growth Models (SRGMs) were introduced. Using real data, the estimated SRGMs
demonstrated that they capture the features of the empirical growth curve.
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Chapter 1
Introduction
1.1 General overview of the problems addressed by
the thesis
Human-made systems such as mechanical or electronic systems, software programs, en-
gineered products, all suer from imperfections due to wear and tear and they usually
fail over time. These failures may occur frequently and for reliable systems, not very
often. However, they almost always have economic consequences due to the repair or re-
placement of failed components and this will sometime result in loss of production. More
critically, failures of complex systems such as aircrafts, nuclear power stations and medi-
cal instrumentation do not only have economic consequences but can also seriously aect
the safety of human beings and even jeopardise lives. During the last few decades, safety
issues have become one of the most frequently discussed issues. In addition, adhering
to strict safety standards is now mandatory under government regulations. These facts
provide an incentive for industry to ensure the reliability of their products by applying
reliability concepts in their production lines. This will allow for the identication and
possible elimination of failure causes, quantication of failure occurrences and reduction
of the severity of a failure.
Apart from applications to reliability engineering, reliability concepts are also heav-
ily used in biomedicine to model and understand biological processes such as aging. For
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example, these measures are used in biomedicine to investigate life span, expected remain-
ing life of diseased humans and animals. They are also used to determine eciency of a
particular treatment, for example, by estimating reliability functions such as the Mean
Residual Life (MRL) function. In cases of diseases that can recur, eciency of a treatment
is determined by analysing the remission period, i.e. disease free survival time. Often
the true remission period is unknown due to inability to continuously monitor patients
because of the high cost and eort involved. In such circumstances the true remission pe-
riod can be estimated using a reliability function known as the Expected Inactivity Time
(EIT) function. Furthermore, in actuarial science, these concepts are used to calculate
optimal premiums for life insurance policies.
In addition to estimating important reliability functions, comparison between two or
more reliability measures are also important in practice. For example, a statistical com-
parisons between two or more reliability measures concerning an aging process is a crucial
step in the process of determining reliability and understanding the aging process. In
biomedicine there exist situations where we are required to compare the lengths of remis-
sion periods of two treatments to identify the better treatment when dealing with recur-
rent diseases. Moreover, to understand and control the spreading of infectious diseases,
it is required to estimate and compare incubation periods for dierent exposure settings.
If the true remission periods or incubation periods are unknown, comparison between
them is equivalent to comparing between two EIT functions. In reliability engineering,
to compare the tensile strengths of two engineering products, reliability functions such as
MRL function are often employed when making decisions regarding reliability. Another
example from biomedicine would be a situation where we are required to compare two
treatments in terms of mean residual lives of the patients in order to choose the best
treatment for a patient suering from a certain disease.
Due to all the above mentioned reasons, development of reliable estimators for reliabil-
ity measures and construction of hypothesis tests to statistically compare between them
are of vital importance. The development of these tools will greatly assist in making valid
and accurate decisions when confronted with a multiplicity of reliability problems.
The classical approach in estimation of a reliability function involves rst modelling
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the lifetimes (or failure times) by appropriate lifetime probability density functions (pdfs)
such as the exponential, gamma and Weibull distributions. When the assumed paramet-
ric model is valid, the inferences made based on the estimated reliability function are
usually accurate and ecient. However, when the model is invalid, use of a parametric
approach could lead to inaccurate inferences. In the literature this issue has been stud-
ied extensively, e.g. see Lai and Xie (2006), Vaurio and Jankala (2006) and references
therein. In addition, it is not always easy to obtain appropriate parametric models for
non{monotone reliability functions such as Bathtub{shaped Failure Rate (BFR) function,
Bathtub{shaped Mean Residual Life (BMRL) function, Upside{down Bathtub{shaped
Mean Residual Life (UBMRL) function using mixtures of standard reliability pdfs such
as exponential, Weibull, or gamma (Wondmagegnehu et al. (2005)). There exists an
extensive body of literature that proposes various parametric models for BFR, BMRL
and UBMRL using dierent parametric techniques. However, some of these proposed
parametric models do not asymptotically behave as their intended non-monotone model,
instead they behave the same as the shape of the \strongest component", e.g. in the
case of BFR, the component with the smallest Failure Rate (FR) when t ! 1 (Block
and Joe (1997), Klutke et al. (2003), Wondmagegnehu et al. (2005)). This is another
drawback in the parametric approach since, as Rajarshia and Rajarshib (1988) point out,
some of these non-monotone models are more realistic than monotone models. In such
circumstances, estimating the reliability function using nonparametric techniques oer a
promising alternative and has the advantage of exibility as they generally impose less
restriction on the underlying distribution of the lifetime variable.
During the past few decades, various nonparametric estimators have been proposed
to estimate some reliability measures such as the FR function and the MRL function.
The simplest class of nonparametric estimators are the so called \empirical estimators"
which are derived by incorporating the empirical distribution function. Among works
which proposed empirical estimators for reliability functions are Yang (1978) and Asadi
and Berred (2011). However, the empirical nature of these estimators tends to provide
highly under{smoothed and discontinuous estimates making them unreliable. Some of
the other existing works adopt the classical nonparametric approach incorporating the
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conventional kernel density estimator (e.g. Guillamon et al. (1998)). However, the con-
ventional kernel density estimators encounter diculties when estimating the curve in the
boundary regions and produce estimates that are severely bias at these endpoints. This
problem is commonly known as \boundary bias" or \boundary eects". This problem
would aect the quality of the estimation of the reliability function near boundary re-
gions even though these estimators inherit the property of smoothness that are lacking
in empirical estimators. Much research has been devoted to remedying the boundary
bias problem, e.g. see Granovsky and Muller (1991); Muller (1993); Gasser and Muller
(1979); Gasser et al. (1985); Granovsky and Muller (1991); Hall et al. (1991); Marron and
Ruppert (1994); Rice and Rosenblatt (1981); Rice (1984); Schuster (1985), but they all
require complicated adjustments to the estimator.
The idea of using a weight function to estimate the conditional expectation of a certain
response variable using local linear regression was rst discussed in Stone (1977). Here,
Stone (1977) used a k Nearest Neighbor (kNN) type weight function. Later, Fan and
Gijbels (1996) introduced the Local Polynomial Regression (LPR) method by introducing
kernel weights to the local polynomial regression model. Fan et al. (1997) show that LPR
performs well in the boundary regions and is superior to all other linear smoothers in a
minimax sense. As observed in a variety of contexts, LPR estimators readily adapt to
boundary points without extra eort of modication. Incorporating information of the
curve collected at a set of equally spaced points prior to the process of estimation has
been shown to be more ecient by Fan and Marron (1994) who also argued that these
information assist in providing more accurate information of the curve throughout its
whole support. They also extensively studied the eciency and adaptive properties of
this method of combining LPR with xed design which became known as the xed{design
LPR technique. This technique with various modications has also been used to estimate
various functionals, see e.g. Bagkavos and Patil (2008), Cheng et al. (1996), Lejeune and
Sarda (1992). Motivated by its appealing features and benets, we will be relying heavily
on the xed{design LPR method in our thesis.
We consider three popular reliability measures, namely, Reversed Hazard Rate (RHR)
function, Expected Inactivity Time (EIT) function and Mean Residual Life (MRL) func-
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tion in this thesis. One of our main objectives will be to develop new estimators for these
reliability functions using xed{design LPR method. The order of the local polynomial p
to be used when constructing LPR estimators would depend on the shape of the function
to be estimated; e.g. for a at, non{sloped function, p = 0; 1 is preferable, whereas for a
sloped function, p = 1 is recommendable and p  2 should typically be used if the function
consists of peaks or valleys (c.f. Fan and Gijbels (1995)). We consider local polynomials
up to order 3 to accommodate the variety of reliability functions considered. This is a
novel approach given the fact that in existing work on functional estimation, the order
of the polynomial is restricted to p = 1 (e.g. Bagkavos and Patil (2008)). For reliability
measures such as RHR and EIT, no work has been carried out on nonparametric smooth
estimation to our knowledge, therefore in this thesis, we will derive ecient estimators for
them. As mentioned, nonparametric estimators aimed at estimating the MRL function
have been introduced, for example by Abdous and Berred (2005), Guillamon et al. (1998)
and Yang (1978). The empirical estimator of MRL function that has been widely applied
and studied in the literature was rst introduced by Yang (1978). Later, motivated by
kernel density estimation, several estimators involving kernels were proposed by various
authors working in the area (e.g. Guillamon et al. (1998)). The estimator introduced
by Abdous and Berred (2005) uses an integrated weighted local linear smoothing tech-
nique to smooth the empirical estimator introduced by Yang (1978). These estimators do
exceptionally well in estimating monotonically Decreasing Mean Residual Life (DMRL)
functions but estimation of non-DMRL models was a challenging problem. In this thesis
we introduce estimators for the MRL function that overcome this problem in existing
work.
Various nonparametric hypothesis tests have been proposed in the literature to sta-
tistically compare between density functions (e.g. see Andersen et al. (1993); Cao and
Van Keilegom (2006)), FR functions (see e.g. Chikkagouder and Shuster (1974); Kochar
(1979, 1981); Cheng (1985)) and MRL functions (e.g. see Berger et al. (1988); Aly (1997))
from two populations. However, to the best of our knowledge there exist no such tests
for EIT functions. Among the hypothesis tests proposed for MRL functions, Berger et al.
(1988) devised a test which compares two MRL functions at a given xed time t while Aly
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(1997) proposed hypothesis tests comparing two MRL functions over their whole support.
Unfortunately, the empirical nature of Aly's tests tends to lower/inate the values of their
test statistics and critical values and this directly aects the power of the tests and hence
the decisions made. In this thesis, we will introduce novel testing procedure incorporat-
ing xed{design LPR to compare between MRL and between EIT functions over the full
range of their support. The proposed MRL comparison tests will be seen to outperform
the MRL comparison tests proposed by Aly (1997).
Finally, to demonstrate the practical utility of the methods developed in this thesis,
we apply them to various problems in biomedicine and reliability engineering.
In summary, this thesis addresses the following research questions raised at the start
of my PhD tenure:
Research Question 1: Can an ecient nonparametric estimator be developed to mea-
sure Reversed Hazard Rate (RHR) function?
Research Question 2: Can an ecient nonparametric estimator be developed to mea-
sure Expected Inactivity Time (EIT) function?
Research Question 3: Can a nonparametric estimator for Mean Residual Life (MRL)
function be developed that performs better than existing estimators?
Research Question 4: Can nonparametric hypothesis testing be used to compare be-
tween two reliability functions over the full range of their support?
Research Question 5: How can the proposed nonparametric estimators of MRL, RHR,
EIT functions and hypothesis testing procedures be applied to practical problems
in biomedicine, reliability engineering and software reliability?
1.2 Contributions
The major contributions met by this thesis are:
 Introduction of several simple yet ecient new estimators to estimate the RHR func-
tion. Despite the diverse range of RHR applications and limitation imposed on the
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parametric model, no work to our knowledge has been carried out on nonparamet-
ric estimation of the RHR function. We rst introduce a new empirical estimator
for the function and investigate its asymptotic properties such as unbiasedness and
consistency. Motivated by the appealing feature of reducing bias at the boundaries
and other advantages of a xed{design local polynomial regression, we use them
to construct three new nonparametric smooth estimators for the RHR function em-
ploying local polynomials up to order 3. We investigate asymptotic properties of the
estimators and establish their unbiasedness, consistency and asymptotic normality.
We introduce a plug{in bandwidth selection method to specically select the band-
width of the proposed estimators and investigate their practical behaviour for several
bin{width selection methods. We also discuss several interesting applications of the
proposed estimators, for example, to estimate the probability of leukemia relapsing
at a small instant before t given that the patient has tested positive for leukemia by
time t, which is an important marker in patient management.
 Introduction of several new smooth nonparametric estimators for EIT function using
xed{design local polynomial regression method with local polynomials up to order
3. No work has been previously carried out on nonparametric smooth estimation
of the EIT function. We investigate how bin{width, bandwidth, order of the local
polynomial and size of the sample aects the theoretical performance of the esti-
mators and establish their unbiasedness, consistency and asymptotic normality. A
new bandwidth selection method which minimises the Asymptotic Mean Integrated
Squared Error (AMISE) of the EIT estimators is also proposed. Several applications
of the proposed estimators are then considered such as estimation of the exact time
of a pulmonary exacerbation and the exact Leukemia Free Survival (LFS).
 Construction of several new estimators to estimate the MRL function. Over the
past few decades, several nonparametric estimators aimed at estimating MRL func-
tion have been introduced, e.g. Abdous and Berred (2005), Guillamon et al. (1998)
and Yang (1978). These estimators do exceptionally well in estimating monotoni-
cally DMRL functions. However, estimation of non-DMRL models such as constant
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MRL, BMRL and UBMRL was a challenging problem. First, we introduce a new
empirical estimator and investigate its asymptotic properties. Then, incorporat-
ing the proposed empirical estimator with xed{design local polynomial regression
model up to order 3, we build three new nonparametric smooth estimators. We
show that the proposed estimators acquire good asymptotic properties. Simulations
also reveal that the proposed estimators outperform existing work for non-DMRL
models. Applications considered include the estimation of MRL of a patient suer-
ing from chronic granulocytic leukemia and estimation of the expected remaining
errors in a software after a certain testing time.
 Construction of several novel nonparametric hypothesis testing procedures to com-
pare between EIT and between MRL functions. The proposed procedures involve
xed{design local polynomial regression with local polynomials up to order 3. We
introduce two classes of tests, one based on Cramer-von Mises (CM) and another
on Kolmogorov-Smirnov (KS) type test statistics. The decision rules of the tests
are established using asymptotic distribution of the test statistics and bootstrap-
ping. Simulation results reveal that the proposed tests do a good job in identifying
null, small and large deviations between the reliability functions. The tests are then
applied to several problems in biomedicine and engineering related elds.
 Construction of several new Software Reliability Growth Models (SRGMs) based on
xed{design local polynomial regression up to order 3 and their convex combination.
1.3 Structure of the thesis
The following gives a brief outline of each chapter in the thesis after Chapter 1.
Chapter 2 contain a discussion on various nonparametric techniques. First, we discuss
the classical nonparametric approach and its major drawback i.e. the boundary bias prob-
lem and what remedies have been introduced in the literature to overcome this problem.
Finally, the nonparametric technique used in this thesis is then presented in detail.
Chapter 3 is concerned with estimation of the RHR function. The RHR function is an
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important measure as a tool in the analysis of the reliability of both natural and man-made
systems. In this chapter, we present several new estimators of the RHR function obtained
by incorporating dierent bin{width selection methods with xed design local polynomial
regression up to order 3. We show that these estimators are asymptotically unbiased,
consistent and asymptotically normally distributed. To determine the bandwidth, we
propose a classical method and a plug-in method. Simulated data are subsequently used
to evaluate the performances of these estimators.
Chapter 4 is concerned with the EIT function (also known as the mean past lifetime
function). It is a well-known reliability function which has application in many disciplines
such as survival analysis, actuarial studies and forensic science, to name but a few. A
similar procedure that was followed when constructing estimators for the RHR function is
followed when constructing new estimators for the EIT function. An optimal bandwidth,
which minimises the AMISE of the estimator, is derived. Numerical examples based on
simulated samples from various lifetime distributions common in reliability studies are
presented to evaluate the performances of the estimators.
Chapter 5 is concerned with the MRL function. MRL function is one of the most
widely used reliability measures in practice. For example, it is used to design burn-in
programs, plan spare provision and formulate warranty policies. As in the previous two
chapters, we employ local polynomial regression with xed design points accompanied by
appropriate binning to construct several new estimators for MRL function. The asymp-
totic unbiasedness, consistency and normality of these estimators are proven. We then
bring in two popular bandwidth selection methods to select the bandwidth of the pro-
posed MRL estimators. Finally, we evaluate the performances of the estimators using
several simulated examples.
In Chapter 6 we introduce hypothesis testing procedures for comparing MRL and EIT
functions of two populations. We propose tests based on both CM and KS test statistics,
which are two common nonparametric test statistics used for comparison between two
population parameters. We derive decision rules based on the critical values obtained
using the asymptotic properties of the CM and KS test statistics and using bootstrapping.
We study the practical utility of the proposed CM and KS testing procedures extensively
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through simulations for both cases.
To further illustrate the wide applicability of the estimators and testing procedures
proposed in Chapter 3{6, in Chapter 7 we apply them to several interesting problems in
biomedicine and reliability engineering. The problems address here range from estimating
the remission period of a recurring disease to estimating the tensile strength of an engi-
neered material. In the nal section of this chapter we look at an application to software
reliability. Assuming that failures are likely to occur sometime during its operational
phase, it is important for software engineers to be able to predict the expected number
of remaining defects resident in the software and their failure intensities. This is often
achieved by building SRGMs. Here, we introduce a a new SRGM taking the nonparamet-
ric approach. We also briey discuss estimation of the mean residual cumulative error for
a real software failure data example using the MRL estimator proposed in Chapter 5.
The thesis is concluded in Chapter 8 where we discuss possible future work emerging
out of this thesis which can be investigated using the techniques developed here.
Finally, under the Appendix section we list acronyms and notations used throughout
the thesis. We also mention the page number where it rst appears in the thesis.
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Chapter 2
Estimation with Fixed{design Local
Polynomial Regression
2.1 Introduction
Nonparametric estimation methods allow exible modeling of the data by not making
many assumptions on the functional form of the curves of interest. Let T be a lifetime
random variable with probability density function (pdf), f(t), and the function g(t) be
a reliability function associated with f(t). The reliability functions g(t) that we will be
considering in this thesis are listed in Section 1.1. To estimate the function g(t) nonpara-
metrically, the classical nonparametric approach would be to estimate the function g(t)
by incorporating the conventional kernel density estimator. However, the conventional
kernel density estimators face diculties when estimating the curve in the boundary re-
gions and produce estimates that are severely bias at these endpoints. This problem is
known as \boundary bias" (also known as \boundary eects") and much research has
been devoted to reduce this eect (e.g. see Granovsky and Muller (1991); Muller (1993);
Gasser and Muller (1979); Gasser et al. (1985); Granovsky and Muller (1991); Hall et al.
(1991); Marron and Ruppert (1994); Rice and Rosenblatt (1981); Rice (1984); Schuster
(1985)). This problem, as expected, aects the quality of the estimation of the function
g(t).
In Section 2.2 of this chapter we rst discuss the problem of boundary bias in conven-
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Table 2.1: Popular kernel functions
Name function
Gaussian K(u) = 1=(2)e u
2=2
Epanechnikov K(u) = 3=4(1  u2)I(juj  1)
Uniform K(u) = 1=2I(juj  1)
Bi{weight K(u) = 15=16(1  u2)2I(juj  1)
Triangular K(u) = (1  juj)I(juj  1)
tional kernel density estimators in detail and then briey discuss several of these methods
introduced in the literature to adjust the problem of boundary bias present in conven-
tional kernel estimators. However, these approaches require complicated adjustments to
the estimator. In Section 2.3 we discuss another nonparametric approach to estimate the
function g(t) called \xed{design local polynomial regression method" that automatically
adjust the boundary eects in the estimated curve. This method also allow us to estimate
the whole g(t) function rather than as a function of density estimators.
2.2 Boundary bias problem in conventional kernel
density estimators
Given a sample of N observations (e.g. failure times), T1; :::; TN , the conventional kernel
estimator of a function f(t) is given by
f^(t) = N 1h 1
NX
i=1
K

t  Ti
h

; (2.1)
where K() is the kernel function, a real valued symmetric function, and h is called the
bandwidth. A few examples for kernel functions are displayed in Table 2.1. The band-
width, h, controls the neighborhood of the smoothing which aects the quality of estima-
tion. Larger values of h over smooth the t while smaller values of h under smooth the
t giving too much credit to the characteristics of the data; e.g. see Figure 2.1. Various
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Figure 2.1: Conventional kernel density estimate of Normal [10, 2] density based on a
sample of n = 500. Solid curve is the true density. Dotted, dashed and dot{dash curves
are the kernel density estimates with h = 0:2; 0:6; 1:5 respectively.
bandwidth selection methods have been introduced in the literature to determine h espe-
cially in the density estimation context; for a review please refer to Jones et al. (1996).
The conventional kernel estimator has been a popular choice over the past few decades
due to its simplicity. However, these estimators can suer severely from the boundary
eects problem. Often it can be observed that the estimated curves spread outside the
support of the true function (say [0;1)); for example, see Figure 2.2. This happens due to
the fact that observations that are close to the boundary have neighbourhoods (i.e. kernel
window) less than 0. In other words, near the boundary, the kernel window is devoid of
data and the estimated curve does not reect the true shape of the function leading to
inaccurate inferences. The problem of boundary eects in conventional kernel estimators
can also be explained theoretically by investigating and comparing the asymptotic bias
and variance of the estimator for a point in the boundary region of the support of the
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Figure 2.2: Conventional kernel density estimate of exponential density based on a sample
of n = 500. Solid curve is the estimate. Dashed curve is the true density.
true function with that of a point in the interior. We discuss the problem using the left
boundary region of the support of the true function, [0;1), which is dened by
ft : t  0;
Z t=h
 1
K(u) du < 1g:
For a point in the left boundary region such that t = ch, for c  0, assuming that the
function f(t) has two derivatives and they are bounded and continuous in the neighbour-
hood of t and the kernel function satises the assumption A2 stated under Section 2.3.2,
the bias and the variance of the estimator respectively are given by (c.f. Cheng (1994)),
Bias(f^(t)) =
Z c
 1
K(u)du  1

f(t)  hf 0(t)
Z c
 1
uK(u)du (2.2)
+
h2
2
f 00(t)
Z c
 1
u2K(u)du+ o(h2)
V ar(f^(t)) = N 1h 1f(t)
Z c
 1
K2(u) du+ o(N 1h 1): (2.3)
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With the same assumptions for a point t in the interior, the bias and the variance of the
estimator for this point are respectively given by,
Bias(f^(t)) =
h2
2
f 00(t)
Z 1
 1
u2K(u)du+ o(h2) (2.4)
V ar(f^(t)) = N 1h 1f(t)
Z
K2(u) du+ o(N 1h 1) (2.5)
(For the proofs of Equations (2.2){(2.5) see for e.g. Wand and Jones (1995)). For any
c within the support of the kernel function, notice that
R c
 1K(u)du < 1. Therefore, by
Equation (2.2) we have that as long as f(t) 6= 0, Bias(f^(t)) for a point in the boundary
region of the support of the true function will never converge to zero under the general as-
sumption regarding the bandwidth that h! 0 as N !1. Therefore, the Mean Squared
Error (MSE) of the conventional kernel estimator will never tend to zero asymptotically
at the boundary region.
As we noted earlier, various remedies were introduced in the literature to mitigate the
boundary eects problem in conventional kernel estimators. The \boundary fold" method
introduced by Schuster (1985) is one of them. Here, they require the function f(t) to be
a function such that f(t) > 0 for t  0 and f(t) = 0 otherwise. If the sample T1; :::; TN
is from f(t), then the sample T1; T1; T2; T2; :::; TN ; TN is a sample of size 2N from a
function j(t) such that,
j(t) =
1
2
f(jtj); t 2 R:
Now, notice that function j(t) does not possess any boundaries, thus using conventional
kernel estimators we estimate it by:
j^(t) = 2 1N 1h 1
NX
i=1

K

t  Ti
h

+K

t+ Ti
h

; t 2 R:
Then, the function f(t) can be estimated by
~f(t) = j^(t) + j^( t) = 2j^(t) = f^(t) + f^( t); t 2 [0;1):
In other words, this estimator folds back the portion of the estimated curve that lies
outside the boundary back to the estimated curve with the boundary. For a point in the
left boundary region such that t = ch, for c  0, under the same assumptions assumed for
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Equation (2.2), the bias and the variance of the estimator ~f(t) are given by (c.f. Marron
and Ruppert (1994) and Silverman (1986)),
Bias( ~f(t)) =  2h
Z  c
 1
uK(u)du+ c
Z  c
 1
K(u)du

f 0(t) + 2h2

c2
Z  c
 1
K(u)du
+c
Z  c
 1
uK(u)du

f 00(t) +
h2
2
f 00(t)
Z
u2K(u)du+ o(h2) (2.6)
V ar( ~f(t)) = N 1h 1f(t)
Z
K2(u) du+ 2
Z c
 1
K(u)K(u  2c)du

+ o(N 1h 1): (2.7)
Equation (2.6) contain the h2 term which is also present in Equation (2.4). However,
Equation (2.6) also contain a term of order h, at the boundary unless f 0(x) = 0. This
causes a slower rate of convergence for ~f(t) at the boundary regions. It has been observed
that this estimator seriously under estimates at the boundary if the function has a negative
slope and vice versa (Cheng (1994)). Finally, by comparing Equations (2.7) and (2.3),
we notice that the boundary folded estimator has more variability than the conventional
kernel estimator if K() is positive. This happens since this estimator uses data points in
the the boundary region twice. Due to the above mentioned reasons the boundary folding
method does not fully address the problem of boundary bias.
Rice (1984) suggests a boundary modication involving use of a kernel function at
boundary points which is a linear combination of two kernels with bandwidths h and ah.
This results in a bias at the boundary point to be of the same order of magnitude as that
of an interior point. The Rice estimator at the boundary is given by
f(t) = N 1
NX
i=1


h
K

t  Ti
h

  
ah
K

t  Ti
ah

; (2.8)
where
 =
a
R c=a
 1 uK(u)du
a
R c
 1K(u)du
R c=a
 1 uK(u)du 
R c=a
 1K(u)du
R c
 1 uK(u)du
and
 =
R c
 1 uK(u)du
a
R c=a
 1 uK(u)du
 for a > 0:
The bias of this estimator, as shown by Cheng (1994), is same as the one in Equation (2.2)
but with 1
h
K(u) replaced by 
h
K

t Ti
h

  
ah
K

t Ti
ah

. But, the choices of  and  as
given in Equation (2.8) makes the corresponding coecients of f(t), f 0(t) zero which then
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gives a asymptotic bias of order h2 and this solves the problem of boundary bias present in
a conventional kernel estimator. However, the implementation of this procedure requires
careful determination of bandwidth ratio a.
Methods discussed above propose various modications to reduce the boundary bias
present in a conventional kernel density estimator. These approaches require complicated
adjustments to the estimator. Therefore, it is preferable if we have a method that corrects
the boundary eects automatically to achieve the same asymptotic bias rate of convergence
as in the interior. In Section 2.3 we discuss such a method called \xed{design local
polynomial regression".
2.3 Fixed{design local polynomial regression
It is observed in a variety of contexts that local polynomial regression estimators readily
adapts to boundary points without extra eort of modication, e.g. as in boundary folding
method or Rice's method and produce estimators with the same amount of bias as in places
outside the boundary (c.f. Cheng (1994); Bagkavos (2003)). Further to this, the approach
allow us to estimate the reliability function g(t) as a whole rather than as a function
of conventional density estimators. For example, when estimating the RHR function,
r(t) = f(t)=F (t), using this method, we are able to construct an estimator to estimate
the whole function r(t) rather than estimating r(t) by the ratio of separately estimated
numerator and denominator using conventional kernel density estimator. Moreover, the
proposed estimators are expressible through matrices and therefore can be computed by
executing programs that facilitate matrix computations.
The idea of using a weight function to estimate the conditional expectation of a cer-
tain response variable using local linear regression approach was rst discussed by Stone
(1977). Stone suggests a \k nearest neighbour" weight function that assigns positive
weights to only the k observations closest to the point of interest. Then, Cleveland (1979)
used this idea and introduced a weighted local polynomial regression algorithm to esti-
mate a curve that is robust to outliers. He used a weight function that assigns weights
considering both distance to the point of interest and size of the estimated residuals
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which made the estimated curve not only robust to outliers but also ensured a smooth
t that acquired local features of the data. In Cleveland (1988) he derives properties
of their model. Later, Fan and Gijbels (1996) rened the Local Polynomial Regression
(LPR) method by introducing kernel weights to the regression model. Fan et al. (1997)
show that LPR has good performance on the boundary and is superior to all other linear
smoothers in a minimax sense. Next, Fan and Marron (1994) discuss xed{design LPR
method and show that this method is more ecient than the standard LPR method (also
known as random design model). Fixed{design LPR model, in the process of estimation,
incorporates information of the curve collected at a set of equally spaced points whereas
in the random{design LPR model, the information is collected at a set of randomly spaced
points. As Fan and Marron (1994) argue information collected at these equally spaced
points help to provide more accurate information of the curve (e.g. turning points etc.) in
the whole support of the curve. They also extensively studied the eciency and adaptive
properties of this method. Motivated by the appealing feature of adapting to estimation
at the boundaries and credits in xed{design model, we use xed-design LPR method in
our work. In Section 2.3.1 we discuss how this method can be employed to estimate the
reliability function g(t) and under section 2.3.2 we investigate the asymptotic properties
of the proposed estimators. Then, based on the asymptotic results and literature we dis-
cuss automatic boundary carpentry in xed{design local polynomial estimators in Section
2.3.3. Finally, in Section 2.4 we discuss several methods that can be used to eciently
calculate the bandwidth of the local polynomial estimator.
2.3.1 Fixed{design local polynomial estimators
In this section we demonstrate how to estimate the function, g(t), at any point t 2 [a; b)
where a = infft : F (t) > 0g and b = supft : F (t) < 1g as a xed{design nonparametric
regression problem based on bivariate data (ti; yi) where
yi = m(ti) + (ti)i; (2.9)
i = 1; 2; : : : ; n: In the model, E(Y jT = t) = m(t); V ar(Y jT = t) = 2(t) and i's are
independent and identically distributed random variables with E(i) = 0; V ar(i) = 1.
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Let the response yi at each bin center ti be an empirical estimator of g() at each bin
center ti. In our xed{design model ti for i = 1; :::; n are equally spaced with distance
 = b a
n
which is known as the bin{width. Determination of bin{width () or the number
of bins (n) depends on the characteristics of the function to be estimated. In Chapters 3-5
we discuss bin{width selection for several reliability functions. Note that   (n) and
N  N(n) are functions of n but we will often omit this dependence for typographical
convenience. The aim here is to nd g^(t; p), the local polynomial estimator of order p
where p = 1; 2; 3 for the function g(t). To accomplish this, we t a polynomial of degree
p, P (z; t; p), given by
P (z; t; p) = o + 1(z   t) + 2(z   t)2 + :::+ p(z   t)p (2.10)
about the neighborhood of any point t to sample (ti; yi); i = 1; 2 : : : ; n; using weighted
least squares with kernel weights Kh(ti   t) = K( ti th )=h where K() is a kernel function
and h  hn is the bandwidth (see Section 2.4 of this chapter for a discussion on appro-
priate choice of h). Regarding the kernel function, with respect to AMISE (c.f. Section
2.4.1), Epanechnikov kernel is optimal followed by the Gaussian kernel. However, the
Epanechnikov kernel has discontinuous rst derivative that may be undesirable in appli-
cation and therefore, Gaussian kernel is preferred instead (c.f. Wand and Jones (1995),
Cheng (1994)). Throughout this thesis in the numerical examples, we will use Gaussian
kernel. We minimise the weighted least squares, i.e.
arg min
0;1;:::;p
nX
i=1
(yi   P (ti; t; p))2Kh(ti   t);
to nd ^. Using standard least squares theory (c.f. Fan and Gijbels (1996)) we obtain
the following estimators
^ =
0BBBBBB@
^0
^1
...
^p
1CCCCCCA = (Tp
TWnTp)
 1 TpTWnYn; (2.11)
where
Wn = diagfKh(ti   t)g1in;
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Yn =

y1 y2 : : : yn
T
and
Tp =
0BBBBBB@
1 (t1   t)    (t1   t)p
1 (t2   t)    (t2   t)p
...
...
...
1 (tn   t)    (tn   t)p
1CCCCCCA :
From (2.10), it can be observed that the local polynomial estimator for function g(t),
g^(t; p), is given by ^0; i.e.
g^(t; p) = ^0 = e1
T (Tp
TWnTp)
 1 TpTWnYn; (2.12)
where e1
T = (1; 0; 0; : : : ; 0)1(p+1). Furthermore, again from (2.10), local polynomial
estimator for the jth derivative of the function g(t), g^(j)(t; p), can be obtained from ^j's
noting that
^j =
g^(j)(t; p)
j!
; (2.13)
where j = 1; 2; :::p. The order of the local polynomial, p depends on the shape of the
function g(t). Intuitively it is clear that for a at, non{sloped function, p = 0; 1 is
preferable, whereas for a sloped function, p = 1 is recommendable and p = 2; 3:: should
typically be used if the function consists of peaks or valleys (c.f. Fan and Gijbels (1995)).
The reliability functions we are concerned with in this thesis consist of functions of all
sorts. Therefore, we let p = 1; 2 and 3 in Equation (2.12) respectively and obtain the Local
Linear (LL), Local Quadratic (LQ) and Local Cubic (LC) estimators for the function g(t).
We would like to point out here that the Nadaraya{Watson estimator, case p = 0, (N{W
estimator: c.f. Nadaraya (1964); Watson (1964)) is well known to have a very large bias
(c.f. Fan and Gijbels (1996)); therefore, we do not consider the case p = 0. Below we
display LL, LQ and LC estimators of the function g(t) using Equation (2.12).
In the following,
Sn;j(t) =
nX
i=1
(ti   t)jKh(ti   t)
and
Rn;j(t) =
nX
i=1
(ti   t)jKh(ti   t)yi :
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 LL estimator:
g^(t; 1) =
Sn;2(t)Rn;0(t)  Sn;1(t)Rn;1(t)
Sn;2(t)Sn;0(t)  S2n;1(t)
: (2.14)
 LQ estimator:
g^(t; 2) = n(t)Rn;0(t) + n(t)Rn;1(t) + #n(t)Rn;2(t) (2.15)
where
n(t) =
Sn;2(t)Sn;4(t)  S2n;3(t)

n(t)
n(t) =
Sn;2(t)Sn;3(t)  Sn;1(t)Sn;4(t)

n(t)
#n(t) =
Sn;1(t)Sn;3(t)  S2n;2(t)

n(t)

n(t) = Sn;0(t)Sn;2(t)Sn;4(t) + 2Sn;1(t)Sn;2(t)Sn;3(t)  Sn;0(t)S2n;3(t)
 S2n;1(t)Sn;4(t)  S3n;2(t):
 LC estimator:
g^(t; 3) = n(t)Rn;0(t) + n(t)Rn;1(t) + n(t)Rn;2(t) + n(t)Rn;3(t) (2.16)
where
n(t) =
1
n(t)
fSn;2(t)Sn;4(t)Sn;6(t) + 2Sn;3(t)Sn;4(t)Sn;5(t)  Sn;2(t)S2n;5(t)
 S3n;4(t)  S2n;3(t)Sn;6(t)g
n(t) =
1
n(t)
fSn;2(t)Sn;3(t)Sn;6(t)  Sn;2(t)Sn;4(t)Sn;5(t)
 Sn;1(t)Sn;4(t)Sn;6(t) + Sn;1(t)S2n;5(t)  S2n;3(t)Sn;5(t) + Sn;3(t)S2n;4(t)g
n(t) =
1
n(t)
fSn;2(t)Sn;3(t)Sn;5(t)  Sn;1(t)Sn;4(t)Sn;5(t) + Sn;1(t)Sn;3(t)Sn;6(t)
+Sn;2(t)S
2
n;4(t)  S2n;3(t)Sn;4(t)  S2n;2(t)Sn;6(t)g
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n(t) =
1
n(t)
f Sn;1(t)Sn;3(t)Sn;5(t)  2 Sn;2(t)Sn;3(t)Sn;4(t)  Sn;1(t)S2n;4(t)
+S3n;3(t) + S
2
n;2(t)Sn;5(t)g
n(t) = S
4
n;3(t)  3 Sn;2(t)S2n;3(t)Sn;4(t) + Sn;1(t)Sn;3(t)S2n;4(t)
+2 S2n;2(t)S
2
n;4(t) + Sn;1(t)Sn;3(t)S
2
n;4(t)  Sn;0(t)S2n;3(t)Sn;6(t)
+S2n;2(t)Sn;3(t)Sn;5(t)  Sn;0(t)S3n;4(t)  S2n;1(t)Sn;4(t)Sn;6(t)
 2 Sn;1(t)Sn;2(t)Sn;4(t)Sn;5(t)  Sn;0(t)Sn;2(t)S2n;5(t) + S2n;1(t)S2n;5(t)
+2 Sn;1(t)Sn;2(t)Sn;3(t)Sn;6(t)  2 Sn;1(t)S2n;3(t)Sn;5(t)  S3n;2(t)Sn;6(t)
+2 Sn;0(t)Sn;3(t)Sn;4(t)Sn;5(t) + Sn;0(t)Sn;2(t)Sn;4(t)Sn;6(t):
It is important to obtain the mean and variance of these estimators. The mean value of
g^(t; p) is given by:
E(g^(t; p)) = E[e1
T (Tp
TWnTp)
 1TpTWnYn] (2.17)
= e1
T (Tp
TWnTp)
 1TnTWnE[Yn]
= e1
T (Tp
TWnTp)
 1TpTWnE[mn + nn] (2.18)
= e1
T (Tp
TWnTp)
 1TpTWnmn * E[n] = [0]n1
= e1
T (Tp
TWnTp)
 1TpTWnTp + eT1 (Tp
TWnTp)
 1TpTWnmn
  e1T (TpTWnTp) 1TpTWnTp
= g(t) + e1
T (Tp
TWnTp)
 1TpTWnfmn  Tpg
= g(t) + e1
TSn
 1TpTWnrn;
where
 = [0; 1;    ; p]T = [g(t); g0(t)=1!;    ; g(p)(t)=p!]T ;
mn = [g(t1); g(t2);    ; g(tn)]T ;
n = [(t1); (t2);    ; (tn)]T ;
n = [1; 2;    ; n]T ;
rn = [r1; r2;    ; rn]T =mn  Tp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is the residual matrix and Sn = Tp
TWnTp. The variance of g^(t; p) is as follows:
V ar(g^(t; p)) = V ar[e1(Tp
TWnTp)
 1TpTWnYn] (2.19)
= e1
T (Tp
TWnTp)
 1TpTWnV ar[Yn][(TpTWnTp) 1TpTWn]Te1
= e1
T (Tp
TWnTp)
 1TpTWnV ar[mn + nn]WnT [(TpTWnTp) 1TpT ]Te1
= e1
T (Tp
TWnTp)
 1TpTnTp(TpTWnTp) 1e1 * V ar(n) = [0]n1
= e1
TSn
 1SnSn
 1e1;
where
2n = diag[
2(t1); 
2(t2);    ; 2(tn)];
n =Wn
2
nWn
T = diag[[Kh(t1   t)]22(t1); [Kh(t2   t)]22(t2);    ; [Kh(tn   t)]22(tn)]
and Sn = Tp
TnTp. The mean and variance we derived above in Equations (2.17) and
(2.19) contain rn and n which are unknown. rn is unknown because it depends on the
unknown matrix  and n is unknown because it contains 
2
n.
To investigate the eciency of the estimator we need to study its asymptotic properties
such as asymptotic bias and variance of g^(t; p). In the next Section we derive expressions
for asymptotic bias and variance of g^(t; p) and investigate eect of the bandwidth, sample
size, kernel function, order of the polynomial on the variability and bias of the LPR
estimators.
2.3.2 Asymptotic properties of the estimators
First we present the following lemma taken from Bagkavos and Patil (2008), which is the
well known Reimann Sum approximation.
Lemma 2.1. Let B be a real valued function with domain D(B) and ti; i = 1; 2; :::; n
is a set of equally spaced points on D(B) with grid width C. If the function B is twice
dierentiable and its second derivative is integrable, then
j
nX
i=1
B(ti)C  
Z
D
B(s)dsj  C
2
4
Z
D
jB00(t)jdt: (2.20)
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Table 2.2: Additional notations
j =
R
ujK(u) du S = fi+kg1i;kp
j =
R
ujK2(u)du Cp = [p+1; : : : ; 2p+1]
T
~Cp = [p+2; : : : ; 2p+2]
T H = diagfhig0ip
n = fCov(yi; yk)g1i;kn Sn = TpTWnnWnTTp
S = fi+kg0i;kp Sn = TpTWnTp
In order to derive the properties of the xed{design LPR estimators, we make the
following assumptions:
A1 The bandwidth, h! 0 and  = o(h) as N !1.
A2 The kernel function K() is a bounded, symmetric real{valued measurable func-
tion which satises
R
K(u) du = 1, K 00(u) is continuous and absolutely integrable,R
ui K(u) du = 0 for all i odd and
R
ui K(u) du = i <1 for all i even.
A3 g(t) is continuously dierentiable up to order p+ 2, where p is the order of the local
polynomial.
The following additional notations listed in Table 2.2 will be adopted in the sequel.
We concentrate on deriving the asymptotic bias of the estimator g^(t; p), i.e. the xed{
design local polynomial estimator for the function g(t) and state the following theorem:
Theorem 2.1. Suppose that =h! 0 and h! 0 as N !1, then
For p odd Bias(g^(t; p)) = e1
T S 1 Cp
hp+1 g(p+1)(t)
(p+ 1)!
+ o(hp+1); (2.21)
and for p even Bias(g^(t; p)) = e1
T S 1 ~Cp
hp+2 g(p+2)(t)
(p+ 2)!
+ o(hp+2): (2.22)
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Proof: By Equation (3.60) on page 102 of Fan and Gijbels (1996) we have that
Bias[g^(t; p)] = e1
T Sn
 1
0BBBBBB@
g(p+1)(t)
(p+1)!
Sn; p+1
g(p+1)(t)
(p+1)!
Sn; p+2
...
g(p+1)(t)
(p+1)!
Sn; 2p+1
1CCCCCCA f1 + o(h
p+1)g: (2.23)
The next step is to nd an approximation for the matrix Sn. Recall that Sn = Tp
TWnTp.
As the initial step, we nd an approximation for any element in Sn, say Sn;j, j =
0; 1; : : : ; 2p. Since
Sn;j =
nX
i=1
(ti   t)jKh(ti   t);
applying Lemma 2.1 with C = 
h
and D = ( 1; 1) gives
Sn;j =
hj

f
Z
sjK(s)ds+O(C2)g:
A similar result has been derived in Cheng et al. (1996) when deriving asymptotic prop-
erties of their local polynomial estimator for density function. Given that C = 
h
! 0 as
N !1, i.e. under assumption A1,
Sn;j =
hj

fj + o(1)g: (2.24)
which implies
Sn =
1

H S H f1 + o(1)g: (2.25)
Then, substituting (2.25) in (2.23), give us Equation (2.21):
Bias[g^(t; p)] = e1
T S 1 Cp
hp+1 g(p+1)(t)
(p+ 1)!
+ o(hp+1): (2.26)
Note that Equation (2.26) exists only when p is odd as under Assumption A2, e1
TS 1Cp
quantity equals to zero when p is even (c.f. page 102 of Fan and Gijbels (1996)). Therefore,
to derive an expression for the asymptotic bias when p is even, we expand the Taylor series
expansion by an additional term to obtain an expression for Bias[g^(t; p)] involving terms
larger than o(hp+1) term. Thus, we re-write Equation (2.23) with an additional higher
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order term g(p+2)() to get
Bias[g^(t; p)] = e1
TSn
 1
0BBBBBB@
g(p+1)(t)
(p+1)!
Sn;p+1 +
g(p+2)(t)
(p+2)!
Sn;p+2
g(p+1)(t)
(p+1)!
Sn;p+2 +
g(p+2)(t)
(p+2)!
Sn;p+3
...
g(p+1)(t)
(p+1)!
Sn;2p+1 +
g(p+2)(t)
(p+2)!
Sn;2p+2
1CCCCCCA f1 + o(h
p+2)g:
(2.27)
Then, substituting (2.25) in (2.27) we have,
Bias(g^(t; p)) = e1
TS 1fCp hp+1g(p+1)(t)(p+1)! + ~Cp h
p+2g(p+2)(t)
(p+2)!
g+ o(hp+2):
(2.28)
Recalling that e1
TS 1Cp quantity equals zero when p is even, we obtain (2.22), i.e.
Bias[g^(t; p)] = e1
T S 1 ~Cp
hp+2 g(p+2)(t)
(p+ 2)!
+ o(hp+2): (2.29)
and this completes the proof of Theorem 2.1.
From Theorem 2.1 we can conclude that irrespective of the odd{evenness of the local
polynomial employed, Bias(g^(t; p))! 0 as N !1.
Next, we look at the variance of the xed{design local polynomial regression estimator,
g^(t; p), i.e. V ar(g^(t; p)). From Equation (2.19) recall that
V ar(g^(t; p)) = e1
TSn
 1SnSn
 1e1;
where Sn = Xp
TWnnWn
TXp and n is the variance{covariance matrix of the yi's. In
order to nd the asymptotic variance we need asymptotic expressions for matrices Sn and
Sn. By Equation (2.25) we already know that
Sn =
1

H S H f1 + o(1)g:
To nd an asymptotic expression for Sn, let us denote an element in S

n by Sn;j;l and this
element has the form
Sn;j;l =
nX
i=1
(ti   t)j+lK2h(ti   t)V ar(yi)
+
XX
i6=k
(ti   t)j(tk   t)lKh(ti   t)Kh(tk   t)Cov(yi; yk); (2.30)
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where j; l = 0; 1; : : : ; p. According to our xed design nonparametric regression model
V ar(yi) = 
2(ti) since i's are independent and identically distributed random variables
with E(i) = 0; V ar(i) = 1. Therefore, V ar(g^(t; p)) depends on specic properties of the
response yi where yi is an empirical estimate of the reliability function g() at the xed{
design point ti. We refer to Chapters 3-5 for dierent expressions, according to dierent
reliability functions, of the asymptotic variances for several xed{design local polynomial
regression estimators.
2.3.3 Automatic boundary carpentry property of the estimators
In this section we investigate how the local polynomial estimators behave at the bound-
aries and how these estimators automatically reduce boundary bias. As Wand and Jones
(1995) explain, the discrepancy between the orders of magnitude of bias (or the order of
convergence) in the interior and near the boundary is referred to as the boundary bias
problem. Notice that the local polynomial estimator presented in Equation (2.12) can be
expressed as
g^(t; p) = e1
T ^
= e1
TSn
 1TpTWnYn
=
nX
i=1
Ln

ti   t
h

yi: (2.31)
Here,
Ln(
ti   t
h
) = e1
TSn
 1

1 (ti   t) (ti   t)2 : : : (ti   t)p
T
K

ti   t
h

=h; (2.32)
is the kernel used for estimation at the point t and is known as the \eective kernel" since
it acquires all the properties of a general kernel function for t in the interior as well as
satisfying assumption A2. The local polynomial estimator, g^(t; p), automatically modies
the eective kernel Ln() for boundary points such that assumption A2 hold and due to
this reason, unlike the conventional kernel estimator, g^(t; p) itself adjusts to have the same
rate of convergence at the boundary as in the interior. The results below conrm this.
Without loss of generality let us assume that the design density has a support [0;1).
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Under the same assumptions made under Theorem 2.1, it can be shown that for a left
boundary point t = ch; c  0,
For p odd Bias(g^(t; p)) = e1
T Sc
 1 Cp
hp+1 g(p+1)(t)
(p+ 1)!
+ o(hp+1); (2.33)
and for p even Bias(g^(t; p)) = e1
T Sc
 1 ~Cp
hp+2 g(p+2)(t)
(p+ 2)!
+ o(hp+2); (2.34)
where j;c =
R1
 c u
jK(u) du and Sc = fi+k;cg0i;kp. Notice that Equations (2.33) and
(2.34) diers from Equations (2.21) and (2.22) only in the matrix S and satises the
boundary moment conditions of Gasser et al. (1985). Also, by comparing these equations
we notice that the order of convergence of the bias is similar and this reects the automatic
adaptation to the boundary. Further to this, if we momentarily assume that the support
of the kernel function K() is [ 1; 1] then t = ch; c  1 is an interior point. Therefore,
the bias is a continuous function of c and this implies that the boundary eect changes
continuously from a boundary point to an interior point and does not require any boundary
adjustments. Also, then j;c = j and j;c = j, they reduce Equations (2.33) and (2.34)
to Equations (2.21) and (2.22). Fan and Gijbels (1996) establish a similar reasoning for
the automatic boundary carpentry property of the random{design LPR estimators (c.f.
page 70 of Fan and Gijbels (1996)).
2.4 Bandwidth selection
Practical implementation of g^(t; p) require an appropriately chosen bandwidth. The op-
timal bandwidth should achieve a balance between good mathematical and practical per-
formance and simplicity to display the essential characteristics of the data without giving
undue importance to the data itself. Automatic bandwidth selectors fall into two broad
classes, plug{in and classical methods. Throughout this thesis in the numerical analyses,
we use the plug{in method and two classical methods, namely, the \AICC" method and
the cross{validation method discussed below. In Sections 2.4.1 and 2.4.2 we discuss how
to incorporate these bandwidth selection rules to local polynomial estimation.
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2.4.1 Plug{in methods
To measure the eciency of an estimator there exist several local and global error measures
which involve bias and variance of the estimator. The Mean Squared Error (MSE) of the
estimator is given by
MSE(g^(t; p)) = E((g^(t; p)  g(t))2)
= Bias2(g^(t; p)) + V ar(g^(t; p)); (2.35)
and it measures the local error of the estimator at t. The Mean Integrated Squared Error
(MISE) which is a global error measure that measure the total error within the whole
support of T is dened by
MISE(g^(t; p)) = E(
Z
[g^(t; p)  g(t)]2 w(t) dt)
=
Z
fBias2(g^(t; p)) + V ar(g^(t; p))g w(t) dt (2.36)
where w(t) is an appropriately chosen weight function. Another error measure which is
used frequently in practice is the AMISE which is the asymptotic version of (2.36). It is
obtained by substituting the asymptotic versions of the variance and bias formulae under
various assumptions specic to the function under consideration. We refer to Chapters
3-5 for dierent expressions of AMISE for several xed{design local polynomial regression
estimators of several reliability functions.
Minimising MSE (or the asymptotic MSE) of the estimator with respect to h will give
us a locally optimal bandwidth. However, for simplicity we will instead concentrate on a
global optimal bandwidth and minimisation of AMISE with respect to h will give us this
optimal bandwidth. This approach provides us with a global bandwidth that balances the
tradeo between bias and variance of the estimator. As the bias of the estimator depends
on odd and evenness of the order of the local polynomial employed, the two cases must
be considered separately. Throughout the thesis we let
w(t) =
nX
i=1
ti(t) (2.37)
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where x is the Dirac measure dened for any bounded set A by
x(A) =
8<: 1; if x 2 A0; otherwise (2.38)
and ti; i = 1; 2 : : : ; n are the bin centers. The optimal bandwidth formulae obtained by
minimising the AMISE contain various unknown functions and hence to determine the
optimal bandwidth, estimates of these quantities are plugged{in to obtain the plug{in
bandwidth. These unknown quantities are specic to the asymptotic properties of the
function under consideration. In Chapters 3-5 we derive optimal bandwidth formulae
specic to several reliability functions and also provide suitable estimators for unknown
functions in these formulae.
2.4.2 Classical methods
Classical bandwidth selection methods are popular in practice because of their simplicity
and availability in most statistical software (e.g. R statistical software). In the numerical
work throughout this thesis we use two of these classical methods, namely, cross{validation
method and Akaike's Information Criterion{Corrected (AICC) method to determine the
bandwidth. In this Section we discuss how these two methods can be incorporated to
determine the optimal bandwidth in a xed{design local polynomial estimation problem.
The cross{validation method is easily understood in a regression setup. Let g^ i(t; p)
denote the leave-one-out version of g^(t; p), i.e. g^ i(t; p) is the LPR estimator of the
function g(t) based on the observations T1; :::; Ti 1; Ti+1; :::; TN , obtained by leaving out
the ith observation, Ti. Since E(g^(t; p)) (Equations (2.21) and (2.22)), the mean of the
estimator, does not depend on N (i.e. the size of the sample), we have that
E(g^ i(t; p)) = E(g^(t; p)): (2.39)
The Integrated Squared Error (ISE) of g^(t; p) is given by
ISE(g^(t; p)) =
Z
(g^(t; p)  g(t))2 w(t) dt (2.40)
=
Z
g^2(t; p) w(t) dt  2
Z
g^(t; p)g(t)w(t)dt+
Z
g2(t)w(t)dt:(2.41)
34
Comparing Equation (2.40) with the denition of the MISE (i.e. Equation (2.36)) you
will notice that, as the name suggests, the MISE is indeed the expected value of the ISE.
Our aim is to choose a value for the global bandwidth of g^(t; p) that will make the ISE as
small as possible. However, notice that last term of the Equation (2.41) does not depend
on h. Let us dene
B(g^(t; p)) =
Z
g^2(t; p) w(t) dt  2
Z
g^(t; p)g(t)w(t)dt; (2.42)
then, an estimator for Equation (2.42) is provided by
CV (g^(t; p);h) =
Z
g^2(t; p) w(t) dt  2
nX
i=1
nX
i6=j
Ln;tj

ti   tj
h

yiyjw(xi); (2.43)
where Ln;tj() is the leave-one-out version of Ln(). It can be shown that
E(CV (g^(t; p);h)) =MISE(g^(t; p)) 
Z
g2(t)w(t)dt:
Hence, the minimiser of the cross{validation function, i.e.
h^CV = arg min
h
CV (g^(t; p);h);
provides an estimator for the minimiser of the MISE.
Next let us discuss how to use Akaike's Information Criterion (AIC) for selecting
the bandwidth for xed{design local polynomial estimators. AIC was originally used as
an approximately unbiased estimate of the Kullback-Leibler information for parametric
models. The Akaike's information criterion was introduced for bandwidth selection in
nonparametric regression by Hurvich et al. (1998). They propose an improved version
of the criterion (AICC) to choose the bandwidth and claim that use of AICC avoids the
large variability and tendency to under smooth apparent when other classical bandwidth
selection methods are used. This version of AIC criterion opposed to other versions of
AIC also eliminates the need to perform complex calculations which involves eigen analysis
and numerical integration. In the context of xed{design local polynomial estimators, the
objective is to to nd h^AICC that minimise the function
AICC = log(^2) +
2ftr(~H) + 1g
n  tr(~H)  2 + 1 (2.44)
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with respect to h, where ^2 = Yn
T (I ~H)T (I ~H)Yn=n and ~H = Tp(TpTWnTp) 1 TpTWn.
Note that it is the well known hat matrix used in xed design regression model. AICC is
easier to apply as it is a function of ~H only through its trace.
In the numerical work of this thesis, to obtain cross{validation and AICC bandwidths
related to xed{design local polynomial estimators introduced for various reliability func-
tions, we will use functions in the R statistical software (R Core Team (2012)) package.
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Chapter 3
Estimation of the Reversed Hazard
Rate Function
3.1 Introduction
The Reversed Hazard Rate (RHR) function is a component reliability measure that has a
very diverse range of applications. For a lifetime random variable T , the RHR function,
denoted by r(t), is dened for any t > a where a = infft : F (t) > 0g by the following
equation:
r(t) =
f(t)
F (t)
: (3.1)
In the above equation, f(t) and F (t) denote the probability density function (pdf) and the
cumulative distribution function (cdf) of T respectively. In the sequel, we will assume that
F (t) is absolutely continuous with respect to t. It follows that r(t)dt is the conditional
probability of a failure of the component in the interval (t  dt; t) given that the failure
had occurred in [a; t]. The RHR function was originally called a dual failure function since
it is related to the Hazard Rate (HR) function (t), also known as the Failure Rate (FR)
function and dened by (t) = f(t)= F (t); where F (t) = 1  F (t) is the survival function
(sf) (c.f. Keilson and Sumita (1982)). According to Block et al. (1998), T has the RHR on
the interval of support (a; b) :  1 < a  b <1 if and only if Y =  T has a hazard rate
h( t) on ( b; a). As Finkelstein (2002) explains, this duality is of no relevance in the
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context of reliability and its applications since in reliability we work with non-negative
random variables and also because properties of RHR function of non-negative random
variables with an innite support cannot be obtained from the properties of HR function.
Further to this, RHR function oers a wide range of applications that are unique making
it an important concept in reliability and related areas.
RHR has been applied in nance to portfolio selection problems (Kijima and Ohnishi
(1999)) and problems that arise when comparing linear payo function and optimal de-
cisions in a risky environment made by economic agents operating with univariate utility
(Eeckhoudt and Gollier (1995)). Block et al. (1998), Li and Xu (2008) and Shaked and
Shanthikumar (2007) discuss the RHR orderings of a k-out-of-n systems and its relation-
ship to parallel systems. Furthermore, r(t), together with the closely related (t), play an
important role in Bayesian statistics, specically in the study of \Fisher information" of
weighted distributions (Iyengar et al. (1999)). RHR function is also prominent in forensic
and actuarial sciences, where the exact time of occurrence of a particular event, such as
death of an individual, is of vital importance.
Reecting its importance, the properties of the RHR function has been thoroughly
researched into by many, e.g. see Block et al. (1998); Finkelstein (2002); Chandra and
Roy (2001); Nanda et al. (2003). Here, we list some of these useful properties.
 Non{negative random variables cannot have an increasing RHR function (refer to
Block et al. (1998) for a proof).
 From (3.1), r(t) tends to the pdf f(t) as t!1.
 A non{negative rv T is said to have decreasing reversed hazard rate (DRHR) if
its RHR function is decreasing in t > a. Furthermore, a non{negative rv T is
said to have decreasing reversed hazard rate on average (DRHA) if 1
t
R t
a
r(u)du is
decreasing in t > a. These denitions along with denitions of IRMR (Increasing
Reversed Mean Residual Life), IRVR (Increasing Reversed Variance Residual Life)
and their relationships have been thoroughly investigated by Nanda et al. (2003).
 RHR is closely related to another important measure in reliability, Expected Inac-
tivity Time (EIT; e()). Inactivity time of a component given that the failure had
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occurred on or before time t (where t > a) is dened as (c.f. Ref. Ruiz and Navarro
(1996)), Tt = ft  T jT  tg. Thus, the Expected Inactivity Time (EIT) is
e(t) =
1
F (t)
Z t
a
F (u)du: (3.2)
In Chapter 4 of this thesis, we discuss properties and estimation of the EIT function.
The relationship between EIT and DRHR has been discussed by Chandra and Roy
(2001). If a rv T has a DRHR, then e(t) is increasing in t 2 (a; b); where,  1 <
a < b < 1. Furthermore, assuming that e(t) is dierentiable, we get the following
relationship between RHR and EIT:
r(t) =
1  e0(t)
e(t)
: (3.3)
 Since
F 0(t) = r(t)F (t) (3.4)
it easily follows on integrating the above equation from t to 1 that
F (t) = 1  ef 
R1
t r(u)dug: (3.5)
Note the similarity of (3.5) to another well known result in reliability and survival
analysis involving the hazard function which states that (c.f. Refs. Singpurwalla
and Wilson (1995); Finkelstein (2004, 2002))
F (t) = ef 
R t
a h(u)dug: (3.6)
Equation (3.5) together with Equation (3.3) can be used for constructing various
distribution functions under several characterization conditions (e.g. see Finkelstein
(2002) for further details).
The standard approach of estimating the RHR function is to assume a parametric model
for f(t) and then estimating the model parameters. Table 3.1 display some of the com-
monly used parametric RHR models. In the table () and () denote the pdf and cdf
of a N [0; 1] distribution respectively and (; t=) denotes the lower incomplete gamma
function dened by
(; t=) =
Z t=
0
x 1e xdx;
39
Table 3.1: Popular parametric RHR functions
Lifetime distribution RHR function
Normal[; ]
( t 

)
( t 

)
1[0;1)(t)
Weibull[shape = ; scale = ] 

(t=) 1 e
 (t=)
1 e (t=) 1[0;1)(t)
Exponential[rate = ]  e
 t
1 e t 1[0;1)(t)
Gamma[shape = ; scale = ] t
 1e t=
 
 
; t

 1[0;1)(t)
with shape  and scale . Despite the diverse range of RHR applications and limitation
imposed on the parametric model (c.f. Section 1.1), no work has been carried out on
nonparametric smooth estimation of the RHR function to our knowledge. Motivated
by the appealing feature of adapting to estimation at the boundaries and advantages in
a xed{design model (c.f. Section 2.3), we use xed{design LPR method to construct
several estimators for the RHR function.
The main objective of this chapter is to introduce several nonparametric estimators for
r(t), incorporating the concept of binning in Section 3.2 and xed{design local polynomial
regression of order 1; 2 and 3 in Section 3.3. Our objective here is to investigate whether
higher order polynomials will signicantly improve t since the parametric models used in
practice to model RHR are mostly non{linear; for example see Graphs (a){(d) in Figure
3.1.
To apply local polynomial regression technique to estimate the RHR function, we are
rst required to design the framework, which is essentially creating xed design points
and corresponding responses. We introduce a new empirical estimator to approximate
RHR function at bin centers, which correspond to the xed design points, then follow
this by using local polynomials to estimate RHR function for any t 2 [a; b). In the
process, rst the bias and variance of the empirical RHR estimators are derived and an
investigation of their asymptotic properties undertaken in Section 3.2.1. Then, using
these results, the asymptotic properties such as bias, variance and normality of xed{
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Figure 3.1: Popular parametric RHR functions
design local polynomial RHR estimators are derived in Section 3.3.1. We also briey
discuss how to deal with randomly censored data in Section 3.3.2. Since the selection of
appropriate bin{width and bandwidth are of crucial importance, we have devoted Section
3.4 to a discussion of this aspect. There, we propose two separate easy{to{calculate data{
based bandwidth selectors for odd and even order local polynomial estimators specic to
RHR function. The performances of these estimators are evaluated in Section 3.5 utilizing
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extensive simulations and the chapter is concluded in Section 3.6.
3.2 An empirical estimator for the RHR function
Let T1; : : : ; TN be a random sample of size N from a population with pdf f(t). In an
equally spaced mesh over [a; b) where b = supft : F (t) < 1g, let ti be the center of each
bin bi, i = 1; 2; : : : ; n. An empirical estimator for RHR function at ti is given by
rN(ti) =
fi

iX
j=1
fj
; (3.7)
where fi is the frequency of the bin bi , i.e. the number of sample values that fall into bin
bi, and  =
b a
n
refers to the bin-width. As we mentioned in Section 2.3.1   n is a
function of n and  ! 0 as n ! 1: As will be apparent in Sections 3.2.1 and 3.3.1 the
performance of estimators depends heavily on the choice of the bin-width and therefore,
later in Section 3.4.1 we discuss methods that can be utilized to determine an appropriate
. In the sequel, we will assume that the number of bins n  n(N) and n ! 1 as
N !1.
3.2.1 Some properties of the empirical estimator
For i = 1; 2; : : : ; n, let
di = rN(ti) =
fi
iX
j=1
fj
; (3.8)
pi =
Z ti
ti 
f(t) dt, Pi =
iX
j=1
pj and Fi =
iX
j=1
fj. We assume that the rst bin is chosen so
that f1 is always positive, hence Fi > 0 for any i. Since fijFi  Binomial

Fi;
pi
Pi

and
Fi  Binomial(N;Pi), using iterative expectation and variance, we obtain
E(di) = E

1
Fi
E(fijFi)

=
pi
Pi
(3.9)
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and V ar(di) = E

1
F 2i
V ar(fijFi)

+ V ar

1
Fi
E(fijFi)

=

1  pi
Pi

pi
Pi
E

1
Fi

+ V ar

pi
Pi

=

1  pi
Pi

pi
Pi
E

1
Fi

: (3.10)
Since, P (T 2 (ti   ; ti)jT < ti)   r(ti) = o(); and because P (T 2 ((ti   ; ti)jT <
ti)) =
pi
Pi
= E(rN(ti)) by (3.9), we obtain
E(rN(ti))  r(ti) = o(1) (3.11)
thereby proving the following lemma:
Lemma 3.1. For each i = 1; 2; : : : ; n; Bias(rN(ti))! 0 as N !1.
We next consider the asymptotic variance of rN(t). Firstly, since Fi  Binomial(N;Pi)
E

N
Fi

=
NX
Fi=1
N
Fi
0@ N
Fi
1A P Fii (1  Pi)N Fi : (3.12)
Secondly, observe that Equation (3.12) is in the form of a Bernstein polynomial associated
with the function g(t) = 1
t
at the points t = Pi (here, the function g(t) is Lipschitz
continuous with Lipschitz constant K = Max

1
t1t2

for any t1; t2 2 (0; 1]); therefore,
using the uniform convergence property of these polynomials for Lipschitz continuous
function (0; 1] (c.f. Lorentz (1986)), it follows that E

N
Fi

! 1
Pi
uniformly for Pi 2 (0; 1]
as N !1. Thus, using (3.10)
V ar(di) =
pi
N P 2i

1  pi
Pi

+ o(N 1) (3.13)
and therefore
V ar(rN(ti)) =
1
2
V ar(d(ti)) (3.14)
=
r(ti)
N Pi

1  pi
Pi

+ o( 1 N 1)
proving the next lemma:
Lemma 3.2. Assuming that N !1 as N !1, then V ar(rN(ti))! 0.
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Next, we remind the reader of the content of the Chebyshev's inequality.
Chebyshev's inequality: Let X be a random variable with nite expected value  and
nite non-zero variance 2. Then, for any real number c > 0,
Pr(jX   j  c)  1
c2
:
Using Lemma 3.1 and 3.2 in conjunction with Chebyshev's inequality, the proof of the
following theorem is immediate.
Theorem 3.1. Assuming that N ! 1 as N ! 1, then rN(ti) is an asymptotically
unbiased and consistent RHR estimator, i.e. rN(ti)
p ! r(ti).
The next lemma indicates that the rN(ti)'s are asymptotically uncorrelated asN !1.
Lemma 3.3. E(rN(ti)rN(tk)) = r(ti)r(tk)f1 + o(1)g, i 6= k, as N !1.
Proof:
Without loss of generality, we will assume that 1  i < k and let Fi =
iX
j=1
fj and
Fi =
kX
j=i+1
fj. Note that
fijFi  Binomial

Fi;
pi
Pi

(3.15)
fkj Fi  Binomial

Fi;
pk
Pk   Pi

(3.16)
and FijFk  Binomial

Fk;
Pk   Pi
Pk

: (3.17)
Firstly,
E(didk) = E

E

fi fk
Fi Fk
jFi; Fi

= E

1
FiFk
Fi
pi
Pi
Fi
pk
Pk   Pi

(from (3.15) and (3.16))
=
pipk
Pi(Pk   Pi)E
 Fi
Fk

: (3.18)
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and using (3.17) and applying iterated expectation on (3.18) further yield
E(didk) =
pipk
Pi(Pk   Pi)E

E
 Fi
Fk
jFk

=
pipk
Pi(Pk   Pi) :
Fk
Fk
(Pk   Pi)
Pk
=
pi
Pi
:
pk
Pk
= 2E(rN(xi))E(rN(xk)): (3.19)
For  suciently small, Equations (3.8), (3.11) and (3.19) together complete the proof
of the lemma.
3.3 Fixed{design local polynomial estimators for the
RHR function
In this section we introduce xed{design local polynomial estimators for r(t), at any
point t 2 [a; b) where a = infft : F (t) > 0g and b = supft : F (t) < 1g using xed{
design nonparametric regression concepts discussed in Section 2.3.1. The local polynomial
estimator for RHR function, r^(t; p), derived using Equation (2.12), is given by
r^(t; p) = e1
T (Tp
TWnTp)
 1 TpTWnrn; (3.20)
where e1, Tp, Wn are dened as in Section 2.3.1 and rn = (rN(t1); : : : ; rN(tn))
T . Then,
to obtain the Local Linear (LL), Local Quadratic (LQ) and Local Cubic (LC) RHR
estimators we let p = 1; 2 and 3 in (3.20) respectively. Using Equations (2.17) and (2.19)
and properties of rN() established under Section 3.2.1, we can derive mean and variance
of r^(t; p). Further to this, it is also important to look at asymptotic properties of r^(t; p).
Hence, in the next section we derive the asymptotic bias, variance of r^(t; p) and establish
the consistency and asymptotic normality of r^(t; p).
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3.3.1 Asymptotic properties of the xed{design local polyno-
mial estimators
In this section, we rst derive the mean and variance of r^(t; p); p = 1; 2; 3 and subsequently,
we show that under certain assumptions, they are asymptotically unbiased and consistent.
Apart from assumptions A1{A2 stated under Section 2.3.2, we will also impose the
following additional assumptions:
A4 N !1, Nh!1 and as N !1.
A5 r() is continuous, bounded and continuously dierentiable up to order p+ 2. r0() is
bounded.
As mentioned before, consideration of the mean and variance of r^(t; p), p = 1; 2; 3, is
important in order to obtain a good insight into the behaviour of bias and variance of
the proposed estimators for the RHR function. By doing so we will be able to determine
how factors such as bin{width, bandwidth, sample size, kernel function, and order of the
polynomial aect the variability and bias of the estimators. Using Equations (2.17) and
(2.19) along with Equation (3.20), the mean and variance of r^(t; p), are, respectively
E(r^(t; p)) = e1
T (Tp
TWnTp)
 1TpTWnE(rn) (3.21)
and V ar(r^(t; p)) = e1
T (Tp
TWnTp)
 1TpTWnnWnTTp(TpTWnTp) 1e1; (3.22)
where n = fCov(rN(ti); rN(tk))g1i;kn is the variance-covariance matrix of rn. In
Theorem 3.2 below we display the asymptotic bias and variance of r^(t; p).
Theorem 3.2. Suppose that assumptions A1{A2,A4{A5 hold, then
V ar(r^(t; p)) =
1
N h
e1
TS 1SS 1e1
r(t)
F (t)
  
N h
e1
TS 1SS 1e1
r2(t)
F (t)
+ o(

N h
): (3.23)
The bias of r^(t; p) is given by
for p odd Bias[r^(t; p)] = e1
TS 1 Cp
hp+1 r(p+1)(t)
(p+ 1)!
+ o(hp+1); (3.24)
for p even Bias[r^(t; p)] = e1
T S 1 ~Cp
hp+2 r(p+2)(t)
(p+ 2)!
+ o(hp+2): (3.25)
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(For denitions of matrices S, S, Cp and ~Cp please refer to the Table 2.2 in Section
2.3.2)
Proof: We obtain the bias of r^(t; p) directly from Theorem 2.1 stated under Section 2.3.2.
We derive variance of r^(t; p) using results derived under Sections 3.3.1 and 2.3.2. Recall
that variance of r^(t; p) can be written as
V ar(r^(t; p)) = e1
TSn
 1SnSn
 1e1 (3.26)
using (3.22) and notations listed in Table 2.2. As the rst task we approximate the
matrix Sn. Recall that S

n = Tp
TWnnWn
TTp, where n is as dened in Equation
(3.22). Then, an element in Sn, say Sn;j;l has the form
Sn;j;l =
nX
k=1
nX
i=1
(ti   t)j(tk   t)lKh(ti   t)Kh(tk   t)Cov(rN(ti); rN(tk)); (3.27)
where j; l = 0; 1; : : : ; p. By separating squared and cross product terms in Equation (3.27),
Sn;j;l =
nX
i=1
(ti   t)j+lK2h(ti   t)V ar(rN(ti))
+
XX
i 6=k
(ti   t)j(tk   t)lKh(ti   t)Kh(tk   t)Cov(rN(ti); rN(tk)): (3.28)
Assuming that  is suciently small, by Equations (3.11), (3.15) and Lemma 3.3 in
Section 3.2.1 we obtain
Sn;j;l =
1
h2N
nX
i=1
(ti   t)j+lK2(ti   t
h
)
r(ti)
F (ti)
(
1

  r(ti))f1 + o( 1
N
)g
+
1
h2
XX
i6=k
(ti   t)j(tk   t)lK(ti   t
h
)K(
tk   t
h
)o(1)
=
1
h2N2
nX
i=1
(ti   t)j+lK2(ti   t
h
)
r(ti)
F (ti)
f1 + o( 1
N
)g
  1
h2N
nX
i=1
(ti   t)j+lK2(ti   t
h
)
r2(ti)
F (ti)
f1 + o( 1
N
)g: (3.29)
Further, applying Lemma 2.1 with C =  gives
Sn;j;l =
1
N h2 2
Z
(z   t)j+lK2(z   t
h
)
r(z)
F (z)
dtf1 + o( 1
N
)g
  1
h2N
Z
(z   t)j+lK2(z   t
h
)
r2(z)
F (z)
dzf1 + o( 1
N
)g: (3.30)
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Setting z   t = uh and expanding r(t+uh)
F (t+uh)
and r
2(t+uh)
F (t+uh)
in Taylor series around t we nd
Sn;j;l =
(h)j+l
N h 2
r(t)
F (t)
Z
(u)j+lK2(u)du  (h)
j+l
N h 
r2(t)
F (t)
Z
(u)j+lK2(u)du
+ o(
1
2N h
) (3.31)
which gives
Sn =
1
N h 2
HSH
r(t)
F (t)
  1
N h 
HSH
r2(t)
F (t)
+ o(
1
2N h
): (3.32)
Finally substitution of (3.32) and (2.25) in (3.26) will give us (3.23), i.e.
V ar(r^(t; p)) =
1
N h
e1
TS 1SS 1e1
r(t)
F (t)
  
N h
e1
TS 1SS 1e1
r2(t)
F (t)
+ o(

N h
): (3.33)
Under assumptions A1 and A4, Equation (3.23) implies V ar(r^(t; p))! 0 as N !1
and furthermore, Equations (3.24) and (3.25) imply Bias(r^(t; p))! 0 for any p; therefore,
applying Chebyshev's inequality gives r^(t; p)
p ! r(t): We summarize these results in the
following theorem:
Theorem 3.3. Under assumptions A1{A2,A4{A5, r^(t; p) is an asymptotically unbi-
ased and consistent estimator of the RHR function r(t).
In the next theorem we establish the asymptotic normality property of r^(t; p). We
make the following additional assumptions:
A6 Nh2 ! 0 as N !1;
A7 F () is continuous and the rst derivative exist and it is bounded;
A8 FN(t) = o(N 1), FN(t) = o(N 1), FN(t) = o(N 1) and FN(t) = o(N 1) as
N !1.
Theorem 3.4. Suppose that assumptions A1{A2,A4{A8 hold, then, the standardized
r^(t; p), i.e. r^(t;p) E(r^(t;p))p
V ar(r^(t;p))
, converges in distribution to the normal N(0; 1) random variable.
Proof: Recall that, tj is the center of each bin bj, j = 1; 2; : : : ; n. Also, fj is the frequency
of the bin bj , i.e. the number of sample values that fall into bin bj and  is the bin{width.
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In other words Equation (3.7) can be re{written as
rN(tj) =
NX
i=1
I[Ti<tj+=2]  
NX
i=1
I[Ti<tj =2]

NX
i=1
I[Ti<tj+=2]
I[tj =2T(1)]
=
1


1  FN(tj  =2)
FN(tj +=2)

I[tj =2T(1)]; (3.34)
where FN() is the empirical cdf.
Note: In order to prove that the standardized r^(t; p) converges in distribution to the
standard normal random variable, we will be relying on the classical Projection Theorem
due to J. Hajek Hajek (1968). To the best of our knowledge, this method of proving
convergence of estimators to a normal distribution was rst employed by Tanner and
Wong (1983) and later by several others, e.g. Abdous and Berred (2005); Bagkavos (2011);
Zardasht et al. (2012). The proof is somewhat involved and will be implemented through
several steps. In Step 1, we rst project our estimator r^(t; p) into the subspace generated
by linear combinations of the i.i.d. sample T1; T2; : : : ; TN and exhibit this projection
~r(t; p). In Step 2, we prove that the asymptotic distributions of both r^(t; p) and ~r(t; p)
coincide by showing that the ratio of their variances converges to 1, i.e.
V ar(r^(t; p))
V ar(~r(t; p))
! 1 as N !1: (3.35)
Finally, in Step 3, we show that the standardized ~r(t; p) has an asymptotic normal distri-
bution.
Step 1.
The local polynomial estimator can be expressed as
r^(t; p) = eT1 ^
= e1
TSn
 1TpTWnrn
=
nX
i=1
Ln(
ti   t
h
)rN(ti) (3.36)
where Ln(z) = e1
TSn
 1f1; zh; :::; (zh)pgTK(z)=h is a symmetric weight function and ti is
the ith design point in the xed design regression model. The projection of r^(t; p) into
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the subspace generated by linear combinations of the i.i.d. sample T1; T2; : : : ; TN , is given
by (c.f. Hajek (1968))
~r(t; p) =
NX
i=1
E(r^(t; p)jTi)  (N   1)E(r^(t; p)): (3.37)
Hajek (1968) also veried the following formulas which will be employed later on:
E(r^(t; p)  ~r(t; p))2 = V ar(r^(t; p))  V ar(~r(t; p)) (3.38)
and E(r^(t; p)) = E(~r(t; p)): (3.39)
For a given Ti  T(1) and any y, let DN;i(y) =
NX
k=1;k 6=i
I[Tk<y] where IA is the indicator
of the set A.
We rst note that for any a <  < u with j = 1; 2; :::n,
FN()
FN(u)
I[u>T(1)] =
DN;i() + 1
DN;i(u) + 1
I[Ti]+
DN;i()
DN;i(u) + 1
I[<Tiu]+
DN;i()
DN;i(u)
I[Tmin(i)<u<Ti]; (3.40)
where Tmin(i) = min1kN;k 6=i Tk and FN(t) is the empirical cdf of the sample T1; T2; : : : ; TN .
By (3.37) and (3.39),
~r(t; p)  E(~r(t; p)) =
NX
i=1
E(r^(t; p)jTi) NE(r^(t; p)) (3.41)
where
E(r^(t; p)jTi) =
nX
j=1
Ln(
tj   t
h
) E(rN(tj)jTi) (3.42)
and by (3.34), E(rN(tj)jTi) = 1E

1   FN (tj =2)
FN (tj+=2)

I[tj =2>T(1)]jTi

: Using (3.40) we
note that
E

FN(tj  =2)
FN(tj +=2)
I[tj =2>T(1)]jTi

= E

DN;i(tj  =2) + 1
DN;i(tj +=2) + 1
I[Titj =2]

+E

DN;i(tj  =2)
DN;i(tj +=2) + 1
I[tj =2<Titj+=2]

+E

DN;i(tj  =2)
DN;i(tj +=2)
I[Tmin<tj+=2<Ti]

: (3.43)
We also note that DN;i() and NFN() are both sums of independent Bernoulli random
variables and therefore are distributed as binomial random variables. Keeping this in
mind we state the following lemma.
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Lemma 3.4. (i) For any a < Ti  tj   =2 < tj + =2, DN;i(tj   =2) = NFN(tj  
=2)  1 and DN;i(tj +=2) = NFN(tj +=2)  1, therefore
E

DN;i(tj  =2) + 1
DN;i(tj +=2) + 1

=
F (tj  =2)
F (tj +=2)
(1  FN(tj +=2)): (3.44)
(ii) For any a < tj   =2 < Ti  tj + =2, DN;i(tj   =2) = NFN(tj   =2) and
DN;i(tj +=2) = NFN(tj +=2)  1, therefore
E

DN;i(tj  =2)
DN;i(tj +=2) + 1

=
F (tj  =2)
F (tj +=2)
(1  FN(tj +=2)) + FN(tj +=2)
 ( F (tj +=2) + F (tj  =2))N : (3.45)
(iii) Finally, for any a < tj   =2 < tj + =2 < Ti and tj  =2 > Tmin(i), DN;i(tj  
=2) = NFN(tj  =2) and DN;i(tj +=2) = NFN(tj +=2), therefore
E

DN;i(tj  =2)
DN;i(tj +=2)

=
F (tj  =2)
F (tj +=2)
[1  FN(tj  =2)  FN(tj  =2)]: (3.46)
Proof : Here we only present the proof of (i) as the proofs of the others are similar and
will be omitted. Using the binomial distributions,
E

DN;i(tj  =2) + 1
DN;i(tj +=2) + 1

=
N 1X
k=0
kX
l=0
l + 1
k + 1
P (NFN(tj  =2) = l + 1; NFN(tj +=2) = k + 1)
=
N 1X
k=0
kX
l=0
l + 1
k + 1
N !
(l + 1)!(k   l)!(N   k   1)!F
l+1(tj  =2)
[F (tj +=2)  F (tj  =2)]k l  FN k 1(tj +=2)
= F (tj  =2)
NX
r=1
N !
r!(N   r)!
FN r(tj +=2)

r 1X
l=0
(r   1)!
l!(r   1  l)!F
l(tj  =2)
[F (tj +=2)  F (tj  =2)]r 1 l
=
F (tj  =2)
F (tj +=2)
NX
r=1

N
r

FN r(tj +=2)F r(tj +=2)
=
F (tj  =2)
F (tj +=2)
[1  FN(tj +=2)] (3.47)
and hence (3.44) is proved.
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Now, using (3.44), (3.45) and (3.46),
E(rN(tj)jTi) = 1


1  F (tj  =2)
F (tj +=2)
(1  FN(tj +=2))

I[Ti6tj =2]
+
1


1  F (tj  =2)
F (tj +=2)
(1  FN(tj +=2))  FN(tj +=2)
+( F (tj +=2) + F (tj  =2))N

I[tj =2<Ti6tj+=2]
+
1


1  F (tj  =2)
F (tj +=2)
(1  FN(tj +=2)
  FN(tj +=2))

I[Ti>tj+=2]: (3.48)
Substituting (3.36) and (3.48) into (3.41), we obtain
~r(t; p)  E(~r(t; p)) =
NX
i=1
nX
j=1
Ln

tj   t
h

E(rN(tj)jTi) N
nX
j=1
Ln

tj   t
h

E(rN(tj))
=
NX
i=1
nX
j=1
Ln

tj   t
h

 

r(tj)  1


FN(tj +=2)I[Ti>tj+=2]
  1

FN(tj +=2)I[tj =2<Ti6tj+=2] +
1

( F (tj +=2)
+ F (tj  =2))NI[tj =2<Ti6tj+=2]

+ o(1); (3.49)
where we have noted that
NX
i=1
nX
j=1
Ln

tj   t
h

fr(tj)(I[Ti6tj ] + I[tj =2<Ti6tj+=2] + I[Ti>tj ])g  N
nX
j=1
Ln

tj   t
h

E(rN (tj)) t 0;
recalling by Equation (3.11) that E(rN(ti))  r(ti) = o(1) and noting that under assump-
tion A8 that FN(t) = o(N 1) as N !1,
nX
j=1
Ln

tj   t
h

N FN(tj) = o(1):
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We will next provide integral approximations to the sums in (3.49). Applying Lemma 2.1
with C = =h, and using assumptions A1{A2,A4{A7 yield
nX
j=1
Ln

tj   t
h

r(tj)F
N(tj +=2)I[Ti>tj+=2] =
h

Z
FN(y +=2)Ln

y   t
h

I[Ti>y+=2] dyf1 + o(1)g
=
h2

Z
r(t+ uh+=2)FN(t+ uh+=2)
Ln(u)I[Ti>t+uh+=2]duf1 + o(1)g
=
h2

r(t) FN(t+=2)I[Ti>t+=2]Z
Ln(u)duf1 + o(1)g (3.50)
where we have let y   t = uh and applied a Taylor series expansion about t. Following
similar steps and under the same assumptions but with c = h,
1

nX
j=1
Ln

tj   t
h

(( F (tj +=2) + F (tj  =2))N   FN(tj +=2))I[tj =2<Ti6tj+=2]
=
1


(( F (t+=2) + F (t =2))N   FN(t+=2))

I[t =2<Ti6t+=2]Z
Ln(u)duf1 + o(1)g; (3.51)
and
1

nX
j=1
Ln

tj   t
h

FN(tj +=2)I[Ti>tj+=2] =
1

FN(t+=2)I[Ti>t+=2]Z
Ln(u)duf1 + o(1)g: (3.52)
Therefore, using (3.50), (3.51) and (3.52), the projection (3.49) can be expressed as
~r(t; p)  E(~r(t; p)) = (
Z
Ln(u)du)

 
NX
i=1
h2

r(t) FN(t+=2)I[Ti>t+=2]
  1

NX
i=1
(( F (t+=2) + F (t =2))N   FN(t+=2))
I[t =2<Ti6t+=2]

+ o(h) + o(N 1 1): (3.53)
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Then, assuming that F (t) t F (t+=2) t F (t =2) when N !1, we get the following
for (3.53) recalling that N 1 1 !1 as N !1 (i.e. assumption A4),
~r(t; p)  E(~r(t; p)) = (
Z
Ln(u)du)

 
NX
i=1
(
h2

r(t) FN(t)I[Ti>t]  
1

NX
i=1
(1  FN(t))
I[t=Ti]

+ o(h): (3.54)
Step 2.
Recall that Ti's are i.i.d; therefore, from (3.54)
V ar(~r(t; p)) = (
Z
Ln(u)du)
2
 NX
i=1

(
h2

r(t))2F 2N(t)V ar(I[Ti>t])
+ (1  FN(t))2V ar(I[Ti=t])

+ o(h2)

: (3.55)
We also note that V ar(I[Ti=t]) = 0 since Ti is a continuous random variable and
V ar(I[Ti>t]) =
F (t)F (t): (3.56)
Also, referring to notations listed in Table 2.2
(
Z
Ln(u)du)
2 = e1
TS 1SS 1e1: (3.57)
Substituting the above results into (3.55) and under assumption A8 gives
V ar(~r(t; p)) =
h4
2
Ne1
TS 1SS 1e1r2(t)F 2N+1(t) F (t) + o(Nh2): (3.58)
Also,
V ar(~r(t; p)) =
1
Nh
e1
TS 1SS 1e1r2(t)(  
F (t)
+
1
f(t)
+ N(t)) + o(Nh
2); (3.59)
where
N(t) =

F (t)
  1
f(t)
+
N2h5
2
F 2N+1(t) F (t):
Then, since 0 < F (t) < 1 and 0 < F (t) < 1, by assumptions A1{A2, A4{A6 and
A8 we have,
1
Nh
e1
TS 1SS 1e1r2(t)N(t) = o(Nh2) + o


Nh

:
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Therefore,
V ar(~r(t; p)) =
1
Nh
e1
TS 1SS 1e1(
r(t)
F (t)
 r
2(t)
F (t)
) + o(Nh2) + o


Nh

(3.60)
and comparing between (3.60) and V ar(r^(t; p)):
V ar(r^(x; p)) =
1
N h
e1
TS 1SS 1e1
r(x)
F (x)
  
N h
e1
TS 1SS 1e1
r2(x)
F (x)
+ o(

N h
); (3.61)
proves that (3.35) holds.
Step 3.
Using (3.35), (3.38) and (3.39),
E

~r(t; p)  E(~r(t; p))p
V ar(~r(t; p))
  r^(t; p)  E(r^(t; p))p
V ar(~r(t; p))
2
= V ar(~r(t; p)) 1[V ar(r^(t; p))  V ar(~r(t; p))]! 0:
Hence the standardized versions of ~r(t; p)) and r^(t; p)) have the same asymptotic distri-
bution. Let
ZN =
~r(t; p)  E(~r(t; p))p
V ar(~r(t; p))
=
NX
i=1
XNi;
where XNi =
UN (Ti)p
V ar(~r(t;p))
and
UN(Ti) = (
Z
Ln(u)du)

  (h
2

r(t)  1

) FN(t+=2)I[Ti>t+=2]
  1

(( F (t+=2) + F (t =2))N   FN(t+=2))I[t =2<Ti6t+=2]

+ o(h)
by (3.53). From Equation (3.59) and under assumptions A2, A5 and A8,
NX
i=1
EjXNij3 = N E
 UN(T1)pV ar(~r(t; p))
3
= (V ar(~r(t; p))) 3=2N EjUN(T1)j3
= (o(Nh2)) 3=2N (o(h))3 = o(N 1=2):
Therefore, ZN converges in distribution to the standard normal distribution by Liapunov's
theorem (c.f. Davidson (1994)) and this completes the proof of the theorem.
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3.3.2 Dealing with a randomly censored data set
In many real life situations, the life times we observe are not completely observable due
to censoring. We briey discuss here how our method deals with life time data that are
randomly right{censored.
Let Y1; Y2; : : : ; YN be the i.i.d. life times of N components and C1; C2; : : : ; CN the
i.i.d. random censoring times. Then, the observed randomly right{censored data are
Ti = min(Yi; Ci) with indicator i = IfYCg indicating whether the ith observation has or
has not been censored. Then, the observed data (Ti; i) for i = 1; 2; : : : ; N are a random
sample from (T; ) where we will also assume that Y and C are independent. Furthermore,
let F () and f() denote the sf and pdf of Y and G() and g() denote the sf and pdf of C
respectively. Then, the RHR function in the presence of right{censoring is dened by
rc(y) =
f(y) G(y)
1  F (y) G(y) ; (3.62)
where it is assumed F (y) G(y) < 1. To estimate rc(y), the local polynomial estimators
adjusted for censoring introduced by Fan et al. (1996a) can be used.
3.4 Optimal bin-width and bandwidth selection
Both bin{width and bandwidth play a crucial role in determining the performance of
our proposed RHR local polynomial estimators. While bin{width assists in estimating
RHR function through its empirical estimator at bin centers, the bandwidth, acting as
a smoothing parameter, improves the accuracy of the local polynomial estimate of RHR
function at any point t. In Section 3.4.1, we mention the bin{width selection methods
used in our numerical experiments and in Section 3.4.2, we demonstrate how to obtain
an optimal bandwidth h for r^(t; p).
3.4.1 Determining the bin-width
For eective determination of the optimal bin{width required for computation of the
empirical RHR estimator (c.f. Equation (3.7)) at bin centers, we need to employ methods
that eectively select the bin{width of a density function. This is because the numerator
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of the RHR function (c.f. Equation (3.1)) contains f(t). Therefore, we use methods
proposed in the literature to select bin{width of a density histogram to select the bin{
width of empirical RHR estimator. The optimal bin{width should achieve a good balance
between mathematical and practical performance and simplicity to display the essential
characteristics of the data without giving too much importance to the data itself. In the
numerical analysis of this chapter, we use bin-width selection methods that provide an
optimal number of bins, n^ / N1=3. These methods proposed by Scott (1979), Freedman
and Diaconis (1981), and Wand (1997) will be denoted by \Scott", \FD" and \Wand"
respectively.
In the Scott method, the optimal bandwidth is obtained from the minimisation of
IMSE (Integrated Mean Squared Error) with the assumption that f(t) is a standard
normal pdf. The resulting formulae is the well known \Normal Reference Rule" given by
^ = 3:49 sN 1=3; (3.63)
where s is the sample standard deviation. The FD method introduced by Freedman and
Diaconis (1981), calculates the optimal bin-width based on the interquartile range (IQR)
of the observations using the following:
^ = 2 IQR N 1=3: (3.64)
The Wand method, introduced by Wand (1997), is an extension of the method intro-
duced by Scott (1979) and consists of l-stages to estimate the bin-width. In all l-stages,
^ / N 1=3 and in the process, kernel estimators are used throughout to estimate the
unknown quantities. When l is suciently high, the calculated bin-width has been shown
to be approximately equal to the optimal bin-width that minimises the Mean Integrated
Squared Error (MISE). Let
 ^NSr =
( 1)r=2r!
(2^)r+1(r=2)!1=2
;
where ^ is usually estimated by ^ = minfs; IQR=1:349g where s is the sample standard
deviation and IQR is the interquartile range. At the zero-stage rule:
^0 =

6
  ^NS2 N
1=3
; (3.65)
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and this gives a value roughly equal to what is given by Equation (3.63). In the one-stage
rule,
^1 =

6
  ^2(g11)N
1=3
; (3.66)
where g11 =

 2K00(0)
2 ^NS4 N
1=5
. In the two-stage rule,
^2 =

6
  ^2(g21)N
1=3
; (3.67)
where g22 =

 2K(4)(0)
4 ^NS6 N
1=7
and g21 =

 2K00(0)
2 ^4(g22)N
1=5
: Wand (1997) shows that provided
that at least two stages of functional estimation are used, their rules achieve a
p
N relative
rate of convergence.
3.4.2 Determining the bandwidth
In this section, we propose an automatic selection method to determine the optimal
bandwidth globally for any t. To achieve this, we minimise the AMISE. In the process, as
mentioned in Section 2.4.1, AMISE is obtained by substituting the asymptotic components
of the variance and bias formulae (i.e. without the o() terms) given by Equations (3.23),
(3.24) and (3.25) into the standard integrated weighted mean{squared error expression
given by Equation (2.36) where w(t) is given by Equation (2.37). We have shown in
Theorem 3.2 that the bias of the local polynomial estimator depends on the odd{evenness
of the order of the polynomial employed. Thus, the optimal bandwidth diers for the
two cases accordingly. We use the concept of an `equivalent kernel' rst introduced by
Fan and Gijbels (1996) to simplify the calculations involved in obtaining the asymptotic
bandwidths. The equivalent kernel, K0(u), which acquires all the properties of a general
kernel function, is dened by
K0(u) = e
T
1 S
 1

1 u u2 : : : up
T
K(u): (3.68)
To obtain the AMISE for a RHR local polynomial estimator r^(t; p) with p odd, we sub-
stitute (3.68) into (3.23) and (3.24). Then, we nd that the AMISE for a RHR local
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polynomial estimator r^(t; p) with p odd is
AMISE(r^(t; p)) = [
Z
up+1 K0(u) du]
2 h
2p+2
[(p+ 1)!]2
Z
[r(p+1)(t)]2 w(t) dt
+
1
N h
[
Z
[K0(u)]
2 du]
Z
r(t)(1  r(t))
F (t)
w(t) dt (3.69)
and similarly, with p even,
AMISE(r^(t; p)) = [
Z
up+2 K0(u) du]
2 h
2p+4
[(p+ 2)!]2
Z
[r(p+2)(t)]2 w(t) dt
+[
Z
[K0(u)]
2 du]
1
N h
Z
r(t)(1  r(t))
F (t)
w(t) dt: (3.70)
From (3.69) and (3.70), we can easily show that the optimal bandwidths which minimise
the AMISE for p odd and p even are respectively:
h^ODD = f [(p+ 1)!]
2
R
[K0(u)]
2du
(2p+ 2)[
R
up+1 K0(u)du]2
g 12p+3f
R r(t)(1 r(t))
F (t)
w(t)dt
N
R
[r(p+1)(t)]2w(t)dt
g 12p+3 (3.71)
and
h^EV EN = f [(p+ 2)!]
2
R
[K0(u)]
2du
(2p+ 4)[
R
up+2 K0(u)du]2
g 12p+5f
R r(t)(1 r(t))
F (t)
w(t)dt
N
R
[r(p+2)(t)]2w(t)dt
g 12p+5 : (3.72)
To obtain both h^ODD and h^EV EN , several unknown quantities have to be estimated. We
let the weight function w(t) to be as given in Equation (2.37) and estimate F (t) by
the empirical distribution function FN(t) concentrated on ti and r(t) by (3.7). Then, it
follows, for example, thatZ
r(t)(1  r(t))
F (t)
w(t) dt '
nX
i=1
rN(ti)(1  rN(ti))
FN(ti)
:
To estimate the (p + 1)th and (p + 2)th derivatives of the RHR function, we t a local
polynomial of order p+ 2 to the data using a pilot bandwidth determined by the nearest
neighbor method and use Equation (2.13). Then, the estimates of the derivatives are
determined noting that r^(j)(t; p) = j! ^j.
3.5 Performance of proposed estimators
In this section, we evaluate the performances of our proposed estimators, LL, LQ and LC
(i.e. r^(t; p) with p = 1; 2 and 3), in estimating RHR function through some simulated
data.
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Table 3.2: Simulated models and their RHR functions
Life time distribution RHR function
Normal[ = 15:0;  = 2:0]
( t 15
2
)
2 ( t 15
2
)
1[0;1)(t)
Exponential[ = 0:25] 0:25 e
 0:25 t
1 e 0:25t 1[0;1)(t)
Weibull[ = 2:0;  = 5:0] 2 t5 e
 t2
1 e t5 1[0;1)(t)
Gamma[ = 1:0;  = 5:0] e
 t=5
5 (1;t=5)
1[0;1)(t)
Lognormal[ = 2:0;  = 1:0]
p
2e 
(lnt 2)2
2
t
p


1+Erf

lnt 2p
2
 1[0;1)(t)
To evaluate the performances of the estimators using simulated data, we generated
samples from ve lifetime distributions popular in reliability and related disciplines,
namely theNormal[ = 15:0;  = 2:0], Exponential[ = 0:25],Weibull[ = 2:0;  = 5:0],
Gamma[ = 1:0;  = 5:0] and Lognormal[ = 2:0;  = 1:0] distributions. We chose these
distributions due to their dierent RHR shape. The RHR functions of these distributions
and their specied parameter values are displayed in Table 3.2. Here, () and () denote
the pdf and cdf of a N [0; 1] distribution respectively, (; t=) is the lower incomplete
gamma function with shape  and scale  and Erf() is the Gauss error function.
We generatem = 100 samples of size N = 100; 500 from each distribution and then for
each sample, we calculated the bin-width using FD (Freedman and Diaconis (1981)), Scott
(Scott (1979)) and Wand (Wand (1997)) methods described in Section 3.4.1 and computed
the empirical RHR function values rN(ti) at bin centers ti using Equation (3.7). Thus,
we obtained n pairs of data (ti; rN(ti)) for local polynomials tting. For each t[T1; TN ],
we computed LL, LQ and LC estimates for RHR function using Equation (3.20) with
p = 1; 2 and 3. To calculate the bandwidth we use the plug{in method discussed in
Section 3.4.2 and a classical bandwidth selection method named cross validation method
(hCV ; c.f. Section 2.4.2). The Gaussian kernel was used throughout. The performances
of dierent estimators were compared graphically by visual means and also using the
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Average of Mean Squared Errors (AMSE) and the Standard Deviation of Mean Squared
Errors (SDMSE). AMSE and SDMSE of an estimator, r^(), is dened as
AMSE =
1
m
mX
i=1
MSEi and SDMSE =
vuut 1
m  1
mX
i=1
(MSEi   AMSE)2;
where MSEi is the Mean Squared Error (MSE) of the ith sample. MSE of an estimator,
say r^(), for a particular sample, is merely given by
MSE =
1
s
sX
j=1
(r^(xj)  r(xj))2;
where we let s = 250 in our experiments when calculating the results of LL, LQ and LC
estimators. However, we let s = n in our experiments when calculating the results of the
empirical estimator since rN() is dened only at bin centers.
Tables 3.3 { 3.7 provide a summary of AMSE and SDMSE values of rN , LL, LQ
and LC estimators of the RHR function for dierent bin-width and bandwidth selection
methods for all the lifetime distributions listed in Table 3.2. By comparing AMSE values
of rN with AMSE values of local polynomial estimators, we see that local polynomial
estimators have improved the t considerably for all the cases. As expected, generally
the performance of all estimators improve (i.e. both AMSE and SDMSE decrease) as
the size of sample increases. Results in Tables 3.3 { 3.7 reveal that performance of the
AMISE bandwidth selection method outperforms the classical cross{validation method in
general, therefore, we use AMSE gures related to AMISE bandwidth method to derive
the following conclusions.
According to Table 3.3, for Normal distribution, LL estimator with FD bin-width
method provides the best estimates regardless of the size of the sample. For Exponential
distribution, the gures in Table 3.4 indicate that LC estimator with Scott bin{width
method provides the best t when N = 100 and that LL estimator with Wand bin{width
method provides the best t when N = 500. Results in Table 3.5 reveal that for the
considered Weibull model, LQ estimator is best when N = 100 and that LL estimator
provides the best t when N = 500 but both achieved when FD bin{width method is in
use. For the Gamma model, the gures in Table 3.6 indicate that LC and LL estimators
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Table 3.3: Simulation results: AMSE and SDMSE (within brackets) of rN(), LL, LQ and
LC RHR estimators for Normal[15.0, 2.0] distribution for various sample sizes, bin{width
and bandwidth selection methods
Binning method N rN() h LL LQ LC
FD 100 8.67E-02 AMISE 7.44E-02 7.85E-02 8.39E-02
(7.66E-02) (6.50E-02) (6.75E-02) (7.44E-02)
CV 7.87E-02 8.58E-02 3.54E-01
(6.69E-02) (7.87E-02) (1.34E+00)
500 8.64E-02 AMISE 6.06E-02 7.65E-02 8.94E-02
(9.07E-02) (6.68E-02) (8.19E-02) (9.57E-02)
CV 6.33E-02 1.29E-01 6.66E-01
(6.62E-02) (6.97E-02) (1.89E-01)
Scott 100 1.08E-01 AMISE 1.06E-01 1.06E-01 1.08E-01
(6.93E-02) (6.56E-02) (6.53E-02) (6.70E-02)
CV 1.09E-01 2.26E-01 3.24E-01
(6.77E-02) (4.83E-01) (6.33E-01)
500 8.99E-02 AMISE 7.42E-02 8.04E-02 8.84E-02
(8.07E-02) (6.52E-02) (7.02E-02) (8.01E-02)
CV 7.92E-01 8.41E-02 3.15E-01
(6.69E-02) (7.05E-02) (8.18E-01)
Wand 100 1.07E-01 AMISE 1.04E-01 1.04E-01 1.06E-01
(6.59E-02) (6.42E-02) (6.36E-02) (6.47E-02)
CV 1.07E-01 1.79E-01 3.05E-01
(6.59E-02) (2.98E-01) (5.80E-01)
500 8.92E-02 AMISE 7.36E-02 7.97E-02 8.69E-02
(7.93E-02) (6.38E-02) (6.89E-02) (7.90E-02)
CV 7.89E-02 8.47E-02 2.87E-01
(6.54E-02) (7.03E-02) (5.64E-01)
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Table 3.4: Simulation results: AMSE and SDMSE (within brackets) of rN(), LL, LQ and
LC RHR estimators for Exponential[0.25] distribution for various sample sizes, bin{width
and bandwidth selection methods
Binning method N rN() h LL LQ LC
FD 100 2.47E-02 AMISE 7.44E-03 6.78E-03 6.78E-03
(5.59E-03) (6.62E-03) (6.16E-03) (5.97E-03)
CV 6.75E-03 1.76E-01 6.76E-01
(6.29E-03) (1.64E+00) (1.56E+00)
500 1.43E-02 AMISE 7.23E-04 6.95E-04 1.09E-03
(5.59E-03) (6.87E-04) (7.55E-04) (9.49E-04)
CV 7.62E-04 1.21E-03 1.84E-03
(7.82E-04) (1.00E-03) (5.04E-03)
Scott 100 1.32E-02 AMISE 3.69E-03 3.30E-03 3.19E-03
(3.64E-03) (2.93E-03) (2.68E-03) (2.60E-03)
CV 1.17E-02 8.76E-02 8.17E-01
(8.06E-03) (4.22E-01) (2.41E+00)
500 6.98E-03 AMISE 2.15E-03 1.96E-03 2.14E-03
(3.55E-03) (1.59E-03) (1.50E-03) (1.51E-03)
CV 1.84E-03 2.15E-03 5.06E-01
(4.13E-03) (1.52E-03) (2.08E+00)
Wand 100 3.79E-02 AMISE 5.87E-03 5.30E-03 5.52E-03
(9.24E-03) (5.58E-03) (5.11E-03) (5.04E-03)
CV 5.24E-03 1.91E-02 5.29E-01
(5.08E-03) (1.22E-01) (1.21E+00)
500 1.75E-02 AMISE 3.14E-04 3.95E-04 9.01E-04
( 6.64E-03) (2.29E-04) (4.06E-04) (7.69E-04)
CV 4.06E-04 9.49E-04 6.85E-04
(4.88E-04) (8.09E-04) (9.06E-04)
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Table 3.5: Simulation results: AMSE and SDMSE (within brackets) of rN(), LL, LQ and
LC RHR estimators for Weibull[2, 5] distribution for various sample sizes, bin{width and
bandwidth selection methods
Binning method N rN() h LL LQ LC
FD 100 3.55E-01 AMISE 1.19E-01 1.18E-01 1.19E-01
(1.72E-01) (9.00E-02) (8.98E-02) (8.96E-02)
CV 1.19E-01 4.72E-01 1.71E+00
(9.02E-02) (1.94E+00) (3.25E+00)
500 1.73E-01 AMISE 8.88E-02 9.16E-02 9.36E-02
(1.25E-01) (4.39E-02) (4.39E-02) (4.43E-02)
CV 9.07E-02 9.34E-02 1.95E-01
(4.35E-02) (4.41E-02) (4.60E-01)
Scott 100 3.23E-01 AMISE 1.50E-01 1.48E-01 1.48E-01
(1.31E-01) (9.99E-02) (9.99E-02) (9.99E-02)
CV 1.49E-01 2.70E-01 2.77E+00
(1.00E-01) (4.68E-01) (5.07E+00)
500 1.61E-01 AMISE 1.19E-01 1.18E-01 1.19E-01
(9.56E-02) (5.12E-02) (5.06E-02) (5.05E-02)
CV 1.18E-01 1.67E-01 2.44E+00
(5.05E-02) (4.66E-01) (7.79E+00)
Wand 100 3.31E-01 AMISE 1.46E-01 1.44E-01 1.44E-01
(1.39E-01) (1.02E-01) (1.01E-01) (1.01E-01)
CV 1.44E-01 4.40E-01 1.58E+00
(1.01E-01) (1.87E+00) (2.49E+00)
500 1.63E-01 AMISE 1.11E-01 1.11E-01 1.12E-01
(9.81E-02) (5.06E-02) (4.98E-02) (4.98E-02)
CV 1.11E-01 1.12E-01 8.46E-01
(4.97E-02) (4.98E-02) (2.77E+00)
64
Table 3.6: Simulation results: AMSE and SDMSE (within brackets) of rN(), LL, LQ and
LC RHR estimators for Gamma[1, 5] distribution for various sample sizes, bin{width and
bandwidth selection methods
Binning method N rN() h LL LQ LC
FD 100 1.61E-02 AMISE 5.71E-03 5.15E-03 5.09E-03
(3.56E-03) (4.49E-03) (4.16E-03) (3.96E-03)
CV 1.16E-03 4.45E-03 1.92E+00
(1.17E-03) (2.36E-02) (8.18E+00)
500 9.17E-03 AMISE 1.38E-04 6.81E-05 2.29E-04
(3.53E-03) (1.09E-04) (6.37E-05) (1.67E-04)
CV 5.19E-04 8.15E-04 8.79E-04
(4.42E-04) (5.54E-04) (5.76E-04)
Scott 100 8.55E-03 AMISE 2.79E-03 2.48E-03 2.37E-03
(2.26E-03) (2.06E-03) (1.92E-03) (1.82E-03)
CV 2.39E-03 1.41E-01 2.23E+00
(1.90E-03) (9.39E-01) (8.51E+00)
500 4.63E-03 AMISE 2.47E-04 1.74E-04 2.89E-04
(2.16E-03) (1.66E-04) (1.61E-04) (2.34E-04)
CV 1.30E-03 1.51E-03 3.66E-01
(9.16E-04) (9.66E-04) (1.94E+00)
Wand 100 2.50E-02 AMISE 4.59E-03 4.16E-03 4.24E-03
(5.22E-03) (3.89E-03) (3.52E-03) (3.41E-03)
CV 9.05E-03 1.01E-02 1.95E+00
(8.74E-04) (8.05E-02) (15.88E+00)
500 1.12E-02 AMISE 2.09E-04 2.29E-04 5.36E-04
(4.09E-03) (1.98E-04) (2.17E-04) (3.86E-04)
CV 2.47E-04 6.10E-04 6.57E-04
(2.50E-04) (4.27E-04) (4.59E-04)
65
Table 3.7: Simulation results: AMSE and SDMSE (within brackets) of rN(), LL, LQ and
LC RHR estimators for Lognormal[2, 1] distribution for various sample sizes, bin{width
and bandwidth selection methods
Binning method N rN() h LL LQ LC
FD 100 1.29E-02 AMISE 7.52E-04 7.11E-04 7.35E-04
(8.14E-03) (9.49E-04) (9.13E-04) (9.20E-04)
CV 1.32E-04 1.53E-03 2.26E-02
(1.32E-04) (9.64E-03) (1.23E-01)
500 4.74E-03 AMISE 8.18E-05 6.88E-05 9.93E-05
(3.23E-03) (1.39E-04) (1.76E-04) (2.28E-04)
CV 6.61E-05 8.69E-05 8.98E-05
(1.76E-04) (2.17E-04) (2.21E-04)
Scott 100 2.00E-03 AMISE 3.27E-04 2.93E-04 2.79E-04
(1.37E-03) (3.76E-04) (3.53E-04) (3.42E-04)
CV 2.71E-04 5.96E-04 2.21E-01
(3.38E-04) (1.24E-03) (9.13E-01)
500 9.64E-04 AMISE 1.04E-04 9.03E-05 9.51E-05
(9.39E-04) (2.14E-04) (2.09E-04) (2.13E-04)
CV 1.79E-04 1.98E-04 2.99E-04
(4.29E-04) (4.48E-04) (7.74E-04)
Wand 100 1.81E-02 AMISE 1.06E-04 9.52E-05 1.26E-04
(1.48E-02) (1.36E-04) (1.46E-04) (1.78E-04)
CV 1.06E-04 1.43E-04 3.68E-04
(1.56E-04) (1.97E-04) (9.84E-04)
500 6.58E-03 AMISE 4.73E-05 3.38E-05 4.99E-05
(4.14E-03) (5.03E-05) (8.59E-05) (1.09E-04)
CV 3.18E-05 4.51E-05 4.76E-05
(6.95E-05) (1.09E-04) (1.09E-04
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provide the best t when N = 100 and N = 500 and this is obtained when Scott and FD
methods are used respectively. Finally for lognormal distribution, Wand method with LQ
estimator provides a better t generally regardless of the size of the sample.
In Figures 3.2{3.6, we plot r^(t; p) and the true RHR function for the ve distributions
and for both N = 100 and N = 500 cases to compare them graphically. The plots
indicate that our approach produces good estimates of the RHR function and are ecient
in capturing changes in the curvature for all the RHR models considered. It is also
evident in Figures 3.2{3.6 if we compare the graphs of N = 100 with N = 500 for a
given distribution that the performance of the estimators improve as the size of sample
increases.
Theorem 3.4 states that the proposed estimators converge asymptotically in distri-
bution to a Normal distribution. We demonstrate this property by generating 100 sam-
ples from Weibull[2,5] distribution of sample size N=500 and evaluate r^(4:5; 1), r^(4:5; 2),
r^(4:5; 3) 100 times using LL, LQ and LC estimators respectively. In Figure 3.7 we display
the Q-Q plots of these estimates revealing that their distributions follow closely a Normal
distribution (with p-values 0.363, 0.547 and 0.183 respectively using the Anderson{Darling
normality test).
3.6 Conclusion
In this chapter, we proposed several nonparametric estimators for estimating the RHR
function r(t). The RHR function is an important measure as a tool in the analysis of the
reliability of both natural and man-made systems.
We began by applying binning technique to obtain an empirical estimator for r(t) at
bin centers, and subsequently, local polynomial regression method with xed design and
degrees of polynomial up to order three were employed to estimate r(t) for all t. Proper-
ties of these estimators, including asymptotic unbiasedness, consistency and asymptotic
normality were also proved. As the choice of bin-width and bandwidth are crucial in our
estimation procedure, dierent methods of selecting optimal bin-width and bandwidth
were proposed.
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Figure 3.2: Performance of the LL estimator of RHR function for Normal[15, 2] Distribu-
tion for samples of size (a) N = 100 (b) N = 500. The solid black line is the true RHR
function.
Data generated from ve commonly used lifetime distributions were used to assess the
performance of our proposed methodology. The AMSE criterion was employed to com-
pare the estimated values with the true values. The results indicate that our bandwidth
selection method together with proposed local polynomial estimators generally provide
good estimates for r(t) with any of the bin-width selection methods considered. Results of
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Figure 3.3: Performance of the LC and LL estimators of RHR function for Exponen-
tial[0.25] Distribution for samples of size (a) N = 100 (b) N = 500. The solid black line
is the true RHR function.
all the distributions except Normal distribution suggest that higher order polynomial esti-
mators (LQ and LC) provide signicantly better estimates of the RHR function especially
when the sample size is small.
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Figure 3.4: Performance of the LQ and LL estimators of RHR function for Weibull[2, 5]
Distribution for samples of size (a) N = 100 (b) N = 500. The solid black line is the true
RHR function.
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Figure 3.5: Performance of the LL and LC estimators of RHR function for Gamma[1, 5]
Distribution for samples of size (a) N = 100 (b) N = 500. The solid black line is the true
RHR function.
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Figure 3.6: Performance of the LQ estimator of RHR function for Lognormal[2, 1] Dis-
tribution for samples of size (a) N = 100 (b) N = 500. The solid black line is the true
RHR function.
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Figure 3.7: Q-Q plots of (a) LL (b) LQ (c) LC RHR estimators
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Chapter 4
Estimation of the Expected
Inactivity Time Function
4.1 Introduction
Let T be a lifetime random variable having cumulative distribution function (cdf) F () and
probability density function (pdf) f() with support (a; b) where a = infft : F (t) > 0g
and b = supft : F (t) < 1g. Then, the Expected Inactivity Time (EIT) function is dened
as
e(t) = E(t  T jT < t) =
8><>:
Z t
a
F (u)
F (t)
du; if F (t) > 0,
0; otherwise.
(4.1)
for t 2 (a; b): From the denition, the EIT function is the expected time that has elapsed
since the failure of a certain component/system given that it has already failed by time
t. In Chapter 3 we considered the RHR function and discussed its importance, properties
and estimation. However, r(t) is an instantaneous rate providing information at a local
point t, whereas EIT function considers the conditional expected inactivity time prior to
t. Thus, EIT is a more descriptive measure of the aging process than RHR.
During the past decade, EIT has generated considerable interest in reliability and
related elds and has emerged as an important tool for investigating aging and reliability
properties of single component or system made up of several components (e.g. see Li and
Xu (2006); Badia and Berrade (2008); Ortega (2009)). Badia and Berrade (2008) give
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an insight into its properties in mixtures of distributions and Kundu et al. (2010) discuss
certain functional relationships between entropy, RHR (Reversed Hazard Rate) function
and EIT.
Applications of EIT to reliability problems are diverse. EIT has been found to be
useful when describing dierent maintenance policies in reliability (see e.g. Finkelstein
(2002)). New classes of distributions based on EIT, EIT ordering and properties of EIT
of the components of a parallel system have been thoroughly discussed in the literature
(e.g. Nanda et al. (2003); Kundu and Nanda (2010)). A detailed discussion of properties
of stochastic comparisons based on this reliability function can be found in Kayid and
Ahmad (2004); Ahmad and Kayid (2005); Li and Xu (2006) among others. Goliforushani
and Asadi (2008) discuss use of EIT to determine reliability of a system in the discrete
life data setting. EIT function is also useful in biomedicine to estimate incubation times
of diseases and investigate the behaviour of lifetime distributions in survival retrospective
studies (e.g. see Keiding and Gill (1990); Keiding (1991); Andersen et al. (1993)). It is
also used in forensic science and life insurance to predict times of occurrences of events
such as time of death of an individual (e.g. Gupta and Nanda (2001)). This reliability
measure has also been applied in risk theory and econometrics (e.g. Eeckhoudt and Gollier
(1995); Kijima and Ohnishi (1999)). Li and Xu (2006) and Ortega (2009), among many
others, study EIT ordering. Ortega (2009) obtain characterization of the RHR order in
terms of the EIT order and the relationship between the EIT order and Mean Residual
Life (MRL) order.
Properties of the EIT function has been discussed in several papers in the literature
(e.g. see Asadi and Berred (2011); Goliforushani and Asadi (2008)). Without loss of
generality assuming that a = 0, from the denition of the EIT function (i.e. Equation
(4.1)) and notice that
e(t) = t 
Z t
0
uf(u)
F (t)
du: (4.2)
Therefore, it follows that
 0 < e(t) < t,
 e(b) = b  =F (b), where  is the mean,
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 t  e(t) is non{decreasing in t.
The standard approach in estimating EIT function e(t) is to assume that the under-
lying lifetime distribution is known, even if only approximately. In Table 4.1 we display
several popular parametric EIT models. Here, (t) and (k; t

) are as dened in Section
3.1 and
B(t; ; ) =
+ 1X
j=
( +    1)!
j!( +    1  j)!t
j(1  t)+ 1 j
is the regularized incomplete beta function.
Table 4.1: Popular parametric EIT functions
Lifetime distribution EIT function
Uniform [a, b] (x a)
2
I[a;b](x)
Exponential [] 1
1 e x
 
x+ 1

(e x   1) I[0;1)(x)
Normal [, ]
R x
0 (
u 

) du
(x 

)
I[0;1)(x)
Weibull [, k] 1
1 e (x=)k
 
x  R x
0
e (u=)
k
du

I[0;1)(x)
Gamma [, k]
R x
0 (k;
u

) du
(k;x

)
I[0;1)(x)
Lognormal [, ]
R x
0 (
logu 

) du
( logx 

)
I[0;1)(x)
Beta [, ]
R x
0 B(u;;) du
B(x;;) 1(0;1)(x)
Despite the variety of applications and drawbacks associated with the parametric
approach, to the best of our knowledge, nonparametric smooth estimation of the EIT
function is yet to be investigated. In this chapter, motivated by the possibility of applica-
tion of such an approach to estimate the EIT function in real life, where some parametric
assumption is not adequate, we seek to remedy this by applying xed{design local poly-
nomial regression (c.f. Section 2.3) to estimate EIT function.
In this chapter, we introduce several nonparametric estimators for e(t) by incorpo-
rating the empirical estimator of EIT function in Section 4.2 with the local polynomial
regression of order 1; 2 and 3 in Section 4.3. The empirical estimator of EIT function
was introduced in Asadi and Berred (2011). The idea of employing higher order local
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polynomials is to investigate whether higher order local polynomials will further improve
the t of the estimator since parametric EIT models used in practice are mostly non-
linear (e.g. see Figure 4.1). Increasing the order of the local polynomial function has
previously been shown some improvements in some instances (e.g. see Chapter 3). As the
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Figure 4.1: Popular parametric EIT functions
initial step of applying xed design local polynomial regression technique, we rst create
a set of n equally spaced design points located in [a; b] with corresponding responses,
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and then use the standard empirical estimator function to approximate EIT function at
those points. This is then followed by using local polynomials to estimate EIT function
for any t 2 [a; b]. The bias and variance of these estimators are derived and an inves-
tigation into their asymptotic properties, such as consistency and asymptotic normality,
undertaken. Determination of the bandwidth is an important step because it controls the
neighborhood of the smoothing which aects the quality of estimation of the EIT func-
tion. This is evident by the fact that it is present in both bias and variance of the local
polynomial estimators (c.f. Theorem 4.2). Thus, Section 4.3.2 is devoted to a discussion
of the bandwidth selection method where we propose two separate easily calculated data
based bandwidth selectors for odd and even order local polynomial estimators specic to
EIT function. We explore the performance of this bandwidth selector in our simulation
study and compare its performance with the well known cross{validation method. The
performances of the proposed EIT estimators are evaluated in Section 4.4 utilizing sim-
ulated data. We also briey discuss local polynomial estimation of the EIT function in
the presence of a censored data set in Section 4.3.3. Finally, the chapter is concluded in
Section 4.5.
4.2 An empirical estimator for the EIT function
Let, T1; T2; :::; TN be a random sample of size N generated by a random variable T with
cdf F (). Also, let T(1); T(2); :::; T(N) denote their order statistics. Then, assuming that
there are no ties, the well known empirical cdf is given by
FN(t) =
8>>><>>>:
0 for t < T(1),
j
N
for T(j)  t < T(j+1) and j = 1; : : : ; N   1,
1 for t  T(N).
(4.3)
For any t  T(1); an empirical estimator for EIT is derived on substituting FN(t) for F (t)
in (4.1) giving
eN(t) =
NX
j=1
ft  TjgI[T(j);T(j+1))(t); (4.4)
78
where Tj =
1
j
jX
k=1
T(k) for j = 1; : : : ; N and T(N+1) = supft : F (t) < 1g = b by convention.
We note here that the expression for the empirical estimator obtained in Asadi and Berred
(2011) is dierent from (4.4). Below we display a proof of this result.
Derivation of eN(t)
Recall: a = infft : F (t) > 0g, b = supft : F (t) < 1g and
FN(t) =
8>>><>>>:
0 for t < T(1),
j
N
for T(j)  t < T(j+1) and j = 1; : : : ; N   1,
1 for t  T(N).
(4.5)
For any t 2 [T(j); T(j+1)); j = 1; : : : ; N ,
eN(t) =
R t
a
FN(u)du
FN(t)
=
N
j
 jX
k=1
Z T(k)
T(k 1)
k   1
N
du+
Z t
T(j)
j
N
du

(where T(0) = a)
= t  1
j
jX
k=1
T(k): (4.6)
Thus, we have
eN(t) =
NX
j=1
ft  TjgI[T(j);T(j+1))(t) for t  T(1), (4.7)
where Tj =
1
j
jX
k=1
T(k) for j = 1; : : : ; N and T(N+1) = b = supft : F (t) < 1g by convention.
When ties exist, the empirical estimator needs to be adjusted. Let ~T(1) < ~T(2) <
~T(3)::: < ~T(l) be the distinct ordered times of failure, let
ai = number of tied observations at time ~T(i) and
bi =
iX
j=1
aj for i = 1; : : : ; l < N ,
then, the empirical estimator for EIT adjusted for ties is given by,
~el(t) =
lX
j=1
ft  1
bj
jX
i=1
ai ~T(i)gI[ ~T(j); ~T(j+1))(t): (4.8)
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When there are no ties, i.e. when N = l, ai = 1 and bi =
iX
j=1
aj = i, then ~el(t) reduces
to eN(t) as is to be expected. We will assume in this chapter that all observations are
untied since straightforward modications to the previous results will cover the case of
tied observations.
4.2.1 Some properties of the empirical estimator
The mean and variance of eN(t) (refer to Asadi and Berred (2011) for a proof) are re-
spectively
E(eN(t)) = e(t)(1  FN(t)) (4.9)
and V ar(eN(t)) = e
2(t)(1  FN(t))FN(t) + N(t)

2
1(t)
F (t)
  e2(t)

(4.10)
where F (t) = 1  F (t) is the survival function (sf),
N(t) =
NX
i=1
FN i(t)(1  F i(t))
i
(4.11)
and
1(t) =
Z t
a
(t  z)F (z)dz: (4.12)
Since 0 < F (t) < 1, we state the following obvious Lemma from (4.9).
Lemma 4.1. eN(t) is asymptotically unbiased for e(t) as N !1.
Also
N(t) =
1
N F (t)
+ o

1
N

; (4.13)
(c.f. Asadi and Berred (2011)), therefore
V ar(eN(t)) = e
2(t)(1  FN(t))FN(t) + 1
N F (t)

2
1(t)
F (t)
  e2(t)

+ o

1
N

:(4.14)
Hence, the following lemma also holds.
Lemma 4.2. V ar(eN(t))! 0 as N !1.
Using Lemma 4.1{4.2 we establish the following theorem using Chebyshev's inequality.
Theorem 4.1. eN(t) is a consistent estimator for EIT.
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4.3 Fixed{design local polynomial estimators for the
EIT function
Consider an equally spaced mesh, t1; t2; :::; tn, over [a; b], that is created by letting
ti = a+ (i  1); (4.15)
where the width  = (b   a)=(n   1). We will assume that n is proportional to N , the
total number of observations. The problem of smooth nonparametric estimation of the
EIT function at any point t can be formulated as a xed design nonparametric regression
problem using xed{design nonparametric regression concepts discussed in Section 2.3.1.
The local polynomial estimator for EIT function, e^(t; p), derived using Equation (2.12),
is given by
e^(t; p) = e1
T (Tp
TWnTp)
 1 TpTWneN(t); (4.16)
where e1
T = (1; 0; 0; : : : ; 0)1(p+1) and eN(t)T = (eN(t1); eN(t2); : : : ; eN(tn))n1. Substi-
tuting in p = 1; 2 and 3 in (4.16) will yield the Local Linear (LL), Local Quadratic (LQ)
and Local Cubic (LC) EIT estimators respectively.
From the local polynomial expansion, we can also obtain the local polynomial estima-
tor for the jth derivative of the EIT function, e^(j)(t; p), noting that
e^(j)(t; p) = j! ^j
= j! ej+1
T (Tp
TWnTp)
 1 TpTWneN(t) (4.17)
where ej+1 is the (p+1)1 vector with 1 in the j+1 position and 0 elsewhere. Assuming
that e(t) is dierentiable, by Equations (3.3) and (4.17) we are able to also estimate the
RHR function by
r(t; p) =
1  e0(t; p)
e(t; p)
: (4.18)
In the next Section we derive mean and variance of e^(t; p) using Equations (2.17)
and (2.19) and properties of eN() established under Section 4.2.1. Further to this, it is
also important to look at asymptotic properties of e^(t; p). Therefore, we also derive the
asymptotic bias, variance of e^(t; p) and establish the consistency and asymptotic normality
of e^(t; p).
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4.3.1 Asymptotic properties of the xed{design local polyno-
mial estimators
The mean and variance of e^(t; p), are, respectively
E(e^(t; p)) = e1
T (Tp
TWnTp)
 1TpTWnE(eN(t)) (4.19)
and V ar(e^(t; p)) = e1
T (Tp
TWnTp)
 1TpTWnnWnTTp(TpTWnTp) 1e1; (4.20)
where n is the variance-covariance matrix of eN(t). We state and prove Theorem 4.2
which displays the asymptotic bias and variance of e^(t; p). Apart from assumptions A1{
A2 stated under Section 2.3.2 and assumption A7 stated under Section 3.3.1, we will also
impose the following additional assumptions:
A9 Nh!1 and Nh2 ! 0 as N !1;
A10 e() is continuous, bounded and continuously dierentiable up to order p + 2. e0()
is bounded;
Theorem 4.2. Suppose that assumptions A1{A2, A7, A9{A10 hold, then variance
of e^(t; p) is given by
V ar(e^(t; p)) =

h
e1
TS 1SS 1e1

e2(t)(1  FN(t))FN(t) + 1
N F (t)

2
1(t)
F (t)
 e2(t)

+ o


Nh

: (4.21)
The bias of e^(t; p) is given by
for p odd, Bias[e^(t; p)] = e1
T S 1 Cp
hp+1 e(p+1)(t)
(p+ 1)!
+ o(hp+1); (4.22)
and for p even, Bias[e^(t; p)] = e1
T S 1 ~Cp
hp+2 e(p+2)(t)
(p+ 2)!
+ o(hp+2): (4.23)
(For denitions of matrices S, S, Cp and ~Cp please refer to the Table 2.2 in Section
2.3.2)
Proof: First, we consider the asymptotic expressions for the conditional bias of e^(t; p). To
derive them, We obtain the bias of e^(t; p) directly from Theorem 2.1 stated under Section
2.3.2.
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Next we derive an expression for asymptotic variance of e^(t; p). We start o by recalling
that the variance of e^(t; p) (refer to 4.20) can be re{written, using and notations listed in
Table 2.2, as
V ar(e^(t; p)) = e1
TSn
 1SnSn
 1e1: (4.24)
Recall that Sn = Tp
TWnnWn
TTp and as our rst task we approximate this matrix.
The (j; l) element in Sn, say Sn;j;l; is equal to
Sn;j;l =
nX
k=1
nX
i=1
(ti   t)j(tk   t)lKh(ti   t)Kh(tk   t)Cov(eN(ti); eN(tk)); (4.25)
where j; l = 0; 1; : : : ; p. By separating squared and cross product terms in (4.25),
Sn;j;l =
nX
i=1
(ti   t)j+lK2h(ti   t)V ar(eN(ti))
+
X
i 6=k
(ti   t)j(tk   t)lKh(ti   t)Kh(tk   t)Cov(eN(ti); eN(tk)):
(4.26)
For a < ti < tj < b; it has been shown in Asadi and Berred (2011) that
E(eN(ti); eN(tj)) = e(ti)e(tj)(1  FN(tj)) + N(ti; tj)

2
1(ti)
F (ti)
  e2(ti)

+
FN(ti)  FN(tj)
F (ti)  F (tj) 0(ti)

tj   ti   0(tj)  0(ti)
F (ti)

(4.27)
where
N(s; t) =
NX
i=1
FN i(s)(1  F i(t))
i
; j(s) =
Z s
a
(s  z)jF (z)dz; for j = 0; 1: (4.28)
For a < s < t < b;
jNN(s; t)j =
N 1X
j=0
N F j(s)
N   j  
NX
i=1
N FN(s)
i
 F (t)
F (s)
i
6 1
F 2(s)
+
NX
i=1
N FN(s)
i
: (4.29)
But, lim
N!1
 NX
i=1
1
i
  log(N)

= c where c is the Euler-Mascheroni constant. Then,
log(N)aN ! 0 as N ! 1; where a = F (s). This implies that N(s; t) tends to zero as
N !1. Thus, carrying from (4.27)
E(eN(ti); eN(tj)) = e(ti)e(tj) + o(1): (4.30)
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Recall from Section 4.2.1 that eN(t) is asymptotically unbiased for e(t) and substituting
(4.14) and (4.30) into (4.26) give
Sn;j;l =
nX
i=1
(ti   t)j+lK2h(ti   t)V ar(eN(ti)) + o(1): (4.31)
Applying Lemma 2.1 with C =  to (4.31) further give
Sn;j;l =
1
h2
Z
(z   t)j+lK2

z   t
h

2(z)dz + o(); (4.32)
where
2(z) = e2(z)(1  FN(z))FN(z) + 1
N F (z)

2
1(z)
F (z)
  e2(z)

+ o

1
N

:
Given that ! 0 as n!1, setting z t = uh and noting that 2(t+uh) = 2(t)+o(1),
using a Taylor series expansion about t, we nd under assumptions A1{A2, A7, A9{
A10 that
Sn;j;l =
hj+l
h
Z
uj+lK2(u)du 2(t)f1 + o(1)g; (4.33)
which gives
Sn =
1
h
HSH 2(t)f1 + o(1)g: (4.34)
Therefore, substituting (4.34) and (2.25) into (4.24) will give us (4.21).
Under A1{A2, A7, A9{A10, Equation (4.21) implies V ar(e^(t; p)) ! 0 as N ! 1
and furthermore, Equations (4.22) and (4.23) imply Bias(e^(t; p))! 0 for any p; therefore,
applying Chebyshev's inequality gives e^(t; p)
p ! e(t). We summarize these results in the
following theorem:
Theorem 4.3. Under assumptions A1{A2, A7, A9{A10, e^(t; p) is an asymptotically
unbiased and consistent estimator of the EIT function e(t).
Theorem 4.4. Suppose that assumptions A1{A2, A7, A9{A10 hold, then, the stan-
dardized e^(t; p), i.e. e^(t;p) E(e^(t;p))p
V ar(e^(t;p))
, converges in distribution to the normal N(0; 1) random
variable.
Proof: The proof is similar to the proof of Theorem 3.4 in Section 3.3.1. Hence, here we
highlight only the dierences. Similar to Step 1 of the proof of Theorem 3.4, in Step 1,
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we rst project our estimator e^(t; p) into the subspace generated by linear combinations
of the i.i.d. sample T1; T2; : : : ; TN and exhibit this projection ~e(t; p). Under the next step
(Step 2), we prove that the asymptotic distributions of both e^(t; p) and ~e(t; p) coincide by
showing that the ratio of their variances converges to 1, i.e.
V ar(e^(t; p))
V ar(~e(t; p))
! 1 as N !1: (4.35)
Finally, in Step 3, we show that the standardized ~e(t; p) has an asymptotic normal distri-
bution.
Step 1.
Similar to Equation (3.36), e^(t; p) can be expressed as
e^(t; p) = e1
T ^
= e1
TSn
 1TpTWneN(t)
=
nX
i=1
Ln(
ti   t
h
)eN(ti) (4.36)
where Ln(z) = e1
TSn
 1f1; zh; :::; (zh)pgTK(z)=h is a symmetric weight function and ti
is the ith design point in the xed design regression model. Following Equation (3.37),
the projection of e^(t; p) into the subspace generated by linear combinations of the i.i.d.
sample T1; T2; : : : ; TN by
~e(t; p) =
NX
i=1
E(e^(t; p)jTi)  (N   1)E(e^(t; p)): (4.37)
Similar to Equations (3.38) and (3.39), we also have the following results which will be
employed later on:
E(e^(t; p)  ~e(t; p))2 = V ar(e^(t; p))  V ar(~e(t; p)) (4.38)
and E(e^(t; p)) = E(~e(t; p)): (4.39)
By (4.37) and (4.39),
~e(t; p)  E(~e(t; p)) =
NX
i=1
E(e^(t; p)jTi) NE(e^(t; p)) (4.40)
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where
E(e^(t; p)jTi) =
nX
j=1
Ln(
tj   t
h
) E(eN(tj)jTi) (4.41)
and E(eN(tj)jTi) =
Z tj
a
E

FN()
FN(tj)
I[tj>T(1)]jTi

d: Using (3.40) we note that
E

FN()
FN(tj)
I[tj>T(1)]jTi

= E

DN;i() + 1
DN;i(tj) + 1
I[Ti]

+ E

DN;i()
DN;i(tj) + 1
I[<Titj ]

+E

DN;i()
DN;i(tj)
I[Tmin<tj<Ti]

: (4.42)
We state the following lemma, which is similar to Lemma 3.4 in Section 3.3.1.
Lemma 4.3. 1. For any a < Ti   < tj, DN;i() = NFN()   1 and DN;i(tj) =
NFN(tj)  1, therefore
E

DN;i() + 1
DN;i(tj) + 1

=
F ()
F (tj)
(1  FN(tj)): (4.43)
2. For any a <  < Ti  tj, DN;i() = NFN() and DN;i(tj) = NFN(tj)  1, therefore
E

DN;i()
DN;i(tj) + 1

=
F ()
F (tj)
(1  FN(tj)) + FN(tj)  ( F (tj) + F ())N : (4.44)
3. Finally, for any a <  < tj < Ti and tj > Tmin(i), DN;i() = NFN() and
DN;i(tj) = NFN(tj), therefore
E

DN;i()
DN;i(tj)

=
F ()
F (tj)
[1  FN(tj)  FN(tj)]: (4.45)
Proof:
Here we only present the proof of (i) as the proofs of the others are similar and will be
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omitted. Using the binomial distributions,
E

DN;i() + 1
DN;i(tj) + 1

=
N 1X
k=0
kX
l=0
l + 1
k + 1
P (NFN() = l + 1; NFN(tj) = k + 1)
=
N 1X
k=0
kX
l=0
l + 1
k + 1
N !
(l + 1)!(k   l)!(N   k   1)!F
l+1()[F (tj)  F ()]k l
 FN k 1(tj)
= F ()
NX
r=1
N !
r!(N   r)!
FN r(tj)
r 1X
l=0
(r   1)!
l!(r   1  l)!
 F l()[F (tj)  F ()]r 1 l
=
F ()
F (tj)
NX
r=1

N
r

FN r(tj)F r(tj)
=
F ()
F (tj)
[1  FN(tj)] (4.46)
and hence (4.43) is proved.
Now, using (4.43), (4.44) and (4.45),
E(eN(tj)jTi) = E(eN(tj)jTi)I[Ti6tj ] + E(eN(tj)jTi)I[Ti>tj ]
=
Z Ti
a

F ()
F (tj)
(1  FN(tj)) + FN(tj)  ( F (tj) + F ())N

d I[Ti6tj ]
+
Z tj
Ti
F ()
F (tj)
(1  FN(tj)) d I[Ti6tj ] +
Z tj
a
F ()
F (tj)
[1  FN(tj)  FN(tj)] d I[Ti>tj ]
= e(tj)[1  FN(tj)]I[Ti6tj ] + e(tj)[1  FN(tj)  FN(tj)]I[Ti>tj ]
+ FN(tj)[Ti   a]I[Ti6tj ]  
Z Ti
a
( F (tj) + F ())
N dI[Ti6tj ]: (4.47)
Substituting (4.9), (4.36) and (4.47) into (4.40), we obtain
~e(t; p)  E(~e(t; p)) =
NX
i=1
nX
j=1
Ln

tj   t
h

E(eN(tj)jTi)
=  N
nX
j=1
Ln

tj   t
h

e(tj)(1  FN(tj))
=
NX
i=1
nX
j=1
Ln

tj   t
h

FN(tj)(Ti   a)I[Ti6tj ]   e(tj)FN(tj)I[Ti>tj ]
 
Z Ti
a
( F (tj) + F ())
N dI[Ti6tj ]

; (4.48)
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where we have noted that
N
nX
j=1
Ln

tj   t
h

e(tj)(1  FN(tj)) =
NX
i=1
nX
j=1
Ln

tj   t
h

fe(tj)(1  FN(tj))I[Ti6tj ]
+e(tj)(1  FN(tj))I[Ti>tj ]g:
We will next provide integral approximations to the sums in (4.48). Recall that under
assumption A1,  = o(h). Applying Lemma 2.1 with C = =h, and using assumptions
A1{A2, A7, A9{A10 yield
nX
j=1
Ln

tj   t
h

FN(tj)(Ti   a) I[Ti6tj ] =
h

(Ti   a)
Z
FN(y)Ln

y   t
h

I[Ti6y] dy
f1 + o(1)g
=
h2

(Ti   a)
Z
FN(t+ uh)Ln(u)I[Ti6t+uh]du
f1 + o(1)g
=
h2

(Ti   a) FN(t)I[Ti6t]Z
Ln(u)duf1 + o(1)g (4.49)
where we have let y   t = uh and applied a Taylor series expansion about t. Following
similar steps and under the same assumptions,
nX
j=1
Ln

tj   t
h

e(tj)F
N(tj)I[Ti>tj ] =
h

Z
Ln

y   t
h

e(y)FN(y) I[Ti>y] dyf1 + o(1)g
=
h2

Z
Ln(u)e(t+ uh)F
N(t+ uh) I[Ti>t+uh]du
f1 + o(1)g
=
h2

e(t)FN(t)I[Ti>t]
Z
Ln(u)duf1 + o(1)g (4.50)
and nally
nX
j=1
Ln

tj   t
h
Z Ti
a
( F (tj) + F ())
N I[Ti6tj ] d =
h2

Z Ti
a
( F (t) + F ())NI[Ti6t]dZ
Ln(u)duf1 + o(1)g: (4.51)
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Therefore, using (4.49), (4.50) and (4.51), the projection (4.48) can be expressed as
~e(t; p)  E(~e(t; p)) = (
Z
Ln(u)du)
NX
i=1

h2


(Ti   a) FN(t)I[Ti6t]   e(t)FN(t)I[Ti>t]
 
Z Ti
a
( F (t) + F ())N d I[Ti6t]

+ o(h)

: (4.52)
Step 2.
Let ( F (t) + F ())N = gN(), then
lim
N!1
Z Ti
a
gN() d = 0 (4.53)
by the bounded convergence theorem. Recall that Ti's are i.i.d; therefore, from (4.52) we
have that
V ar(~e(t; p)) =
h4
2
(
Z
Ln(u)du)
2
 NX
i=1

F 2N(t)V ar((Ti   a)I[Ti6t])
+ e2(t)F 2N(t)V ar(I[Ti>t])

+ o(Nh2): (4.54)
We also note that
V ar((Ti   a)I[Ti6t]) = E(T 2i I[Ti6t])  fE(TiI[Ti6t])g2 + a2V ar(I[Ti6t]) (4.55)
where
E(T 2i I[Ti6t]) = t
2F (t)  a2F (a) + 21(t)  2tF (t)e(t): (4.56)
and
E(TiI[Ti6t]) = tF (t)  aF (a)  F (t)e(t): (4.57)
Furthermore
V ar(I[Ti>t]) = V ar(I[Tit])
= F (t)F (t) (4.58)
and, referring to notations listed in Table 2.2,
(
Z
Ln(u)du)
2 = e1
TS 1SS 1e1: (4.59)
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Substituting the above results into (4.54) gives
V ar(~e(t; p)) =
h4
2
Ne1
TS 1SS 1e1

e2(t)

F 2N+1(t) F (t)  F 2N(t)F 2(t)

+21(t) F
2N(t) + F 2N+1(t)tF (t)(t  2e(t))
+ F 2N(t)aF (a)(2taF (t)  a  aF (a)) + F 2N+1(t)a2F (t)

+o(Nh2) (4.60)
where 1(s) =
R s
a
(s  z)F (z)dz as dened earlier in Equation (4.12).
Also,
V ar(~e(t; p)) =

Nh
e1
TS 1SS 1e1

e2(t)

N(1  FN(t))FN(t)  1
F (t)
+ N(t)

+21(t)

1
F 2(t)
+ N(t)

+ N(t)

+ o(Nh2); (4.61)
where
N(t) =
h5N2
3
(F 2N+1(t) F (t)  F 2N(t)F 2(t)) N(1  FN(t))FN(t) + 1
F (t)
;
N(t) =
h5N2
3
F 2N(t)  1
F 2(t)
;
and
N(t) =
h5N2
3
( F 2N+1(t)tF (t)(t  2e(t)) + F 2N(t)aF (a)(2taF (t)  a  aF (a))
+ F 2N+1(t)a2F (t)):
Then, since 0 < F (t) < 1 and 0 < F (t) < 1, by assumptions A1{A2, A10 we have,

Nh
e1
TS 1SS 1e1e2(t)N(t) = o(Nh2) + o


Nh

:
Also, provided that 1(t) < 1 and again since 0 < F (t) < 1, then by assumptions
A1{A2, A10,
2

Nh
e1
TS 1SS 1e11(t)N(t) = o(Nh2) + o


Nh

;
and

Nh
e1
TS 1SS 1e1N(t) = o(Nh2):
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Therefore,
V ar(~e(t; p)) =

h
e1
TS 1SS 1e1

e2(t)(1  FN(t))FN(t) + 1
N F (t)

2
1(t)
F (t)
  e2(t)

+o(Nh2) + o


Nh

(4.62)
and comparing between (4.62) and (4.21) proves that (4.35) holds.
Step 3.
Using (4.35), (4.38) and (4.39),
E

~e(t; p)  E(~e(t; p))p
V ar(~e(t; p))
  e^(t; p) E(e^(t; p))p
V ar(~e(t; p))
2
= V ar(~e(t; p)) 1[V ar(e^(t; p))  V ar(~e(t; p))]! 0:
Hence the standardized versions of ~e(t; p)) and e^(t; p)) have the same asymptotic distri-
bution. Let
ZN =
~e(t; p)  E(~e(t; p))p
V ar(~e(t; p))
=
NX
i=1
XNi;
where XNi =
UN (Ti)p
V ar(~e(t;p))
and
UN(Ti) =
h2

(
Z
Ln(u)du)f(Ti   a) FN(t)I[Ti6t]  
Z Ti
a
( F (t) + F ())N d I[Ti6t]
  e(t)FN(t)I[Ti>t]g+ o(h)
by (4.52) and (4.53). From Equation (4.61) and under assumptions A2, A10,
NX
i=1
EjXNij3 = N E
 UN(T1)pV ar(~e(t; p))
3
= (V ar(~e(t; p))) 3=2N EjUN(T1)j3
= (o(Nh2)) 3=2N (o(h))3 = o(N 1=2):
Therefore, ZN converges in distribution to the standard normal distribution by Liapunov's
theorem (c.f. Davidson (1994)) and this completes the proof of the theorem.
4.3.2 Bandwidth selection
In order to determine the optimal bandwidth globally for any t, we will minimize the
AMISE. To obtain AMISE, we substitute the asymptotic components of the variance and
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bias formulae (i.e. without the o() terms) given by Equations (4.21), (4.22) and (4.23)
into the standard integrated weighted mean{squared error expression, obtaining
AMISE(e^(t; p)) =
Z
fBias2(e^(t; p)) + V ar(e^(t; p))g w(t) dt
where w(t) is a weight function. As stated in Theorem 4.2, the bias of the local polynomial
estimator depends on the odd{evenness of the order of the polynomial employed. As
a consequence, the optimal bandwidth will dier between the two cases. We rst re{
write (4.21), (4.22) and (4.23) using Equation (3.68). Then, the AMISE for a EIT local
polynomial estimator e^(t; p) with p odd can be re{expressed as
AMISE(e^(t; p)) =
 Z
up+1 K0(u) du]
2 h
2p+2
[(p+ 1)!]2
Z
[e(p+1)(t)]2 w(t) dt
+

h
[
Z
[K0(u)]
2 du
 Z
~2(t) w(t) dt; (4.63)
and, with p even,
AMISE(e^(t; p)) =
 Z
up+2 K0(u) du]
2 h
2p+4
[(p+ 2)!]2
Z
[e(p+2)(t)]2 w(t) dt
+

h
[
Z
[K0(u)]
2 du
 Z
~2(t) w(t) dt (4.64)
where
~2(t) = e2(t)(1  FN(t))FN(t) + 1
N F (t)

2
1(t)
F (t)
  e2(t)

:
From these two expressions, one can readily show that the optimal bandwidths which
minimize the AMISE for p odd and p even are
h^ODD =

[(p+ 1)!]2
R
[K0(u)]
2du
(2p+ 2)[
R
up+1 K0(u)du]2
 1
2p+3


R
~2(t) w(t)dtR
[e(p+1)(t)]2w(t)dt
 1
2p+3
(4.65)
and
h^EV EN =

[(p+ 2)!]2
R
[K0(u)]
2du
(2p+ 4)[
R
up+2 K0(u)du]2
 1
2p+5


R
~2(t) w(t)dtR
[e(p+2)(t)]2w(t)dt
 1
2p+5
(4.66)
respectively. Several unknown quantities have to be estimated in (4.65) and (4.66). Op-
timal plug{in bandwidth for both even and odd cases can be obtained by approximating
these unknown quantities. We let the weight function, w(t), in (4.65) and (4.66) to be as
given in Equation (2.37) and ti; i = 1; : : : ; n are the xed design points. Using this w(t),Z
~2(t) w(t) dt =
nX
i=1
~2(ti) (4.67)
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and Z
[e(v)(t)]2w(t)dt =
nX
i=1
[e(v)(ti)]
2: (4.68)
In order to obtain values for h^ODD and h^EV EN , we need to estimate (4.67) and (4.68).
To estimate the (p + 1)th and (p + 2)th derivatives of the EIT function, we t a local
polynomial of order p+ 2 to the data using a pilot bandwidth and estimate the (p+ 1)th
and (p + 2)th derivatives of the EIT function by the appropriate element in matrix ^
recalling the relationship (4.17). To determine the pilot bandwidth, we employ the nearest
neighbor method (e.g. see Stone (1977)). Here, we t p + 2 polynomial because the
resulting bandwidth selector will be approximately
p
N -consistent as stated on page 114
of Fan and Gijbels (1996). (A particular estimator, in this case the bandwidth estimator
(h^), is said to be
p
N -consistent if limN!1 P (
p
N jh^   hj  ") = 0 for any " > 0.) To
approximate ~2(ti); we replace e(ti), F (ti) and 1(ti) by their empirical counterparts, i.e.
~2(ti) = e
2
N(ti)(1  ( FN(ti))N)(FN(ti))N +
1
N FN(ti)

2
^1(ti)
FN(ti)
  e2N(ti)

;
where ^1(ti) =
R ti
0
(ti   z)FN(z)dz.
4.3.3 Dealing with a randomly censored data set
Censorship of observed data is a common problem in many real life situations. In this
subsection we briey address how our method deals with lifetime data that are randomly
right{censored.
Let Y1; Y2; : : : ; YN be the i.i.d. lifetimes of N components and C1; C2; : : : ; CN their
i.i.d. random censoring times. The observed randomly right{censored data are Ti =
min(Yi; Ci); i = 1; : : : ; n; with indicator i = IfYCg indicating whether the ith observation
has or has not been censored. Then, the observed data (Ti; i) for i = 1; : : : ; N are a
random sample from (T; ). Let F () denote the sf of Y and G() denote the sf of C. The
EIT function in the presence of right{censoring is dened by
e(y) =
Z y
0
1  F (u) G(u)
1  F (y) G(y)du; (4.69)
where it is assumed F (y) G(y) < 1. To estimate e(y), the local polynomial estimators
adjusted for censoring introduced by Fan et al. (1996a) can be used. In the presence of
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censored data, the empirical estimator for the distribution function is
F N(t) =
8>>><>>>:
0 for t < T(1),
1  FKM(t) for T(j)  t < T(j+1) and j = 1; : : : ; N   1,
1 for t  T(N),
(4.70)
where
FKM(t) =
Y
Tj6t

N   j
N   j + 1
j
(4.71)
is the well known Kaplan-Meier estimator. For any t 2 [T(j); T(j+1)); j = 1; : : : ; N , we
estimate e(y) by
eN(t) =
R t
a
F N(u)du
F N(t)
: (4.72)
Notice that if we let all i = 1 for i = 1; :::; N , (4.72) reduces to (4.4). The initial step
in the process of estimation is to evaluate the empirical estimate of the EIT function at
each grid point using (4.72). Then, the problem of providing a smooth nonparametric
estimation of the EIT function at any point t in the presence of censored data can be
formulated as a xed design nonparametric regression problem based on bivariate data
(ti; e

N(ti)); i = 1; : : : ; n.
4.4 Performance of proposed estimators
In this section, we assess the performance of e^(t; p), where p = 1; 2; 3, in estimating EIT
function using simulated data. We simulated m = 100 samples of size N = 20; 100 from
seven popular lifetime distributions used in reliability and related disciplines, these are
the Uniform, Exponential, Normal, Weibull, Gamma, Lognormal and Beta distributions.
In Table 4.2, we display the EIT functions for these distributions with parameter val-
ues used in the simulation analysis. We let n = N and estimated the empirical EIT
function eN(t) at n equally spaced points between T(1) and T(N), the minimum and max-
imum observation respectively. For example, for the cases with sample size N = 20, the
eN(t) was estimated at 20 equally spaced points between T(1) and T(N). The Gaussian
Kernel is used throughout the study. For each case, to compare the performances of
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Table 4.2: Simulated models and their EIT functions
Lifetime distribution EIT function
Uniform [0, 1] (x)
2
I[0;1](x)
Exponential [1] 1
1 e x
 
x+ (e x   1) I[0;1)(x)
Normal [15, 3]
R x
0 (
u 15
3
) du
(x 15
3
)
I[0;1)(x)
Weibull [1, 5] 1
1 e x5
 
x  R x
0
e u
5
du

I[0;1)(x)
Weibull [4.5, 20] 1
1 e (x=4:5)20
 
x  R x
0
e (u=4:5)
20du

I[0;1)(x)
Gamma [2, 3]
R x
0 (3;
u
2
) du
(3;x
2
)
I[0;1)(x)
Lognormal [0, 1]
R x
0 (logu) du
(logx)
I[0;1)(x)
Beta [0.5, 0.5]
R x
0 B(u;0:5;0:5) du
B(x;0:5;0:5) 1(0;1)(x)
Beta [6, 0.5]
R x
0 B(u;6;0:5) du
B(x;6;0:5) 1(0;1)(x)
the estimators, we compute and compare Average of Mean Squared Errors (AMSE) and
Standard Deviation of Mean Squared Errors (SDMSE) dened by
AMSE =
1
m
mX
i=1
MSEi and SDMSE =
vuut 1
m  1
mX
i=1
(MSEi   AMSE)2;
where MSEi is the mean squared error (MSE) of the ith sample. MSE of an estimator,
say e^(), for a particular sample, is merely given by
MSE =
1
s
sX
j=1
(e^(xj)  e(xj))2;
where we let s = 250 (equally spaced points between T(1) and T(N)) in our experiments.
Tables 4.3{4.5 displays the AMSE and SDMSE of eN , LL, LQ and LC estimators of EIT
functions for the dierent distributions with specied parameters listed in Table 4.2 and
using both optimal bandwidth (hAMISE introduced in Section 4.3.2) and bandwidth com-
puted via the well known cross{validation method (hCV ) for sample sizes N = 20; 100.
The results indicate that local polynomial estimators generally provide a much more
accurate estimate of the EIT function when compared to the empirical estimator. The
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results associated with the Weibull[4.5, 20] and Beta[6, 0.5] distributions also indicate
that in some instances, accuracy improves with higher order polynomials for smaller sam-
ples. Moreover, the performance of hAMISE is signicantly better when compared to the
performance of hCV for smaller samples. Plug-in methods have been known to outper-
form other methods, such as cross{validation, under a wide variety of dierent contexts
as reported in several papers, e.g. see Delaigle and Gijbels (2004); Jones et al. (1996);
Hardle et al. (1992); Chiu (1991); Park and Marron (1990). However, for larger samples,
the dierence in performances between the two methods is minimal. To further conrm
the numerical results, we have also displayed the estimated e^(t; p) and eN(t) functions
graphically against the true EIT function in Figures 4.2{4.5. While eN(t) provides a
rough estimate of EIT, estimates obtained using e^(t) smooth over this estimator thereby
accurately revealing the true characteristics of the underlying function.
Theorem 4.4 states that the proposed estimators converge asymptotically in distri-
bution to a Normal distribution. We demonstrate this property by generating 100 sam-
ples from Weibull[1,5] distribution of sample size N=20 and evaluate e^(1:0; 1), e^(1:0; 2),
e^(1:0; 3) 100 times using LL, LQ and LC estimators respectively. In Figure 4.6 we display
the Q-Q plots of these estimates revealing that their distributions follow closely a Normal
distribution (with p-values 0.578, 0.751 and 0.558 respectively using the Anderson{Darling
normality test) even for a sample size as small as N=20.
4.5 Conclusion
This chapter proposed new nonparametric estimators for the EIT function, an important
reliability function which has many applications in reliability theory and practice. Each
estimator is based on smoothing an underlying empirical estimator using a local polyno-
mial estimator of degree up to order three. We proved that the resulting estimators are
consistent and asymptotically normally distributed under some appropriate conditions.
The choice of bandwidth, which is of crucial importance in local polynomial estimation, is
determined by minimizing the AMISE. Extensive simulation experiments were performed
on dierent lifetime distributions which indicated that these nonparametric estimators
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Figure 4.2: True EIT function, t of eN and the best local polynomial (LL, LQ or LC)
estimator for (a) Exponential[1] (b) Uniform[0, 1] distribution with N=20
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Figure 4.3: True EIT function, t of eN and the best local polynomial (LL, LQ or LC)
estimator for (a) Normal[15, 3] (b) Weibull[1, 5] distribution with N=20
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Figure 4.4: True EIT function, t of eN and the best local polynomial (LL, LQ or LC)
estimator for (a) Weibull[4.5, 20] (b) Gamma[2, 3] distribution with N=20
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Figure 4.5: True EIT function, t of eN and the best local polynomial (LL, LQ or LC)
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Figure 4.6: Q-Q plots of (a) LL (b) LQ (c) LC EIT estimators
perform very favourably when compared to the empirical estimator. The results also
indicate that in some instances it is worth considering higher order local polynomial esti-
mators especially when the sample size is small.
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Table 4.3: Simulation results: AMSE and SDMSE (within brackets) of eN , LL, LQ and
LC estimators of EIT function for Exponential[1], Uniform[0, 1], Normal[15, 3] distribu-
tions with various sample sizes and bandwidth selectors
N eN h LL LQ LC
Exponential[1]
20 1.28E-02
(1.09E-02)
hAMISE 1.08E-02
(1.04E-02)
1.18E-02
(1.04E-02)
1.19E-02
(1.07E-02)
hCV 1.18E-02
(1.02E-02)
1.24E-02
(1.05E-02)
1.24E-02
(1.06E-02)
100 3.97E-03
(5.12E-03)
hAMISE 3.71E-03
(5.06E-03)
3.90E-03
(5.14E-03)
3.89E-03
(5.13E-03)
hCV 3.86E-03
(5.13E-03)
3.93E-03
(5.14E-03)
3.93E-03
(5.13E-03)
Uniform[0, 1]
20 2.29E-03
(2.54E-03)
hAMISE 1.91E-03
(2.46E-03)
2.11E-03
(2.52E-03)
2.07E-03
(2.52E-03)
hCV 2.01E-03
(2.45E-03)
2.15E-03
(2.52E-03)
2.14E-03
(2.53E-03)
100 3.95E-04
(3.85E-04)
hAMISE 3.66E-04
(3.84E-04)
3.87E-04
(3.85E-04)
3.84E-04
(3.85E-04)
hCV 3.73E-04
(3.85E-04)
3.86E-04
(3.85E-04)
3.86E-04
(3.85E-04)
Normal[15, 3]
20 6.02E-01
(6.90E-01)
hAMISE 5.12E-01
(6.17E-01)
5.57E-01
(6.68E-01)
5.40E-01
(6.47E-01)
hCV 5.43E-01
(6.12E-01)
5.73E-01
(6.64E-01)
5.71E-01
(6.63E-01)
100 1.62E-01
(1.74E-01)
hAMISE 1.49E-01
(1.64E-01)
1.57E-01
(1.73E-01)
1.55E-01
(1.72E-01)
hCV 1.50E-01
(1.63E-01)
1.56E-01
(1.E-7101)
1.56E-01
(1.71E-01)
102
Table 4.4: Simulation results: AMSE and SDMSE (within brackets) of eN , LL, LQ
and LC estimators of EIT function for Weibull[1, 5], Weibull[4.5, 20], Lognormal[0, 1]
distributions with various sample sizes and bandwidth selectors
N eN h LL LQ LC
Weibull[1, 5]
20 2.47E-03
(1.99E-03)
hAMISE 2.18E-03
(1.93E-03)
2.33E-03
(1.99E-03)
2.27E-03
(1.96E-03)
hCV 2.31E-03
(1.95E-03)
2.40E-03
(2.01E-03)
2.39E-03
(2.01E-03)
100 8.94E-04
(7.74E-04)
hAMISE 8.29E-04
(7.45E-04)
8.72E-04
(7.74E-04)
8.64E-04
(7.66E-04)
hCV 8.37E-04
(7.41E-04)
8.68E-04
(7.69E-04)
8.68E-04
(7.69E-04)
Weibull[4.5, 20]
20 7.63E-03
(4.41E-03)
hAMISE 7.35E-03
(4.55E-03)
7.38E-03
(4.52E-03)
7.25E-03
(4.52E-03)
hCV 7.47E-03
(4.50E-03)
7.51E-03
(4.49E-03)
7.50E-03
(4.48E-03)
100 4.86E-03
(5.11E-03)
hAMISE 4.62E-03
(4.84E-03)
4.77E-03
(5.02E-03)
4.72E-03
(4.96E-03)
hCV 4.58E-03
(4.73E-03)
4.73E-03
(4.97E-03)
4.73E-03
(4.97E-03)
Lognormal[0, 1]
20 4.98E-02
(6.16E-02)
hAMISE 4.55E-02
(6.01E-02)
4.88E-02
(6.34E-02)
4.87E-02
(6.25E-02)
hCV 5.36E-02
(7.02E-02)
5.46E-02
(7.01E-02)
5.46E-02
(6.99E-02)
100 1.43E-02
(1.93E-02)
hAMISE 1.36E-02
(1.92E-02)
1.41E-02
(1.93E-02)
1.41E-02
(1.93E-02)
hCV 1.55E-02
(2.08E-02)
1.57E-02
(2.08E-02)
1.57E-02
(2.07E-02)
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Table 4.5: Simulation results: AMSE and SDMSE (within brackets) of eN , LL, LQ and
LC estimators of EIT function for Gamma[2, 3], Beta[0.5, 0.5], Beta[6, 0.5] distributions
with various sample sizes and bandwidth selectors
N eN h LL LQ LC
Gamma[2, 3]
20 2.27E-01
(1.77E-01)
hAMISE 1.92E-01
(1.69E-01)
2.11E-01
(1.79E-01)
2.10E-01
(1.77E-01)
hCV 2.09E-01
(1.76E-01)
2.17E-01
(1.82E-01)
2.18E-01
(1.80E-01)
100 7.23E-02
(7.58E-02)
hAMISE 6.77E-02
(7.62E-02)
7.05E-02
(7.59E-02)
7.05E-02
(7.59E-02)
hCV 6.95E-02
(7.58E-02)
7.09E-02
(7.59E-02)
7.09E-02
(7.59E-02)
Beta[0.5, 0.5]
20 2.64E-03
(2.34E-03)
hAMISE 2.17E-03
(2.28E-03)
2.41E-03
(2.32E-03)
2.42E-03
(2.35E-03)
hCV 2.34E-03
(2.34E-03)
2.47E-03
(2.35E-03)
2.47E-03
(2.36E-03)
100 5.27E-04
(4.65E-04)
hAMISE 4.96E-04
(4.61E-04)
5.16E-04
(4.64E-04)
5.15E-04
(4.64E-04)
hCV 5.30E-04
(4.63E-04)
5.10E-04
(4.64E-04)
5.08E-04
(4.65E-04)
Beta[6, 0.5]
20 2.19E-03
(1.08E-03)
hAMISE 2.13E-03
(1.13E-03)
2.14E-03
(1.09E-03)
2.10E-03
(1.11E-03)
hCV 2.16E-03
(1.11E-03)
2.16E-03
(1.09E-03)
2.15E-03
(1.09E-03)
100 1.46E-04
(1.44E-04)
hAMISE 1.41E-04
(1.40E-04)
1.44E-04
(1.43E-04)
1.43E-04
(1.42E-04)
hCV 1.40E-04
(1.38E-04)
1.43E-04
(1.42E-04)
1.43E-04
(1.42E-04)
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Chapter 5
Estimation of the Mean Residual
Life Function
5.1 Introduction
Mean Residual Life (MRL) function is an important measure in reliability engineering.
Suppose T is a non{negative random variable which represents the life time of a certain
component. Given that the component has survived up to age t, its residual life is given
by T   t. Provided that E(T ) <1, the MRL function is dened as follows:
M(t) = E(T   tjT > t) =
8<:
R1
t F (y)dy
F (t)
if F (t) > 0
0 otherwise
(5.1)
where F (:) is the cumulative distribution function (cdf) and F (:) denotes the survival
function (sf) of T .
Another popular reliability function which involves a conditional distribution concept
similar to MRL function is the well known failure rate (FR) function (also known as Haz-
ard Rate (HR) function) dened by (t) = f(t)=F (t) where f(t) refers to the probability
density function (pdf) of T . However, (t) is an instantaneous rate providing informa-
tion at a local point t, whereas MRL function considers the conditional expected survival
time after t. Thus, MRL is a more descriptive measure of the aging process than FR,
and because of this, it is widely used in reliability engineering and in studies involving
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system safety and plays a key role in decision making involving reliability problems. For
example, MRL function has been used in studies concerning aging of non{repairable and
repairable technical systems (Reinertsen (1996), Siddiqui (1994)), burn-in time of a com-
ponent or a system (Block and Savits (1997), Park (1985), Watson (1964)), warranty
servicing strategies involving minimal and imperfect repairs (Yun et al. (2008)) and to
test tensile strength of engineered materials (Guess et al. (2005)).
The classical method of estimation of the MRL function involves modelling the failure
times by appropriate failure time probability distributions such as exponential, gamma,
Weibull. In Table 5.1 we display several popular parametric MRL models. Here, (t)
and (k; t

) are as dened in Section 3.1,  (k) = (k   1)!, B(; ) =  () ()
 (+)
and
B(t; ; ) =
+ 1X
j=
( +    1)!
j!( +    1  j)!t
j(1  t)+ 1 j
is the regularized incomplete beta function.
Table 5.1: Popular parametric MRL functions
Lifetime distribution MRL function
Uniform [a, b] (b x)
2
I[a;b](x)
Exponential [] 1

I[0;1)(x)
Normal [, ]
R1
x

1 (u 

)

du
1 (x 

)
 I[0;1)(x)
Weibull [, k] 1
e (x=)k
  R1
x
e (u=)
k
du

I[0;1)(x)
Gamma [, k]
R1
x

 (k) (k;u

)

du
 (k) (k;x

)
 I[0;1)(x)
Lognormal [, ]
R1
x

1 ( logu 

)

du
1 ( logx 

)
 I[0;1)(x)
Beta [, ]
R1
x (B(;) B(u;;)) du
(B(;) B(x;;)) 1(0;1)(x)
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Even though the parametric approach is useful and ecient, as mentioned in the pre-
vious chapters, the inference is meaningful only if the assumed failure time distribution
is at least approximately true. Further to this, as we mentioned in Section 1.1, it is not
easy to obtain non{monotone (e.g. bathtub{shaped, upside{down bathtub{shaped) MRL
models from mixtures of usual reliability pdfs such as exponential, Weibull, or gamma
(Wondmagegnehu et al. (2005)) and some proposed parametric models do not behave as
intended under certain conditions (e.g. see Block and Joe (1997), Klutke et al. (2003),
Wondmagegnehu et al. (2005)). These are major drawbacks of the parametric approach,
especially in the MRL context, since as pointed out by Rajarshia and Rajarshib (1988),
some of these non-monotone models are more realistic than monotone models. Thus, in
scenarios where the lifetime distribution is uncertain, nonparametric estimation meth-
ods oer a promising alternative. In this chapter, we use xed{design local polynomial
regression (c.f. Section 2.3) technique to develop a new set of MRL estimators.
Over the past few decades, nonparametric estimators aimed at estimating the MRL
function have been introduced, e.g. Abdous and Berred (2005), Guillamon et al. (1998)
and Yang (1978). The empirical estimator for MRL function that has been widely ap-
plied and studied in the literature was rst introduced by Yang (1978). Motivated by
kernel density estimation, several estimators involving kernels were proposed by various
researchers working in the area (see for example, Guillamon et al. (1998)). The esti-
mator introduced by Abdous and Berred (2005) uses an integrated weighted local linear
smoothing technique to smooth the empirical estimator introduced by Yang (1978). These
estimators do exceptionally well in estimating monotonically Decreasing Mean Residual
Life (DMRL) functions. However, estimation of non-DMRL models is still a challenging
problem.
We propose several nonparametric estimators for M(t), incorporating both binning
techniques in Section 5.2 and local polynomial regression with kernel smoothing in Section
5.3. A novelty of our approach lies in extending the way we link the local polynomial
estimation of MRL function via a binning technique. Prior to applying local polynomial
regression to estimate MRL function, we rst create xed design points with corresponding
responses. To approximate MRL function at xed design points we introduce a new
107
empirical estimator for MRL function in Section 5.2. This is then followed by using local
polynomials with kernel smoothing to estimate MRL function for any t in its domain.
Since MRL functions can hold a non{linear form (c.f. Figure 5.1) we employ higher order
polynomials (up to the 3rd order) to investigate whether higher order polynomials improve
the eciency of the estimator in such non{linear cases.
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Weibull@2,5DMRL function
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mHtL
34 Exponential@2D+14 Weibull@2,5DMRL function
(a) (b)
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t
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1.85
1.90
1.95
2.00
mHtL
34 Exponential@0.5D+14 Gamma@2,1DMRL function
(c) (d)
Figure 5.1: Popular parametric MRL functions
The bias and variance of the introduced empirical estimator are derived in Section 5.2.
Then using these results, the conditional bias and variance of the local polynomial MRL
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estimators are derived and an investigation into their asymptotic properties undertaken
in Section 5.3. Due to the importance of selecting the appropriate bandwidth, we have
devoted Section 5.3.2 to a discussion of this aspect and bring in two bandwidth selec-
tion methods, namely, the \plug{in" method and \AICC" method to the MRL function
estimation setting. The possibility of extending the estimators to right-censored data
is discussed in Section 5.3.3. Utilizing simulated data from four distributions acquiring
constant MRL, DMRL, UBMRL and BMRL shapes, the performances of our MRL es-
timators are evaluated and compared in Section 5.4 for various bin{widths, bandwidths
and sample sizes. The chapter is concluded in Section 5.5.
5.2 An empirical estimator for the MRL function
Let T1; T2; : : : ; TN be a random sample of size N distributed under pdf f(t). In a reliability
engineering setting, these may correspond to the failure times of N components. Consider
an equally spaced mesh over [a; b] where a = infft : F (t) > 0g and b = supft : F (t) < 1g.
Furthermore, let ti's be the center of each bin bi, where i = 1; 2; : : : ; n. We then dene
our empirical estimator for MRL function at ti as follows:
MN(ti) =

nX
j=i
(N + 1  Fj)
(N + 1  Fi) : (5.2)
Here, Fi =
iX
j=1
fj where fi is the frequency of the bin bi and  =
b a
n
is the bin{width.
Notice that we have used N + 1 instead of N in the numerator to avoid MN(tn) = 0,
and in the denominator to avoid MN(tn) becoming undened. As will be apparent, the
performance of each estimator depends heavily on the choice of the bin{width. Note that
  (n) and N  N(n) are functions of n but we will often omit this dependence
for typographical convenience. Also, as assumed in Chapter 2{4 we will assume that the
sample size N !1 as n!1.
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5.2.1 Some properties of the empirical estimator
In this section, we derive the mean, variance and covariance of Mn(ti) at a bin center ti
and prove its consistency using Lemmas 5.1 and 5.2 stated below.
Lemma 5.1. fi  binomial(N; pi) with pi =
Z xi
xi 
f(x) dx. Furthermore, Fi  binomial(N;Pi)
then we see that Pi =
iX
j=1
pj. Further, also let Qi = N   Fi, Fi;j =
jX
l=i+1
fl. Then,
(i) E

Fi
N + 1  Fi

=
Pi
(1  Pi) + o(1);
(ii) E

1
N + 1  Fi

=
1
(1  Pi)(N + 1) + o

1
N + 1

;
(iii) E

Qi
Qi + 1

=

N
N + 1

1
1  Pi  
Pi
(1  Pi) + o(1);
(iv) E

Fi;j
N   Fi + 1

=

Pj   Pi
1  Pi

N
N + 1

1
1  Pi  
Pi
1  Pi

+ o(1);
(v) E

1
(N + 1  Fi)2

=
1
N2(1  Pi)(1  Pi + 1=N) + o

1
N2

;
(vi) E

Fi
(N + 1  Fi)2

=
Pi
N(1  Pi)(1  Pi + 1=N) + o

1
N

;
(vii) E

F 2i
(N + 1  Fi)2

=
P 2i
(1  Pi)(1  Pi + 1=N) + o

1
N

;
(viii) E

Qi
(Qi + 1)2

=
1
N(1  Pi + 1=N) + o

1
N

;
(ix) E

Q2i
(Qi + 1)2

=
(1  Pi)
(1  Pi + 1=N) + o

1
N

;
(x) E

Fi;j
(Qi + 1)2

=

Pj   Pi
1  Pi

1
N(1  Pi + 1=N) + o

1
N

;
(xi) E

F 2i;j
(Qi + 1)2

=

Pj   Pi
1  Pi

1  Pj
1  Pi

1
N(1  Pi + 1=N)
+

Pj   Pi
1  Pi
2
(1  Pi)
(1  Pi + 1=N) + o

1
N

;
(xii) E

Fi;jFj;l
(Qi + 1)2

=

Pj   Pi
Pj

Pl   Pj
1  Pj

1  Pj
1  Pi

Pj
(1  Pi + 1=N)
 

Pj   Pi
1  Pi

1  Pj
1  Pi

1
N(1  Pi + 1=N)

+ o

1
N

;
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(xiii) E

Fi;kFk;j
(N + 1  Fi)(N + 1  Fk)

=
(Pj   Pk)(Pk   Pi)
(1  Pk + 1=N)(1  Pi + 1=N) + o

1
N

;
(xiv) E

F 2k;j
(N + 1  Fi)(N + 1  Fk)

=
1
N
(Pj   Pk)(1  Pj)
(1  Pk)(1  Pk + 1=N)(1  Pi + 1=N)
+
(Pj   Pk)2
(1  Pk + 1=N)(1  Pi + 1=N) + o

1
N

:
Proof: Result (i) can be easily proven as follows:
E

Fi
N + 1  Fi

=
NX
Fi=0
Fi
N + 1  Fi
0@ N
Fi
1A P Fii (1  Pi)N Fi
=
Pi
(1  Pi)
NX
Fi=1
0@ N
Fi   1
1A P Fi 1i (1  Pi)N+1 Fi
=
Pi
(1  Pi)
 NX
ai=0
0@ N
ai
1A P aii (1  Pi)N ai   PNi for ai = Fi   1
=
Pi
(1  Pi) + o(1): (5.3)
Result (ii) can be derived following a similar approach. Result (iii) can be derived using
results (i) and (ii), noting that E

Qi
Qi+1

= E

N Fi
N Fi+1

. Note that
Fi;jjQi  binomial(Qi; Pj   Pi
1  Pi ): (5.4)
Using (5.4)
E

Fi;j
N   Fi + 1

= Ef 1
Qi + 1
E

Fi;jjQi

g =

Pj   Pi
1  Pi

E

Qi
Qi + 1

; (5.5)
then by result (iii) we have (iv). Next, by applying Bernstein polynomial approximation
(c.f. Lorentz (1986)) in the second step below we have result (v),
E

1
(N + 1  Fi)2

=
NX
Fi=0
1
(N + 1  Fi)2
0@ N
Fi
1A P Fii (1  Pi)N Fi
=
Pi
(1  Pi)
NX
Fi=1
1
Fi(N + 1  Fi)
0@ N
Fi   1
1A P Fi 1i (1  Pi)N+1 Fi
=
1
N2(1  Pi)(1  Pi + 1=N) + o

1
N2

: (5.6)
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Following a similar approach to (v), results (vi) and (vii) can be derived. Then, by result
(v) and (vi), result (viii) can be obtained noting that
E

Qi
(Qi + 1)2

= E

N   Fi
(N   Fi + 1)2

: (5.7)
Next, by results (v), (vi) and (vii), result (ix) can be derived by expanding
 
Qi
Qi+1
2
. Now,
note that for 1 6 i < j < l,
Fi;jjFj  Binomial(Fj; Pj   Pi
Pj
); (5.8)
Fi;jjQi  Binomial(Qi; Pj   Pi
1  Pi ) (5.9)
and
Fj;ljQj  Binomial(Qj; Pl   Pj
1  Pj ): (5.10)
Result (x) can be obtained by using result (viii) with (5.8). Next, result (xi) can be
derived using results (viii) and (ix) with (5.8), noting that
E

F 2i;j
(Qi + 1)2

= Ef 1
(Qi + 1)2
E(F 2i;jjQi)g
=

Pj   Pi
1  Pi

1  Pj
1  Pi

Ef Qi
(Qi + 1)2
g
+

Pj   Pi
1  Pi
2
Ef Q
2
i
(Qi + 1)2
g: (5.11)
Using (5.8), (5.9) and (5.10) and results (viii), (ix) and (xi), we obtain result (xii) noting
that
E

Fi;jFj;l
(Qi + 1)2

= EfE

Fi;j
(N   Fj + Fi;j + 1)2 Fj;ljFj; Qj

g
=
Pl   Pj
1  Pj EfE

Fi;j
(N   Fj + Fi;j + 1)2

Qjg
=

Pj   Pi
Pj

Pl   Pj
1  Pj

E

(N  Qi + Fi;j)(Qi   Fi;j)
(Qi + 1)2

=

Pj   Pi
Pj

Pl   Pj
1  Pj

N

1  Pj
1  Pi

E

Qi
(Qi + 1)2

  E

F 2i;j
(Qi + 1)2

+

2

Pj   Pi
1  Pi

  1

E

Q2i
(Qi + 1)2

: (5.12)
Now, note that for 1 6 i < k < j
Fi;kjFk  Binomial(Fk; Pk   Pi
Pk
) (5.13)
112
and
Fk;jjQk  Binomial(Qk; Pj   Pk
1  Pk ); (5.14)
Using (5.13) and (5.14) and direct application of Bernstein polynomial approximation will
give (xiii) and (xiv).
Lemma 5.2. From notations introduced in Lemma 5.1 we see that Fj = Fi +Fi;j. Then,
(i) E(di) =
nX
j=i
E

1  Fi;j
N + 1  Fi

(5.15)
where
E

1  Fi;j
N + 1  Fi

= 1 

Pj   Pi
1  Pi

N
N + 1

1
1  Pi  
Pi
1  Pi

+ o(1): (5.16)
(ii) V ar(di) =
nX
j=i
V ar

Fi;j
N + 1  Fi

+2
nX
j;l:j<l
Cov

1  Fi;j
N + 1  Fi

;

1  Fi;l
N + 1  Fi

; (5.17)
where
V ar

Fi;j
N + 1  Fi

=

Pj   Pi
1  Pi
2
1  Pi
(1  Pi + 1=N)  
1
(1  Pi)2

N
N + 1
  Pi
2
+
(Pj   Pi)(1  Pj)
N(1  Pi)2(1  Pi + 1=N) + o

1
N

(5.18)
and
Cov

1  Fi;j
N + 1  Fi

;

1  Fi;l
N + 1  Fi

= E

F 2i;j
(Qi + 1)2

+ E

Fi;jFj;l
(Qi + 1)2

  E

Fi;j
Qi + 1

E

Fi;l
Qi + 1

=
1
N(1  Pi)2(1  Pi + 1=N)

(Pj   Pi)(1  Pj)  (Pj   Pi)
2(Pl   Pj)
Pj

+
1
(1  Pi)(1  Pi + 1=N)

(Pj   Pi)(Pl   Pi)

 

Pj   Pi
1  Pi

Pl   Pi
1  Pi

N
N + 1

1
1  Pi  
Pi
1  Pi
2
+ o

1
N

: (5.19)
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(iii) Cov(di; dk) = 2
nX
j=i
nX
j=k:i<k

(Pj   Pk)(Pk   Pi)
(1  Pi + 1=N)(1  Pk + 1=N)
+
(Pj   Pk)2
(1  Pk + 1=N)(1  Pi + 1=N)  

Pj   Pi
1  Pi

Pj   Pk
1  Pk


N
N + 1

1
1  Pi  
Pi
1  Pi

N
N + 1

1
1  Pk  
Pk
1  Pk

+
1
N
(Pj   Pk)(1  Pj)
(1  Pk)(1  Pk + 1=N)(1  Pi + 1=N) + o

1
N

: (5.20)
Proof: Result (i) can be obtained by deriving (5.16) by applying result (iv) in Lemma
5.1. Next, result (ii) can be derived by rst deriving (5.18) using results (iii), (v){(ix) in
Lemma 5.1 in
V ar

Fi;j
N + 1  Fi

= V arf 1
Qi + 1
E

Fi;jjQi

g+ Ef 1
(Qi + 1)2
V ar

Fi;jjQi

g
and then applying results (vi), (x){(xii) in Lemma 5.1 to
Cov

1  Fi;j
N + 1  Fi

;

1  Fi;l
N + 1  Fi

= E

F 2i;j
(Qi + 1)2

+ E

Fi;jFj;l
(Qi + 1)2

  E

Fi;j
(Qi + 1)

E

Fi;l
(Qi + 1)

:
Further to this,
Cov(di; dk) = 2
nX
j=i
nX
j=k:i<k

E

1  Fi;j
N + 1  Fi

1  Fk;j
N + 1  Fk

  E

1  Fi;j
N + 1  Fi

E

1  Fk;j
N + 1  Fk

: (5.21)
Noting that 1  i < k < j, Fi;j = Fi;k + Fk;j and using results (xiii){(xiv) in Lemma 5.1
we have,
E

1  Fi;j
N + 1  Fi

1  Fk;j
N + 1  Fk

  E

1  Fi;j
N + 1  Fi

E

1  Fk;j
N + 1  Fk

= E

Fk;jFi;k
(N + 1  Fi)(N + 1  Fk)

+ E

F 2k;j
(N + 1  Fi)(N + 1  Fk)

 E

Fi;j
N + 1  Fi

E

Fk;j
N + 1  Fk

=
(Pj   Pk)(Pk   Pi)
(1  Pi + 1=N)(1  Pk + 1=N) +
1
N
(Pj   Pk)(1  Pj)
(1  Pk)(1  Pk + 1=N)(1  Pi + 1=N)
+
(Pj   Pk)2
(1  Pk + 1=N)(1  Pi + 1=N)  

Pj   Pi
1  Pi

Pj   Pk
1  Pk


N
N + 1

1
1  Pi  
Pi
1  Pi

N
N + 1

1
1  Pk  
Pk
1  Pk

+ o

1
N

: (5.22)
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Then, substituting (5.22) in (5.21) we have result (iii) in Lemma 5.2.
For i = 1; 2; : : : ; n, let
di =
nX
j=i
(N + 1  Fj)
(N + 1  Fi) =
1

MN(ti) for i = 1; 2; : : : ; n: (5.23)
Since Mn(ti) = di; i = 1; 2; : : : ; n, using (i) of Lemma 5.2 shows us that
E(MN(ti)) =
nX
j=i


1  

Pj   Pi
1  Pi

N
N + 1

1
1  Pi  
Pi
1  Pi

+ o()

nX
j=i

1  Pj
1  Pi '
Z 1
ti
F (y) dy
F (ti)
=M(ti) (5.24)
as n!1 where the last equality was established using a Riemann sum approximation,
where Pi is dened in Lemma 5.1. Therefore, MN(ti) is an asymptotically unbiased
estimator of M(ti):
Next, by (ii) of Lemma 5.2 the variance of Mn(ti) is
V ar(MN(ti)) = 
2
nX
j=i

Pj   Pi
1  Pi
2
1  Pi
(1  Pi + 1=N)  
1
(1  Pi)2

N
N + 1
  Pi
2
+
(Pj   Pi)(1  Pj)
N(1  Pi)2(1  Pi + 1=N)

+ 22
nX
j;l:j<l

1
N(1  Pi)2(1  Pi + 1=N)

(Pj   Pi)(1  Pj)
  (Pj   Pi)
2(Pl   Pj)
Pj

+
1
(1  Pi)(1  Pi + 1=N)

(Pj   Pi)(Pl   Pi)

 

Pj   Pi
1  Pi

Pl   Pi
1  Pi

N
N + 1

1
1  Pi  
Pi
1  Pi
2
+ o

2
N

(5.25)
and therefore V ar(MN(ti)) ! 0 as n ! 1. Furthermore, by (iii) of Lemma 5.2, we
obtain Cov(di; dk) = o(1) and therefore, with (5.23), this leads to the following identity
which indicates that Mn(ti) and Mn(xk) are also asymptotically uncorrelated:
E(MN(ti)MN(tk)) =M(ti)M(tk)f1 + o(1)g: (5.26)
Using these results and Chebyshev's inequality, we can establish the following theorem:
Theorem 5.1. MN(ti) is an asymptotically unbiased and consistent MRL estimator, i.e.
E(MN(ti))!M(ti) and MN(ti) p !M(ti) respectively.
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5.3 Fixed{design local polynomial estimators for the
MRL function
To estimate the MRL function at a given point t 2 (a; b), we apply xed{design nonpara-
metric regression concepts discussed in Section 2.3.1.
From Equation (2.12) we have that the xed{design local polynomial estimator for
MRL function, M^(t; p), is given by
M^(t; p) = e1
T (Tp
TWnTp)
 1 TpTWnMn(t); (5.27)
where and MN(t)
T = (MN(t1);MN(t2); : : : ;MN(tn))n1. Furthermore, the xed{design
local polynomial estimator for the jth derivative of the MRL function, M^ (j)(t; p), can be
obtained from ^j's by Equation (2.13) noting that
M^ (j)(t; p) = j!^j; (5.28)
where j = 1; 2; :::p. By letting p = 1; 2 and 3 in (5.27) respectively, we obtain the local
linear (LL), local quadratic (LQ) and local cubic (LC) MRL estimators. We will not be
concerned here with the N{W estimator (i.e. p = 0), since it is well known to have a very
large bias (c.f. Fan and Gijbels (1996)).
In addition to estimation of MRL function, Equations (5.27) and (5.28) can also be
used to obtain corresponding FR estimates using the following relationship between MRL
and FR functions (c.f. Finkelstein (2002)):
M 0(t) = (t)M(t)  1: (5.29)
FR can then be estimated by letting j = 1 in (5.28) when M^(t; p) > 0, i.e.
^(t) =
M^ 0(t; p) + 1
M^(t; p)
: (5.30)
We remark here that the estimator given in (5.30) for FR function is not the local poly-
nomial estimator for FR function introduced by Bagkavos and Patil (2008).
Next, we derive the asymptotic bias and variance of the local polynomial estimator of
MRL function and establish the consistency.
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5.3.1 Asymptotic properties of the xed{design local polyno-
mial estimators
In order to derive the asymptotic bias and variance of the local polynomial estimator of
MRL function, apart from assumptions A1{A2 stated under Section 2.3.2, we make the
following assumption:
A11 M(t) is continuously dierentiable up to order p+ 2.
Theorem 5.2. Suppose that that assumptions A1{A2, A11 hold, then
V ar(M^(t; p)) =

h
e1
TS 1SS 1e12(t) + o


h

: (5.31)
For p odd Bias(M^(t; p)) = e1
T S 1 Cp
hp+1 M (p+1)(t)
(p+ 1)!
+ o(hp+1); (5.32)
and for p even Bias(M^(t; p)) = e1
T S 1 ~Cp
hp+2 M (p+2)(t)
(p+ 2)!
+ o(hp+2): (5.33)
(For denitions of matrices S, S, Cp and ~Cp please refer to the Table 2.2 in Section
2.3.2)
Proof: The asymptotic expression for the conditional bias of M^(t; p) can be derived di-
rectly using Theorem 2.1 stated under Section 2.3.2. To derive an expression for asymp-
totic variance of M^(t; p), recall that variance of M^(t; p) can be written as
V ar(M^(t; p)) = e1
TSn
 1SnSn
 1e1: (5.34)
where Sn = Tp
TWnnWn
TTp and n is the variance{covariance matrix of MN(:).
Then, an element in Sn, say Sn;j;l has the form
Sn;j;l =
nX
i=1
(ti   t)j+lK2h(ti   t)V ar(MN(ti))
+
XX
i 6=k
(ti   t)j(tk   t)lKh(ti   t)Kh(tk   t)Cov(MN(ti);MN(tk)); (5.35)
where j; l = 0; 1; : : : ; p. According to our xed design nonparametric regression model
V ar(MN(ti)) = 
2(ti) since "i's are independent and identically distributed random vari-
ables with E("i) = 0; V ar("i) = 1. Then, by Equation (5.26) we have that
Sn;j;l =
1
h2
nX
i=1
(ti   t)j+lK2(ti   t
h
)2(ti) (5.36)
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Further, applying Lemma 2.1 with C =  gives
Sn;j;l =
1
h2
f
Z
(x  t)j+lK2(x  t
h
)2(t)dt+O(2)g (5.37)
Given that  ! 0 as n ! 1 and setting x   t = uh and using Taylor series expansion
around t we nd
Sn;j;l =
hj+l
h
Z
uj+lK2(u)du 2(t)f1 + o(1)g; which gives (5.38)
Sn =
1
h
HSH 2(t)f1 + o(1)g: (5.39)
Finally substitution of (5.39) and (2.25) in (5.34) will give us variance of M^(t; p).
From the assumptions of the theorem and referring to Equations (5.31) { (5.33),
V ar(M^(t; p)) ! 0 and Bias(M^(t; p)) ! 0 as N ! 1; therefore, applying Chebyshev's
inequality we have the following theorem:
Theorem 5.3. Assuming that assumptions A1{A2, A11 hold, M^(t; p) is an asymptot-
ically unbiased and consistent MRL estimator, i.e. E(M^(t; p))!M(t)
and p limN!1 M^(t; p) =M(t) respectively.
In the next theorem, we assume the assumption A7 stated under Section 3.3.1 and
the assumption A9 stated under Section 4.3.1, in addition to assumptions A1{A2, A11.
Theorem 5.4. Suppose that assumptions A1{A2, A7, A9, A11 hold, then, the stan-
dardized M^(t; p), i.e. M^(t;p) E(M^(t;p))p
V ar(M^(t;p))
, converges in distribution to the normal N(0; 1)
random variable.
The proof of Theorem 5.4 is very similar to proofs of Theorem 3.4 in Chapter 3 and
Theorem 4.4 in Chapter 4 and hence will be omitted.
5.3.2 Bandwidth selection
Practical implementation of M^(t; p) require an appropriately chosen bandwidth. As men-
tioned under Section 2.4 automatic bandwidth selectors fall into two broad classes, namely,
plug-in and classical methods. In the numerical work in this chapter, we use the \plug{
in" method and one classical method, namely, the \AICC" method discussed below. In
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this section we discuss how to incorporate these two popular bandwidth selection rules to
MRL function estimation.
Using \plug{in" method we choose an optimal global bandwidth that minimises the
AMISE of M^(t; p). The Mean Integrated Squared Error of M^(t; p),
MISE(M^(t; p)) =
Z
fBias2(M^(t; p)) + V ar(M^(t; p))g w(t) dt
where w(x) is a weight function, can be derived using Theorem 5.2. Then we approximate
MISE by AMISE by assuming that as N ! 1, =h ! 0 and h ! 0. Furthermore,
Theorem 5.2 shows that bias of M^(t; p) depends on the odd{evenness of p, the order of
the local polynomial. Therefore, the minimum value of AMISE of M^(t; p) is attained at
h^AMISE =
8<: (Q(p+ 1) )1=(2p+3); for odd p(Q(p+ 2) )1=(2p+5); for even p (5.40)
where Q(a) = [(a)!]2=

(2a)[
R
ua K0(u)du]
2
R
[M (a)(t)]2w(t)dt

and
 = 
R
[K0(u)]
2du
R
2(t) w(t)dt. We let w(t) to be the weight function in Equation
(2.37). Then,
R
2(t) w(t)dt can be approximated as a sum of 2(ti); i = 1; 2 : : : ; n and
then one suggestion is to assume that variance is homogeneous then approximate the
sum by n 2 ' n s2(MN(ti)), where s2(MN(ti)) is the sample variance of MN(ti)'s. To
further sharpen the smoothing tool, another suggestion is to estimate it by normalized
residual sum of squares of the order p + 2 polynomial t (c.f. Equation (4.8) on page
115 of Fan and Gijbels (1996)). To estimate the (p + 1)th and (p + 2)th derivatives of
the MRL function, we t a local polynomial of order p + 2 to the data using the pilot
bandwidth (determined by the nearest neighbor method (e.g. Stone (1977))) and estimate
the (p+1)th and (p+2)th derivatives of the MRL function by the appropriate element in
matrix ^ recalling the relationship (5.28).
Next let us discuss how to use Akaike's Information Criterion (AIC) for selecting the
bandwidth for xed design local polynomial MRL estimators. The Akaike's information
criterion was introduced for bandwidth selection in nonparametric regression by Hurvich
et al. (1998). They propose an improved version of the criterion (AICC) to choose the
bandwidth and claim that use of AICC avoids the large variability and tendency to under
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smooth seen when other classical bandwidth selectors are used. In the context of MRL
local polynomial estimators, the objective is to nd h^AICC that minimise the function
AICC = log(^2) +
2ftr(~H) + 1g
n  tr(~H)  2 + 1 (5.41)
with respect to h where ^2 =Mn(t)
T (I ~H)T (I ~H)Mn(t)=n and ~H = Tp(T Tp WnTp) 1 T Tp Wn,
i.e. the well known hat matrix of the xed design regression model.
5.3.3 Dealing with a randomly censored data set
In reliability, we often have to deal with randomly right{censored lifetimes that are partly
observed up to a censoring event. Both estimators presented by (5.2) and (5.27) assume
that complete failure times have been observed. These estimators can be extended to
suit situations where right-censored data are present. Let X1; X2; : : : ; XN be a random
sample of failure times and C1; C2; : : : ; CN the right censoring variables. The Xi's and
Ci's are assumed independent random variables and let g(x) and G(x) be the pdf and Cdf
of Xi's, and H(x) the Cdf of Ci's respectively. The randomly right{censored data is given
by (Ti; i), i = 1; 2; :::; N with Ti = minfXi; Cig and i = IfXi  Cig is the censoring
indicator. To estimate the MRL function Mc(t) =
R1
t G(y)H(y)dy
G(t)H(t)
for censored data, we
proceed as in the complete sample case. First, using the following empirical estimator for
MRL function which is constructed based on Kaplan Meier estimator for survival function
(sf):
Mc (ti) = 
nX
j=i
Y
kj

N   Fk
N + 1  Fk
k
Y
li

N   Fl
N + 1  Fl
l ; (5.42)
to approximate Mc(ti), for i = 1; :::n. Then, based on bivariate data (ti;M

c (ti)), i =
1; :::; n, the estimation of MRL function at a given point t 2 (a; b) can be formulated as
a xed design nonparametric regression problem in the presence of a censored data set.
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5.4 Performance of proposed estimators
In this section, we compare the performances of the estimators M^(t; 1) (LL), M^(t; 2) (LQ)
and M^(t; 3) (LC), using four simulated data examples.
First, we investigate the performances of these estimators using simulated data gen-
erated from the exp[1:0], Weibull[5:0; 1:0], mixture 3=4 exp[2:0] + 1=4 Weibull [2:0; 5:0]
and mixture 3=4 exp[0:5] + 1=4 Gamma [2:0; 1:0] distributions. These distributions were
chosen based on their popular usage in the reliability engineering eld and their dierent
MRL shapes, acquiring constant MRL, DMRL, UBMRL and BMRL respectively. As the
rst step, we generate m1 = 100 samples of size N = 100 and N = 500 from each life
time distribution. For each simulated sample, we bin the data using dierent n values,
i.e. n = 10; 50; 100 and 200, to investigate the behaviour of the estimators for vari-
ous bin-widths. Then, we compute MN(ti); i = 1; 2; : : : ; n using Equation (5.2). Using
these (ti;MN(ti)) pairs, we evaluate LL, LQ and LC estimates at m2 = 250 grid points
from the minimum to the maximum observation using Equation (5.27) with p = 1; 2; 3
respectively, employing the bandwidths (i.e. hAMISE and hAICC) determined by the two
methods discussed in Section 5.3.2. Gaussian kernel was employed throughout the nu-
merical analysis to ensure a minimum increment in variance when increasing the order
of the local polynomial. We evaluate the performance visually by means of graphs and
by comparing Average of Mean Squared Errors (AMSE) and the Standard Deviation of
Mean Squared Errors (SDMSE). The Mean Squared Error (MSE) of sample k;MSEk; is
given by
MSEk =
1
m2
m2X
j=1
(M^(tj; p) M(tj))2 (5.43)
for k = 1; 2; : : : ;m1 where M^(t; p) for p = 1; 2; 3 are the LL, LQ and LC MRL estimates
and M(t) is the true MRL value at t. Finally, AMSE is computed by
AMSE =
1
m1
m1X
k=1
MSEk (5.44)
and SDMSE is computed by
SDMSE =
vuut 1
m1   1
m1X
k=1
(MSEk   AMSE)2:
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We also compare the performances of our estimators with another popular kernel based
estimator introduced by Guillamon et al. (1998) obtained by substituting the Sf in the
denition of MRL function (5.1) by its kernel estimator, i.e.
M^(t) =
t  R t
0
~R(s) ds
~R(t)
(5.45)
where t is the sample mean, ~R(x) = 1
N
NX
i=1
W

x  Ti
h

and W (s) =
R1
s
K(u) du. To
ensure a fair comparison, we use the same simulated samples and kernel. The \Sheather{
Jones plug{in" rule (hSJPI ( c.f. Jones et al. (1996))) was used to compute the bandwidth.
This method is a second generation bandwidth selector appropriate to density estimation
and is known to provide a sensible tradeo of bias and variance.
In Figure 5.2 (a) { (b), we plot LL and M^(t) given by (5.45) using a simulated sample
of size N = 100 from the exp[1:0] and 3=4 exp[2:0] + 1=4 Weibull[2:0; 5:0]. Both gures
reveal that LL estimator provides better estimates for the constant and UBMRL models
than M^(t). Furthermore, Table 5.2 { 5.5 contain results comparing the performances of
LL, LQ, LC and M^(t) based on AMSE values calculated for the four simulated examples.
In the cases of exp[1:0] and 3=4 exp[0:5] + 1=4 Gamma[2:0; 1:0] distributions, for both
small and large samples, we see that regardless of the value of n and the bandwidth
selection rule, LL performs best followed by LC. For the 3=4 exp[2:0]+1=4Weibull[2:0; 5:0]
mixture distribution, all LL, LQ and LC estimators outperform M^(t) regardless of the
sizes of the samples except when n = 10. In the Weibull[5:0; 1:0] case, we note that
with hSJPI , M^(t) yields better results regardless of the sizes of the samples and n values
considered. However, by further increasing n, the precisions of M^(t) and local polynomial
estimators in estimating DMRL functions would converge. Therefore, considering the
lengthy computational time involved when computing M^(t), we recommend that local
polynomial estimators provide a better option. Furthermore, we notice that in all cases,
as n increases, the AMSE values of the local polynomial estimators decrease and the
dierences between the AMSE values of LL, LQ and LC decrease. Use of high n values
however, has a tendency to provide relatively under{smoothed estimates. Also, results
in Table 5.2 { 5.5 show that increasing n from 100 to 200 does not give a signicant
improvement in the results. Therefore, it is advisable not to use very high n values
122
-1
-0.5
 0
 0.5
 1
 1.5
 2
 0.5  1  1.5  2  2.5  3  3.5  4
M
R
L
x
(a)
-1
 0
 1
 2
 3
 0  1  2  3  4  5  6  7  8
M
R
L
x
(b)
Figure 5.2: LL with n = 10 (dashed line), LL with n = 50 (dotted line), LL with n = 200
(short{dashed line), M^(x) (dot{dashed line) MRL estimates for (a) exp[1.0] for N=100
and (b) 3/4 exp[2.0]+1/4 Weibull[2.0, 5.0] for N=100. True MRL is the solid line.
in the estimation process. Moreover, the results also reveal that for moderate n (i.e.
n = 50; 100), both bandwidth selectors yield similar results. In general, the proposed
estimators show signicant improvement when used to estimate non-DMRL models over
the standard kernel estimator M^(t).
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Table 5.2: Simulation results: AMSE and SDMSE (within brackets) of LL, LQ, LC and
M^(t) for samples from exp[1.0] of size 100 and 500
N M^(t) n h LL LQ LC
100 4.39E-01 10 AMISE 3.91E-01 (8.47E-01) 4.35E-01 (9.35E-01) 4.24E-01 (9.18E-01)
(1.53E-01) AICC 2.99E-01 (6.26E-01) 4.32E-01 (9.22E-01) 4.14E-01 (8.99E-01)
50 AMISE 3.15E-01 (6.99E-01) 3.25E-01 (7.20E-01) 3.22E-01 (7.15E-01)
AICC 3.16E-01 (7.07E-01) 3.24E-01 (7.20E-01) 3.24E-01 (7.20E-01)
100 AMISE 3.12E-01 (6.90E-01) 3.16E-01 (6.99E-01) 3.15E-01 (6.97E-01)
AICC 3.11E-01 (6.91E-01) 3.16E-01 (6.98E-01) 3.16E-01 (6.98E-01)
200 AMISE 3.10E-01 (6.90E-01) 3.13E-01 (6.94E-01) 3.12E-01 (6.93E-01)
AICC 2.97E-01 (6.66E-01) 3.08E-01 (6.88E-01) 3.08E-01 (6.88E-01)
500 3.81E-01 10 AMISE 3.19E-01 (3.70E-01) 3.57E-01 (4.22E-01) 3.47E-01 (4.06E-01)
(9.87E-02) AICC 2.44E-01 (2.66E-01) 3.51E-01 (4.14E-01) 3.42E-01 (3.93E-01)
50 AMISE 2.02E-01 (2.35E-01) 2.09E-01 (2.46E-01) 2.07E-01 (2.43E-01)
AICC 2.02E-01 (2.36E-01) 2.08E-01 (2.45E-01) 2.08E-01 (2.45E-01)
100 AMISE 1.95E-01 (2.23E-01) 1.99E-01 (2.28E-01) 1.98E-01 (2.27E-01)
AICC 1.95E-01 (2.23E-01) 1.98E-01 (2.28E-01) 1.98E-01 (2.28E-01)
200 AMISE 1.93E-01 (2.19E-01) 1.95E-01 (2.22E-01) 1.94E-01 (2.21E-01)
AICC 1.83E-01 (2.04E-01) 1.91E-01 (2.18E-01) 1.91E-01 (2.18E-01)
5.5 Conclusion
The MRL function is one of the most important and widely used reliability measures
in practice. For example, it is used to design burn-in programs, plan spare provision
and formulate warranty policies. In this chapter, we employ local polynomial regression
with xed design points accompanied by appropriate binning to construct several new
estimators for MRL function. The asymptotic unbiasedness and consistency of the these
estimators are proven. We then bring in two popular bandwidth selection methods to se-
lect the bandwidth of the proposed MRL estimators. Finally, we evaluate the performance
of the estimators using several simulated and real life examples. Results indicate that the
proposed estimators perform well in estimating MRL functions, particularly MRL models
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Table 5.3: Simulation results: AMSE and SDMSE (within brackets) of LL, LQ, LC and
M^(t) for samples from Weibull(5.0, 1.0) of size 100 and 500
N M^(t) n h LL LQ LC
100 4.84E-04 10 AMISE 2.75E-03 (1.62E-03) 2.16E-03 (1.51E-03) 2.25E-03 (1.59E-03)
(3.93E-04) AICC 2.71E-03 (1.75E-03) 2.12E-03 (1.41E-03) 2.23E-03 (1.55E-03)
50 AMISE 6.87E-04 (8.15E-04) 7.34E-04 (8.71E-04) 7.29E-04 (8.71E-04)
AICC 7.13E-04 (8.40E-04) 7.40E-04 (8.73E-04) 7.39E-04 (8.72E-04)
100 AMISE 6.42E-04 (7.48E-04) 6.77E-04 (7.73E-04) 6.72E-04 (7.68E-04)
AICC 6.60E-04 (7.56E-04) 6.78E-04 (7.72E-04) 6.78E-04 (7.72E-04)
200 AMISE 6.36E-04 (7.34E-04) 6.67E-04 (7.55E-04) 6.64E-04 (7.56E-04)
AICC 6.03E-04 (6.85E-04) 6.41E-04 (7.41E-04) 6.40E-04 (7.39E-04)
500 1.20E-04 10 AMISE 2.70E-03 (1.21E-03) 2.13E-03 (9.72E-04) 2.22E-03 (1.07E-03)
(1.16E-04) AICC 2.68E-03 (1.19E-03) 2.11E-03 (9.68E-04) 2.22E-03 (1.07E-03)
50 AMISE 2.10E-04 (2.17E-04) 2.21E-04 (2.32E-04) 2.20E-04 (2.31E-04)
AICC 2.10E-04 (2.04E-04) 2.18E-04 (2.31E-04) 2.17E-04 (2.30E-04)
100 AMISE 1.63E-04 (1.71E-04) 1.82E-04 (1.88E-04) 1.80E-04 (1.86E-04)
AICC 1.76E-04 (1.80E-04) 1.83E-04 (1.88E-04) 1.83E-04 (1.88E-04)
200 AMISE 1.60E-04 (1.62E-04) 1.72E-04 (1.71E-04) 1.71E-04 (1.70E-04)
AICC 1.42E-04 (1.43E-04) 1.60E-04 (1.65E-04) 1.62E-04 (1.66E-04)
with constant, bathtub{shaped, upside{down bathtub{shaped MRL functions.
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Table 5.4: Simulation results: AMSE and SDMSE (within brackets) of LL, LQ, LC and
M^(t) for samples from 3/4 exp[2.0]+1/4 Weibull[2.0, 5.0] of size 100 and 500
N M^(t) n h LL LQ LC
100 6.18E-01 10 AMISE 8.03E-01 (9.03E-01) 8.45E-01 (9.58E-01) 8.43E-01 (9.37E-01)
(1.79E-01) AICC 7.54E-01 (7.68E-01) 8.50E-01 (9.37E-01) 8.52E-01 (9.43E-01)
50 AMISE 4.90E-01 (5.55E-01) 5.12E-01 (5.73E-01) 5.07E-01 (5.69E-01)
AICC 4.93E-01 (5.54E-01) 5.11E-01 (5.72E-01) 5.11E-01 (5.72E-01)
100 AMISE 4.80E-01 (5.30E-01) 4.92E-01 (5.40E-01) 4.88E-01 (5.37E-01)
AICC 4.80E-01 (5.30E-01) 4.90E-01 (5.39E-01) 4.91E-01 (5.39E-01)
200 AMISE 4.77E-01 (5.22E-01) 4.83E-01 (5.27E-01) 4.82E-01 (5.25E-01)
AICC 4.49E-01 (4.95E-01) 4.71E-01 (5.19E-01) 4.71E-01 (5.19E-01)
500 5.67E-01 10 AMISE 6.91E-01 (7.37E-01) 7.22E-01 (8.28E-01) 7.12E-01 (7.75E-01)
(1.74E-01) AICC 6.56E-01 (5.81E-01) 6.86E-01 (6.69E-01) 7.44E-01 (8.04E-01)
50 AMISE 2.58E-01 (4.98E-01) 2.75E-01 (5.26E-01) 2.72E-01 (5.17E-01)
AICC 2.63E-01 (5.07E-01) 2.76E-01 (5.27E-01) 2.76E-01 (5.28E-01)
100 AMISE 2.46E-01 (4.94E-01) 2.55E-01 (5.09E-01) 2.53E-01 (5.04E-01)
AICC 2.46E-01 (4.92E-01) 2.54E-01 (5.08E-01) 2.54E-01 (5.08E-01)
200 AMISE 2.42E-01 (4.93E-01) 2.47E-01 (5.01E-01) 2.46E-01 (5.00E-01)
AICC 2.36E-01 (4.81E-01) 2.44E-01 (4.96E-01) 2.44E-01 (4.96E-01)
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Table 5.5: Simulation results: AMSE and SDMSE (within brackets) of LL, LQ, LC and
M^(t) for samples from 3/4 exp[0.5]+1/4 Gamma[2.0, 1.0] of size 100 and 500
N M^(t) n h LL LQ LC
100 1.20E+00 10 AMISE 9.02E-01 (1.03E+00) 1.00E+00 (1.19E+00) 9.60E-01 (1.11E+00)
(4.51E-01) AICC 6.97E-01 (7.79E-01) 1.00E+00 (1.19E+00) 9.56E-01 (1.11E+00)
50 AMISE 7.63E-01 (6.83E-01) 7.84E-01 (7.09E-01) 7.77E-01 (7.03E-01)
AICC 7.63E-01 (6.85E-01) 7.83E-01 (7.08E-01) 7.83E-01 (7.08E-01)
100 AMISE 7.55E-01 (6.55E-01) 7.67E-01 (6.68E-01) 7.63E-01 (6.64E-01)
AICC 7.53E-01 (6.54E-01) 7.65E-01 (6.67E-01) 7.65E-01 (6.67E-01)
200 AMISE 7.50E-01 (6.38E-01) 7.57E-01 (6.45E-01) 7.55E-01 (6.42E-01)
AICC 7.18E-01 (5.97E-01) 7.41E-01 (6.32E-01) 7.41E-01 (6.32E-01)
500 1.17E+00 10 AMISE 9.02E-01 (7.80E-01) 1.01E+00 (8.84E-01) 9.74E-01 (8.45E-01)
(3.48E-01) AICC 6.97E-01 (6.05E-01) 9.99E-01 (8.84E-01) 9.67E-01 (8.43E-01)
50 AMISE 5.74E-01 (4.15E-01) 5.93E-01 (4.37E-01) 5.87E-01 (4.31E-01)
AICC 5.75E-01 (4.19E-01) 5.92E-01 (4.37E-01) 5.93E-01 (4.37E-01)
100 AMISE 5.58E-01 (3.81E-01) 5.69E-01 (3.91E-01) 5.66E-01 (3.88E-01)
AICC 5.59E-01 (3.84E-01) 5.68E-01 (3.91E-01) 5.68E-01 (3.91E-01)
200 AMISE 5.54E-01 (3.71E-01) 5.61E-01 (3.75E-01) 5.59E-01 (3.74E-01)
AICC 5.24E-01 (3.39E-01) 5.45E-01 (3.67E-01) 5.45E-01 (3.67E-01)
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Chapter 6
Nonparametric hypothesis tests for
comparing reliability functions
6.1 Introduction
In reliability and related disciplines comparing reliability measures of two (or more) aging
processes is a crucial step in the process of determining reliability and understanding
an aging process. Use of hypothesis testing to accomplish these tasks is a promising
approach. The hypothesis we are attempting to test for is
Ho : RF1(t) = RF2(t) for t 2 [a; b),
against the alternative
H1 : RF1(t) > RF2(t) for t 2 [a; b) with strict inequality for some t 2 [a; b),
where RF1(:) and RF2(:) denote any reliability measure of population 1 and 2 respec-
tively. Note that H0 above is a hypothesis of equality between two reliability functions for
all t 2 [a; b). In this chapter we introduce nonparametric hypothesis testing procedures
which involves xed{design local polynomial regression to statistically compare EIT and
MRL functions of two populations. In Section 6.2 of this chapter we consider EIT function
comparison tests. Section 6.3 is concerned with MRL function comparison tests. Under
each of these sections we explain the methodology of constructing the corresponding test
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statistics. We also discuss how to extend the method to handle censored data. Then, to
construct decision rules of the hypothesis test, under each section, we derive some asymp-
totic properties of the proposed test statistics. We also establish decision rules based on
bootstrapping for each test. Through a detailed simulation experiment we evaluate the
performances of the hypothesis testing procedures related to EIT and MRL under Section
6.2.3 and 6.3.3 respectively. Finally, we conclude the chapter in Section 6.4.
The two-sample testing procedures introduced in this chapter are also directly ap-
plicable to a situation where one is required to compare reliability functions of k > 2
populations. The extension is straightforward. First, we calculate the values of the test
statistic of the hypothesis test that checks a null hypothesis concerning equality of two
reliability functions, for all the possible pairs of the k populations (i.e. there will be
 
k
2

pairs) using our methodology. To test the null hypothesis that all k reliability functions
are equal, we can let the test statistic to be a weighted sum or the maximum of the pre-
viously calculated
 
k
2

test statistic values. Then, if this gets rejected (if the value of the
test statistic is too large when compared with a critical value) then pairwise comparisons
can be made again using our two-sample procedure to identify the unequal pair(s). A
similar suggestion has been proposed by Hall and Keilegom (2007) when extending their
two{sample tests to k{sample tests.
6.2 A nonparametric approach to compare expected
inactivity time functions of two populations
The EIT corresponds to the mean time that has elapsed since the occurrence of a certain
event, given that it has occurred before time t (c.f. Equation (4.1)). In real life situations
in the eld of reliability engineering and related elds such as biomedicine it is required
to compare EIT functions belonging to several populations. The aim of this section is to
propose several nonparametric hypothesis testing procedures to compare EIT functions of
two populations. Next, we discuss several examples taken from biomedicine and reliability
engineering to demonstrate the practical utility and importance of such a procedure.
Recurrent diseases relapse repeatedly, with periods of remission in between. Some ex-
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amples for recurring diseases include cancers such as leukemia and bladder cancers, various
diseases of the respiratory system such as asthma and cystic brosis. In biomedicine there
exist situations where we are required to compare disease free survival functions (lengths
of remission periods) of two treatments to identify the better treatment, particularly
when dealing with recurring diseases. For example, in leukemia survival studies, to com-
pare various treatments, biomedical researchers analyze Leukemia Free Survival (LFS)
of these treatments. LFS is the time interval from blood transplantation to leukemia
relapse. However, there is a possibility of inaccurately determining the endpoint of the
LFS due to inability to routinely test patients because of high costs and eort involved
in completing clinical trials (c.f. Craddock et al. (2000); Buyse et al. (2011)). The true
disease free survival, R(t) = E(T jT < t), can be estimated using the EIT function, e(t),
since R(t) = t   e(t) for t 2 [T1; T2) where [T1; T2) can be either a specied time pe-
riod or the bounds of the survival random variable if known. Thus, for the time period
t 2 [T1; T2), comparing the true disease free survival functions of the two treatments is
analogous to comparing EIT functions of the two treatments. Moreover, when studying
infectious diseases, to understand and control the spreading of the disease it is required
to estimate and compare incubation periods for dierent exposure settings. The time
between exposure to an infectious disease and the appearance of symptom is referred to
as the incubation period, but often what we observe is the time between exposure and
the diagnosis. The EIT function can be used to determine the true incubation period
of a disease in a certain environment. Then, similar to the remission period comparison
example, for the time period t 2 [T1; T2), comparing the true incubation functions of the
two treatments is analogous to comparing EIT functions of the two treatments. Similarly,
in the context of reliability engineering, when making decisions regarding reliability in
a reliability engineering environment, we may be required for example to compare the
failure times of two components of a system. The EIT function of a failure time of an
component helps us to estimate the exact failure time of a component when component
is not constantly under surveillance.
Various nonparametric tests have been proposed in the literature to test functions such
as density function (e.g. see Andersen et al. (1993); Cao and Van Keilegom (2006)), failure
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rate function (see e.g. Chikkagouder and Shuster (1974); Kochar (1979, 1981); Cheng
(1985)) and MRL function (e.g. see Berger et al. (1988); Aly (1997)) of two populations.
However, to the best of our knowledge there exist no such tests to compare EIT functions
of two populations. In this section we propose several nonparametric hypothesis tests to
compare EIT functions of two populations and we are interested in testing
H0 : e1(t) = e2(t) for all t 2 [a; b) (6.1)
vs the alternative hypothesis
H1 : e1(t) > e2(t) for t 2 [a; b) with strict inequality for some t 2 [a; b) (6.2)
where ei(t) is the EIT function of the ith population. Here, a = max(a1; a2) and b =
min(b1; b2), with ai = infft : Fi(t) > 0g and bi = supft : Fi(t) < 1g, for i = 1; 2, where
Fi(t) is the cumulative distribution function of the ith population.
We propose tests using both Cramer-von Mises (CM) and Kolmogorov-Smirnov (KS)
test statistics which are two common types of test statistics in Section 6.2.1, incorporating
xed{design local polynomial regression concepts stated under Section 2.3. Here, we use
local polynomials up to order 3 to investigate whether the order of the local polynomial
has an eect on the performance of the testing procedure. Then, in Section 6.2.2 we
discuss construction of the decision rules based on the critical values derived using both
asymptotic distribution of the CM and KS test statistics and bootstrapping method. We
study the practical behaviour of the proposed CM and KS testing procedures extensively
by means of simulations in Section 6.2.3. Under the simulation analysis, we conduct
a series of experiments which tests null, small and large deviations between e1 and e2.
In these simulation experiments we simulate data from the probability distributions of
the specied e1(t) and e2(t) of each experiment and use critical values based on both
asymptotic distribution of the CM and KS test statistics and bootstrapping method to
make the nal decisions. To evaluate the performance of the testing procedures, we repeat
the test and compute and compare the rejection probability of each experiment.
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6.2.1 Methodology for testing H0 against H1
The tests proposed in this section are constructed based on the function:
(t) =
p
F1(t):F2(t)(e1(t)  e2(t)): (6.3)
The function (t) is a weighted measure of deviation between e1 and e2. As shown in
Equation (6.3), the weights F1(t) and F2(t) represent the proportions of the populations
1 and 2 that failed by t. Next, we need to decide the form of the test statistic. There
are various methods but two common approaches involved the Cramer-von Mises statistic
and Kolmogorov-Smirnov statistic. The Cramer-von Mises type test statistic for our
hypothesis test is given by
TCM(p) =
r
n1n2
n1 + n2
Z b
a
^(t; p)dt; (6.4)
where n1 and n2 are the sample sizes of samples from population 1 and 2 respectively.
The Kolmogorov-Smirnov test statistic has the form:
TKS(p) =
r
n1n2
n1 + n2
sup
a6t<b
^(t; p): (6.5)
In Equations (6.4) and (6.5) ^(t; p) refers to the pth order local polynomial estimator of
the function (t) dened by Equation (6.3). In order to compute ^(t; p) we use a xed
design nonparametric regression model introduced in Section 2.3.1. We are rst required
to determine the xed design points of the regression model. Consider an equally spaced
mesh, t1; t2; :::; tN , over [a; b], that is created by letting
ti = a+ (i  1); (6.6)
where the width  = (b  a)=(N   1) and N = n1+ n2. Then, we compute the pth order
local polynomial estimator of this function by
^(t; p) = e1
T (Tp
TWNTp)
 1 TpTWNYN; (6.7)
where e1
T , WN, Tp are as dened in Section 2.3.1 and
YTN = fyig16i6N = f
q
F^1(ti):F^2(ti)(e^1(ti)  e^2(ti))g16i6N : (6.8)
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Here, e^i(t), F^i(t) for i = 1; 2 are the empirical EIT and empirical cumulative distribution
functions of populations 1 and 2 respectively.
Suppose X1i for i = 1; :::n1 and X2i for i = 1; :::n2 are samples of size n1 and n2 from
population 1 (with lifetime random variable X1) and population 2 (with lifetime random
variable X2) respectively. Similar to Equation (3.36), we can re-write Equation (6.7) as
follows:
^(t; p) =
NX
i=1
LN

ti   t
h

yi; (6.9)
where LN(u) = e1
TSN
 1f1; uh; :::; (uh)pgTK(u)=h is a symmetric weight function and ti
is the ith design point in the xed design regression model where SN = Tp
TWNTp, h
is the bandwidth (or the smoothing parameter) and K(:) is any kernel function which
satises assumption A2 listed under Section 2.3.2. We calculate TCM(p) by
TCM(p) =
r
n1n2
n1 + n2
Z b
a
NX
i=1
LN

ti   t
h

yi dt
 d
r
n1n2
n1 + n2
MX
j=1
NX
i=1
LN

ti   zj
h

yi (6.10)
where we approximate the integral in step one of the above with a Riemann sum with
grid width d, the distance between two consecutive zj, j = 1; :::M , points, in step two.
Similarly, we calculate TKS(p) by
TKS(p) =
r
n1n2
n1 + n2
sup
a6t<b
NX
i=1
LN

ti   t
h

yi

r
n1n2
n1 + n2
max
j=1;:::;M
NX
i=1
LN

ti   zj
h

yi: (6.11)
We let p = 1; 2 and 3 to nd LL, LQ and LC CM and KS test statistics respectively.
Prior to conducting the hypothesis test, a graph of d  ^(zj; p) vs zj can be drawn
to investigate the deviation between the EIT functions of the two samples over t under
consideration. Moreover, notice that the rst derivative of (t) is
0(t) =
1
2
p
F1(t):F2(t)(e1(t) + e2(t))(r2(t)  r1(t)): (6.12)
Therefore, a graph of d  ^0(zj; p) vs zj can be drawn to to investigate the deviation
between the RHR functions (c.f. Equation 3.1) of the two samples, r1(t) and r2(t), over
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t noting the fact that
^0(t; p) = e2T (TpTWNTp) 1 TpTWNYN;where eT2 = (0; 1; 0; : : : ; 0)1(p+1). (6.13)
Selecting the smoothing parameter
To select the bandwidths required when computing the test statistics, there are number
of potential bandwidth selectors that are appropriate for use, e.g. refer to Section 2.4. In
our numerical analysis we use a popular easy{to{calculate classical bandwidth selection
method called \AICC method" to select the bandwidth, h, of the proposed test statis-
tics. This method was rst introduced to select a bandwidth in a nonparametric kernel
regression model by Hurvich et al. (1998). This method was discussed in detail under
Section 2.4.2 of this thesis. The simulation study in Section 5.4 showed that this method
is ecient and reliable.
Extending the method to handle censored data
In order to deal with censored data, we modify ^(t; p) in test statistics given by Equations
(6.4) and (6.5) as below:
^(t; p) = e1T (TpTWNTp) 1 TpTWNYN; (6.14)
where YN = fyi g16i6N = f
q
(1  ^F 1 (ti)):(1  ^F 2 (ti))(e^1(ti)   e^2(ti))g16i6N and e1,
Tp, WN are as dened in Equation (6.7). Here, e^

1(ti) =
R1
ti
(1  ^F 1 (u))
(1  ^F 1 (ti))
du and e^2(ti) =R1
ti
(1  ^F 2 (u))
(1  ^F 2 (ti))
du where ^F 1 (ti), ^F

2 (ti) are the Kaplan{Meier estimators for the survival
function (sf) (c.f. Equation (4.71)) of sample 1 and 2.
6.2.2 Determining the critical values of the test statistics
To construct the decision rules of the tests we are rst required to derive the critical
values of each test. In this section we investigate the asymptotic properties of the test
statistics, TCM(p) and TKS(p), and then determine critical values based on the asymptotic
distribution of these test statistics. We also discuss how to nd the critical value through
bootstrapping which is useful when sample sizes are not too large.
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Asymptotic properties
Let us nd the asymptotic distribution of the process
q
n1n2
n1+n2
^(t; p). First, we dene the
Gaussian process,
(t) =
r
n2
n1 + n2
p
F2(t)F1(t)W21(t)  
r
n1
n1 + n2
p
F1(t)F2(t)W22(t) (6.15)
where W21(t) and W22(t) are two independent Wiener processes with variances 
2
1(t) and
22(t) respectively with 
2
j (t) = V ar(XjjXj < t) for j = 1; 2.
We next formally dene a Wiener Process below:
Wiener process: Wiener process is a continuous-time stochastic process characterized
by three properties:
1. W0 = 0
2. the function t! Wt is almost surely everywhere continuous
3. Wt has independent increments, i.e. for any t1 < t2 < s1 < s2, Wt2   Wt1 and
Ws2  Ws1 are independent random variables.
4. Wt  Ws  N(0; t  s) for 0  s < t.
For the next result, we require assumption A2 stated under Section 2.3.2 and the
following additional assumptions:
A12 N !1, n2=N ! c 2 (0; 1), therefore n1=N ! (1  c) 2 (0; 1),
A13 N !1, h! 0,
A14 Nh!1 and Nh2 ! 0,
where N = n1 + n2.
The following theorem is pivotal in obtaining the asymptotic distributions of TCM(p)
and TKS(p).
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Theorem 6.1. Under assumptions A2, A12{A14 and assuming that H0 given by Equa-
tion (6.1) holds, then
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)
 p ! 0: (6.16)
Proof: Under H0, by Equations (6.9) and (6.15) we have that
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)

 sup
at<b
r
n2
n1 + n2
pn1 NX
i=1
LN

ti   t
h
q
F^1(ti)F^2(ti)e^1(ti)
 
p
F1(t)F2(t)e1(t)

 
p
F2(t)F1(t)W21(t)
+ sup
at<b
r
n1
n1 + n2
pn2 NX
i=1
LN

ti   t
h

q
F^1(ti)F^2(ti)e^2(ti) 
p
F1(t)F2(t)e2(t)

 
p
F1(t)F2(t)W22(t)
: (6.17)
By Glivenko-Cantelli Theorem (c.f. Loeve (1955)), we have uniform convergence of
F^1(t)! F1(t); (6.18)
and
F^2(t)! F2(t); (6.19)
as N ! 1. By the denition of the EIT function of the jth population (c.f. Equation
(4.1)) we have that
ej(t) = t  E(XjjXj < t); for j = 1; 2: (6.20)
Also, by Equation (4.7) (i.e. the empirical EIT estimator), it follows that the empirical
EIT function of the jth population is given by
e^j(t) = t  Xj(t); (6.21)
where Xj(t) is the sample mean of the observations less than t of the sample from popula-
tion j. Notice that the local polynomial estimator for EIT function of the jth population
is
e^j(t; p) =
NX
i=1
LN

ti   t
h

e^j(ti)
=
NX
i=1
LN

ti   t
h

(ti   Xj(ti))
= t  ^Xj(t; p) (6.22)
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where ^Xj(t; p) =
PN
i=1 LN

ti t
h

Xj(ti). Therefore,
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)

 sup
at<b
r
n2
n1 + n2
pn1pF1(t)F2(t) NX
i=1
LN

ti   t
h

e^1(ti)  e1(t)

 
p
F2(t)F1(t)W21(t) +
p
n1
NX
i=1
LN

ti   t
h

j
q
F^1(ti)F^2(ti) 
p
F1(t)F2(t)je^1(ti)

+ sup
at<b
r
n1
n1 + n2
pn2pF1(t)F2(t) NX
i=1
LN

ti   t
h

e^2(ti)  e2(t)

 
p
F1(t)F2(t)W22(t) +
p
n2
NX
i=1
LN

ti   t
h

j
q
F^1(ti)F^2(ti) 
p
F1(t)F2(t)je^2(ti)

= sup
at<b
r
n2
n1 + n2
pF1(t)F2(t)pn1  ^X1(t; p) + E(X1jX1 < t)
 
p
F2(t)F1(t)W21(t) +
p
n1
NX
i=1
LN

ti   t
h

j
q
F^1(ti)F^2(ti) 
p
F1(t)F2(t)je^1(ti)

+ sup
at<b
r
n1
n1 + n2
pF1(t)F2(t)pn2  ^X2(t; p) + E(X2jX2 < t)
 
p
F1(t)F2(t)W22(t) +
p
n2
NX
i=1
LN

ti   t
h

j
q
F^1(ti)F^2(ti) 
p
F1(t)F2(t)je^2(ti)

= sup
at<b
r
n2
n1 + n2
pF1(t)F2(t)pn1  X1(t) + o(h2) + E(X1jX1 < t)
 
p
F2(t)F1(t)W21(t) +
p
n1
q
F^1(t)F^2(t)e^1(t) + o(h
2) 
p
F1(t)F2(t)e^1(t)

+ sup
at<b
r
n1
n1 + n2
pF1(t)F2(t)pn2  X2(t) + o(h2) + E(X2jX2 < t)
 
p
F1(t)F2(t)W22(t) +
p
n2
q
F^1(t)F^2(t)e^2(t) + o(h
2) 
p
F1(t)F2(t)e^2(t)
;
(6.23)
where ^Xj(t; p) for j = 1; 2 in the second step above are the local polynomial estimators
of E(XjjXj < t), for j = 1; 2, the average of the observations greater than t in the jth
population. By Taylor series expansion and Lemma 2.1, together with (6.18) and (6.19),
and under assumptions A2 and A13, we get the third step above from the second step
provided that the rst and second derivatives of Xj(t), ej(t) are bounded. Let the mean
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inactivity time process of population j be dened by:
vj(t) =
p
nj(e^j(t)  ej(t)); (6.24)
where e^j(t) and ej(t) were dened in Equations (6.20) and (6.21) respectively. Then, by
Lemma 3.1 and 3.2 in Csorg}o et al. (1986) we have that
lim
nj!1
sup
at<b
vj(t) W2j (t)
 p ! 0: (6.25)
Hence, from Equations (6.20), (6.21) and (6.25), the inequality given in (6.23) will further
lead to
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)

 sup
at<b
r
n2
n1 + n2
p
F1(t)F2(t)
pn1(e^1(t)  e1(t)) W21(t) + o(h2)

+ sup
at<b
r
n1
n1 + n2
p
F1(t)F2(t)
pn2(e^2(t)  e2(t)) W22(t) + o(h2)

+
r
n1n2
n1 + n2
o(h2)
 sup
at<b
r
n2
n1 + n2
v1(t) W21(t)
+ sup
at<b
r
n1
n1 + n2
v2(t) W22(t)

+
r
n1n2
n1 + n2
o(h2) (6.26)
Note that r
n1n2
n1 + n2
o(h2) =
r
n1
N
r
n2
N
p
N o(h2)
=
r
n1
N
r
n2
N
o(
p
Nh2)
= o(1) (by assumptions A12 and A14). (6.27)
Therefore,
lim
N!1
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)
 p ! 0; (6.28)
by Equation (6.25) and this completes the proof of Theorem 6.1.
Also, with
B(t) =
p
F1(t)F2(t)
p
c W21(t)  
p
(1  c) W22(t)

;
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we observe that
lim
N!1
sup
at<b
r n1n2n1 + n2 ^(t; p)  B(t)

 lim
N!1
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)
+ limN!1 supat<b
(t)  B(t) p ! 0; (6.29)
where the rst term converges in probability to zero by Theorem 6.1 and the second term
converges to zero by assumption A12. Therefore, since convergence in probability implies
convergence in distribution, we also obtainr
n1n2
n1 + n2
^(t; p)
d ! B(t): (6.30)
Also, note that Z b
a
B(t) dt d= N(0; 2CM);
where
2CM = c V ar
Z b
a
p
F1(t)F2(t)W21(t) dt

+ (1  c) V ar
Z b
a
p
F1(t)F2(t)W22(t) dt

;
(6.31)
recalling that W2i (t)'s for i = 1; 2 are two independent Wiener processes. For a given
population i and since E
R b
a
p
F1(t)F2(t)W2i (t) dt

= 0,
V ar
Z b
a
p
F1(t)F2(t)W2i (t) dt

= E
Z b
a
Z b
a
p
F1(t)F2(t)
p
F1(s)F2(s)W2i (t)W2i (s) dt ds

= 2
Z b
a
p
F1(s)F2(s)
Z s
a
p
F1(t)F2(t)E(W2i (t)W2i (s)) dt ds
= 2
Z b
a
p
F1(s)F2(s)
Z s
a
p
F1(t)F2(t)Cov(W2i (t);W2i (s)) dt ds
= 2
Z b
a
p
F1(s)F2(s)
Z s
a
p
F1(t)F2(t)min(W2i (t);W2i (s)) dt ds: (6.32)
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Therefore,
2CM = 2c
Z b
a
Z s
a
p
F1(s)F2(s)
p
F1(t)F2(t)min(
2
1(t); 
2
1(s)) dt ds
+ 2(1  c)
Z b
a
Z s
a
p
F1(s)F2(s)
p
F1(t)F2(t)min(
2
2(t); 
2
2(s)) dt ds
= 2
Z b
a
Z s
a
(c min(21(t); 
2
1(s)) + (1  c) min(22(t); 22(s)))p
F1(s)F2(s)
p
F1(t)F2(t) dt ds: (6.33)
We estimate the variance 2CM in (6.33) by ^
2
CM(p) where Fi(s), i = 1; 2 and 
2
i (t),
i = 1; 2 are replaced by their local polynomial estimators. Thus, by Equation (6.30) we
get that the Cramer-von Mises type test statistic TCM(p) dened by Equation (6.4) for
our hypothesis test has the following approximate asymptotic distribution
TCM(p)  N(0; ^2CM(p)):
If the required signicance level is  then we propose to reject
H0 : e1(t) = e2(t) for t 2 [a; b)
in favor of the alternative hypothesis
H1 : e1(t) > e2(t) for t 2 [a; b) with strict inequality for some t 2 [a; b)
if
TCM(p)=
q
^2CM(p) > z1 ;
where z1  denotes the (1  )th percentile of the standard normal distribution.
Also, notice that
sup
at<b
B(t) d= sup
at<b
W2KS(t);
where
2KS(t) = c F1(t)F2(t)
2
1(t) + (1  c) F1(t)F2(t)22(t): (6.34)
Then, by Equation (6.30) and noting the denition of TKS(p) given in Equation (6.5), we
see that the Kolmogorov-Smirnov test statistic for our hypothesis test is in fact
TKS(p)  sup
at<b
W^2KS(t;p);
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where ^2KS(t; p) is obtained by substituting the local polynomial estimators for each Fi(s),
i = 1; 2 and 2i (t), i = 1; 2 into Equation (6.34). However,
sup
at<b
W2KS(t) = sup
a06s6b0
Ws;
where a0 = inff2KS(t) : a  t < bg = 0 and b0 = supf2KS(t) : a  t < bg. Here, we
estimate b^0 by b^0 = maxf^2KS(t; p)g. Then, the decision rule for our hypothesis test can
be set as to reject H0 in favor of the alternative H1 if
TKS(p) > Q(p);
where Q(p) is the critical value of the distribution of TKS(p) for a given signicance level
. However, from the classical result (c.f. page 92 of Billingsley (1999)):
P ( sup
06s6b0
Ws > x) =
2p
2b0
Z 1
x
e 
z2
2b0 dz; (6.35)
Q(p) can be determined for a given  value by observing that
Z 1
Q(p)
e 
z2
2b^0 dz =
s
2b^0
4

1  erf
r
1
2b^0
Q(p)

; (6.36)
where
erf(x) =
2

Z x
0
e t
2
dt;
refers to the Gauss error function (c.f. Greene (1993)). Then, all we need to solve in order
to nd Q(p) is
erf
r
1
2b^0
Q(p)

= 1   (6.37)
and any mathematical software such as Mathematica can be used to solve this.
Using bootstrapping to calculate the critical value
In the above section we derived decision rules based on the asymptotic properties of the
test statistics to make decisions. However, for smaller samples, application of the above
method may not give good results. In such situations, we can calculate the critical values
using bootstrapping and base them to make decisions. As the rst step, it is required to
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pool sample 1, X11; X12; :::; X1n1 , with sample 2, X21; X22; :::; X2n2 to create the pooled
sample:
Z = fZ1; :::; Zn1+n2g = fX11; :::; X1n1g [ fX21; :::; X2n2g:
Then, by randomly re{sampling with replacement from the pooled sample, Z, derive two
independent samples, X11; X

12; :::; X

1n1
andX21; X

22; :::; X

2n2
. Then considering these two
samples to be the two samples from the two populations, we compute the test statistics
T CM(p) and T

KS(p). Suppose, the desired critical level for the test is 1  . By repeated
re{sampling from Z, we can compute the critical points of the two tests, tCM; and t

KS;
by
P (T CM(p) > tCM;(p)) =  and P (T KS(p) > tKS;(p)) = :
Then, we reject the null hypothesis if the test statistic
TCM(p) > t

CM;(p)
or
TKS(p) > t

KS;(p):
6.2.3 Eciency of the proposed EIT hypothesis tests
In this section we study the practical behaviour of the proposed CM and KS testing
procedures by means of simulations. In the process, we compute the rejection probability
to compare these methods.
Simulation analysis
In this simulation study we test H0 (Equation 6.1) against H1 (Equation 6.2) using sim-
ulated samples from a several specied underlying lifetime distributions of e1 and e2. We
let e1 to be the EIT function of Weibull(2.0, 5.0). e2 models are selected by varying the
shape and scale parameters of the Weibull(2.0, 5.0) distribution. In our study we conduct
ve experiments (denoted by Test 1{5) and below we specify e1 and e2 that were used to
simulate the data in each experiment:
Test 1: e1 : EIT of Weibull(2.0, 5.0), e2 : EIT of Weibull(2.0, 5.0)
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Test 2: e1 : EIT of Weibull(2.0, 5.0), e2 : EIT of Weibull(!, 5.0) with ! = 2:5
Test 3: e1 : EIT of Weibull(2.0, 5.0), e2 : EIT of Weibull(!, 5.0) with ! = 4
Test 4: e1 : EIT of Weibull(2.0, 5.0), e2 : EIT of Weibull(2.0, !) with ! = 7:5
Test 5: e1 : EIT of Weibull(2.0, 5.0), e2 : EIT of Weibull(2.0, !) with ! = 13:0.
The corresponding pdfs and EIT functions of alternative models are shown in Figures
6.1{6.2 displayed at the end of the chapter. Test 1 checks the performance of the testing
procedures for null deviation. By conducting Tests 2{5 we are able to study the perfor-
mances of the testing procedures for various departures from the e1 model. By conducting
Tests 2 and 3 we study a small and a large departure from e1 by changing the shape pa-
rameter from 2:0 to 2:5 and 4 respectively. Tests 4 and 5 study a small and a large
departure from e1 by changing the scale parameter from 5:0 to 7:5 and 13 respectively.
We conduct above experiments using proposed LL, LQ and LC CM and KS tests
which we obtain by letting p = 1; 2 and 3 in Equations (6.10) and (6.11) with M = 250.
To make decisions, we employ critical values based on both bootstrapping (tCM;(p) and
tKS;(p)) and asymptotic convergence to a Gaussian process (tCM;(p) and tKS;(p)). We
repeat the testing procedure 100 times using 100 pairs of simulated samples from e1
and e2 models considered in each experiment. As mentioned earlier we use the rejection
probability to evaluate and compare the performances of the proposed LL, LQ and LC
CM and KS hypothesis tests. Here, the rejection probability of the hypothesis test is
taken to be the proportion of trials that rejected the hypothesis out of the 100 trials.
Moreover, we consider c = 1=2 (n1 = 100; n2 = 100); 1=3 (n1 = 100; n2 = 50) and
2=3 (n1 = 50; n2 = 100) in our simulation analysis.
In Tables 6.1{6.2, we record the rejection probabilities based on 100 trials of LL, LQ,
LC CM and KS methods for each test using both critical values determined by asymptotic
normality property (tCM;(p), tKS;(p)) and bootstrapping procedure (t

CM;(p), t

KS;(p))
for various c values, c = 1=2; 1=3, 2=3, for  = 0:05. The results reveal several interesting
outcomes.
 First, by studying the rejection probabilities, we see that CM LL, LQ and LC tests
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do a good job compared to KS LL, LQ and LC tests in identifying no deviation (i.e.
Test 1) especially when tCM;(p) is used as the critical value.
 Second, CM LL, LQ and LC tests with tCM;(p) do a good job in identifying smaller
deviations of the shape parameter of the lifetime distribution of e1 (i.e. Test 2).
 Third, when tested for larger deviations of the shape parameter of the lifetime
distribution of e1 (i.e. Test 3), the performances of our KS tests are better than our
CM tests. Furthermore, for this case both CM and KS tests for work better with
tCM;(p) and tKS;(p) respectively.
 Fourth, when tested for any deviation (both small and large) of the scale parameter
of the lifetime distribution of e1 (i.e. Tests 4 and 5) the performances of our KS
tests are better than our CM tests. Furthermore, for these cases both CM and KS
tests work better with tCM;(p) and tKS;(p) respectively.
 Fifth, in general, the performances of our LL, LQ and LC tests (both KS and CM)
provide better results when asymptotic distribution of the test statistics are used to
determine the critical value for the sample sizes considered (we considered N=200
and N=150).
 Sixth, the performance of all our methods gets better as this deviation between e1
and e1 becomes larger as is to be expected.
 We observe that in general results are best when c = 1=2 for both CM and KS tests.
Therefore, we can expect highly reliable results when the sizes of the two samples
are approximately equal.
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Table 6.1: Results: the probability of rejection of the null hypothesis based on LL, LQ,
LC CM tests for Tests 1{5 with various c values and  = 0:05. I: results using tCM;(p),
II: results using tCM;(p).
Experiment Estimator
c = 1=2 c = 1=3 c = 2=3
I II I II I II
Test 1 LL 0.04 0.06 0.04 0.09 0.01 0.11
LQ 0.04 0.05 0.04 0.09 0.01 0.11
LC 0.04 0.06 0.04 0.09 0.01 0.11
Test 2 LL 0.39 0.48 0.18 0.22 0.15 0.34
LQ 0.39 0.47 0.18 0.22 0.15 0.34
LC 0.39 0.47 0.18 0.21 0.15 0.34
Test 3 LL 0.97 0.75 0.97 0.68 0.94 0.82
LQ 0.97 0.75 0.97 0.71 0.94 0.81
LC 0.97 0.75 0.97 0.73 0.94 0.82
Test 4 LL 0.85 0.74 0.58 0.67 0.72 0.42
LQ 0.82 0.72 0.59 0.66 0.64 0.40
LC 0.81 0.72 0.59 0.66 0.62 0.40
Test 5 LL 1.00 0.81 0.93 0.71 0.95 0.74
LQ 0.99 0.80 0.89 0.70 0.96 0.74
LC 0.97 0.80 0.88 0.70 0.95 0.74
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Table 6.2: Results: the probability of rejection of the null hypothesis based on LL, LQ,
LC CM tests for Tests 1{5 with various c values and  = 0:05. I: results using tCM;(p),
II: results using tCM;(p).
Experiment Estimator
c = 1=2 c = 1=3 c = 2=3
I II I II I II
Test 1 LL 0.17 0.18 0.05 0.16 0.13 0.16
LQ 0.16 0.17 0.05 0.12 0.14 0.15
LC 0.16 0.16 0.05 0.13 0.14 0.15
Test 2 LL 0.16 0.10 0.11 0.21 0.11 0.42
LQ 0.16 0.10 0.10 0.22 0.12 0.44
LC 0.19 0.10 0.09 0.24 0.11 0.44
Test 3 LL 0.98 0.96 0.85 0.86 0.98 0.95
LQ 0.99 0.97 0.86 0.86 0.98 0.95
LC 0.99 0.97 0.86 0.86 0.98 0.95
Test 4 LL 0.98 0.99 0.93 0.98 0.95 0.94
LQ 0.99 1.00 0.96 0.99 0.97 0.95
LC 1.00 1.00 0.97 1.00 0.98 0.97
Test 5 LL 1.00 0.99 1.00 0.95 1.00 0.83
LQ 1.00 1.00 1.00 0.99 1.00 0.92
LC 1.00 1.00 1.00 1.00 1.00 0.99
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6.3 A nonparametric approach to compare mean resid-
ual life functions of two populations
In certain situations we are required to compare MRL functions (c.f. Equation (5.1)) of
two populations. In reliability engineering, we may be required for example to compare
the mean residual lives of two equipments (or systems) or to compare tensile strengths of
two engineered materials using MRL function when making decisions regarding reliability.
An example from biomedicine would be a situation where we are required to compare two
treatments in terms of mean residual lives of the patients in order to choose the best
treatment for a patient suering from a certain disease.
As already mentioned in Section 6.2 several nonparametric tests have been proposed
in the literature to test MRL function of two populations (e.g. see Berger et al. (1988);
Aly (1997)). Berger et al. (1988) test H0 : M1(t)  M2(t) for some t 2 [T1; T2) vs.
H1 :M1(t) > M2(t) for all t 2 [T1; T2). They use the test statistic:
Zn1n2(t) =
M^1(t)  M^2(t)S2n1 (t)
n1(t)
+
S2n2 (t)
n2(t)
1=2 ; (6.38)
where M^1(t)+t is the average of the Xi's greater than t, n1(t) is the number of Xi's greater
than t and S2n1(t) is the sample variance of the observations greater than t. The analogous
quantities for the other distribution are M^2(t), n2(t) and S
2
n2
(t). The corresponding
decision rule for this test: reject H0 if Zn1n2(t) > Z, where Z is the (1 )th percentile
of the standard normal distribution. Notice that the null hypothesis in this test checks
the hypothesis only for some specied age t in a specied time interval t 2 [T1; T2) and
not rejecting of the null hypothesis can mean either M1(t) = M2(t) for some t 2 [T1; T2)
or M1(t) < M2(t) for some t 2 [T1; T2). Aly (1997) proposed tests to check
H0 :M1(t) =M2(t) for all t 2 [a; b) (6.39)
vs the alternative hypothesis
H1 :M1(t) >M2(t) for t 2 [a; b) with strict inequality for some t 2 [a; b), (6.40)
based on the empirical estimator of the function
(t) =
q
F1(t): F2(t)(M1(t) M2(t)); (6.41)
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where a = max(a1; a2) and b = min(b1; b2), with ai = supft : Fi(t) < 1g and bi = infft :
Fi(t) > 0g, for i = 1; 2, where Fi(t) is the survival function (sf) of the ith population.
A similar function has also been used by Hollander and Proschan (1975) to develop a
hypothesis test to test monotonicity properties of a MRL function. The function, (t),
was rst introduced in Aly (1997). It is a weighted measure of deviation between e1 and e2.
As shown in Equation (6.41), the weights F1(t) and F2(t) represent the proportions of the
populations 1 and 2 still alive at t. However, empirical nature of their test statistics (c.f.
Equations (6.67) and (6.68)) promote over/under calculation of the test statistics and the
empirical nature of the methods proposed to estimate the parameters of the asymptotic
distributions of the test statistics aect the construction of decisions rules. These directly
aect the decisions made by these hypothesis tests as we will show in Section 6.3.3 in this
Chapter.
In this Section, we propose several nonparametric hypothesis tests to test the null
hypothesis (Equation 6.39) vs the alternative hypothesis (Equation 6.40) using xed de-
sign local polynomial regression. We propose two types of tests using tests statistics of
Cramer-von Mises statistic type (CM) and Kolmogorov-Smirnov statistic type (KS) in
Section 6.3.1. We use local polynomials up to order 3 to investigate whether the order
of the local polynomial has an eect on the performance of the CM and KS testing pro-
cedures. Then, in Section 6.3.2 we discuss construction of the decision rules based on
the critical values derived using both asymptotic distributions of the CM and KS test
statistics and bootstrapping method. We study the practical behaviour of the proposed
CM and KS testing procedures extensively by means of simulations in Section 6.3.3. We
conduct a series of experiments to investigate the performance of our tests for null, small
and large deviations betweenM1 andM2. Using simulated data from the lifetime distribu-
tions of M1 and M2, we then conduct the testing procedure using critical values based on
both asymptotic distribution of the CM and KS test statistics and bootstrapping method
to make the decisions. We also compare our CM and KS methods with the CM and KS
methods introduced by Aly (1997) (denoted by CMA and KSA methods). In the process,
we compute Pitman Asymptotic Relative Eciency (PARE) and the rejection probability
to compare these methods.
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6.3.1 Methodology for testing H0 against H1
We rst dene the Cramer-von Mises and Kolmogorov-Smirnov statistics of our two{
sample MRL hypothesis test which are similar to Equations (6.4) and (6.5). For our
hypothesis test, the Cramer-von Mises type test statistic is given by
~TCM(p) =
r
n1n2
n1 + n2
Z b
a
^(t; p)dt; (6.42)
and the Kolmogorov-Smirnov test statistic has the form:
~TKS(p) =
r
n1n2
n1 + n2
sup
at<b
^(t; p); (6.43)
and ^(t; p) refers to the pth order local polynomial estimator the function (t) (c.f. Equa-
tion (6.41)) where we use a xed design nonparametric regression model to compute it
by letting the xed design points of the regression model (i.e. t1; t2; :::; tN) be points on
a equally spaced mesh over [a; b] (c.f. Section 6.2.1). We compute the pth order local
polynomial estimator of the function (t) by
^(t; p) = eT1 (T
T
pWNTp)
 1 TTpWNYN; (6.44)
where
YTN = fyig16i6N = f
q
^F1(ti): ^F2(ti)(M^1(ti)  M^2(ti))g16i6N ;
and M^i(t), ^Fi(t) for i = 1; 2 are the empirical MRL and empirical survival functions (sfs)
of populations 1 and 2 respectively. Similar to Equation (6.9), we can re-write Equation
(6.44) as follows:
^(t; p) =
NX
i=1
LN

ti   t
h

yi; (6.45)
where yi's are as dened in Equation (6.44).
Given the samples of size n1 and n2 from population 1 (X1) and 2 (X2), i.e. X1i for
i = 1; :::n1 and X2i for i = 1; :::n2, ~TCM(p) and ~TKS(p) can be calculated using Equations
(6.10) and (6.11) with the yi's as specied in Equation (6.45) and M and d are as dened
in Equations (6.10) and (6.11). Similar to tests introduced in Section 6.2.1 for EIT, we
use p = 1; 2 and 3 to derive LL, LQ and LC CM and KS test statistics of MRL tests
respectively.
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A graph of d  ^(zj; p) vs zj can be drawn to investigate the deviation between the
MRL functions of the two samples over t prior to conducting the test. Also, notice that
the rst derivative of the function (t) (c.f. Equation (6.41)) is
0(t) =
1
2
q
F1(t): F2(t)(M1(t) +M2(t))(1(t)  2(t)); (6.46)
and thus, a graph of d ^0(zj; p) vs zj can be drawn to investigate the deviation between
the HR functions of the two samples, 1(t) and 2(t), over t where we notice that
^0(t; p) = eT2 (T
T
pWNTp)
 1 TTpWNYN; (6.47)
where e2 is as dened in Equation (6.13) and YN is as dened in Equation (6.44).
Selecting the smoothing parameter
To select the bandwidth (or the smoothing parameter) required when computing the test
statistics, in our numerical analysis we use the same method we used in Section 6.2 to
select the bandwidth of the proposed test statistics. It is a classical bandwidth selection
method called \AICC method" (c.f. Hurvich et al. (1998)).
Extending the method to handle censored data
In order to deal with censored data, we modify ^(t; p) in test statistics given by Equations
(6.42) and (6.43) as below:
^(t; p) = eT1 (T
T
pWNTp)
 1 TTpWNY

N; (6.48)
where YN = fyi g16i6N = f
q
^F 1 (ti): ^F

2 (ti)(M^

1 (ti)  M^2 (ti))g16i6N and e1, Tp, WN are
as dened in Equation (6.44). Here, M^1 (ti) =
R1
ti
^F 1 (u)
^F 1 (ti)
du and M^2 (ti) =
R1
ti
^F 2 (u)
^F 2 (ti)
du
where ^F 1 (ti), ^F

2 (ti) are the Kaplan{Meier estimators for the survival function (sf) (c.f.
Equation (4.71)) of sample 1 and 2.
6.3.2 Determining the critical values of the test statistics
In this section we derive the critical values of both CM and KS tests in order to construct
the decision rules of the each test. We rst investigate the asymptotic properties of the
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test statistics, ~TCM(p) and ~TKS(p), and then determine critical values based on their
asymptotic distributions. We also discuss a method to compute the critical value through
bootstrapping. This method is particularly useful when sample sizes are not too large.
Asymptotic properties
As in Section 6.2.2 we begin by deriving the asymptotic distribution of
q
n1n2
n1+n2
^(t; p).
We dene the Gaussian process,
(t) =
r
n2
n1 + n2
q
F2(t) F1(t)W~21(t)  
r
n1
n1 + n2
q
F1(t) F2(t)W~22(t) (6.49)
where W~21(t) and W~22(t) are two independent Wiener processes with variances ~
2
1(t) and
~22(t) respectively with ~
2
j (t) = V ar(XjjXj > t) for j = 1; 2. We state the Theorem 6.2
below under H0 and under assumptions A2, A12{A14.
Theorem 6.2. Under assumptions A2, A12{A14 and assuming that H0 given by Equa-
tion (6.39) holds,
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)
 p ! 0: (6.50)
Proof:
The proof is similar to the proof of Theorem 6.1 and therefore, we will highlight here only
the dierences. Note that under H0, by Equations (6.45) and (6.49),
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)

 sup
at<b
r
n2
n1 + n2
pn1 NX
i=1
LN

ti   t
h
q
^F1(ti) ^F2(ti)M^1(ti)
 
q
F1(t) F2(t)M1(t)

 
q
F2(t) F1(t)W~21(t)

+ sup
at<b
r
n1
n1 + n2
pn2 NX
i=1
LN

ti   t
h
q
^F1(ti) ^F2(ti)M^2(ti)
 
q
F1(t) F2(t)M2(t)

 
q
F1(t) F2(t)W~22(t)
 (6.51)
Notice that by the denition of the MRL function (c.f. Equation (5.1)), MRL function of
the jth population (here, j=1,2) is
Mj(t) = E(XjjXj > t)  t: (6.52)
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Moreover, the empirical MRL function of the jth population is
M^j(t) = ~Xj(t)  t; (6.53)
where ~Xj(t) is the sample mean of the observations greater than t of the sample from
population j. Using Equation (6.53) we deduce that the local polynomial estimator for
MRL function of the jth population is
M^j(t; p) =
NX
i=1
LN

ti   t
h

M^j(ti)
=
NX
i=1
LN

ti   t
h

( ~Xj(ti)  ti)
= ~^Xj(t; p)  t (6.54)
where ~^Xj(t; p) =
PN
i=1 LN

ti t
h

~Xj(ti). Following similar steps we took when deriving
Equation (6.23), we have,
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)

 sup
at<b
r
n2
n1 + n2
pn1q F1(t) F2(t) NX
i=1
LN

ti   t
h

M^1(ti) M1(t)

 
q
F2(t) F1(t)W~21(t) +
p
n1
NX
i=1
LN

ti   t
h

j
q
^F1(ti) ^F2(ti) 
q
F1(t) F2(t)jM^1(ti)

+ sup
at<b
r
n1
n1 + n2
pn2q F1(t) F2(t) NX
i=1
LN

ti   t
h

M^2(ti) M2(t)

 
q
F1(t) F2(t)W~22(t) +
p
n2
NX
i=1
LN

ti   t
h

j
q
^F1(ti) ^F2(ti) 
q
F1(t) F2(t)jM^2(ti)

= sup
at<b
r
n2
n1 + n2
q F1(t) F2(t)pn1 ~^X1(t; p)  E(X1jX1 > t)
 
q
F2(t) F1(t)W~21(t) +
p
n1
NX
i=1
LN

ti   t
h

j
q
^F1(ti) ^F2(ti) 
q
F1(t) F2(t)jM^1(ti)

+ sup
at<b
r
n1
n1 + n2
q F1(t) F2(t)pn2 ~^X2(t; p)  E(X2jX2 > t)
 
q
F1(t) F2(t)W~22(t) +
p
n2
NX
i=1
LN

ti   t
h

j
q
^F1(ti) ^F2(ti) 
q
F1(t) F2(t)jM^2(ti)

152
= sup
at<b
r
n2
n1 + n2
q F1(t) F2(t)pn1 ~X1(t) + o(h2)  E(X1jX1 > t)
 
q
F2(t) F1(t)W~21(t) +
p
n1
q
^F1(t)F^2(t)M^1(t) 
q
F1(t) F2(t)M^1(t) + o(h
2)

+ sup
at<b
r
n1
n1 + n2
q F1(t) F2(t)pn2 ~X2(t) + o(h2)  E(X2jX2 > t)
 
q
F1(t) F2(t)W~22(t) +
p
n2
q
^F1(t)F^2(t)M^2(t) 
q
F1(t) F2(t)M^2(t) + o(h
2)
;
(6.55)
where ~^Xj(t; p) in the second step above are the local polynomial estimators of E(XjjXj >
t), for j = 1; 2. By Taylor series expansion and Lemma 2.1 together with Equations (6.18)
and (6.19) and under assumptions A2 and A13, we get the third step above from the
second step provided that the rst and second derivatives of ~Xj(t), Mj(t) are bounded.
The mean residual life process of population j is dened by (page 17 of Csorg}o et al.
(1986)):
zj(t) =
p
nj(M^j(t) Mj(t)); (6.56)
where M^j(t) and Mj(t) were as dened in Equations (6.53) and (6.52). Then, by point
(ii) of Theorem 4.1 (page 39) in Csorg}o et al. (1986)
lim
nj!1
sup
at<b
zj(t) W~2j (t)
 p ! 0: (6.57)
Hence, from Equations (6.52) and (6.53) the inequality given in (6.55) will further lead to
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)

 sup
at<b
r
n2
n1 + n2
q
F1(t) F2(t)
pn1(M^1(t) M1(t)) + o(h2) W~21(t)

+ sup
at<b
r
n1
n1 + n2
q
F1(t) F2(t)
pn2(M^2(t) M2(t)) + o(h2) W~22(t)

+
r
n1n2
n1 + n2
o(h2)
 sup
at<b
r
n2
n1 + n2
z1(t) W~21(t)
+ sup
at<b
r
n1
n1 + n2
z2(t) W~22(t)

+
r
n1n2
n1 + n2
o(h2): (6.58)
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Recall from Equation (6.27) that under assumptions A12-A14r
n1n2
n1 + n2
o(h2) = o(1):
Hence, from Equation (6.57) we have
lim
N!1
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)
 p ! 0; (6.59)
and this complete the proof of Theorem 6.2.
We also notice that with
A(t) =
q
F1(t) F2(t)
p
c W~21(t)  
p
(1  c) W~22(t)

;
lim
N!1
sup
at<b
r n1n2n1 + n2 ^(t; p)  A(t)

 lim
N!1
sup
at<b
r n1n2n1 + n2 ^(t; p) (t)
+ limN!1 supat<b
(t)  A(t) p ! 0; (6.60)
where the rst term converges to zero in probability by Theorem 6.2 and the second term
converges to zero by assumption A12. However, since convergence in probability implies
convergence in distribution, r
n1n2
n1 + n2
^(t; p)
d ! A(t): (6.61)
Also, note that Z b
a
A(t) dt d= N(0; ~2CM);
where
~2CM = c V ar
Z b
a
q
F1(t) F2(t)W~21(t) dt

+ (1  c) V ar
Z b
a
q
F1(t) F2(t)W~22(t) dt

;
(6.62)
recalling that W~2i (t)'s for i = 1; 2 are two independent Wiener processes. Then, following
similar steps taken when deriving Equation (6.32), for a given population i we nd that
V ar
Z b
a
q
F1(t) F2(t)W~2i (t) dt

= 2
Z b
a
q
F1(s) F2(s)
Z s
a
q
F1(t) F2(t)min(~
2
i (t); ~
2
i (s)) dt ds: (6.63)
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Therefore,
~2CM = 2
Z b
a
Z s
a
(c min(~21(t); ~
2
1(s)) + (1  c) min(~22(t); ~22(s)))q
F1(s) F2(s)
q
F1(t) F2(t) dt ds: (6.64)
We estimate the variance ~2CM in (6.64) by ~^
2
CM(p) where we substitute each
Fi(s), i = 1; 2
and ~2i (t), i = 1; 2 by their local polynomial estimators. Thus, by Equation (6.61) the
Cramer-von Mises type test statistic ~TCM(p) for our hypothesis test has the following
approximate asymptotic distribution
~TCM(p)  N(0; ~^2CM(p)):
If the required signicance level is  then we propose to reject
H0 :M1(t) =M2(t) for t 2 [a; b)
in favor of the alternative hypothesis
H1 :M1(t) >M2(t) for t 2 [a; b) with strict inequality for some t 2 [a; b)
if
~TCM(p)=
q
~^2CM(p) > z1 ;
where z1  denotes the (1  )th percentile of the standard normal distribution. Further
to this, we notice that
sup
at<b
A(t) d= sup
at<b
W~2KS(t);
where
~2KS(t) = c F1(t) F2(t)~
2
1(t) + (1  c) F1(t) F2(t)~22(t): (6.65)
By Equation (6.61), the Kolmogorov-Smirnov test statistic for our hypothesis test is
in fact
~TKS(p)  sup
at<b
W~^2KS(t;p)
;
where ~^2KS(t; p) is obtained by substituting the local polynomial estimators for each
Fi(s),
i = 1; 2 and ~2i (t), i = 1; 2 into Equation (6.65). However,
sup
at<b
W~2KS(t) = sup
a0sb0
W~s;
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where a0 = inff~2KS(t) : a  t < bg = 0 and b0 = supf~2KS(t) : a  t < bg. Here, we
estimate b0 by b^0 = maxf~^2KS(t; p)g. Then, the decision rule for our hypothesis test can
be set as to reject H0 in favor of the alternative H1 if
~TKS(p) > ~Q(p);
where ~Q(p) is the critical value of the distribution of ~TKS(p) for a given signicance level
. Using similar reasoning and theory used in Section 6.2.2 to nd Q(p), ~Q(p) can be
determined by solving the following for a given  value:
Z 1
~Q(p)
e 
z2
2b^0 dz =
s
2b^0
4

1  erf
r
1
2b^0
~Q(p)

: (6.66)
Using bootstrapping to calculate the critical value
When the sample sizes are small application of the above method may not give good
results. Here, we discuss a method based on bootstrapping which can be used in such
situations. The process of deriving the critical values is analogous to the process we
discussed under Section 6.2.2. Therefore, rst we pool the two samples and then by
randomly re{sampling with replacement from the pooled sample we draw two independent
samples. Then, we compute the test statistics ~T CM(p) and ~T

KS(p) considering these two
samples to be the two samples from the two populations. If the desired critical level for
the test is 1 , by repeated re{sampling from the pooled sample, we compute the critical
points of the two tests, ~tCM; and ~t

KS;, by
P (T CM(p) > ~tCM;(p)) =  and P (T KS(p) > ~tKS;(p)) = :
Then, we reject the null hypothesis if the test statistic
~TCM(p) > ~t

CM;(p)
or
~TKS(p) > ~t

KS;(p):
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6.3.3 Eciency of the proposed MRL hypothesis tests
In this section, using simulations we study the practical behaviour of the proposed CM
and KS testing procedures. We also compare our CM and KS methods with the CM and
KS methods introduced by Aly (1997), i.e.
TCMA =
r
n1n2
n1 + n2
Z b
a
^(t)dt (6.67)
and
TKSA =
r
n1n2
n1 + n2
sup
a<t6b
^(t); (6.68)
where ^(t) is the empirical estimator of the function (t) given in Equation (6.41), i.e. the
step function
^(t) =
8<: ^(Zi) for Zi  t < Zi+1, i = 0; 1; :::; N   10 for t  ZN , (6.69)
where Z1; :::; ZN are the order statistics of the combined sample with Z0 = 0.
We compute and employ Pitman Asymptotic Relative Eciency (PARE) and rejection
probability to compare these methods. Below we discuss PARE measure before going into
the simulation analysis.
Measuring the eciency of the hypothesis test
Let TP and TQ be the test statistics of the two tests P and Q we wish to compare. Then,
the relative eciency of TP with respect to the test TQ is specied by (e.g. see Nikitin
(1995)):
eP;Q(; ; !) =
NP (; ; !)
NQ(; ; !)
; (6.70)
where NP (; ; !) and NQ(; ; !) are the minimal sample sizes required respectively
for test P and Q in order to attain the power  under the signicance level  and the
alternative value of parameter !. The quantity given by Equation (6.70) is however, ex-
tremely dicult to calculate explicitly. In practice to overcome this, a limiting value of
eP;Q(; ; !) is calculated. There are three well known limiting values. They are the Ba-
hadur, Hodges-Lehmann and Pitman asymptotic relative eciencies. In Bahadur Asymp-
totic Relative Eciency (BARE) the limiting value of the Equation (6.70) is calculated
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by letting the signicance level, ! 0:
BARE(; !) = lim
!0
eP;Q(; ; !); (6.71)
whereas Hodges-Lehmann Asymptotic Relative Eciency (HLARE) is calculated by let-
ting the power of the test  ! 1:
HLARE(; !) = lim
!1
eP;Q(; ; !): (6.72)
In Pitman's method (PARE), the limiting value is calculated by letting ! ! !H0 where
!H0 is the value of ! under null hypothesis, i.e.
PARE(; ; !H0) = lim
!!!H0
eP;Q(; ; !): (6.73)
In a practical sense calculation of a limiting value is appropriate as only small signicance
levels ( ! 0), high powers ( ! 1) and close alternatives (! ! !H0) are the cases of
most interest when we are required to compare certain testing procedures. If any of the
ARE measures above give a value greater than 1 then we conclude that Test P is more
ecient that Test Q. Moreover, it has been found that BARE usually does not depend on
, HLARE does not depend on  and PARE does not depend on both, i.e. usually PARE
is a constant (c.f. page 3 of Nikitin (1995)). In our study, we concentrate on PARE.
If the required power and signicance level of our CM test are  and  respectively for
testing a given alternative H1 against the null hypothesis, then, for our hypothesis test,
we have that
P
 ~TCM(p)q
~^2CM(p)
> Z1 
H1 is true = 1  : (6.74)
Let c0 = n2=N , then by Equations (6.42) and (6.64) we have that
~TCM(p) =
p
N
p
c0(1  c0)
Z b
a
^(t; p) dt (6.75)
and
~^2CM(p) = 2
Z b
a
Z s
a
(c0 min(~21(t; p); ~
2
1(s; p)) + (1  c0) min(~22(t; p); ~21(s; p)))q
F1(s; p) F2(s; p)
q
F1(t; p) F2(t; p) dt ds: (6.76)
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Hence,
~TCM(p)q
~^2CM(p)
=
p
N
p
c0(1  c0)
R b
a
^(t; p) dtq
~^2CM(p)
: (6.77)
Therefore, by Equations (6.74) and (6.77) we nd that the minimal sample size required for
test statistic ~TCM(p) which, when standardized, has an asymptotically standard normally
distributed, for a given , , c0 is given by
NCM(p) = ~^
2
CM(p)
(Z1  + Z1 )2
c0(1  c0) !2 ; (6.78)
where ! =
R b
a
^(t; p) dt. Similarly, for Aly's CM test CMA,
NCMA = ^
2
A
(Z1  + Z1 )2
c0(1  c0) !2 ; (6.79)
where ! =
R b
a
^(t) dt and ^2A is the variance of the converging distribution of the CM test
statistic introduced by Aly (1997). Letting ! ! !H0 in Equations (6.78) and (6.79), by
the the denition of PARE (i.e. Equation (6.73)) and Equation (6.70), we have that the
asymptotic relative eciency of our CM test with respect to the CMA method is
PARE(; ; !H0 ; p) =
^2A
~^2CM(p)
: (6.80)
Then, if PARE(; ; !H0 ; p) > 1 we are able to conclude that our method is asymptoti-
cally relatively ecient compared to the CMA method.
Similarly, for the KS test, if the required power and signicance level are  and 
respectively for testing a given alternative H1 against the null hypothesis, then, for our
hypothesis test, we have that
P

~TKS(p) > B1 
H1 is true = 1  ; (6.81)
where B1  is the (1   )th percentile of the folded normal distribution. By Equations
(6.43) and (6.65) we have that
~TKS(p) =
p
N
p
c0(1  c0) sup
a6t<b
^(t; p) (6.82)
and
~^2KS(t; p) = c
0 F1(t; p) F2(t; p)~21(t; p) + (1  c0) F1(t; p) F2(t; p)~22(t; p): (6.83)
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Following similar steps taken when deriving Equation (6.80) we have that the asymptotic
relative eciency of our KS method with respect to the KSA method is
PARE(; ; !H0 ; p) =
(A1  + A1 )2
(B1  +B1 )2
; (6.84)
where A1  is the (1   )th percentile of the distribution of the KSA method's test
statistic. Then, if PARE(; ; !H0 ; p) > 1, we are able to conclude that our method is
asymptotically relatively ecient compared to the KSA method.
Simulation analysis
In this simulation study we test H0 (Equation 6.39) against H1 (Equation 6.40) using
simulated samples from a several specied underlying lifetime distributions of M1 and
M2. We let M1 to be the MRL function of Weibull(2.0, 10.0). M2 models are selected
by varying the shape and scale parameters of the Weibull(2.0, 10.0) distribution. In our
study we conduct ve experiments (denoted by Test 1{5) and below we specify M1 and
M2 that were used to simulate the data in each experiment:
Test 1: M1 : MRL of Weibull(2.0, 10.0), M2 : MRL of Weibull(2.0, 10.0)
Test 2: M1 : MRL of Weibull(2.0, 10.0), M2 : MRL of Weibull(!, 10.0) with ! = 2:3
Test 3: M1 : MRL of Weibull(2.0, 10.0), M2 : MRL of Weibull(!, 10.0) with ! = 4
Test 4: M1 : MRL of Weibull(2.0, 10.0), M2 : MRL of Weibull(2.0, !) with ! = 8:5
Test 5: M1 : MRL of Weibull(2.0, 10.0), M2 : MRL of Weibull(2.0, !) with ! = 5:0.
The corresponding pdfs and MRL functions of alternative models are shown in Figures
6.3{6.4. Test 1 checks the performance of the testing procedures for null deviation. By
conducting Tests 2{5 we are able to study the performances of the testing procedures for
various departures from the model M1. By conducting Tests 2 and 3 we study a small
and a large departure from M1 by changing the shape parameter from 2:0 to 2:3 and 4
respectively. Tests 4 and 5 study a small and a large departure from M1 by changing the
scale parameter from 10:0 to 8:5 and 5:0 respectively.
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We conduct above experiments using proposed LL, LQ and LC CM and KS tests
which we obtain by letting p = 1; 2 and 3 in Equations (6.10) and (6.11) with with the
yi's as specied in Equation (6.45) and M = 250. We use critical values based on both
bootstrapping (~tCM;(p) and ~t

KS;(p)) and using the property of convergence to Gaussian
process (~tCM;(p) and ~tKS;(p)) to make the decisions. We repeat the testing procedure
100 times using 100 pairs of simulated samples fromM1 andM2 models considered in each
of the ve tests. We also conduct these ve tests using the testing procedures proposed
in Aly (1997) (i.e. CMA and KSA methods). We then use the rejection probability and
PARE (relative to tCMA and KSA methods) to evaluate and compare the performances
of the proposed LL, LQ and LC CM and KS hypothesis tests with the CMA and KSA
methods. Here, as mentioned earlier the rejection probability of the hypothesis test is
taken to be the proportion of trials that rejected the hypothesis out of the 100 trials.
The PARE (relative to CMA and KSA methods) is computed using Equations (6.80) and
(6.84) for each case and we then record the average and standard deviation of PARE
based on the 100 trials for the analysis. Moreover, we consider c = 1=2 (n1 = 100; n2 =
100); 1=3 (n1 = 100; n2 = 50) and 2=3 (n1 = 50; n2 = 100) in our simulation analysis.
In Tables 6.3{6.4, we record the rejection probabilities of LL, LQ, LC CM and KS
methods for each case using both critical values determined by asymptotic normality
property (~tCM;(p), ~tKS;(p)) and bootstrapping procedure (~t

CM;(p), ~t

KS;(p)) for various
c values, c = 1=2; 1=3 and 2=3. The results reveal several interesting outcomes.
 First, by studying the rejection probabilities, we see that both CM and KS LL, LQ
and LC tests do a signicantly better job in identifying models with deviations (i.e.
Tests 2{5) compared to the CMA and KSA methods when ~t

CM;(p) and ~t

KS;(p)
are used as the critical value.
 Second, with ~tCM;(p) and ~tKS;(p), both KS and CM LL, LQ and LC tests again
do a better job than CMA and KSA tests in identifying deviations of the shape
parameter of M1 (i.e. Tests 2 and 3). Moreover, the performance of our method
gets better as this deviation becomes larger. The performances of our CM tests
and CMA method are similar when tested for deviations of the scale parameter (i.e.
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Tests 4 and 5) and no deviation (i.e. Test 1) when ~tCM;(p) is used. However,
performances of our KS tests for these tests are better than the KSA method.
 Third, with ~tCM;(p), performances of our CM tests are better when compared to
performances of our KS tests in general. However, with ~tCM;(p), the performances
of our CM and KS tests are similar.
 Fourth, in general, the performances of our LL, LQ and LC tests (both KS and CM)
provide better results when bootstrapping method is used to calculate the critical
value (~tCM;(p)) rather than the asymptotic normality property of the test statistic
for the sample sizes considered (we considered N=200 and N=150) except in Test 1.
However, for larger sample sizes, ~tCM;(p) and ~t

CM;(p) are expected to give similar
results.
 Finally, since in general, we observe that results are best when c = 1=2 for both
CM and KS tests, we can expect highly reliable results when the sizes of the two
samples are approximately equal.
In Tables 6.5{6.6, we display the average and standard deviation of PARE (based on
100 trials conducted for each experiment) of LL, LQ and LC CM and KS tests compared
to the CMA andKSA methods. According to the results in Tables 6.5{6.6, we see that the
relative eciency of both CM and KS LL, LQ and LC tests compared to CMA and KSA
tests are higher regardless of the value of c. However, the relative eciency of our CM and
KS tests compared to the CMA and KSA tests tend to be higher when c = 1=3 and 2=3
for the tests considered. Moreover, as the parameter deviations from M1 becomes larger,
the relative eciency of our tests compared to CMA and KSA tests tend to increase.
Further to this, by comparing the values in Table 6.5 with the values in Table 6.6, we
notice that the relative eciency of our CM tests (compared to the CMA method) are in
general higher than the relative eciency of our KS tests (compared to the KSA method).
Finally, we also notice that PARE of LQ and LC tend to be slightly higher than LL for
both CM and KS tests.
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Table 6.3: Results: the probability of rejection of the null hypothesis based on LL, LQ,
LC CM tests and CMA test for Tests 1{5 with various c values and  = 0:05. I: results
using ~tCM;(p) (left column), II: results using ~t

CM;(p) (right column).
Experiment Estimator c = 1=2 c = 1=3 c = 2=3
I II I II I II
Test 1
LL 0.06 0.12 0.03 0.06 0.04 0.17
LQ 0.05 0.12 0.03 0.06 0.04 0.17
LC 0.06 0.12 0.03 0.06 0.04 0.18
CMA 0.05 0.02 0.04
Test 2
LL 0.19 0.33 0.09 0.22 0.22 0.30
LQ 0.18 0.34 0.09 0.21 0.22 0.30
LC 0.18 0.33 0.09 0.21 0.22 0.30
CMA 0.13 0.06 0.17
Test 3
LL 0.95 0.90 0.84 0.97 0.85 0.87
LQ 0.95 0.91 0.85 0.98 0.85 0.88
LC 0.95 0.91 0.84 0.98 0.85 0.88
CMA 0.71 0.51 0.49
Test 4
LL 0.68 0.88 0.46 0.50 0.58 0.81
LQ 0.68 0.89 0.46 0.50 0.58 0.81
LC 0.68 0.89 0.46 0.50 0.58 0.81
CMA 0.71 0.46 0.55
Test 5
LL 1.00 1.00 1.00 1.00 1.00 1.00
LQ 1.00 1.00 1.00 1.00 1.00 1.00
LC 1.00 1.00 1.00 1.00 1.00 1.00
CMA 1.00 1.00 1.00
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Table 6.4: Results: the probability of rejection of the null hypothesis based on LL, LQ,
LC KS tests and KSA test for Tests 1{5 with various c values and  = 0:05. I: results
using ~tKS;(p) (left column), II: results using ~t

KS;(p) (right column).
Experiment Estimator c = 1=2 c = 1=3 c = 2=3
I II I II I II
Test 1
LL 0.03 0.14 0.02 0.11 0.02 0.14
LQ 0.03 0.15 0.03 0.11 0.02 0.16
LC 0.03 0.14 0.03 0.14 0.01 0.17
KSA 0.00 0.01 0.02
Test 2
LL 0.05 0.22 0.05 0.12 0.02 0.33
LQ 0.06 0.23 0.06 0.12 0.03 0.33
LC 0.07 0.22 0.06 0.12 0.03 0.33
KSA 0.02 0.03 0.03
Test 3
LL 0.82 0.96 0.65 0.85 0.46 0.91
LQ 0.86 0.97 0.67 0.87 0.57 0.92
LC 0.86 0.97 0.67 0.87 0.57 0.92
KSA 0.01 0.02 0.10
Test 4
LL 0.58 0.90 0.49 0.81 0.39 0.79
LQ 0.66 0.90 0.50 0.81 0.41 0.80
LC 0.68 0.90 0.51 0.81 0.42 0.80
KSA 0.23 0.22 0.23
Test 5
LL 1.00 1.00 1.00 1.00 1.00 1.00
LQ 1.00 1.00 1.00 1.00 1.00 1.00
LC 1.00 1.00 1.00 1.00 1.00 1.00
KSA 0.99 0.99 0.89
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Table 6.5: Results: PARE (the standard deviation given within brackets) of LL, LQ, LC
CM tests against CMA test for various experiments with various c values
Experiment Estimator c = 1=2 c = 1=3 c = 2=3
Test 1 LL 1.398831 (0.227689) 1.538672 (0.322812) 1.538357 (0.278293)
LQ 1.405101 (0.230686) 1.547115 (0.326910) 1.547114 (0.281887)
LC 1.404477 (0.230742) 1.546554 (0.327087) 1.546241 (0.282082)
Test 2 LL 1.534012 (0.248271) 1.719695 (0.391599) 1.617728 (0.295042)
LQ 1.540198 (0.252049) 1.729349 (0.397131) 1.624845 (0.298417)
LC 1.539562 (0.251982) 1.728807 (0.397267) 1.624339 (0.298763)
Test 3 LL 2.701445 (0.760527) 3.502093 (1.352813) 2.712459 (0.821556)
LQ 2.715423 (0.768152) 3.524728 (1.370389) 2.726841 (0.829775)
LC 2.715269 (0.768818) 3.523210 (1.369452) 2.726322 (0.829084)
Test 4 LL 1.420355 (0.237018) 1.509459 (0.298032) 1.544830 (0.309247)
LQ 1.428191 (0.241952) 1.516947 (0.301768) 1.554660 (0.313291)
LC 1.427454 (0.241775) 1.516051 (0.301949) 1.553999 (0.313484)
Test 5 LL 1.570571 (0.410673) 1.668457 (0.416354) 1.827162 (0.591796)
LQ 1.578535 (0.416221) 1.675588 (0.423379) 1.841195 (0.601560)
LC 1.576215 (0.415444) 1.672085 (0.422369) 1.838550 (0.601195)
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Table 6.6: Results: PARE (the standard deviation given within brackets) of LL, LQ, LC
KS tests against KSA test for various experiments with various c values
Experiment Estimator c = 1=2 c = 1=3 c = 2=3
Test 1 LL 1.06351 (0.521992) 1.00965 (0.0405744) 1.04251 (0.235143)
LQ 1.04857 (0.244264) 1.0178 (0.032471) 1.05049 (0.233316)
LC 1.03749 (0.13659) 1.01719 (0.0276201) 1.04948 (0.230311)
Test 2 LL 1.02067 (0.0410674) 1.04351 (0.0654663) 1.03001 (0.0499511)
LQ 1.0324 (0.0351784) 1.05183 (0.0568707) 1.03768 (0.0435375)
LC 1.03253 (0.0321259) 1.05052 (0.0511993) 1.03735 (0.0386467)
Test 3 LL 1.18233 (0.129651) 1.24639 (0.152897) 1.17912 (0.153709)
LQ 1.17612 (0.120567) 1.24204 (0.148668) 1.16779 (0.144611)
LC 1.16664 (0.113582) 1.23286 (0.143343) 1.15488 (0.131321)
Test 4 LL 1.01226 (0.0368917) 1.02448 (0.0533468) 1.02645 (0.042376)
LQ 1.02479 (0.0320904) 1.03474 (0.0468114) 1.03581 (0.0363723)
LC 1.02581 (0.0287353) 1.03367 (0.0413783) 1.03571 (0.034498)
Test 5 LL 1.04066 (0.0864005) 1.04995 (0.0966527) 1.08222 (0.106359)
LQ 1.05286 (0.0823225) 1.06094 (0.0900963) 1.09397 (0.0984569)
LC 1.05336 (0.0769285) 1.05977 (0.081517) 1.0942 (0.0966169)
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6.4 Conclusion
In this chapter we introduced some novel hypothesis testing procedures for comparing
MRL and EIT functions of two populations. We propose tests based on both Cramer-
von Mises (CM) and Kolmogorov-Smirnov (KS) test statistics, which are two common
nonparametric test statistics used for comparison. We discuss construction of the decision
rules based on the critical values derived using the asymptotic properties of the CM and
KS test statistics and bootstrapping method. We study the practical behaviour of the
proposed CM and KS testing procedures extensively through simulations for both cases.
According to the results of EIT comparison hypothesis tests, we notice that both CM
and KS LL, LQ and LC tests do a good job in identifying null, small, large deviations
especially when the critical value is determined based on the asymptotic properties. The
performance of all our methods gets better as the deviation becomes larger as expected.
Moreover, both CM and KS tests tend to identify the deviations better when the sizes of
the two data samples are approximately equal.
By studying the rejection probabilities of MRL comparison hypothesis tests, we see
that with the bootstrapping critical value, both CM and KS LL, LQ and LC tests do
a signicantly better job in identifying models with small/large deviations compared to
the CM and KS tests introduced by Aly (1997) and this performance improve as this
deviation becomes larger. Especially, this is apparent in the results of both CM and KS
tests when the sizes of the two data samples are equal. However, the performances of
our CM tests with the critical value determined based on the asymptotic properties and
the Aly's CM test are similar when tested for null deviation. In general we notice that
when converging distribution of the test statistics are used to determine the critical value,
performances of our CM tests are better than our KS tests. According to PARE results,
we see that the relative eciency of both CM and KS LL, LQ and LC tests compared to
Aly's CM and KS tests are higher regardless of the sizes of the samples. Moreover, most
of the time as the deviations become larger the relative eciency of our tests compared
to Aly's tests tend to increase for the experiments conducted. We also notice that the
relative eciency of our CM tests (compared to Aly's CM test) are in general higher than
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the relative eciency of our KS tests (compared to Aly's KS test).
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Figure 6.1: Behaviour of the pdf (f(x)) and EIT functions (e(x)) e1 and e2 models in
Tests 2 and 3. The solid curves represent f(x) (or e(x)) of e1; the dotted curves represent
f(x) (or e(x)) of e2.
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Figure 6.2: Behaviour of the pdf (f(x)) and EIT functions (e(x)) e1 and e2 models in
Tests 4 and 5. The solid curves represent f(x) (or e(x)) of e1; the dotted curves represent
f(x) (or e(x)) of e2.
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Figure 6.3: Behaviour of the pdf (f(x)) and MRL functions (M(x)) M1 and M2 models
in Tests 2 and 3. The solid curves represent f(x) (or M(x)) of M1; the dotted curves
represent f(x) (or M(x)) of M2.
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Figure 6.4: Behaviour of the pdf (f(x)) and MRL functions (M(x)) M1 and M2 models
in Tests 4 and 5. The solid curves represent f(x) (or M(x)) of M1; the dotted curves
represent f(x) (or M(x)) of M2.
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Chapter 7
Applications
7.1 Introduction
In Chapter 3{5 we proposed estimators to estimate three important reliability functions,
namely, RHR function, EIT function and MRL function. In Chapter 6 we proposed
hypothesis testing procedures to test equality of EIT and MRL functions from two popu-
lations. Moreover, in each of these chapters we evaluated the performance of the proposed
methods using simulated data and showed that they are indeed highly reliable and e-
cient. In the rst two sections of this chapter we apply these methods to address various
interesting problems in biomedicine and reliability engineering to demonstrate their prac-
tical utility.
Section 7.2 of this chapter is concerned with applications to biomedical problems. Here,
we discuss how to apply the reliability functions of this thesis to solve several interesting
biomedical problems. Section 7.3 will discuss how to use these reliability functions to
solve several problems in reliability engineering eld.
In the nal section of this chapter we look at an application to software reliability.
Assuming that failures are likely to occur sometime during its operational phase, it is
important for software engineers to be able to predict the expected number of remaining
defects resident in the software and their failure intensities. This is often achieved by
building Software Reliability Growth Models (SRGMs) to model the random occurrences
of software failures, such as times between failures or failure counts, using data accumu-
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lated during testing. In Section 7.4 we introduce a nonparametric regression method,
based on concepts discussed in Section 2.3, to build a new SRGM. We also briey discuss
estimation of the mean residual cumulative error for a real software failure data example
using the MRL estimator proposed in Chapter 5.
7.2 Applications to biomedicine
To demonstrate the practicability of the methodologies proposed in Chapter 3{6 of this
thesis, in the ve subsequent subsections, using real data sets from the biomedical eld, we
look at several examples of practical uses of the reliability functions this thesis is concerned
with, namely, reversed hazard rate, expected inactivity time and mean residual life and
instances where hypothesis testing for comparing two expected inactivity time functions
and hypothesis testing for comparing two mean residual life functions are required.
7.2.1 Reversed hazard rate function
In this section we use the estimator proposed in Chapter 3 to estimate the reversed haz-
ard rate function, r(t). Below we discuss an example where we apply the RHR function
estimator to analyse a problem in the biomedical eld.
Example 1: determining the exact time of acute nonlymphocytic leukemia
recurrence
In this example we use a data set taken from Ebrahimi (1991). The data set consists
of data on times from remission to relapse for 51 patients with acute nonlymphocytic
leukemia. When managing leukemia patients, it is important to monitor and test pa-
tients routinely and record the time leukemia relapsed. However, there is a possibility of
inaccurately determining the time leukemia relapsed not only due to the fact that acute
nonlymphocytic leukemia is a quickly progressive recurring disease, but also because it is
dicult to continually test patients because of high costs and eort involved.
Recall from Section 3.1 that r(t)dt is the approximate conditional probability of a
certain event occurring in the interval (t  dt; t) given that we know that the event had
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Figure 7.1: Performance of the LL Estimator of RHR function (solid line) for acute
nonlymphocytic leukemia recurrence data. The dashed line is the RHR function under
Weibull model.
occurred by time t. Therefore, using our RHR estimator, r^(t; p), we are able to estimate
the probability of leukemia relapsing an small instant before t given that the patient has
tested positive for leukemia by time t. If this probability is high then it is reasonable
to record the time of recurrence as t. If this probability is not at a satisfactory level, it
is required to estimate the exact time of leukemia relapse and thereby estimate the true
remission period. This can be done using the expected inactivity time function and we
discuss a similar scenario in the second example (Example 3) under Section 7.2.2.
In Figure 7.1, we plot the LL estimator r^(t; 1) along with a hypothesized parametric
RHR (Weibull[1.50691, 315.274]) function. We notice a close approximation between the
estimator and the parametric model.
7.2.2 Expected inactivity time function
In this section we use the estimator proposed in Chapter 4 to estimate the expected in-
activity time function, e(t). In the rst example we use the EIT function estimator to
determine the exact time of a pulmonary exacerbation. In the second example we use the
EIT function estimator to estimate the Leukemia Free Survival (LFS).
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Example 2: determining the exact time of a pulmonary exacerbation
Patients suering from diseases such as Cystic Fibrosis (CF) and Chronic Obstructive
Pulmonary Disease (COPD) endure signicant medical trauma caused by pulmonary ex-
acerbations. A rapid decline in lung function in such patients is often observed due to the
frequent exacerbations they experience (Donaldson et al. (2002)) and this substantially
impact on their quality of life and increases their mortality (Soler-Catalu~na et al. (2005);
Spencer et al. (2004)). Therefore, one of the key treatment goals for COPD management
is to investigate means of decreasing the occurrences of exacerbations (Rabe et al. (2007)).
It has long been recognized that one of the best ways to prevent chronic obstruc-
tive pulmonary disease exacerbations is to collect and analyze time-to-rst exacerbation
data. It is well known that in some patients, pulmonary exacerbation occurs relatively
frequently. Many do not report these episodes to health care practitioners and the latter
do not monitor the patients continuously to record the exact time of a pulmonary exacer-
bation (Keene et al. (2008)). To estimate the exact time of occurrence of such an event,
the EIT function can be used. It is usually assumed that for each patient, the occurrences
of exacerbations are independent events and the time interval between consecutive exacer-
bations follows an exponential distribution (e.g. see Keene et al. (2008)). In our example,
we use a hypothesized sample data generated from a exponential distribution (mean=20
days) and in order to keep the analysis simple we also assume that patients are followed
until their rst exacerbation, thus allowing us to deal with an uncensored data set. In
Figure 7.2, we plot the LL estimator e^(t; 1) along with the hypothesized parametric EIT
function. We notice a close approximation between the estimator and the EIT function.
If it was reported that a certain patient has faced his (her) rst pulmonary exacerbation
by time t, then using Figure 7.2, the mean time elapsed since the exacerbation can be
estimated, and therefore the exact time of occurrence of the rst pulmonary exacerbation
will be estimated by T^ = t  e^(t; p).
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Figure 7.2: eN(t), LL and exp[0.05] EIT function for pulmonary exacerbation data
Example 3: determining the exact Leukemia Free Survival (LFS)
Acute Melogenous Leukemia (AML) is a type of leukemia which is more frequent among
adults (e.g. see Mullighan (2009)). To prevent the recurrence of this disease, the treatment
plan includes repeating suitable treatments which involves dierent types of bone marrow
transplants. To compare various treatments, it is a common practice to analyze LFS
of these treatments. LFS is the time interval from transplantation to leukemia relapse.
However, there is a possibility of inaccurately determining the endpoint of the LFS due to
inability to routinely test patients because of high costs and eort involved in completing
clinical trials (c.f. Craddock et al. (2000); Buyse et al. (2011)). To estimate the exact
endpoint of the LFS, the EIT function can be used. Furthermore, clinical studies such as
these often face the problem of censoring.
In our example, we use a set of data on LFS times (in months) associated with 51
autologous bone marrow transplant patients with AML (c.f. Lai and Xie (2006)). This
data set contains several censored observations. We use the method discussed under
Section 4.3.3 to derive the local polynomial estimators of the EIT function. In Figure 7.3,
we plot the LC estimator e^(t; 3) along with a hypothesized parametric EIT function used
in a similar context. If it was reported that a certain patient has diagnosed with leukemia
by time t, then using Figure 7.3, the mean time elapsed since the leukemia relapse can be
estimated, and therefore the exact LFS will be estimated by T^ = t  e^(t; p).
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Figure 7.3: eN(t), LC and Weibull[31.6, 0.9] EIT function for Leukemia-free data
7.2.3 Mean residual life function
In this section we use the estimator proposed in Chapter 5 to estimate the mean residual
life function, M(t). Under this section we discuss an biomedical example where mean
residual life function is useful.
Example 4: determining the mean residual life of a patient suering from
chronic granulocytic leukemia
The data set used in this example rst appeared in Bryson and Siddiqui (1969). It con-
sists of data on survival times of 43 patients suering from chronic granulocytic leukemia.
Chronic granulocytic leukemia is a cancer of the white blood cells. Estimation of mean
residual life function is of prime importance in leukemia survivorship studies and in the
process of managing and treating patients.
In Figure 7.4 we plot the LL estimator M^(t; 1). If it was reported that a certain
leukemia patient has survived up to time t, then using Figure 7.4 we are able to estimate
the mean remaining life of that patient. This data set has been previously analysed
by Bryson and Siddiqui (1969) and Lorenzo et al. (2013) using empirical MRL and they
mentioned that except for a small interval towards the lower boundary of t, it is reasonable
to say that it has a New Better than Used in Expectation (NBUE) life distribution. A
lifetime distribution is said to belong to NBUE class of life distribution if M(t)  M(0)
for t > 0. This property is also shown in Figure 7.4.
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Figure 7.4: Performance of the LL Estimator of MRL function (solid line) for chronic
granulocytic leukemia survival data. The dashed line is the sample mean.
7.2.4 Hypothesis testing for comparing two expected inactivity
time functions
In this section we consider two real life problems linked to the eld of biomedicine which
require comparisons of expected inactivity time functions of two populations. The hypoth-
esis required to test here are of the form of null hypothesis H0 and alternative hypothesis
H1 given by Equations (6.1) and (6.2) respectively. Thus, in the analysis we use the CM
and KS testing procedures proposed in Section 6.2 of Chapter 6 to test the hypothe-
sis. The two examples involve biomedical problems concerning comparisons of treatments
given to AIDS patients and bladder cancer patients.
Example 5: does high{dose ribavirin has a signicant eect on the viral load
of AIDS patients?
In this example we use data extracted from a data set which consists of data on days to
virus positivity of serum samples from Acquired Immune Deciency Syndrome (AIDS)
patients taken from Wei et al. (1989). In this study, to evaluate the antiretroviral ca-
pability of the drug ribavirin over time, patients with AIDS were randomly assigned to
one of three groups: placebo, low-dose ribavirin, and high-dose ribavirin. Then, for each
case, measurements of p24 antigen levels (an important marker of HIV-1 infection), were
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repeatedly taken for a period of four weeks. Then the \viral load" in each serum sample
was evaluated by counting the number of days to the rst day the virus positivity was
detected (i.e. p24 > 100 picograms per milliliter).
In this example we use data collected up to week 4 of patients belonging to the \placebo
group" (n1 = 12) and the patients belonging to the \treatment group" who were given
high-dose ribavirin (n2 = 11). We ignored two cases from the treatment group which
consisted of a case where the culture required a longer period of time to register as virus
positive than was achievable in the laboratory and a case where the serum sample was
contaminated before positivity was detected. There is also a possibility that if the serum
samples were not regularly checked then the recorded number of days to the viral positivity
may not be accurate. One purpose of analysing these virological data was to investigate
whether the drug ribavirin eectively prolonged the true time to virus positivity. One way
to nd this out is by comparing the true virus free survival functions of the two groups,
which is analogous to comparing the EIT functions of the two groups.
In Figure 7.5 we display the empirical EIT functions of the two groups. According to
the gure, the two EIT functions does seem to be similar for some intervals of t. For the
CM tests, TCM(1)=
p
^2CM(1) = 0:5854 (p-value 0.279139), TCM(2)=
p
^2CM(2) = 0:5122
(p-value 0.304256), TCM(3)=
p
^2CM(3) = 0:4824 (p-value 0.314761) for LL, LQ and LC
CM tests respectively. Since these p-values are all greater than 0.05, we cannot reject
the null hypothesis under 0.05 signicance level and thus, we conclude that high dose of
ribavirin does not seem to prolong the time to virus positivity. However, the values of the
test statistics for the KS tests were TKS(1) = 8:5568 (p-value 0.0470345), TKS(2) = 9:4709
(p-value 0.0421935), TKS(3) = 9:7098 (p-value 0.0415926) for LL, LQ and LC KS tests
respectively. Under 0.05 signicance level, the KS tests marginally rejected the hypothe-
sis to conclude that high dose of ribavirin does seem to prolong the time to virus positivity.
Example 6: does thiotepa slow down tumor recurrence in bladder cancer?
In our second example we use data extracted from a data set of a bladder cancer study
again taken from Wei et al. (1989). The study was conducted by the Veterans Administra-
tion Cooperative Urological Research Group. All patients entered the trial had bladder
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Figure 7.5: Empirical EIT functions for data on days to virus positivity of serum samples
from AIDS patients
tumors prior to the trial and they were removed transurethrally just before the study
began. Then, the patients were randomly assigned to one of three treatments: placebo,
thiotepa, and pyridoxine. During the study, many patients had multiple recurrences of
tumors and new tumors were removed at each visit and the recurrence time was measured
from the beginning of his(her) treatment. One of the aims of the study was to evaluate the
eectiveness of thiotepa using the tumor recurrence times from patients in placebo group
and thiotepa group. The original data set contains data up to the fourth recurrence. In
this example we only use data of patients who had a recurred tumor at their rst visit and
their recorded time to rst tumor recurrence. To evaluate the eectiveness of thiotepa we
need to compare the true tumor remission times of the two groups (n1 = 29; n2 = 18).
However, the data recorded may not be the true remission times of the tumors as they
were followed up on monthly basis. Therefore, we compare the expected inactivity time
functions of the two groups to evaluate the eectiveness of thiotepa.
In Figure 7.6 we display the empirical EIT functions of the two groups. The values
of test statistics of LL, LQ and LC CM tests are TCM(1)=
p
^2CM(1) = 0:136546 (p-
value 0.445695), TCM(2)=
p
^2CM(2) =  0:24144 (p-value 0.595393), TCM(3)=
p
^2CM(3) =
 0:244586 (p-value 0.596611) respectively. Since all these p-values are greater than the
signicance level, 0.05, we cannot reject the null hypothesis under 0.05 signicance level.
The values of the test statistics of KS tests are TKS(1) = 2:7862 (p-value 0.78032),
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Figure 7.6: Empirical EIT functions for tumor recurrence in bladder cancer data
TKS(2) = 3:6680 (p-value 0.722348), TKS(3) = 3:6680 (p-value 0.724704) for LL, LQ
and LC KS tests respectively. Under 0.05 signicance level, KS tests also did not reject
the hypothesis. Therefore, we conclude that results do not provide signicant evidence to
prove that thiotepa slows down tumor recurrence in bladder cancer patients.
7.2.5 Hypothesis testing for comparing two mean residual life
functions
Here, we consider two real life problems taken from biomedical sources which require
comparisons of mean residual life functions of two populations. The hypothesis required
to test here are of the form of null hypothesis H0 and alternative hypothesis H1 given
by Equations (6.39) and (6.40) respectively and hence we use the CM and KS testing
procedures proposed in Section 6.3 of Chapter 6. The rst example compare the mean
residual lives of two groups of mice suering from Thymic Lymphoma who are in dierent
lab environments. The second example is concerned with a study which compares two
treatments given to lung cancer patients.
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Example 7: does a germ{free environment has a positive eect on the mean
residual life of male mice suering from Thymic Lymphoma?
Two groups of male mice were given 300 rads of radiation and followed for cancer inci-
dence. One group was maintained in a germ-free environment. The control group was
maintained in a normal environment. The data set presented in Hoel (1972) consists of
data on cause of death (three causes: Thymic lymphoma, Reticulum cell sarcoma, other)
and Days until death for each mouse. In our example we use the lifetime data related to
mice who died from thymic lymphoma from the two groups (n1 = 22, n2 = 29). In Figure
7.7 we display the empirical MRL functions of the lifetime of the two groups. According
to the gure, the two MRL functions are dissimilar. We conduct our CM and KS tests
to test whether the mean residual life of a male mouse in a germ-free environment and
mean residual life of a male mouse in a normal environment are the same or not. For the
CM tests, ~TCM(1)=
q
~^2CM(1) = 2:70873 (p-value 0.0033771),
~TCM(2)=
q
~^2CM(2) = 2:7027
(p-value 0.0034389), ~TCM(3)=
q
~^2CM(3) = 2:69472 (p-value 0.0035224) for LL, LQ and LC
CM tests respectively. Since these p-values are less than 0.05, we reject the null hypoth-
esis under 0.05 signicance level and conclude that the MRL functions of the two groups
are signicantly dierent at least for some t. Hence, germ{free environment has a positive
eect on the mean residual life of male mice suering from Thymic Lymphoma. The
values of the test statistics for the KS tests were ~TKS(1) = 216:897 (p-value 0.0782476),
~TKS(2) = 228:935 (p-value 0.0642598), ~TKS(3) = 228:935 (p-value 0.0639252) for LL, LQ
and LC KS tests respectively. Under 0.05 signicance level, the KS tests did not reject
the hypothesis, but when increased the signicance level to 0.10, all the KS tests rejected
the hypothesis.
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Figure 7.7: Empirical MRL functions for days until death for male mice suering from
Thymic Lymphoma (22%) data
Example 8: comparing two lung cancer treatments
In our second example under Section 7.2.5 we use data set taken from Prentice (1973).
The data set consists of information on days of survival of two groups of lung cancer
patients taken from veteran's administration lung cancer registry. One group was treated
using a \standard" treatment and the other group using a \test" treatment. Both groups
consists of patients with squamous, small, adeno and large tumor cell types. In this
example, we use patients with small tumor cell types from both treatment groups. In the
extracted data set, 28 of the patients were treated using the standard method and 17 of
them were treated using the test method. In Figure 7.8 we display the empirical MRL
functions of the two groups. The values of test statistics of LL, LQ and LC CM tests are
~TCM(1)=
q
~^2CM(1) = 2:95131 (p-value 0.0015821),
~TCM(2)=
q
~^2CM(2) = 2:95219 (p-value
0.0015776), ~TCM(3)=
q
~^2CM(3) = 2:94835 (p-value 0.0015974) respectively. Since all these
p-values are less than the signicance level, 0.05, we reject the null hypothesis under 0.05
signicance level. Therefore, we can conclude that the standard treatment results in a
greater mean residual life of small tumor lung cancer patients than the test treatment. The
values of the test statistics for the KS tests were ~TKS(1) = 128:658 (p-value 0.0597043),
~TKS(2) = 129:098 (p-value 0.0584766), ~TKS(3) = 128:293 (p-value 0.0594982) for LL, LQ
and LC KS tests respectively. Similar to the results of example 1, under 0.05 signicance
level, the KS tests did not reject the hypothesis, but when increased the signicance level
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Figure 7.8: Empirical MRL functions for veterans administration lung cancer data
to 0.10, all the KS tests rejected the hypothesis.
7.3 Applications to reliability engineering
The aim of this section is to demonstrate the practical utility of the methodologies pro-
posed in Chapter 3{6 of this thesis in the reliability engineering eld. In the ve subse-
quent subsections, using real data sets from the reliability engineering eld, we look at
several interesting examples that exhibit the practicability of reversed hazard rate, ex-
pected inactivity time, mean residual life, hypothesis testing for comparing two expected
inactivity time functions and hypothesis testing for comparing two mean residual life
functions.
7.3.1 Reversed hazard rate function
Here, we evaluate the performances of our proposed estimators for RHR (c.f. Chapter 3)
using a real life data example from reliability engineering.
Example 9: determining the exact time to rst failure of electric carts
The data set consists of data that represents the time (in months) to rst failure of electric
carts that are used for transporting and delivering goods internally in a large manufac-
turing facility (Zimmer et al. (1998)). This data set has been previously analyzed in e.g.
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Figure 7.9: Performance of the LC Estimator of RHR function (solid line) for electric
cart data. The dashed line and dotted line are the RHR function under exponential and
Weibull models respectively.
Zimmer et al. (1998) and Lai and Xie (2006) to estimate the survival function (sf) and
Hazard Rate (HR) function. Zimmer et al. (1998) t Weibull and Burr XII models and
concluded that both yield similar results. Lai and Xie (2006) suggested that exponential
model will t well by studying the cumulative hazard plot of the data. In Figure 7.9, we
plot the RHR estimates provided by LC estimator along with the Weibull and exponential
models. The graphs reveal that all three are in close agreement with each other and, in
terms of the shape, our model seems to be an integration of the two parametric models.
7.3.2 Expected inactivity time function
To exhibit the practical utility of our estimators for EIT which are proposed under Chap-
ter 4, we use a real life data example from reliability engineering.
Example 10: determining the exact breaking strength of carbon bers
In reliability testing experiments, engineers subject various components to a test, but of-
ten these components are not monitored continuously. In such a setting, the EIT function
can be utilized to estimate the exact time of the failure or exact level of stress, breaking
strength or pressure etc. that caused the failure. Suppose the aim is to nd the exact
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Figure 7.10: eN(t), LC and Weibull[4.6, 5.6] EIT function for carbon ber data
breaking strength that caused the failure and that the experimenter checked when the
strength level reached t and observed that the component has already failed. Then by
estimating the EIT, the engineer will be able to estimate the excess strength from the
level that led to the actual failure, thereby allowing the actual breaking strength to be
determined.
To demonstrate this, we use a data set consisting of breaking strengths of 57 single
carbon bers with unit length taken from Lawless (2003) and used by many others.
Weibull distribution is commonly used to model material strength (e.g. see Padgett
and Tomlinson (2003)). In Figure 7.10, the graphs of the LC estimator e^(t; 3) and the
empirical estimator are displayed along with the Weibull EIT function and they indicate
a monotonically increasing trend as expected.
7.3.3 Mean residual life function
In this section we examine the behaviour of the proposed MRL estimators (c.f. Chapter
5) using two real life data sets that were considered earlier by reliability engineers. Both
data sets have been studied extensively and shown to acquire a BFR. It was pointed out
by many (e.g. Ghai and Mi (1999), Lai and Xie (2006), Rajarshia and Rajarshib (1988))
that BFR is related to the class of lifetime distributions whose MRL functions exhibit an
upside{down bathtub shape. Due to this relationship, it is benecial to study both MRL
and FR functions when evaluating the performance of our estimators and we therefore
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compute FR estimates using Equation (5.30). In addition, knowledge of where the turning
point(s) of the estimated MRL function occur would assist us in estimating the optimal
burn-in time and we therefore obtain the approximate locations of these in our models
and compare them with those of existing models. We note here that theoretically, it has
been shown that turning point(s) of a UBMRL function precedes the turning point(s) of
a BFR function (page 92 of Lai and Xie (2006), Park (1985), Xie et al. (2004)). We next
discuss each example separately in detail.
Example 11: upside{down bathtub{shaped mean residual life of rear dump
truck data
The rst data set consists of times (in 1000's of hours) between failures of a 180-ton rear
dump truck (N = 128, Source: Lai and Xie (2006)). The data set was rst analyzed by
Coetzee (1996) utilizing a log-linear process (LLP) model. In Pulcini (2001), the author
has shown that there is statistically signicant evidence of a bathtub type non-monotonic
FR. Bagkavos and Patil (2008) also studied the same data set and showed that it has a
BFR function with a minimum at 9500 hours. In graph (a) of Figure 7.11 the LL, LQ
and LC MRL estimators with n = 20 for this data set evaluated at 250 grid points from
the minimum to the maximum observation are displayed. The graphs reveal that the
estimated MRL functions are upside{down bathtub{shaped function with a maximum
value at around 5600 hours. Since all three estimators provide similar results, FR func-
tion can be estimated using Equation (5.30) with any p = 1; 2 or 3. Here, we obtain the
corresponding BFR with p = 1; n = 20 and it is demonstrated by Graph (b) of Figure
7.11. The graph shows that the BFR curve has a minimum at around 9500 hours, which
agrees with the theory and model discussed in Bagkavos and Patil (2008).
Example 12: upside{down bathtub{shaped mean residual life of devices data
The second data set consists of the failure times of 50 industrial devices (Source: Aarset
(1987)). Using TTT (Total Time on Test) plots, Aarset (1987) showed that the failure
rate function for this data set has a bathtub shape. Parametric models were later proposed
by various researchers in the eld to estimate the BFR for this data set. For example,
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Figure 7.11: (a) LL (solid line), LQ (dashed line) and LC (dotted line) MRL estimates
and (b) FR estimate for truck data with n = 20
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Mudholkar and Srivastava (1993) proposed a BFR model based on exponentiated Weibull
family of distributions, Wang (2000) introduced a model comprising of the sum of two
Burr XII distributions with a decreasing and an increasing hazard rate and two modied
Weibull models were proposed in Lai et al. (2003) and Xie et al. (2002) to model the
BFR. In Shen et al. (2009), another model for BFR and corresponding UBMRL were
constructed using multiplicative functions and by studying the shape of the derivative
of MRL function. The authors also showed that their model produces very reasonable
estimates when compared to estimates produced using previous models, e.g. Lai et al.
(2003), Mudholkar and Srivastava (1993) and Xie et al. (2002). The turning points of
their estimated BFR and UBMRL for this data set were around 25 and 10 respectively.
Graph (a) of Figure 7.12 displays LL, LQ and LC estimators evaluated at 250 grid points
from the minimum to the maximum observation with n = 10. Here, we choose n = 10
to avoid getting a under{smoothed t as the sample size is small. It shows that the LC
estimator best captures the expected UBMRL property of the data and shows that it has
a unique turning point at around 8.5. This exercise demonstrates that it is benecial to
examine graphs of all LL, LQ and LC estimates. Graph (b) of Figure 7.12 reveals that
the corresponding FR (i.e. calculated using Equation (5.30) with p = 3) is a BFR with
a unique turning point around 25 which lies after the maximum point on LC curve of
Graph (a). These results are analogous to those obtained with the models in Shen et al.
(2009) and consistent with accepted theory as expounded in Park (1985) (i.e. UBMRL
function reaches its maximum before the BFR reaches its minimum).
7.3.4 Hypothesis testing for comparing two expected inactivity
time functions
In this section we consider a reliability engineering problem which requires a comparison
of expected inactivity time functions of two populations. The hypothesis required to test
here are of the form of null hypothesis H0 and alternative hypothesis H1 given by Equa-
tions (6.1) and (6.2) respectively. Thus, in the analysis we use the CM and KS testing
procedures proposed in Section 6.2 of Chapter 6 to test the hypothesis.
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Figure 7.12: (a) LL (dotted line), LQ (dashed line) and LC (solid line) MRL estimates
with n = 10 and (b) FR estimate for devices data
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Figure 7.13: Empirical EIT functions for carbon ber data
Example 13: comparing breaking strengths of carbon bers with dierent
lengths
In this example, we use a data set taken from Crowder (2000). The data set contains
breaking strengths of single carbon bers of four dierent lengths. In this example we use
data of carbon bers with unit and 20 units lengths (n1 = 57, n2 = 70). If the carbon
bers were not under constant surveillance when the experiment was conducted then the
recorded data on breaking strengths may not be reliable. Then, in order to determine
whether there is a signicant dierence between the breaking strengths of the two carbon
bres we use our EIT hypothesis tests.
In Figure 7.13 we display the two empirical expected inactivity time functions. Here,
we test H1 : e2 > e1 and the values of tests statistics of LL, LQ and LC CM tests are
TCM(1)=
p
^2CM(1) = 6:4456 (p-value 0.000), TCM(2)=
p
^2CM(2) = 6:3305 (p-value 0.000),
TCM(3)=
p
^2CM(3) = 6:1901 (p-value 0.000) respectively. Since all these p-values are less
than the signicance level, 0.05, we reject the null hypothesis under 0.05 signicance level.
The values of the test statistics for the KS tests were TKS(1) = 3:1430 (p-value 0.000),
TKS(2) = 4:2371 (p-value 0.000), TKS(3) = 5:3833 (p-value 0.000) for LL, LQ and LC KS
tests respectively. Under 0.05 signicance level, the KS tests also reject the hypothesis,
concluding that the true breaking strengths of a carbon ber with unit length is greater
than that of a carbon ber with 20 units length.
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7.3.5 Hypothesis testing for comparing two mean residual life
functions
Under this section we consider two reliability engineering problems which require com-
parisons of mean residual life functions of two populations. The hypothesis required to
test here are of the form of null hypothesis H0 and alternative hypothesis H1 given by
Equations (6.39) and (6.40) respectively and hence we use the CM and KS testing proce-
dures proposed in Section 6.3 of Chapter 6. The rst example compare the mean residual
lives of breaking strengths of carbon bers which are of two dierent lengths. The second
example is concerned with a study which involves a comparison of mean residual lives of
the lifetime of air-conditioning systems of two Boeing 720 jet planes.
Example 14: does the length of the carbon bre has an signicant eect
on its breaking strength?
In this example, we use the same data set we used in example 1 of Section 7.3.4 taken from
Crowder (2000) but assume that the carbon bers are under constant surveillance and
hence the recorded data are accurate. Then, to check whether the length of the carbon
bre has an signicant eect on its breaking strength, we use our MRL hypothesis tests to
test whether the mean residual life functions of the two groups are signicantly dierent
or not. In Figure 7.14 we display the two empirical mean residual life functions. The
values of tests statistics of LL, LQ and LC CM tests are ~TCM(1)=
q
~^2CM(1) = 10:1894 (p-
value 0.000), ~TCM(2)=
q
~^2CM(2) = 10:1027 (p-value 0.000),
~TCM(3)=
q
~^2CM(3) = 10:0563
(p-value 0.000) respectively. Since all these p-values are less than the signicance level,
0.05, we reject the null hypothesis under 0.05 signicance level and conclude that shorter
carbon bre has a greater mean residual life compared to that of the longer carbon -
bre. The values of the test statistics for the KS tests were ~TKS(1) = 0:596828 (p-value
0.257395), ~TKS(2) = 0:56768 (p-value 0.278527), ~TKS(3) = 0:653097 (p-value 0.215431)
for LL, LQ and LC KS tests respectively. Under 0.05 signicance level, the KS tests did
not reject the hypothesis, but when increased the signicance level to 0.30, all the KS
tests rejected the hypothesis.
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Figure 7.14: Empirical MRL functions for carbon ber data
Example 15: air-conditioning system failure data
In our nal example, we use data extracted from a popular data set consisting of succes-
sive failure intervals of air-conditioning systems of each member of a eet of 13 Boeing
720 jet planes recorded in Proschan (1963). In this example, we use data of plane number
7912 and 7913 and use our hypothesis tests to check whether the mean residual life of
air-conditioning systems of the two planes are similar or not. In Figure 7.15 we display the
empirical MRL functions of the lifetime of the two air-conditioning systems. According
to the gure, the two MRL functions does seem to be similar. The values of tests statis-
tics of LL, LQ and LC CM tests are ~TCM(1)=
q
~^2CM(1) = 0:802732 (p-value 0.211065),
~TCM(2)=
q
~^2CM(2) = 0:802999 (p-value 0.210988),
~TCM(3)=
q
~^2CM(3) = 0:786595 (p-value
0.215759) respectively. Since all these p-values are greater than the signicance level, 0.05,
we cannot reject the null hypothesis under 0.05 signicance level and thus we conclude that
there is no signicant dierence between the mean residual lives of the two air-conditioning
systems. The values of the test statistics for the KS tests were ~TKS(1) = 34:3563 (p-value
0.588618), ~TKS(2) = 38:4159 (p-value 0.543321), ~TKS(3) = 38:42 (p-value 0.544254) for
LL, LQ and LC KS tests respectively. All the KS tests did not reject the hypothesis at
0.05 signicance level agreeing with the results of the CM tests.
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7.4 Applications to software reliability engineering
It is a truism that software plays an important and pervasive role in almost every as-
pect of modern life and that due to design and other faults, few software programs are
completely free from defects. These can range from careless oversights to a complete mis-
understanding of the specications which can lead to unmitigated disasters. Therefore,
the achievement of optimum software reliability, commonly dened as the probability that
the software will be functioning without failure under a given environmental condition dur-
ing a specied period of time (refer to Xie (1991)), is one of the key objectives of modern
software development.
A key element in improving the reliability of a software is to run it through an intensive
regime of testing and inspection, with the objective of removing any defects or errors that
might be presented in the software, and to collect data from the defect prole. Although
several testing and defect management techniques are available (refer to Beizer (1991)),
they do not guarantee a completely error{free software. As mentioned in Section 7.1, it is
important for software engineers to be able to predict the expected number of remaining
defects resident in the software and their failure intensities and this is done by building
Software Reliability Growth Models (SRGMs) to model the random occurrences of soft-
ware failures, such as times between failures or failure counts, using data accumulated
during testing. These SRGMs are then applied to obtain important reliability estimates
such as the rate of occurrences of failures, probability of an error{free software subsequent
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to its release and the expected number of errors remaining in the software.
There are numerous SRGMs proposed in the literature and many of them are reported
in the monographs Pham (2000) and Xie (1991). These are essentially parametric models
obtained using some appropriate stochastic assumptions on the distribution of failure
occurrences and incorporating features relevant to the software debugging process. Some
of the issues that have to be addressed when constructing SRGMs are the distribution
of times between successive failures or the total number of failures observed (e.g. Goel
and Okumoto (1979); Littlewood (1981)), how learning aects reliability (e.g. Huang
(2005a); Quadri and Ahmad (2010); Yamada et al. (1984)), whether debugging is perfect
or imperfect and how new defects are introduced into the software (e.g. Huang (2005b);
Zeephongsekul et al. (1994)). Another important issue is that many of these SRGMs rely
on assumptions which are often violated in practice and therefore the question that often
arises is whether there is an empirical method for choosing between them (e.g. Almering
et al. (2007); Stringfellow and Andrews (2002)).
Data on the cumulative number of failures observed during testing N(t), against exe-
cution or calendar time t, are used to t these SRGMs in order to obtain workable models.
As to be expected, the more features that a model has, the more complex is its SRGM
rendering the task of estimating all the parameters using standard technique such as Max-
imum Likelihood Estimation (MLE) very dicult. This predicament gave rise to the need
for a new methodology in building SRGMs, one that rely less on the underlying stochastic
process with its stringent assumptions and more on the curve tting aspect. This moti-
vates the use of a nonparametric method to build SRGM as described in Dharmasena and
Zeephongsekul (2010), Yii and Zeephongsekul (2009) and in estimating failure intensities
of the Non{Homogeneous Poisson Process (NHPP) SRGMs in Wang et al. (2007).
In this section, we extend the work considered in Dharmasena and Zeephongsekul
(2010) where the NW and LL estimators have been applied to t SRGMs and in Yii and
Zeephongsekul (2009) where these two estimators are combined in an optimal way and
used for a similar purpose. The objective will be to extend the local polynomial to order
p = 2; i.e. Local Quadratic (LQ) and order p = 3 , i.e. Local Cubic (LC) and to combine
all LL, LQ, and LC in an optimal way using mean{squared error. Here, we will make use
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of the concepts discussed in Section 2.3. We introduce several new nonparametric SRGMs
based on these local polynomial regression models in Section 7.4.1. In Section 7.4.2 we
present several real software failure data examples. Finally, using the MRL estimator
proposed in Chapter 5 we compute the mean residual cumulative error for a real software
failure data example. This measure is useful in the process of improving the reliability of
a software.
7.4.1 SRGMs Based on local polynomial regression Modeling
Suppose a piece of software is being tested over a period of time before it is released to
users. The cumulative number of errors detected by time t, denoted by N(t); with ex-
pected value E(N(t)) = m(t); has been the subject of intense modeling eort by software
engineers and reliability practitioners during the past three decades. Using statistical
tools, which range from straightforward least{squared tting to sophisticated stochastic
modeling, there has been a tremendous amount of work done in attempting to provide
parametric models for m(t). These models are commonly known as Software Reliability
Growth Models (SRGMs) (refer to Pham (2000); Xie (1991)). However, as mentioned
earlier, estimating m(t) using standard technique such as Maximum Likelihood Estima-
tion (MLE) is often intractable or time consuming and this is the rationale behind the
research initiated in Dharmasena and Zeephongsekul (2010) and Yii and Zeephongsekul
(2009) in adopting a nonparametric approach, specically NW and LL estimators, to t
software failure data.
SRGMs can be broadly divided into continuous or discrete{timemodels. In continuous{
time models, the failure data collection process is conducted over a continuum, e.g. in
terms of calendar time or execution time, where the time intervals between occurrences of
failures are collected and tted by appropriate distributions. Discrete{time models only
seek to model software reliability growth using failure data collected over equally spaced
discrete units of time such as hourly, daily or weekly. Thus, the times between consecutive
failures are ignored. Due to the complexity of testing large software programs, the data
collection process often involves team of programmers and testing procedure is frequently
punctuated by interruptions and time delays; therefore, in our opinion, it is rare that a
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purely continuous{time data collection process does actually takes place.
Here, our goal is to provide a nonparametric approach in estimating discrete{time
SRGMs. This will be achieved by applying LL, LQ, LC models and their combination
to discrete time failure data under the xed{design local polynomial regression model
postulated by Equation (2.9). NW model will not be considered here, since it has a large
bias and has been found in Dharmasena and Zeephongsekul (2010) to provide a poor t
when compared to LL estimator.
Suppose the test results reveal errors in the software detected at the sequence of equally
spaced discrete times
0 < t1 < t2 < t3 : : : < tn < : : : < T
with corresponding
N(t1)  N(t2)  N(t3) : : :  N(tn):
Here, T refers to the duration of the test. We will assume, without loss of generality, that
the times have been transformed into ordered design points within the closed interval
[0; 1] where
ti =
i
n
; i = 1; :::; n;
and these are taken to be the xed{design points of our regression model. Using Equations
(2.14), (2.15) and (2.16), LL (m^(x; 1)), LQ (m^(x; 1)) and LC (m^(x; 1)) models can be tted
to our failure data (ti; N(ti)) respectively. This will be demonstrated through several
numerical examples in Section 7.4.2.
Based on MSE, it was shown in Dharmasena and Zeephongsekul (2010) that LL es-
timator is better than NW estimator in predicting the growth of software reliability. As
already indicated, both predictions are biased, but the bias is greater for NW than LL
estimator. Further investigation in Yii and Zeephongsekul (2009) reveals that a convex
combination of NW and LL reduces MSE signicantly when compared to cases where in-
dividual NW and LL estimators were used. This motivates our introducing the following
new estimator based on a convex combination of LL, LQ and LC estimators:
m^C(x) =
3X
p=1
pm^(x; p)
= T m^(x); (7.1)
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 = (1; 2; 3)
T ; m^(x) = (m^(x; 1); m^(x; 2); m^(x; 3))T and where  satises the con-
straints
1 + 2 + 3 = 1
and 0  p  1 for each p: (7.2)
We observe that the mean and variance of m^C(x) are
E(m^C(x)) = 
T E(m^(x)) (7.3)
and V ar(m^C(x)) = 
T V ar(m^(x)) (7.4)
respectively which are given in terms of the mean vector E(m^(x)) and variance{covariance
matrix V ar(m^(x)). Since m^(x; p) is given by (2.12), we can easily derive E(m^(x)) and
V ar(m^(x)) incorporating the fact that for 1  p 6= q  3; the covariance Cov(m^(x; p); m^(x; q))
is equal to (c.f. Yii and Zeephongsekul (2009))
E ((m^(x; p)  E(m^(x; p)))(m^(x; q)  E(m^(x; q))))
= 2 eT1;p(X
T
p WxXp)
 1XTp WxW
T
x Xq(X
T
q WxXq)
 1e1;q (7.5)
where e1;p (e1;q) is the (p + 1)  1 ((q + 1)  1) vector with 1 in the rst entry and 0
everywhere else.
In our opinion, there are three reasonable approaches in determining values of  and these
are:
(i) Find  which satisfy
min

E (m^C(x) m(x))2
subject to constraints (7.2).
(ii) Find  which satisfy
min

jE(m^C(x)) m(x)j
subject to constraints (7.2) and
V ar(m^C(x)) = V0 for some xed valueV0:
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(iii) Find  which satisfy
min

V ar(m^C(x))
subject to constraints (7.2) and
jE(m^C(x)) m(x)j = b0 for some xed value b0:
In (i), we seek  which minimises the mean{squared error of m^C(x) subject to (7.2); (ii)
looks for  which minimises the bias of m^C(x) subject to a xed value of the variance;
nally, (iii) looks for  which minimises the variance m^C(x) subject to a xed value of its
bias.
Bandwidth Selection
Bandwidth selection plays a major role when building the new SRGMs as it controls the
amount of smoothing, which if done too little or too much, will hide the true structure
of the regression function. As we mentioned in Section 2.4, a small value of h will result
in observations closest to the sampled point receiving more weight, resulting in under{
smoothing. On the other hand, a large h will over{smooth and give the resulting t an
undulatory appearance. In the examples discussed in Section 7.4.2, we take as bandwidth
hn = n
 r as suggested by Isogai (1987). This is appropriate since we are dealing here
with a xed design and has constrained the independent variable to the unit interval. It
is also suggested in Isogai (1987) that 1
5
< r < 1
3
.
7.4.2 Numerical Examples
In this section, we will apply the proposed SRGMs based on local polynomial regression
models discussed in the preceding sections to t four sets of software failure data (Data9,
ODC3 data, ODC4 data and ODC5 data) taken from The Handbook of Software Relia-
bility Engineering Lyu (1996). In each data set, the cumulative test time ti is reported in
days and the cumulative number of failures detected N(ti) is taken at the end of each day.
The four data sets (Data Seti; i = 1; : : : ; 4), consisting of n1 = 199; n2 = 435; n3 = 558
and n4 = 799 records respectively, are used to t the curve at equally spaced design
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points in the unit interval. A simple linear transformation is used to convert test times
into these points in the unit interval. The bandwidth hn is computed as suggested in Sec-
tion 7.4.1 and local polynomial regression estimators, i.e. LL = m^(t; 1) estimator (2.14),
LQ = m^(t; 2) estimator (2.15), LC = m^(t; 3) estimator (2.16) and convex combination
NE = m^c(t) estimator (7.1) are then obtained for a given hn using the steps outlined in
the Section 7.4.1. The Gaussian kernel function is used in all the examples. For m^c(t), the
 which minimises the mean{squared error, i.e. using approach (i), are determined from
the data using built{in functions in Mathematica software. In our minimisation problem,
the objective function and the constraints are as follows:
Objective function:

(1; 2) =
1
n
nX
i=1
(N(ti)  m^C(ti))2; (7.6)
where m^C(ti) = 1m^(t; 1) + 2m^(t; 2) + (1  1   2)m^(t; 3), and
Constraints:
i > 0 for i = 1; 2.
The following steps are followed in each example.
Step 1: Sample Fit (Interpolation)
Use m^(t; j); j = 1; 2; 3 and m^c(t) to predict the expected cumulative number of defects
m(:) for each day ti; i = 1; : : : ; n using all the data records f(ti; N(ti))gi=1;:::;n.
Step 2: Over Fit (Extrapolation)
Use the rst 85% cumulative defect data records f(ti; N(ti))gi=1;:::;nf where nf = b85%nc
to predict the cumulative number of defects m^() based on LL, LQ, LC or NE estimators
for next n  nf days tj; j = nf + 1; : : : ; n.
Step 3: Calculate forecast accuracy using Percentage of Average Relative Error ARE%
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and Root Mean{Squared Error RMSE for each estimator (LL, LQ, LC and NE) where
ARE =
nX
i=nF+1
jm^(ti) N(ti)j
N(ti)
nP
(7.7)
and
RMSE =
vuuuut
nX
i=nF+1
(m^(ti) N(ti))2
nP
(7.8)
where nP = n  nF and m^(t) refers to any of the local polynomial regression estimators.
Note that ARE% and RMSE are two commonly used measures of forecast accuracy.
Even though ARE% weighs all errors equally, RMSE weighs large errors more heavily.
In general, we select the estimate with lowest RMSE if it is important to avoid (even a
few) large errors.
Tables 7.1, 7.3, 7.5 and 7.7 below display the results where the gures under the
columns headed by ARE% and RMSE are the percentages of average relative error and
root mean squared errors respectively for LL, LQ and LC estimators at each t, i.e.
Sample Fit in Step 1 and Over Fit described in Step 2. The graphs obtained using the
LL, LQ and LC estimators to t the four data sets are displayed in Figures 7.16, 7.18,
7.20 and 7.22 for a given bandwidth hn = 0:1712. They show the predicted and the
actual cumulative number of faults for each estimator. A comparison between predicted
and actual values using three dierent bandwidths are also displayed in Figures 7.17, 7.19,
7.21 and 7.23 for each data set using NE estimator. Tables 7.2, 7.4, 7.6 and 7.8 give the
ARE% and RMSE values associated with these NE estimators.
In the nal example, we compare the performances between LL, LQ, LC and NE
estimators and a simple parametric model introduced in Goel and Okumoto (1979). We
also use the MRL estimator proposed in Chapter 5 to compute the mean residual cumu-
lative error which is useful a useful measure to investigate in the process of improving the
reliability of a software.
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Figure 7.16: Data Set 1: Curve tting using LL, LQ, LC estimators with hn = 0:17
Example 16
This data set arises from tests performed on railway interlocking software system and has
about 14,500 assembly instructions Lyu (1996). The data set consists of n = 199 records
and 29 predictions are done using all the n = 199 records and the rst nf = 170 records
at Sample F it and Over F it respectively. It is apparent from the ARE% gures given
in Tables 7.1 and 7.2 that LQ estimator does a better job at interpolating cumulative
failure data whereas LC and NE estimators perform better at extrapolating them. This
observation is also conrmed by the RMSE values given in their respective tables below.
Another interesting observation from these tables is that both NE and LC estimators
have similar ARE% and RMSE values as 3 = 1 and 1 = 2 = 0 for the tted NE
estimator and this is conrmed by the results the other tables as well. Whether this
is true in general remains to be investigated. Table 7.2 shows that extrapolating cu-
mulative number of faults using NE estimator is more accurate for smaller bandwidths
than for larger ones whereas this eect is negligible when we interpolate cumulative faults.
Figure 7.16 and Figure 7.17 display the ts of LL, LQ, LC and NE models and
observed cumulative number of failures for Data Set 1. From these gures, it is apparent
that LC and NE estimators capture the features of the software reliability growth curve
best.
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Table 7.1: Data Set 1: ARE% and RMSE values for estimators at Sample F it and
Over F it.
Estimator
Sample F it Over F it
ARE% RMSE ARE% RMSE
LL 2.25% 1.61 15.13% 8.82
LQ 0.47% 0.31 14.90% 8.36
LC 1.45% 0.95 8.59% 6.33
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Figure 7.17: Curve tting using NE estimator with dierent values of bandwidth
Table 7.2: NE Estimator: ARE% and RMSE values at Sample F it and Over F it for
dierent bandwidths (hn).
Bandwidth
Sample F it Over F it
ARE% RMSE ARE% RMSE
0:17 1.45% 0.95 8.59% 6.33
0:20 1.18% 0.77 8.98% 4.99
0:25 0.67% 0.45 18.33% 10.48
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Figure 7.18: Data set 2: Curve tting using LL, LQ, LC estimators with hn = 0:17
Table 7.3: Data Set 2: ARE% and RMSE values for estimators at Sample F it and
Over F it.
Estimator
Sample F it Over F it
ARE% RMSE ARE% RMSE
LL 2.55% 11.00 20.07% 76.98
LQ 1.60% 6.52 5.56% 26.82
LC 1.66% 7.19 30.55% 134.04
Example 17
This data set has n = 435 records Lyu (1996). Here, we predict last 65 cumulative number
of faults using all the data and the rst 370 pairs of data. Tables 7.3 and 7.4 show that LQ
estimator provides much better t to the cumulative failure data than others including
NE estimator at both extrapolating and interpolating cumulative failure data. As shown
in Table 7.4, smaller values of hn provide better Sample Fit while higher values of hn give
better Over Fit than Sample Fit.
Graphical display of the performance of LL, LQ, LC and NE estimated and observed
cumulative error for data set 2 are shown in Figure 7.18 and Figure 7.19. NE and LC
again provide the best estimates for software reliability growth for this data set, especially
at the boundary region.
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Figure 7.19: Curve tting using NE estimator with dierent values of bandwidth
Table 7.4: NE Estimator: ARE% and RMSE values at Sample F it and Over F it for
dierent bandwidths (hn).
Bandwidth
Sample F it Over F it
ARE% RMSE ARE% RMSE
0:17 1.66% 7.19 30.55% 134.04
0:20 2.70% 11.11 27.45% 128.00
0:25 3.19% 13.09 13.79% 71.36
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Figure 7.20: Data Set 3: Curve tting using LL, LQ, LC estimators with hn = 0:17
Table 7.5: Data Set 3: ARE% and RMSE values for estimators at Sample F it and
Over F it.
Estimator
Sample F it Over F it
ARE% RMSE ARE% RMSE
LL 1.21% 4.92 3.31% 13.15
LQ 1.25% 5.12 1.67% 7.40
LC 1.07% 4.33 3.75% 19.11
Example 18
This data set consists of n = 558 pairs of test times in days and cumulative number of
defect data Lyu (1996). The whole data set is used to interpolate the last 84 cumulative
number of failures in the Sample Fit whereas the rst 474 pairs are used to extrapolate
the last 84 cumulative number of failures in the Over Fit. According to Tables 7.5 and
7.6, the predictions using both LC and NE estimators provide much better predictions
when compare to the other two estimators. However, all predictions show signicant bias,
especially with LL and LQ predictions. In Table 7.6, based on NE estimator, it is ap-
parent that this estimator interpolates data much better for smaller values of hn and the
reverse situation holds when it extrapolates data.
Figure 7.20 and Figure 7.21 reveal that all LL, LQ, LC and NE estimators perform
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Figure 7.21: Curve tting using NE estimator with dierent values of bandwidth
Table 7.6: NE Estimator: ARE% and RMSE values at Sample F it and Over F it for
dierent bandwidths (hn).
Bandwidth
Sample F it Over F it
ARE% RMSE ARE% RMSE
0:17 1.07% 4.33 3.75% 19.10
0:20 1.28% 5.20 3.61% 19.69
0:25 1.39% 5.68 2.12% 10.55
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Figure 7.22: Data Set 4: Curve tting using LL, LQ, LC estimators with hn = 0:17
equally well for this data set. Figures in Table 7.6 tends to conrm this. This could be
due to the fact that this data set displays a less undulating growth curve.
Example 19
This is the largest data set considered, consisting of n = 799 records Lyu (1996). Inter-
polation is done using all the records to predict the number of cumulative failures for the
last 120 days whereas the rst 679 records are used for extrapolating. From Tables 7.7
and 7.8, it appears that LC and NE estimators produce better forecasts than LL and
LQ estimators. These results conrm the theoretical biases given in Sections 2.3.2 and
7.4.1, which indicate that the bias of NE and LC estimators are smaller than LL and LQ
estimators. In conjunction with the results in Table 7.8, it is apparent that NE estimator
does a better job at both interpolating and extrapolating data for smaller bandwidth
values.
Finally, Figure 7.22 and Figure 7.23 show the performances of LL, LQ, LC and NE
estimators for Data Set 4. These graphs show that higher order local polynomials tend
to estimate the growth curve more accurately, particularly at the lower boundary region.
Example 20
In this nal example, we compare the performances between LL, LQ, LC and NE es-
timators and a simple parametric model introduced in Goel and Okumoto (1979). This
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Table 7.7: Data Set 4: ARE% and RMSE values for estimators at Sample F it and
Over F it.
Estimator
Sample F it Over F it
ARE% RMSE ARE% RMSE
LL 4.77% 106.60 12.68% 310.69
LQ 2.72% 62.31 20.45% 460.24
LC 1.18% 26.33 10.92% 242.91
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Figure 7.23: Data set 4: Curve tting using NE estimator with dierent values of band-
width
Table 7.8: NE Estimator: ARE% and RMSE values at Sample F it and Over F it for
dierent bandwidths (hn).
Bandwidth
Sample F it Over F it
ARE% RMSE ARE% RMSE
0:17 1.18% 26.33 10.92% 242.91
0:20 1.30% 31.07 14.65% 326.79
0:25 1.90% 45.11 20.00% 445.42
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Table 7.9: ARETOTAL% and RMSETOTAL values for bandwidth hn = 0:25.
Estimator ARETOTAL% RMSETOTAL
LL 21.06% 33.72
LQ 12.81% 16.73
LC 11.55% 15.66
NE 11.55% 15.66
NHPP 23.26% 31.47
parametric model, with m(t) = a(1 e bt), is the well known Goel{Okumoto (GO) model.
GO model belongs to a large class of SRGMs known as Non{Homogeneous Poisson Pro-
cess (NHPP) SRGMs. One of the perennial problems faced by software engineers when
attempting to t NHPP SRGMs to failure data is the choice of which NHPP model to
select besides trying out a wide selection and comparing the predictions with actual re-
sults (Almering et al. (2007)). This approach can be quite inecient and time consuming
considering the large number of SRGMs in that class.
The software failure data set used here is taken from Tohma et al. (1991). This is a
test data of a program for monitoring and real-time control that consists of about 200
modules where the modules have, on average, 1000 lines of a high-level language such
as Fortran. The data are recorded on a daily basis. Applying Maximum Likelihood
Estimation (MLE) to this data set yield the estimated values a^ = 497:3 and b^ = 0:03
resulting in the estimated SRGM m^(t) = 497:3(1  e 0:03t).
To evaluate the performance, we t LL, LQ, LC, NE estimators and NHPP model uti-
lizing the whole sample and then calculate accuracy using Percentage of Average Relative
Error (ARETOTAL%) and Root Mean{Squared Error (RMSETOTAL) for each estimator
(LL, LQ, LC, NE and NHPP). Here, to calculate ARETOTAL% and RMSETOTAL, we
employ Equations (7.7) and (7.8) respectively with nP = n and nF = 0. Looking at both
ARETOTAL% and RMSETOTAL results in Table 7.9, it is clear that LQ, LC and NE es-
timators provide substantial improvement in overall t when compared to NHPP model.
In fact, they yield an improvement of 10.45%{11.71% over the NHPP model. The per-
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Figure 7.24: Perfomance comparisson: NE estimator vs. NHPP model
 50
 100
 150
 200
 250
 300
 350
 50  100  150  200  250  300  350  400  450
M
R
L
t
Figure 7.25: LC MRL estimates with n = 10 for software cumulative error data
formances of the LL estimator and the NHPP model for this example are approximately
similar. Further to this, both NE and LC estimators have similar ARE% and RMSE
values as 3 = 1 and 1 = 2 = 0 for the tted NE estimator. Figure 7.24 display the ts
of NE model, observed cumulative number of failures along with NHPP model. From
the gure, LC and NE estimators capture the features of the software reliability growth
curve best and NHPP provides the worse t overall.
In Figure 7.25 we use Equation (5.27) with p = 3 to compute the mean residual
cumulative error estimates for this data set. We observe that the cumulative error data set
has mostly a DMRL behaviour. From the gure one can estimate the expected remaining
errors in the software at a certain cumulative error level t.
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Chapter 8
Conclusions and future work
Due to economic consequences and safety issues, it is necessary for the industry to per-
form systematic studies using reliability concepts. In biomedicine reliability concepts are
not only used to model and understand biological processes but also to make decisions
regarding suitability of treatments and environments when managing and caring for pa-
tients. Further to this, statistical comparing of reliability measures of two (or more) aging
processes is a crucial step in the process of determining reliability and understanding an
aging process. There exist plenty of scenarios where statistical comparison of reliability
measures is required in both reliability engineering and biomedical elds. Thus, develop-
ment of reliable estimators for reliability measures and construction of hypothesis tests
to statistically compare reliability measures are in great need as this will assist accurate
decision making when confronted with reliability problems.
When estimating a reliability function usually reliability practitioners adopt the para-
metric approach which involves modelling the lifetimes (or failure times) by appropriate
lifetime probability distributions. This method provides accurate inferences if the assumed
parametric model is valid, however, if the validity of this assumption is in doubt, use of
a parametric approach could lead to inferences that are unreliable or untenable. Fur-
thermore, if the reliability function is non{monotone, which is more frequently observed
in practice than a monotone model, the corresponding parametric model is a mixture
model which is often time consuming and cumbersome to obtain. In such circumstances,
estimating the reliability function using nonparametric techniques oer a promising al-
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ternative and has the advantage of exibility as they generally impose less restriction on
the underlying distribution of the lifetime variable.
In the literature there exist nonparametric estimators that have been proposed to
estimate reliability measures such as FR and MRL functions. Most of these proposed
estimators are constructed either empirically or involving conventional kernel density es-
timators. The empirical nature of the empirically constructed estimators tend to provide
highly under{smoothed estimates making them unreliable, whereas the boundary bias
problem of conventional kernel density estimators aects the quality of the estimation
in the latter class of estimators even though these estimators inherit the property of
smoothness that are lacking in empirical estimators. Much research has been devoted
to remedy the boundary bias problem, but these approaches require complicated adjust-
ments to the estimator. Estimators constructed based on local polynomial regression, on
the other hand, readily adapts to boundary points without extra eort of modication
and incorporating information of the curve collected at a set of equally spaced points to
the regression model in the process of estimation has been shown to be more ecient. In
Chapter 2 we discuss this method in detail. Motivated by the appealing feature of adapt-
ing to estimation at the boundaries and credits in xed{design model, we use xed-design
LPR method in our work. In this thesis we looked at three popular reliability measures,
namely, RHR, EIT and MRL functions and aimed at developing new estimators for these
reliability functions using xed{design LPR method. Here, we consider local polynomials
up to order 3 as the reliability functions we are concerned with in this thesis consists of
dierent functional forms.
In Chapter 3 we introduced several simple yet ecient new estimators to estimate
the RHR function. No work has been carried out on nonparametric estimation of the
RHR function to our knowledge. First, a new empirical estimator was introduced for the
function using several binning techniques. We then investigated its asymptotic properties
such as unbiasedness and consistency. Then, incorporating the proposed empirical esti-
mator with the xed{design local polynomial regression technique we constructed three
new nonparametric smooth estimators for the RHR function employing local polynomials
up to order 3. The asymptotic properties of these estimators are then investigated and
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we established the unbiasedness, consistency and asymptotic normality property of these
estimators. We introduced a plug{in bandwidth selection method to specically select
the bandwidth of the proposed xed{design local polynomial estimators. In the simula-
tion study data generated from ve commonly used lifetime distributions were used to
assess the performance of our proposed methodology. The results indicated that the plug{
in bandwidth selection method generally provide better estimates for the RHR function
compared to the results of cross{validation method together with proposed local poly-
nomial estimators with any of the bin-width selection methods considered. Results of
all the distributions except Normal distribution suggested that higher order polynomial
estimators provide signicantly better estimates of the RHR function especially when the
sample size is small.
Chapter 4 was concerned with another important reliability function known as the
EIT function which has many applications in reliability theory and practice. Here, we
introduced several new ecient smooth nonparametric estimators for EIT function using
xed{design local polynomial regression method with local polynomials up to order 3.
To our knowledge, no work has been carried out on nonparametric smooth estimation
of this function. We investigated their asymptotic properties and showed their unbiased-
ness, consistency and asymptotic normality. A plug{in bandwidth selection method which
minimises the AMISE of the EIT estimators was also proposed. Extensive simulation ex-
periments were performed on dierent lifetime distributions which indicated that these
nonparametric estimators perform very favourably when compared to the empirical esti-
mator of EIT. The proposed estimators seem to work better with the bandwidths provided
by plug{in method compared to the cross{validation method especially for smaller sam-
ples. However, for larger samples, the dierence in performances between the two methods
was minimal. The results also indicated that in some instances it is worth considering
higher order local polynomial estimators especially when the sample size is small.
Construction of several new estimators to estimate the MRL function was looked
into in Chapter 5. This function is one of the most widely used reliability measures in
practice. Over the past few decades, nonparametric estimators aimed at estimating the
MRL function have been introduced. These estimators do exceptionally well in estimat-
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ing monotonically DMRL functions. However, estimation of non-DMRL models such as
constant MRL, BMRL and UBMRL was a challenging problem. First, we introduced a
new empirical estimator and investigated its asymptotic properties. Then, incorporat-
ing the proposed empirical estimator with the xed{design local polynomial regression
model with local polynomials up to order 3, we built three new nonparametric smooth
estimators. We showed that the proposed estimators acquire good asymptotic properties.
Simulations revealed that the proposed estimators outperform the existing work for non-
DMRL models. For DMRL models, the performance of the local polynomial estimators
can be improved to match the performance of existing models by further increasing the
number of bins. Therefore, considering the lengthy computational time involved when
computing some of the existing estimators (we compared with the estimator proposed
by Guillamon et al. (1998)), we recommend that local polynomial estimators provide a
better option. Use of a large number of bins has a tendency to provide relatively under{
smoothed estimates and thus it is advisable not to use very a large number of bins in the
estimation process. The AICC bandwidth selection method give better results for small
and large sample sizes, but for moderate sample sizes the performances of the proposed
plug-in bandwidth selection method and the AICC methods were similar.
Chapter 6 was concerned with construction of several novel nonparametric hypothesis
testing procedures to compare between two reliability functions. Here, we proposed two
separate sets of nonparametric hypothesis tests for comparing between two EIT functions
and two MRL functions. To our knowledge, no work has been reported in the literature
which introduces such a testing procedure in the EIT function context. In the literature,
Aly (1997) also proposes hypothesis testing procedures to compare the two MRL functions
for the whole support of t. However, the empirical nature of Aly's test statistics and
promote over/under calculation of the test statistics and the empirical nature of the
methods proposed to estimate the parameters of the asymptotic distributions of the test
statistics aect the construction of decisions rules. These directly aect the decisions
made by his hypothesis tests. Each hypothesis testing procedure proposed here involve
xed{design local polynomial regression concepts with local polynomials up to order 3 and
we introduce two classes of tests based on CM and KS type test statistics. The decision
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rules of the tests are established using asymptotic distribution of the test statistics and
bootstrapping. According to the simulation results evaluated using rejection probabilities,
the performance of all our methods (both EIT and MRL tests) gets better as the deviation
becomes larger as expected and both CM and KS tests tend to identify the deviations
better when the sizes of the two data samples are approximately equal. In the context
of EIT comparison hypothesis tests, we notice that both CM and KS tests do a good job
in identifying null, small, large deviations especially when the critical value is determined
based on the asymptotic properties. By studying the rejection probabilities of MRL
comparison hypothesis tests, we see that with the bootstrapping critical value, both CM
and KS tests do a signicantly better job in identifying models with small/large deviations
compared to the CM and KS tests introduced by Aly (1997). However, the performances
of our CM tests with the critical value determined based on the asymptotic properties
and the Aly's CM test are similar when tested for null deviation. We also used the PARE
criterion to evaluate the relative eciency of our MRL tests compared to Aly's tests.
According to PARE results, we see that the relative eciency of both CM and KS tests
compared to Aly's CM and KS tests are higher regardless of the sizes of the samples.
Moreover, most of the time as the deviations become larger, the relative eciency of our
tests compared to Aly's tests tend to increase for the experiments conducted. We also
notice that the relative eciency of our CM tests (compared to Aly's CM test) are in
general higher than the relative eciency of our KS tests (compared to Aly's KS test).
In Chapter 7 we apply methods proposed in the previous chapters to address vari-
ous interesting problems in biomedicine and reliability engineering to demonstrate their
practical utility. Several interesting applications of the proposed RHR estimators (e.g.
to estimate the probability of leukemia relapsing an small instant before t given that
the patient has tested positive for leukemia by time t, which is an important marker in
patient management), EIT estimators (e.g. estimation of the exact time of a pulmonary
exacerbation, estimation of the exact LFS), MRL estimators (e.g. estimation of the MRL
of a patient suering from chronic granulocytic leukemia and estimation of the expected
remaining errors in a software at a certain cumulative error level t) have been discussed.
In these examples we notice that behaviour of our estimators are consistent with the con-
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clusions made regarding these data sets in the literature. Moreover, we also discuss few
applications where hypothesis tests for comparing EIT functions (e.g. biomedical prob-
lems concerning comparisons of treatments given to AIDS patients and bladder cancer
patients) and hypothesis tests for comparing MRL functions (e.g. comparison of the mean
residual lives of breaking strengths of carbon bers which are of two dierent lengths and
a study which compares two treatments given to lung cancer patients) are required in
practice. Again, we notice a link between the decisions made by our testing procedures
and comments made in the literature regarding these examples. Finally, an application to
software reliability is considered where several new discrete{time SRGMs are introduced
based on xed{design local polynomial regression concepts with local polynomials up to
order 3 and their convex combination. The real data examples demonstrated that the
proposed estimators capture the features of the software reliability growth curve much
better than the Non{Homogeneous Poisson Process (NHPP) model.
Future Work
The performances of the proposed estimators are highly dependent on the bandwidth.
In this thesis we considered plug{in type rules and two classical bandwidth selection
methods, namely, the cross{validation method and the AICC method. The simulation
results showed that they work well with the proposed estimators. To further improve
the performance of the proposed estimators variable bandwidths can be employed but
this will come at a higher computational cost. Fan et al. (1996b) discuss some variable
bandwidth selection methods than can be modied and used in this context.
In practice the data we are provided often contain censored cases. Under Chapters
3-5 we briey discussed local polynomial estimation of the RHR, EIT and MRL functions
in the presence of a censored data set. There also exist situations where the lifetime
variable under the consideration is dependent on a covariate. For example, survival times
of patients suering from a certain disease may be dependent on the covariate age and/or
gender. The exibility of the proposed RHR, EIT and MRL function estimators can be
further enhanced by extending them to account for covariates. Fan and Gijbels (1996)
discuss how to adjust the local polynomial regression model in order to handle covariates.
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In Chapter 1 we mentioned that the order of the local polynomial p to be used when
constructing the estimator depends on the shape of the function to be estimated; e.g. for
a at, non{sloped function, p = 0; 1 is preferable, whereas for a sloped function, p = 1
is recommendable and p  2 should typically be used if the function consists of peaks
or valleys. Since the reliability functions we are concerned with in this thesis consists
of functions of all sorts, we considered local polynomials up to order 3 when developing
methods in this thesis. Fan and Gijbels (1995) propose a variable order selection procedure
which adaptively chooses the order of the local polynomial according to the situation.
Linking such a procedure with our methods can further improve the exibility of our work;
however, this may make the methods more complex and time consuming to implement.
In Chapter 6 we concentrated on proposing nonparametric hypothesis testing proce-
dures for comparing reliability functions. It may also be of interest to check the mono-
tonicity properties of a certain reliability function, particularly tests that involves testing
for monotonicity of mean residual life function.
Under the nal subsection of Chapter 7 we introduced a new SRGM based on a convex
combination of LL, LQ and LC estimators and suggested three approaches that can be
taken to nd optimal weights. The three approaches involve minimising mean squared
error of the estimator, minimising the absolute bias of the estimator for a given value of
variance of the estimator and minimising the variance of the estimator for a given value
of absolute bias of the estimator under several constraints. In the analysis, however, we
took the rst approach which recommends to nd the weights of the convex combinations
such that the mean squared error of the estimator is minimised. In future work, one may
also investigate applicability of the other two approaches.
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Appendix A
Acronyms and notations
ACRONYMS
MRL Mean Residual Life function 5
EIT Expected Inactivity Time function 5
BMRL Bathtub{shaped Mean Residual Life function 6
UBMRL Upside{down Bathtub{shaped Mean Residual Life function 6
FR (HR) Failure Rate function (Hazard Rate function) 6
BFR Bathtub{shaped Failure Rate function 6
pdf probability density function 6
RHR Reversed Hazard Rate function 7
LPR Local Polynomial Regression 7
kNN k Nearest Neighbor 7
DMRL Decreasing Mean Residual Life function 8
LFS Leukemia Free Survival 10
AMISE Asymptotic Mean Integrated Squared Error 10
SRGM Software Reliability Growth Model 11
CM Cramer-von Mises 11
KS Kolmogorov-Smirnov 11
MSE Mean Squared Error 19
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LL Local Linear estimator 24
LQ Local Quadratic estimator 24
LC Local Cubic estimator 24
MISE Mean Integrated Squared Error 33
AICC Akaike's Information Criterion{Corrected 34
cdf cumulative distribution function 37
sf survival function 37
AMSE Average of Mean Squared Errors 61
SDMSE Standard Deviation of Mean Squared Errors 61
PARE Pitman Asymptotic Relative Eciency 148
NBUE New Better than Used in Expectation 178
NHPP Non{Homogeneous Poisson Process 196
NOTATIONS
 Distributed as 42
 Approximately equal 115
p ! Convergence in probability 44
d ! Convergence in distribution 139
N Size of the sample 16
h Bandwidth of the estimator 16
 Bin{width of the estimator 23
n Number of bins 23
fi Frequency of the bin bi 42
Fi Total frequency up to bin bi 42
K(t) Kernel function 16
F (t) sf at time t 37
r(t) RHR at time t 37
(t) FR (or HR) at time t 37
e(t) EIT at time t 38
M(t) MRL at time t 105
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rN(t) Empirical RHR estimate at time t 42
eN(t) Empirical EIT estimate at time t 78
MN(t) Empirical MRL estimate at time t 109
r^(t; p) Local polynomial with order p RHR estimate at time t 45
e^(t; p) Local polynomial with order p EIT estimate at time t 81
M^(t; p) Local polynomial with order p MRL estimate at time t 116
Wn Weight matrix with kernel weights 23
Tp Design matrix of the pth order local polynomial regression
model
24
e1
T (1; 0; 0; : : : ; 0)1(p+1) 24
j
R
ujK(u) du 28
j
R
ujK2(u)du 28
S fi+kg0i;kp 28
Cp [p+1; : : : ; 2p+1]
T 28
~Cp [p+2; : : : ; 2p+2]
T 28
S fi+kg0i;kp 28
Sn Tp
TWnTp 28
n fCov(yi; yk)g1i;kn 28
Sn Tp
TWnnWn
TTp 28
Ln(z) e1
TSn
 1(1; zh; :::; (zh)p)TK(z)=h 31
K0(u) e1
TS 1 (1; : : : ; up)T K(u) 58
TCM(p) CM test statistic of the EIT comparison test 132
TKS(p) KS test statistic of the EIT comparison test 132
~TCM(p) CM test statistic of the MRL comparison test 149
~TKS(p) KS test statistic of the MRL comparison test 149
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