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Abstract We consider a real-time system where a single processor with vari-
able speed executes an infinite sequence of sporadic and independent jobs. We
assume that job sizes and relative deadlines are bounded by C and ∆ respec-
tively. Furthermore, Smax denotes the maximal speed of the processor. In such
a real-time system, a speed selection policy dynamically chooses (i.e., on-line)
the speed of the processor to execute the current, not yet finished, jobs. We say
that an on-line speed policy is feasible if it is able to execute any sequence of
jobs while meeting two constraints: the processor speed is always below Smax
and no job misses its deadline. In this paper, we compare the feasibility region
of four on-line speed selection policies in single-processor real-time systems,
namely Optimal Available (OA) (Yao, Demers, and Shenker, 1995), Aver-
age Rate (AVR) (Yao, Demers, and Shenker, 1995), (BKP) (Bansal, Kimbrel,
and Pruhs, 2007), and a Markovian Policy based on dynamic programming
(MP) (Gaujal, Girault, and Plassart, 2017). We prove the following results:
– (OA) is feasible if and only if Smax ≥ C(h∆−1 + 1), where hn is the n-th
harmonic number (hn =
∑n
i=1 1/i ≈ log n).
– (AVR) is feasible if and only if Smax ≥ Ch∆.
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– (BKP) is feasible if and only if Smax ≥ eC (where e = exp(1)).
– (MP) is feasible if and only if Smax ≥ C. This is an optimal feasibility
condition because when Smax < C no policy can be feasible.
This reinforces the interest of (MP) that is not only optimal for energy con-
sumption (on average) but is also optimal regarding feasibility.
Keywords Hard Real-Time Systems · Feasibility · On-line Speed Policy ·
Markov Decision Process · Dynamic Voltage and Frequency Scaling.
1 Introduction
A hard real-time system (HRTS) consists of a generally infinite sequence of
independent jobs that must be executed onto some hardware platform before
some strict deadline. Jobs can arrive in a periodic or sporadic manner. Such
systems are found everywhere today: in energy production, in transport (au-
tomotive, avionics, ...), in embedded systems, to name only a few application
domains. Each job is characterized by its arrival time, its size i.e., the amount
of work to complete the job, and its strict deadline, either defined absolutely
or relatively to the arrival time. We consider the particular case of uncon-
strained HRTS executed on a single core processor with variable processor
speed. An HRST is therefore characterized by a tuple (C,∆, Smax), where C
is the maximal size of the jobs, ∆ is their maximal deadline, and Smax is the
maximal speed of the processor. The inter-arrival times between the jobs are
unconstrained (i.e., neither periodic or sporadic).
Changing the speed of the processor can help to reduce the energy con-
sumption of the processor, which is essential in many embedded systems. In
fact, this is the reason why modern processors are equipped with Dynamic
Voltage and Frequency Scaling (DVFS) capabilities. Several speed selection
policies have been proposed to save energy by modifying the speed of the pro-
cessor on-line. The main idea behind all on-line speed policies is to lower the
speed when the current load is low, in order to save energy and, when the load
is high, to increase the speed to execute all jobs before their deadlines.
In this article, the main goal is to analyze the feasibility of existing on-line
speed policies. A policy is feasible if and only if each job is executed before its
absolute deadline. Without loss of generality, we assume that the time scale is
discrete and that a new job arrives at each time step. In contrast, the processor
speed can change at any time.
The first on-line speed policy that comes to mind involves, at each time
step, executing entirely the current job within one time step. Obviously this
policy is feasible, because all the jobs finish before their deadline. Moreover, the
maximal processor speed used under this policy is not larger than C. Therefore,
this policy is feasible if Smax ≥ C. This is optimal in terms of feasibility because
no policy can be feasible when Smax < C: indeed, if Smax < C, then a job of
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size C with deadline 1 will miss its deadline. In contrast, regarding the energy
consumption, this policy consumes more than any other policy because it does
not take advantage of job deadlines (assuming that the energy is an increasing
convex function, which is usually the case). For these reasons, we analyze in
this article the feasibility of known policies that lower the energy consumption.
We investigate the four following on-line speed policies. To the best of our
knowledge, these are the four such existing speed policies. The first two ones
are (AVR) and (OA), both from (Yao, Demers, and Shenker, 1995), which both
try to optimize the energy consumption of a real-time system. The third one
is (BKP) from Bansal et al. (Bansal, Kimbrel, and Pruhs, 2007), the goal of
which is to improve the competitive ratio of (OA). The fourth one is a Markov
Decision Process policy called (MP) in the rest of the paper, which optimizes
the expected energy consumption when statistical information on the arrival,
WCET, and deadline of the jobs are available (Gaujal, Girault, and Plassart,
2017).
In their original respective paper, the authors of (AVR), (OA), and (BKP)
all make the unrealistic assumption that Smax is unbounded, i.e., Smax =
+∞. Under this assumption, feasibility is not as problematic: all jobs can
be executed before their deadline as long as the current selected speed is
large enough. However, under the more realistic assumption of a bounded
Smax, one needs to compute the feasibility region in the parameter space of
(C,∆, Smax). Our goal in this paper is therefore to determine, for the classical
policies (AVR), (OA), (BKP), and for (MP), the maximal speed Smax as a
function of C and ∆, that ensures feasibility, and to compare the four policies
in this respect.
The paper is organized as follows. We survey the related work in Section 2.
Then we present the job model used in Section 3 and formulate the feasibility
analysis problem in Section 4. In the subsequent sections we analyze each on-
line speed policy and we prove, for each of them, what is the smallest value of
Smax that ensures feasibility (Sections 5 to 8). Finally, we compare the four on-
line speed policies based on these values Smax in Section 9 before concluding
in Section 10.
2 Related work
The work that is most closely related to our is (Chen, Stoimenov, and Thiele,
2009), which investigates the feasibility of (AVR) and (OA) (this latter speed
policy being called (OPT) in their paper). The system model is a single-core
processor that must execute an infinite sequence real-time jobs, specified by
an arrival curve (as in the Real-Time Calculus (Thiele, Chakraborty, and
Naedele, 2000)). Arrival curves generalize both the periodic task model and the
sporadic task model with minimal inter-arrival time. An important assumption
in (Chen, Stoimenov, and Thiele, 2009) is that all the jobs have the same
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WCET C and the same relative deadline ∆. The main result is that, both
for (OA) and (AVR), the feasibility condition is Smax ≥ α
u(∆)
∆ , where α
u
is the upper arrival curve of the sequence of jobs, meaning that αu(D) is an
upper bound on the work that can arrive during any time interval of length D.
Actually, the same feasibility condition applies to (BKP) and (MP), although
these speed policies are not studied in (Chen, Stoimenov, and Thiele, 2009). In
contrast to this result, we do not constrain the jobs to have the same WCET
nor the same deadline. Therefore the analysis becomes completely different as
well as the feasibility conditions which are now different for each policy.
To the best of our knowledge, all the other results on feasibility analysis
of on-line speed policies found in the literature target system models either
with a fixed inter-arrival time between the jobs (i.e., periodic tasks) or with
a bounded inter-arrival time (i.e., sporadic tasks). Papers in this category are
plentyful, let us just cite (Jejurikar and Gupta, 2004) in the periodic case
and (Augustine, Irani, and Swamy, 2004) in the sporadic case. In constrast,
we make no assumption on the inter-arrival times between jobs.
3 Presentation of the problem
3.1 Hard real-time systems
We consider an HRTS that executes an infinite sequence of sporadic and inde-
pendent jobs {Ji}i∈N on a single-core processor with varying frequency. Each
job Ji is defined as a tuple (ri, ci, di) where ri ∈ N is the release time (or ar-
rival time), ci ∈ N is the size (also called workload), i.e., the amount of work
to complete the job, and di ∈ N is the absolute deadline of job Ji, satisfying
di > ri. The jobs are ordered by their release times. Their relative deadlines
are Di := di − ri, i.e., the amount of time given to the processor to execute
the job. The jobs are sporadic, meaning that their arrival times do not follow
any particular pattern. This is the most general model of jobs.
We further assume that all jobs have a bounded relative deadline: there
exists ∆ such that
∀i,Di = di − ri ≤ ∆ (1)
where ∆ is the maximal relative deadline. Several jobs may arrive simultane-





ci ≤ C. (2)
Finally, we denote by JC,∆ the set of all possible sequences of jobs that
satisfy the two assumptions stated in Eqs. (1) and (2).
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ci ≤ C ∧ ∀i, di − ri ≤ ∆
 . (3)
Minimality of the assumptions. Let us anticipate a bit on what follows and
comment about the relevance of the two assumptions stated by Eq. (1) and (2).
We claim that these are the minimal assumptions under which feasibility of a
speed policy can be asserted.
First, in most practical cases, the set of jobs comes from a finite set of
tasks (infinite sequences of jobs with the same features). In this case, relative
deadlines and sizes are always bounded. Besides, if the set of jobs is finite,
then everything is bounded.
Consider now the most general case, i.e., with an infinite set of sporadic
jobs. If the relative deadlines are not bounded, then the set of pending jobs
at some arbitrary time t cannot be bounded and the time needed to compute
the current speed for all on-line policies is also unbounded, so that feasibility
cannot be asserted in finite time.
Once the condition that all jobs have a bounded deadline is stated, the
assumption on the arriving work (2) must also be made. Indeed, if a set of jobs
arrives at time t, all with deadlines bounded by ∆, and brings an unbounded
amount of work into the system, then no speed policy with a given maximal
speed will be able to execute this work before time t+∆.
3.2 Scheduling policy
At any time t ∈ R, several jobs may be active (i.e., released and not yet
finished). In this case we must choose which job to execute first on the single-
core processor. This ordering is known as a schedule and the policy for making
this choice is known as the scheduling policy.
Definition 2 (Schedule feasibility) A schedule is feasible over an infinite
sequence of jobs J = {(ri, ci, di)}i∈N ∈ JC,∆ if and only if each job (ri, ci, di)
is executed between its release time and its absolute deadline, i.e., between ri
and di.
It has been shown that the Earliest Deadline First (EDF) scheduling policy
is optimal for feasibility (Liu and Layland, 1973), meaning that if a sequence
J is feasible for some scheduling policy, then it is also feasible under EDF.
Therefore, in the following, we will always assume that the processor uses
EDF to schedule its active jobs.
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3.3 On-line speed policy
In most modern processors, the speed (or frequency) can be adjusted dynam-
ically. This can be achieved with DVFS, a technology available on most of
today’s processors. In this paper, we use the term “speed” instead of “fre-
quency” to reflect the fact that the processor performs some work quantity
per time unit: More precisely, when operating at speed s, the amount of work
performed by the processor during one time unit is equal to s.
We focus on on-line speed policies, the goal of which is to choose, at each
time t, the speed at which the processor should run, based on the current
information (we assume that no look-ahead is available).
Given a sequence of jobs J = {(ri, ci, di)}i∈N and the speeds s(t) used at
all time t ∈ R, we define the history of the system up to time t.
Definition 3 (History) The history of the system up to time t is:
Ht = {Ji, ri ≤ t} ∪ {s(u), u ≤ t}. (4)
All the release times, job sizes, and deadlines are integer numbers. There-
fore, the sequence of jobs {Ji, ri ≤ t} only changes at integer time instants.
This is not the case for the processor speeds {s(u), u ≤ t}, which can change
at any time instant. We will detail this in Section 3.4.
Definition 4 (On-line speed policy) An on-line speed policy π is a function
that assigns, at time t with the history Ht, a speed s to the processor:
π(Ht, t) = s. (5)
In the following, we will often use π(t) to simplify the notation, but one
should keep in mind the fact that, in full generality the speed selected at
time t may depend on t, the jobs that arrived before t, and the speeds selected
before t.
Since the maximal speed of the processor is Smax, any speed policy π must
satisfy the following constraint:
∀t,∀J, 0 ≤ π(Ht, t) ≤ Smax. (6)
3.4 Speed decision times
We define as speed decision times the times at which the processor speed can
change. These times do not necessarily coincide with the job arrival times. For
instance, processor speeds may change several times between two potential job
arrivals. In the rest of this article, we study the two different cases:
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– The processor speed changes can only occur when a job arrives: t ∈ N.
– The processor speed changes can occur at any time: t ∈ R.
In the following, we denote by T the set of speed decision times. As dis-
cussed above, the two possible cases are studied in this article: T = N and
T = R. For (OA), (AVR), and (MP), we will show that the cases T = N and
T = R yield the same feasibility conditions. For (BKP), the two cases are
slightly different.
3.5 Feasibility problem for on-line speed policies
The goal of our article is to determine the condition for which feasibility is
satisfied for several speed policies.
Definition 5 (Speed policy’s feasibility) An on-line speed policy π is fea-
sible over an infinite sequence of jobs J = {(ri, ci, di)}i∈N if and only if when
the processor runs at speed π(t) for all t and uses EDF, each job (ri, ci, di) is









∧ no missed deadline. (7)
In Eq. (7), the second term “no missed deadline” is not very explicit. For
this reason we redefine it by using the remaining work function, which is
presented next. In the rest of the paper we use the following notation: x+ is
the positive part of x: x+ := max(x, 0).
Definition 6 (Remaining work function) The remaining work function
under π at time t is the function wπt (·), such that, at any future time u ≥ t,
the remaining work wπt (u) is the amount of work that has arrived by time
t whose deadline is before u, minus the amount of work already executed at
time t. It satisfies a Lindley’s equation by induction:









+A(t, u) ∀k ∈ N with k < t ≤ k + 1
and ∀u ≥ t > 0
(8)
where A(t, u) is the amount of work corresponding to the jobs arriving at
time t whose deadline is smaller or equal to u.
Two remarks are in order:
Remark 1 The arrival function A(t, u) is equal to 0 if t 6∈ N, because the release
times of all jobs are in N.
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Remark 2 Since the maximal job relative deadline is ∆, wπt (t+∆) is the total
amount of remaining work at time t. In other words, wπt increases up to time
t∆ and stays constant after that time t+∆: ∀u ≥ t+∆, wπt (u) = wπt (∆+ t).
Moreover, for any online policy π,
∫ k+1
k
π(v)dv ≤ wπk (k+∆) because, at time k,
the processor can only execute work present in the system at time k. By








and when no deadlines are missed, then:
wπt (t+∆) ≤ C∆. (10)
3.5.1 Feasibility Characterization
Using Def. 8 of the remaining work function, one can make the definition of
feasibility given in Def. 5 more explicit. For this purpose, we state Prop. 1 that
links the remaining work function and the policy. This proposition introduces
















The first condition says that the speed selected by π at t must always be
smaller than Smax, while the second condition says that at any t, all the work
whose deadline is before t has already been executed. Although this may seem
trivial, let us write an explicit proof of this equivalence.
Proof We rely on the definition of feasibility given in Def. 5. There are two
parts in this definition, and to prove the proposition, we will begin to show
that:
no missed deadline⇐⇒ ∀J ∈ JC,∆,∀t ∈ T , wπt (t) = 0. (12)
The proof of Eq. (12) is divided in two parts, each of them proves one
implication.
1. No missed deadline =⇒ ∀t, 0 = wπt (t):
By contraposition, let us show that 0 < wπt (t) =⇒ missed deadline. If
0 < wπt (t), then it means that some work whose deadline is before t has
not been executed by time t, so at least one job has missed its deadline
before time t.
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2. ∀t, 0 = wπt (t) =⇒ no missed deadline:
If 0 = wπt (t), then at each time t, all the work whose deadline was before
t has been executed. Thanks to EDF, we know that all the jobs whose
deadline is exactly at time t have been executed before t. This is true for
all t, so it is also true for all the jobs.
The condition involving Smax is the same as in the original definition. 2
The following proposition establishes a necessary condition of the feasibility
for any on-line speed policy π.
Proposition 2 For decision times T = N and T = R and for any policy π,
a necessary condition of feasibility is:
Smax ≥ C. (13)
Proof Let π be any feasible on-line speed policy and let J be the sequence of
jobs made of the single job J0 = (0, C, 1). By Def. 6, w
π




The second part of the feasibility condition of π says that at time 1, wπ1 (1) must
be equal to 0. This implies
∫ 1
0
π(v)dv ≥ C. Since
∫ 1
0
π(v)dv ≤ max0≤t≤1 π(t),
we therefore have, max0≤t≤1 π(t) ≥ C. Then, the first part of the feasibility
condition implies that Smax ≥ max0≤t≤1 π(t). Putting both parts together
yields Smax ≥ C. 2
Proposition 3 In the case of integer decision times (T = N), the condition
∀t ∈ R, wπt (t) = 0 can be re-written as ∀k ∈ N, π(k) ≥ wπk (k + 1).
Proof The proof simply follows the definitions. When the speed is constant in
the interval [k, k + 1),
wπk+1(k + 1) = (w
π
k (k + 1)− π(k))+ +A(k + 1, k + 1),
with A(k + 1, k + 1) = 0 because jobs arriving at time k + 1 have a deadline
at least k + 2. Hence:
wπk+1(k + 1) = (w
π
k (k + 1)− π(k))+
It follows that wπk+1(k+ 1) = 0 if and only if (w
π
k (k+ 1)− π(k))+ = 0. By
definition of the max, this is equivalent to π(k) ≥ wπk (k + 1). 2
Table 3.5.1 summarizes all the notations used in the paper.
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Ji Job number i
ri, ci, di ∈ N Release time, size, and absolute deadline of job i
Di = di − ri Relative deadline of job i
∆ Bound on all relative deadlines
C Bound on the work amount arriving at any time t
JC,∆ Set of all sequences of jobs with bounds C and ∆
Smax Maximal speed of the processor
π(t) Speed used by the processor at time t
T Time instants when the processor can change its speed
(here, T = N or T = R)
wπt (u), t ≤ u Remaining work under speed policy π: at time t, it is the amount of
pending work to be executed before time u
A(t, v), t ≤ v Work arriving at t with deadline smaller than v
hn The n-th harmonic number: hn =
∑n
i=1 1/i = log(n) + γ + o(1/n)
Fπ Set of all (C,∆, Smax) such that policy π is feasible over any sequence
of jobs in JC,∆ with a maximal speed Smax
u(t, t1, t2) Amount of work arrived after t1 and before t
Table 1 Notations used throughout the paper.
4 Feasibility analysis
The goal of this article is to study the feasibility of the four different on-line
speed policies (OA), (AVR), (BKP), and (MP). For each policy, we formally
establish a necessary and sufficient feasibility condition on Smax. In each case,
the proof follows the same route. We first check that if Smax = ∞ then the
policiy is feasible. This part of the proof is already provided in the papers
introducing the policies, but we briefly sketch them when the argument is
trivial. Then, still assuming that Smax = ∞, we compute the maximal speed
π used by the online policy under a worst case sequence of jobs in JC,∆.
Therefore, a necessary and sufficient condition of feasibility is Smax ≥ π. We
construct such a worst case sequence for each policy. While these worst case
sequences will look similar (at least the first three), the analysis relies on very
different techniques:
– The proof for (OA) policy uses a construction (Lindley’s equation, with a
backward construction) that comes from queueing theory (Section 5).
– The proof for (AVR) is based on the explicit construction of a worst case,
which consists of a maximal number of jobs that have the same deadline
(Section 6).
– The proof for (BKP) exploits arithmetic considerations (Section 7).
– The proof for (MP) is based on a dynamic programming analysis (Sec-
tion 8).
At any time t, the (OA) and (MP) policies both compute the processor
speed based on the work remaining at t, while the (AVR) and (BKP) policies do
not. This is in part why the proofs are so diverse. As a final note before starting
with the proofs, the case of (OA) is by far the more interesting. In spite of
the apparent simplicity of (OA), the proof uses several backward inductions as
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well as properties of generalized differential equations (with non-differentiable
functions).
5 Feasibility of the Optimal Available speed policy (OA)
5.1 Definition of (OA) (Yao, Demers, and Shenker, 1995)
Definition 7 (Optimal Available (OA)) At each time t ∈ T , the job that












t (.) is the remaining work defined in Def. 6.
To illustrate (OA), let us consider the following set of jobs with T ∈ N,
which is composed of 3 jobs and belongs to J4,5:
– J1 = (r1 = 0, c1 = 1, d1 = 4) hence D1 = 4,
– J2 = (r2 = 3, c2 = 4, d2 = 6) hence D2 = 3,
– J3 = (r3 = 3, c3 = 1, d3 = 8) hence D3 = 5,










At each of the three instants 0, 1, and 2, only the job J1 is present, so the
speed computed by Eq. (14) is equal to:



























c1 − π(OA)(0)− π(OA)(1)− π(OA)(2)
d1 − 3
,
c1 + c2 − π(OA)(0)− π(OA)(1)− π(OA)(2)
d2 − 3
,














In conclusion, we have π(OA)(3) = 1712 .
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5.2 Feasibility analysis of (OA)
In this section, we will determine the smallest maximal processor speed Smax
that guarantees the feasibility of (OA). Theorem 1 gives a necessary and suf-
ficient feasibility condition for (OA).
Theorem 1 (OA) is feasible ⇐⇒ Smax ≥ C(h∆−1 + 1), where hn is the n-th
harmonic number: hn =
∑n
i=1 1/i.
Proof We distinguish the cases where the speed decision times are integer and
real numbers.
 The speed decision times are integer numbers: T = N.










By taking v = t+ 1, Eq. (15) implies that π(OA)(t) ≥ w(OA)t (t+ 1). There-
fore, the feasibility Equation (11) can be written as a condition on Smax only:
(OA) is feasible⇐⇒ ∀t, Smax ≥ π(OA)(t).
The rest of the proof is structured as follows. (i) We will first derive an
upper bound on π(OA)(t) (steps 1, 2, and 3). (ii) Then we will construct an
explicit worst-case scenario that reaches this upper bound asymptotically.
Let us first compute an upper bound on the remaining work w
(OA)
t (v), for
any t ∈ N and any integer v > t. This will be done in several steps. To simplify
notations, in the following, we denote π(OA) = π and w(OA) = w, since the
only speed policy considered here is (OA) and no confusion is possible.
We can focus on times v ≤ t + ∆ because the remaining work after time
t + ∆ remains the same (see Remark 2). Now, wt(v) only depends on three
things:
– the remaining work function at time v −∆: wv−∆(·),
– the work that arrives between times v −∆+ 1 and t,
– and the speeds used at times v −∆ to t− 1.



















+A(v −∆+ 1, v). (18)
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This first shows that the function wt increases when π decreases.
Step 1: The first step amounts to showing that wt(v) becomes larger if the
sizes of all the jobs whose absolute deadline is larger than v are set to 0, while
keeping the rest unchanged.
This fact is easy to check: In Eqs (16)-(18), the only terms that depend
on those jobs are the speeds. Under (OA), the speeds are increasing with the
remaining work. Therefore, by removing these jobs, all the speeds are decreased
(or remain the same) and wt(v) is increased.
Step 2: The second step amounts to checking that, if the remaining work
function wv−∆(·) is replaced by its lower bound w∗v−∆(·), then this change in-
creases the remaining work at time v. The work lower bound function w∗v−∆(·)
is such that (i) w∗v−∆(i) = 0 for i = v−∆+1, . . . , v−1 and w∗v−∆(v) = wv−∆(v),
and such that (ii) all jobs arriving at times v −∆ < i ≤ t have their deadline
set at v. This construction is illustrated in Fig. 1 where the w∗v−∆(·) function
is depicted by the black curve.
time











Fig. 1 Construction of w∗t (v) for v = t+ 1 and ∆ = 6. The bold black curve is the lower
bound on the remaining work w∗v−∆(·). The bold blue curve is the remaining work function
wt(·). The bold green arrows represent the work executed by the processor at each time
slot i at speed π∗(i).
We will show this by induction (putting a star on all values computed with
the new work function w∗v−∆(·)):
– Initial step i = 0: w∗v−∆(v) ≥ wv−∆(v) by definition of w∗.
– Induction assumption at step i:
w∗v−∆+i(v) ≥ wv−∆+i(v) (19)
– Let us prove the induction property at step i+ 1, i.e., that w∗v−∆+i+1(v) ≥
wv−∆+i+1(v). Let h := w
∗
v−∆+i(v)− wv−∆+i(v). We first have:
π∗(v −∆+ i) =
w∗v−∆+i(v)
∆− i
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because, at any time r < v, we have w∗v−∆+i(r) = 0 by construction.
For the original system, π(v −∆ + i) ≥ wv−∆+i(v)∆−i because the maximum
could be reached for some r < v. This yields:

















= w∗v−∆+i(v)− π∗(v −∆+ i). (20)
Furthermore, for each i, wv−∆+i(v) is the total amount of work present in
the original system at time v−∆+i, because we have discarded all jobs with
deadline larger than v in Step 1. This implies π(v −∆ + i) ≤ wv−∆+i(v),
hence:(
wv−∆+i(v)− π(v −∆+ i)
)
+
= wv−∆+i(v)− π(v −∆+ i). (21)




w∗v−∆+i(v)− π∗(v −∆+ i)
)
+
+A∗(v −∆+ i+ 1, v)
≥
(
wv−∆+i(v)− π(v −∆+ i)
)
+A(v −∆+ i+ 1, v)
=
(
wv−∆+i(v)− π(v −∆+ i)
)
+
+A(v −∆+ i+ 1, v)
= wv−∆+i+1(v),
which is the property we wanted to prove at step i+1. This finishes Step 2.
Step 3: In the star system (work function w∗v−∆(·)), the speeds used by





























+ · · ·+ A(t−1, v)
v−t+1
.
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We then compute the sum of Eqs. (16) to (18), in the case of the star
system. Note that the speeds π∗(i) never become larger than the work w∗(i),
so the max operator is never “active” and can be removed:









By replacing in Eq. (23) the sum of the speeds (Eq. (22)), we obtain the







+ · · ·+ uA(t−1, v)
u+1
+A(t, v). (24)
Since w∗v−∆(v) ≤ C∆ (see Eq. (9)) and A(k, v) ≤ C for all k ≤ t, we obtain
an upper bound on w∗t (t+ u):






+ · · ·+ uC
u+ 1
+ C. (25)
This finishes Step 3 and provides a bound on wt(t + u), for all t, because
wt(t+ u) ≤ w∗t (t+ u).














The bound on the right hand side of Eq. (26) is maximal when u = 1. We
therefore get an upper bound on π(OA)(t), denoted w1 (this is illustrated in
Fig. 1 where w1 is the vertical jump of the blue staircase function):
π(OA)(t) ≤ C + C
∆− 1
+ · · ·+ C
2
+ C︸ ︷︷ ︸
w1
. (27)
The star remaining function w∗ (as displayed in Fig. 1) is not reachable
under (OA). However, one can construct a remaining work function that is
asymptotically arbitrarily close to it. This construction is illustrated in Fig. 2.
First, jobs of size C and relative deadline ∆ arrive at each slot during n time
slots. When n grows to infinity, the speed selected by (OA) approaches C and
the remaining work approaches the black staircase displayed in Fig. 2 (see
Lemma 1 below). Then, jobs of size C and absolute deadline ∆+ n arrive at










Fig. 2 Asymptotic worst case state, for C = 1 and ∆ = 5. The staircase black curve
represents the remaining work function reached asymptotically while the coloured parts (blue
and red segments represent one job at each time slot with identical WCET C and identical
absolute deadline) lead to the maximal w
(OA)
n+∆−1(n + ∆). The green arrows represent the
quantities of work executed by the processor under (OA).
all time slots from n+1 to n+∆−1 (job arrivals are represented alternatively
in blue and red in Fig. 2). In that case, we will show that w
(OA)
n+∆−1(n+ 1) will
approach w1 as n goes to infinity.
Lemma 1 If the sequence of jobs is such that at each time n a job arrives
with size C and relative deadline ∆, then:
– The speeds π(OA)(n) increase and converge towards C when n goes to in-
finity;
– The remaining work function converges towards the function wn(·) such
that ∀i ≤ ∆, wn(n+ i) = iC.
Proof We show by induction on n that wn(n + ∆ − 1) ≤ C(∆ − 1) and that
π(n) = wn(n+∆)/∆.
– Initial step n = 0: a single job has arrived, with size C and deadline ∆.
Therefore, w0(∆− 1) = 0 ≤ C(∆− 1) and π(0) = w0(∆)/∆ = C/∆.
– Induction assumption at step n:
wn(n+∆− 1) ≤ C(∆− 1) ∧ π(n) = wn(n+∆)/∆. (28)
– Let us prove the induction property at step n+ 1. We have:
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Since wn(n+∆) is always smaller than C∆ (see Eq. (9)), it follows that:
wn+1(n+∆) ≤ C(∆− 1). (29)
Let us now compute the speed π at time n+ 1. Since the speed at time n




∆ , which is not reached for v = 1, then
π(n + 1) = max(π(n), wn+1(n + ∆ + 1)/∆). Replacing π(n) by its value
from the induction hypothesis yields:
















Since the job that arrives at time n+∆+ 1 is of size C, the second term
of the max is:




Using the induction assumption. It follows that:






We again use the fact that wn(n+∆) ≤ C∆ (see Eq. (9)) to conclude that





This ends the induction and shows as a byproduct that π(n+ 1) ≥ π(n).
Now, since π(n) is increasing, it converges to some value L ≤ ∞. Since for





equivalent to n(C − L) when n grows, then L = C.
As for the second part of the Lemma, it follows from inspecting Eq. (30).
The fact that π(n + 1) − π(n) goes to 0, implies that wn+1(n + ∆) goes to
C(∆ − 1). This implies that wn+1(n + 1 + i) goes to Ci, for all 0 ≤ i ≤ ∆.
This concludes the proof of Lemma 1. 2
In the following we use the following notation: xn ≈ yn if |xn − yn| ≤ ε,
for some ε > 0 arbitrarily small.
Let us now resume the proof of Theorem 1. Consider the following job
sequence: First n jobs arrive, with release times 1, 2, . . . n, size C and relative
deadline ∆, the next jobs arrive at times n+ 1, n+ 2, . . . n+∆− 1 with size C
and absolute deadline n+∆. We assume that n is large enough so that using
Lemma 1, wn(n+ i) ≈ Ci for all i ≤ ∆ and π(OA)(n) ≈ C (see Fig. 2).
By construction of the job sequence,
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– at time n+ 1, π(OA)(n+ 1) ≈ C∆
∆− 1
;
– more generally, for 1 ≤ k < ∆, we have on the one hand:












and on the other hand:




By subtracting Eq. (32) to Eq. (33), we obtain:
(∆− k − 1)
(
π(OA)(n+ k + 1)− π(OA)(n+ k)
)
≈ C
⇐⇒ π(OA)(n+ k + 1) ≈ π(OA)(n+ k) + C
∆− k − 1
. (34)
By applying iteratively Eq. (34) from n+ k + 1 down to n+ 1, we obtain
for all k ≥ 1:





≈ π(OA)(n+ 1) + C(h∆−2 − h∆−k−2)
where hn is the n-th harmonic number: hn =
∑n
i=1 1/i and h0 = 0. There-







= C (1 + h∆−1) = w1,
by using π(OA)(n+ 1) ≈ C ∆∆−1 .
To conclude, the (OA) policy may use a speed arbitrarily close to its upper
bound, w1. Therefore, it is feasible if and only if
Smax ≥ w1 = C (1 + h∆−1) . (35)
This concludes the proof of Theorem 1 in the case T = N. 2
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 The speed decision times are real numbers: T = R.
We will prove that, when (OA) is given the opportunity to change the speed
at any time t ∈ R, the speed chosen at any real time t is the same as the speed
chosen at the previous integer instant.
Let us denote by wNk the remaining work under integer decision times, and
wRk the remaining work under real decision times. We will prove by induction
on k that for any integer k, wRk = w
N
k .
For the sake of simplicity, let us denote as π instead of πR the (OA) speed
function when the speeds can change at any real instant.
For all k ∈ N, for all t such that k < t < k + 1 and all v ≥ t, we recall the






































The (·)+ operator can be removed in Eq. (38) because, for v = k + ∆,
wRk (k +∆) ≥
∫ t
k











Let us now prove by induction on k that ∀k ∈ N, wRk = wNk .
– Initial step k = 0: only the first job J1 may have arrived at time 0.
Therefore, for all v ≥ 0, wR0 (v) = wN0 (v) = c1 if r1 = 0, d1 ≤ v and
wR0 (v) = w
N
0 (v) = 0 otherwise.




– Now consider t ∈ R such that k < t < k+1. We first prove that π(t) = π(k).












Now let us check whether a constant speed on [k, k + 1) — i.e., π(t) =
π(k),∀t ∈ [k, k + 1) — can be a solution of Eq. (39), the integral equation
defining π. With a constant speed, the numerator in Eq. (39) becomes:
wRt (v) = w
R
k (v)− π(k)(t− k). (43)




wRk (v)(m− k)− wRk (m)(t− k)
(v − t)(m− k)
. (44)










Second, we show that this particular case is also the maximal value for




m−k . Together with Eq. (44),
this yields:





wRk (v)(m− k)− wRk (m)(t− k)
(v − t)(m− k)
≤ w
R
k (m)(v − k)− wRk (m)(t− k)
(v − t)(m− k)
=
wRk (m)(v − t)
(v − t)(m− k)
= π(k). (46)
By Appendix A, the solution of Eq. (39) is unique. Therefore, the solution
of this equation is:
∀t ∈ [k, k + 1) π(t) = π(k). (47)
Since the speed is constant between two integer time steps, and since, by
the induction assumption (40), wRk = w
N





concludes the induction proof.
This induction proof also shows that the speed decision are the same for
integer and real decision time. This implies that the behaviour of (OA) with
real decision times is the same as the behaviour of (OA) with integer decision
times. Therefore the feasibility condition is the same. This concludes the proof
of Theorem 1. 2
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6 Feasibility of the Average Rate speed policy (AVR)
6.1 Definition of (AVR) (Yao, Demers, and Shenker, 1995)
(AVR) is defined in (Yao, Demers, and Shenker, 1995) as follows:
Definition 8 (AVerage Rate (AVR)) At each time t ∈ T , the job that has







where A(t) is the set of active jobs at time t, i.e., jobs Ji = (ri, ci, di) such
that ri ≤ t < di.
Notice that the processor speed π(AVR)(t) is independent of the previous
speeds used by the processor. In contrast, (OA) chooses at time t a speed that,
through w(OA), depends on the previous speeds used by the processor.
Let us apply (AVR) policy on the example displayed in Section (5), where
we consider the same 3 jobs:
– J1 = (r1 = 0, c1 = 1, d1 = 4)
– J2 = (r2 = 3, c2 = 4, d2 = 6)
– J3 = (r3 = 3, c3 = 1, d3 = 8)



















Therefore π(AVR)(3) = 10760 .
We note that the speed chosen at time 3 by (AVR) is greater than the one
chosen by (OA). However, in the next section, we will show that the maximal
speed required by (AVR) for feasibility is smaller than the maximal speed
required by (OA) and determined in Section 5.
6.2 Feasibility analysis
Theorem 2 establishes the condition on Smax that insures the feasibility of
(AVR).
Theorem 2 (AVR) is feasible ⇐⇒ Smax ≥ Ch∆.
Proof We distinguish the cases where the decision times are integer and real
numbers.
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 The decision times are integer numbers: T = N.
According to Prop. 1, the (AVR) feasibility proof is split in two different parts.
I The first part consists in showing that all jobs are executed before their
deadlines, i.e., π(AVR)(t) ≥ w(AVR)t (t+ 1).
Let us focus on one job Ji = (ri, ci, di). Under (AVR), one can consider that
the processor dedicates a fraction of its computing power to execute a quantity
of work equal to ciDi per time unit from ri to ri +Di− 1, for job Ji only. So at
time ri +Di, the job Ji is totally executed by the processor, hence before its
deadline. Since this reasoning is valid for all jobs, all jobs are executed before
their deadline under (AVR) as long as Smax is large enough.
Therefore, the feasibility equation (11) can be simplified and written as a
condition on Smax:
(AVR) is feasible ⇐⇒ ∀t ∈ T , Smax ≥ π(AVR)(t). (49)
I Let us now compute the minimal value of Smax such that (AVR) is
feasible, by building a worst-case scenario:
– By definition of (AVR), there is no influence of the work already executed
on the value of the current speed. We therefore focus on the currently active
jobs.
– π(AVR)(t) increases with the size of each job, so we consider jobs of maximal
size, namely C.
– π(AVR)(t) increases with the number of active jobs, so our worst-case sce-
nario involves the maximal possible number of active jobs, namely ∆ (be-
cause only one job of size C can arrive at each time step, with a deadline
not larger than ∆).
– π(AVR)(t) increases when the deadline of the jobs are small, so we consider
jobs with the smallest possible deadline, namely t+ 1.
In this worst-case scenario (illustrated in Fig. 3 when ∆ = 4), the speed
π(AVR)(t) is maximal at time t and is the sum of the average speed of each







It follows that the feasibility condition for (AVR) is:
Ch∆ ≤ Smax.
This worst-case scenario allows us to determine the maximal processor
speed Smax under which the (AVR) policy can schedule any sequence of jobs
without missing a deadline. If we suppose that Smax ≤ Ch∆, then there exists
a job configuration on which (AVR) is not feasible, as shown in Fig 3. Therefore
Theorem 2 is proved.




Work quantity arrived before t
Work quantity that has to be executed before t+ 1
Executed work quantity under (AVR)
J4 = (t, C, 1)
J3 = (t−1, C, 2)
J2 = (t−2, C, 3)
J1 = (t−∆+1, C,∆)
Fig. 3 Worst-case scenario for (AVR) when ∆ = 4.
 The speed decision times are real numbers: T = R.
By definition, π(AVR)(t) only depends on the set of active jobs, satisfying
ri ≤ t < di. Since ri and di are integer numbers, the set of active jobs is the
same for t and for btc. As for the previous policy, allowing real decision times
for (AVR) does not change the chosen speeds. We thus have the same feasibility
condition for the integer and real decision times, which is Smax ≥ Ch∆. 2
7 Feasibility of the Bansal, Kimbrel, Pruhs speed policy (BKP)
7.1 Definition of (BKP) (Bansal, Kimbrel, and Pruhs, 2007)
Definition 9 (Contributing work) For any t, t1, and t2 in R such that
t1 ≤ t ≤ t2, u(t, t1, t2) is the amount of work arrived after t1 and before t, the
deadline of which is less than t2.
According to Def. 9, any job Ji = (ri, ci, di) contributing to u(t, t1, t2) must
satisfy t1 ≤ ri ≤ t and di ≤ t2.
Definition 10 (Bansal, Kimbrel, Pruhs policy (BKP)) At each time t,








Remark 3 (BKP) was designed to improve the competitive ratio of (OA), from
αα for (OA) to 2( αeα−1 )
α for (BKP), when the power dissipated by the processor
at speed s is sα (Bansal, Kimbrel, and Pruhs, 2007).
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Let us apply the policy (BKP) on the simple example displayed in Sec-
tions 5 and 6. We recall the 3 jobs:
– J1 = (r1 = 0, c1 = 1, d1 = 4),
– J2 = (r2 = 3, c2 = 4, d2 = 6),
– J3 = (r3 = 3, c3 = 1, d3 = 8).
For computing the max in Eq. (50) at time 3, let us examine four possible
cases:
1. t2 > d3: In that case, the 3 jobs are present at time u, hence:
u(3, 3e− (e− 1)t2, t2)
t2 − 3






2. d2 < t2 < d3: Because of the deadlines, in the best case, only 2 jobs J1 and
J2 are present at time u, hence:
u(3, 3e− (e− 1)t2, t2)
t2 − 3






3. t2 = d2: The 2 jobs J1 and J2 are present at time u, hence:









4. t2 < d2: Only job J1 can be present at time u, hence:













The following table summarizes the numerical values computed by the
three speed policies (OA), (AVR), and (BKP) at time 3 and for the chosen
example with three jobs.
(OA) (AVR) (BKP)
17/12 107/60 5/3
We therefore have the following inequality:
π(OA)(3) ≤ π(BKP)(3) ≤ π(AVR)(3).
In the following, we will show that even if the behavior of (BKP) looks like
a compromise between (OA) and (AVR), the feasibility condition of (BKP) is
much better than both.
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7.2 Feasibility analysis of (BKP) with T = N
Theorem 3 (BKP) is feasible with T = N ⇐⇒ Smax ≥ 32 (e− 1)C.
Proof From Theorem 5 in Bansal et al. (2007), (BKP) completes all the jobs
by their deadlines. As a consequence, ∀t ∈ R (and hence in N), we have
π(BKP)(t) ≥ w(BKP)t (t + 1). Therefore, the feasibility equation, Eq. (11), can
be simplified and rewritten as a condition only on Smax:
(BKP) is feasible with T = N ⇐⇒ ∀t ∈ N, Smax ≥ π(BKP)(t). (51)
time
C






Work quantity arrived before t
Work quantity that must be executed before t+ 1
{
ta1 = et− (e− 1)ta2
tb1 = et− (e− 1)tb2
Fig. 4 (BKP) with integer speed decision times (t ∈ N) and Case 1 (t2 < t + 1). Let
ti2 ∈ (t, t+ 1] with i ∈ {a, b} to illustrate the two sub-cases. Before t+β (sub-case i = a), no
jobs are taken into account in the speed computation, so S
(BKP)
max = 0. After this threshold
(sub-case i = b), S
(BKP)
max can be non null because we take potentially into account the job
arriving at t − 1 and ending at t. This job is at worst of size C. The two black arrows
illustrate the position of ti1 with respect to that of t
i
2.
In order to prove Condition (51), we will find an upper and a lower bound
for the maximal speed of (BKP). To find an upper bound on S
(BKP)
max , we have
to determine an upper bound on u(t, t1, t2). Let t ∈ N. We split the analysis
in two cases:
I Case 1: We consider the case where t2 − t < 1. We are faced with two
subcases:
• Either t1 = et − (e − 1)t2 > t − 1. In that subcase, no job can arrive
after t1 with a deadline smaller than t2. Therefore u(t, t1, t2) = 0, and
π(BKP)(t) = 0. This subcase is illustrated in Fig. 4 by the tuple (t, ta1 , t
a
2).
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• Or t1 = et− (e− 1)t2 ≤ t− 1. Here, potentially, one job can arrive at t− 1
and end at t. We introduce the variable β ∈ R such that t2 = t + β and
t1 ≤ t−1. This limit case (the earliest t2, under these conditions, such that
one job can be taken into account in the (BKP) speed computation) leads
to:
t1 = t− 1
⇐⇒ et− (e− 1)(t+ β) = t− 1
⇐⇒ β = 1
e− 1
.
Therefore the maximal value for u(t, t1, t2) is
C
β and is reached for t2 = t+β.
Note that Cβ is independent of t. This subcase is illustrated in Fig. 4 by
the tuple (t, tb1, t
b
2).
I Case 2: We consider the case where t2 ≥ t+1. In this case the contributing
work is bounded by:
u(t, t1, t2) ≤ Cbt− t1 + 1c. (52)
because, even when t = t1, one job can arrive at t and be taken into account
by (BKP) (hence the “+1”). It follows that the speed computed by (BKP) is:
π(BKP)(t) ≤ C max
t2>t
{










To reason about Eq. (53), we introduce the variable γ ∈ R+, such that
t2 = t+ 1 + γ. Accordingly, π
(BKP) depends only on γ:
π(BKP)(γ) ≤ C max
γ∈R+
{




Because of the floor operator, (e−1)(1+γ)+1 must be in N for the fraction
b(e−1)(1+γ)+1c
1+γ to be maximized, and since e− 1 is irrational, there must exist
k ∈ N such that:





b(e− 1)(1 + γ) + 1c
1 + γ
=
(e− 1)(1 + γ) + 1
1 + γ
= e− 1 + 1
1 + γ
. (56)
Now, since γ is positive, we have 1 + γ ≥ 1, so:
k
e− 1
≥ 1⇐⇒ k ≥ e− 1. (57)
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The function γ 7→ e−1+ 11+γ is decreasing and γ has to satisfy the condition
of the Inequality (57). Therefore the maximum of Eq. (54) is reached for the




{j ≥ e− 1} = de− 1e. (58)




− 1 = 3− e
e− 1
' 0.16. (59)
From Eqs. (54), (56), and (59), it follows that:
π(BKP)(t) ≤ C
(






(e− 1)C ' 2.577C. (60)
Putting Case 1 and Case 2 together, we obtain:





































(e− 1)C ' 2.577C. (61)
We now want to establish a lower bound on the maximal speed of (BKP),
by using Eq. (61). If we are in the particular case depicted in Fig. 2 where
t = n + ∆ − 1 and t2 = t + 1 + γ, then we have t1 = et − (e − 1)t2 ∈ N by
definition of t1 in Def. 10. Under these conditions and according to the previous





Since the lower bound of Eq. (62) is equal to the upper bound of Eq. (61),
we can conclude that:
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7.3 Feasibility analysis of (BKP) with T = R
When the speed decision times are real numbers, another feasibility condition
holds for (BKP) policy, stated in Theorem 4.
Theorem 4 (BKP) is feasible with T = R⇐⇒ Smax ≥ eC.
Proof Let us consider the same three following variables t, t1, and t2, as in the
proof of Theorem 3. The only difference is the fact that t is in R instead of N.
Similarly to the proof of Theorem 3, we have to prove the following equiv-
alence:
(BKP) is feasible with T = R ⇐⇒ ∀t ∈ R, Smax ≥ π(BKP)(t). (63)
To do so, we will use the same method as in the previous proof, i.e., we
determine an upper and a lower bound for the maximal speed of (BKP).
To begin, we will find an upper bound on the maximal speed of (BKP). We
introduce the variable β ∈ R such that t2 = t + β. The set of jobs that are
taken in consideration in (BKP) speed computation belongs to an interval of
length eβ, because:
t2 − t1 = t+ β − et1 + (e− 1)(t+ β) = eβ.




k k + 1 k + 2
t1 t t2
β
t2 − t1 = eβ
job arrival t1 = et− (e− 1)t2
job deadline t2 = t+ β
Fig. 5 Real speed decision times, i.e., t ∈ R and 1 ≤ t2 − t1 < 2. Two jobs J1 = (k,C, 1)
and J2 = (k + 1, C, 1) are represented.
Let n = bt2 − t1c, hence n ≤ t2 − t1 < n + 1. Then at most n + 1 jobs
can arrive in the [t1, t2) interval and at most n of them can have a deadline
before t2, therefore u(t, t1, t2) ≤ nC so π(BKP)(t) ≤ nCn/e = eC. For all t in R,
an upper bound on (BKP) maximal speed is thus:
π(BKP)max ≤ eC. (64)
Feasibility of on-line speed policies in real-time systems 29
Now we consider the particular situation, where β = 1/e, t2 = 1 and there
is one job of size C with deadline 1 that arrives at time 0. In that case, t1 = 0,





As a conclusion, since the upper bound of Eq. (64) is reached (see Eq. (65)),
we have:
(BKP) is feasible⇐⇒ eC ≤ Smax.
8 Feasibility of the Markov Decision Process speed policy (MP)
This last policy shows that one can get the best of both worlds: An energy
optimal policy whose feasibility region is maximal, at the price of statistical
information about future jobs.
8.1 Definition of (MP) (Gaujal, Girault, and Plassart, 2017)
In this section we assume that the job sequence {Ji}i∈N is endowed with a
probability distribution on (ri, ci, Di). The precise values of the probabilities
that a job is released at time ri, is of size ci, or has a relative deadline Di
are indeed important to compute the speed used at any time t by the on-line
speed policy (MP), but they will not play a role in the feasibility analysis on
(MP), as seen in the following.
To define (MP), we first introduce the state of the system at time t that
gathers all the information useful to decide which speed to use at time t.
Since all job features are integer numbers and the relative deadline is smaller
than ∆, the current information at time t can be summarized in the vector
(wt(t+ 1), wt(t+ 2), . . . , wt(t+∆)), which will be called the state at time t in
the following, and denoted xt.
Under this framework, we define the transition matrix Ps(x, x
′), that gath-
ers the probabilities to go from state x to state x′ in one time step when the
processor speed is s. The construction of this transition matrix requires to
know the distribution of the release times, the sizes and the deadlines of fu-
ture jobs. This knowledge may come from statistical analysis of the jobs in a
training phase preceding the deployment of the speed policy in the system, or
can even be learned on-line: the system adjusts its estimation of the optimal
speed at each step using a no-regret algorithm (see for example Sutton and
Barto (2018)).
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For any on-line policy π, the long run average expected energy consumption













where x0 is the initial state of the process, and Energy(s) is the energy con-
sumption of the processor when the speed is s during one unit of time.
An optimal speed policy π∗ minimizes the average expected energy con-
sumption per time-unit given in Eq. (66). Therefore, the speed policy (MP) is
defined as:
Definition 11 ((MP) policy) At each time t ∈ T , the job that has the
earliest deadline is executed at speed:
π(MP)(t) is such that Qπ(MP)(x0) = inf{π | ∀t∈T , π(t)≥wπt (t+1)}
Qπ(x0). (67)
Remark 4 Several remarks are in order:
– The optimal policy minimizing the expected energy consumption may not
be unique. In the following we consider one arbitrary such speed policy.
This does not matter because feasibility as well as the expected energy
consumption is the same for all of them.
– This definition of π(MP) is not constructive but when the set of speeds
is finite, then π(MP) can be constructed explicitly using for example the
Policy Iteration algorithm (see for instance Puterman (2005)).
– It can also be shown that an optimal policy, i.e., a solution of Eq. (67), is
independent of x0. This is outside the scope of this paper.
8.2 Feasibility analysis of (MP)
Theorem 5 gives the value of Smax that ensures feasibility:
Theorem 5 (MP) is feasible ⇐⇒ Smax ≥ C.
Proof We distinguish the cases where the speed decision times are integer and
real numbers.
 The speed decision times are integer numbers: T = N.
By definition, (MP) completes all the jobs before their deadline by construc-
tion: π(MP)(t) ≥ w(MP)t (t+1). Therefore, (MP) is feasible if at any time t ∈ N,
π(MP)(t) ≤ Smax.
1. Case Smax < C: In that case, no speed policy can guarantee feasibility
as shown in Proposition 2.
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2. Case Smax ≥ C: To prove the result, we first modify the Energy function
as follows: For all speeds s > Smax, we set Energy(s) =∞ . For s ≤ Smax, the
Energy function remains unchanged. This modification is valid because the
processor cannot use speeds larger than Smax anyway. Therefore, the energy
consumption for such unattainable speeds can be arbitrarily set to any value.
The benefit of using this modification is the following. Instead of constraining
the speed to remain smaller than Smax, we let the scheduler use unbounded
speeds, but this incurs an infinite consumption. A test to check if a policy uses
speeds larger than Smax is that its average energy consumption will be infinite.
Starting from an empty system with no pending job, i.e., x0 = (0, 0, . . . , 0),
we define the following naive policy π̃:
∀t ∈ N, π̃(t) := ct where ct =
∑
Ji=(ri,ci,di)
{ci|ri = t}. (68)
In other words, ct is the amount of work that arrived at time t, which is by
definition less than C. The policy π̃ is feasible because it never uses a speed
larger than C ≤ Smax and all work is executed as fast as possible (within one
time slot after its arrival). Furthermore, since for any t, π̃(t) ≤ C, its long run
expected energy consumption per time unit satisfies Qπ̃(x0) ≤ Energy(C).
The optimal policy, being optimal in energy, satisfies Qπ(MP)(x0) ≤ Qπ̃(x0),
hence Qπ(MP)(x0) ≤ Energy(C). Therefore, (MP) is feasible by construction
and never uses a speed larger than Smax.
 The speed decision times are real numbers: T = R.
When the speed can be changed at any time t ∈ R, the average expected












When Smax < C, then Proposition 2 says that no policy can be feasible,
so neither is (MP).
Now, let us consider that Smax ≥ C. The optimal policy π(MP) is defined by
taking the inf in Eq. (67), not over the set AN = {π | ∀t ∈ N, π(t) ≥ wπt (t+1)}
anymore, but over the set AR = {π | ∀t ∈ R, wπt (t) ≤ 0}. Since AN ⊂ AR (see






We have proven above that if Smax ≥ C, then QA
N
π(MP)




≤ Energy(C). This implies that the optimal
policy never uses speeds larger than Smax, as in the discrete case. In conclusion,
the (MP) policy with T = R is feasible if and only if Smax ≥ C. 2
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9 Summary and Comparison of the four Policies
Table 2 summarizes the necessary and sufficient feasibility conditions on Smax
for the four on-line speed policies (OA), (AVR), (BKP), and (MP), both in
the integer and real speed decision times cases.
On-line speed policy Necessary and sufficient feasibility condition
Speed decision times N R
(OA) Smax ≥ C(h∆−1 + 1)
(AVR) Smax ≥ Ch∆
(BKP) Smax ≥ 32 (e− 1)C (' 2.577C) Smax ≥ eC (' 2.718C)
(MP) Smax ≥ C
Table 2 Necessary and sufficient feasibility condition of the four on-line speed policies.
For a given on-line speed policy π, we define the feasibility region Fπ as
the set of all triples (C,∆, Smax) such that π is feasible. We rely on this notion
of feasibility region to compare the policies. We make the following remarks:
1. By observing the (AVR) and (OA) feasibility bounds, we can remark that
their maximal speeds are asymptotically identical when ∆ becomes large.
However, since for all ∆ ∈ N we have 1∆ ≤ 1, (AVR) and (OA) satisfy the
following equation:
π(AVR)max ≤ π(OA)max .
Consequently, since the maximal speed reached by (OA) is faster than the
maximal speed reached by (AVR), (AVR) has a better feasibility than (OA),
in the sense that the feasibility region of (AVR) includes the feasibility re-
gion of (OA):
F(OA) ⊂ F(AVR).
2. Let us now compare the feasibility regions of (AVR) and (OA) with that
of (BKP). Since this comparison depends on the harmonic number h∆, we
display in Table 3 the approximated values of h∆ and h∆−1 + 1 (rounded
down) for different values of ∆:
∆ 2 3 4 5 6 7 8 9
h∆ 1.500 1.833 2.083 2.283 2.450 2.593 2.717 2.828
h∆−1 + 1 2.000 2.500 2.833 3.083 3.283 3.450 3.593 3.717
Table 3 Values of the harmonic numbers h∆ and of h∆−1 + 1 (with 3 significant digits).
Since the feasibility bounds of (BKP) are 32 (e−1)C ' 2.577C when T = N
and eC ' 2.718C when T = R, we compare in Table 4 the feasibility
regions of (AVR), (OA), and (BKP) depending on the value of ∆:
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Feasibility regions Fπ F(AVR) ⊂ F(BKP) F(OA) ⊂ F(BKP) F(OA) ⊂ F(AVR)
Integer decision times ∀∆ ≥ 7 ∀∆ ≥ 4 ∀∆ ∈ N
Real decision times ∀∆ ≥ 9 ∀∆ ≥ 4 ∀∆ ∈ N
Table 4 Feasibility region comparisons for (OA), (AVR), and (BKP).
(MP) is not present in Table 4 because it is clear from Table 2 that (MP)
has the largest feasibility region:
∀π ∈ {(OA), (AVR), (BKP)}, Fπ ⊂ F(MP)
3. Unlike (OA) and (AVR), the (BKP) feasibility bounds are independent of
the maximal deadline ∆. This means that the (BKP) feasibility regions
do not change when ∆ grows, whereas for (OA) and (AVR) the feasibility
region decreases to the empty set when ∆ increases.
4. For (BKP), one can wonder whether the parameter e can be changed in
Eq. (50) to improve its feasibility (see Theorems 3 and 4). If we replace e
by a parameter α in the definition of (BKP), we obtain a variant policy
denoted (BKPα). The feasibility region becomes F(BKPα) = {Smax ≥ αC}
for any α ≥ e, by using the same proof as in Section 7. However, if α < e,
then it can be shown that (BKPα) is not feasible even with Smax = +∞.
It follows that α = e is the best possible choice.
5. Finally, (MP) is optimal both in terms of energy and feasibility, so it is a
good candidate to be used on-line to process real-time jobs. Its drawback,
however is twofold: on the one hand its complexity, the time and space com-
plexity to compute π(MP)(t) being O(C∆) (see Gaujal et al. (2017)); and
on the other hand the requirement to know the probability distributions
on ri, ci, and Di.
10 Conclusion
Adjusting the processor speed dynamically in hard real-time systems allows
the energy consumption to be minimized. This is achieved by an on-line speed
policy, the goal of which is to determine the speed of the processor to execute
the current, not yet finished, jobs. Several such policies have been proposed
in the literature, including (OA), (AVR), (BKP), and (MP). Since they are
targeting hard real-time systems, they must satisfy two constraints: each real-
time job must finish before its deadline, and the maximal speed used by the
policy must be less than or equal to the maximal speed Smax available on
the processor. We call the conjunction of these two constraints the feasibility
condition of the policy.
In this paper, we have established for each of the four policies (OA), (AVR),
(BKP), and (MP), a necessary and sufficient condition for the feasibility. (OA)
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is feasible if and only if Smax ≥ C(h∆−1 + 1). (AVR) is feasible if and only
if Smax ≥ Ch∆. (BKP) is feasible if and only if Smax ≥ eC when the proces-
sor speed can change at any time, and Smax ≥ 32 (e− 1)C when the processor
speed can change only upon the arrival of a new job (for the other policies, the
times at which the processor speed can change has no impact on the feasibility
condition). Finally, (MP) is feasible if and only if Smax ≥ C. This is optimal
because, as shown in Proposition 2, the necessary condition of feasibility of all
on-line policies is Smax ≥ C. Therefore, (MP) is optimal in terms of feasibility
in addition to being optimal in energy (on average), but it requires the sta-
tistical knowledge of the arrival times, execution times, and deadlines of the
jobs, and it is more expensive to compute than the other speed policies.
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Appendix
A Uniqueness of the solution of Eq. (39)









The goal of this part is to prove that there exists a unique solution π for










By defining W (t) =
∫ t
k










Let us now define the function F (s, x) as follow:







where fs(·) = wk(·+ s). Then fs(·) is such that:
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1. fs is an increasing function bounded by C∆ ∈ R+.
2. fs(0) = wk(s) = 0 because wk(k) = 0 by feasibility and no job arrives








because wk(s) is constant for s ∈ [k, k + 1).
The functionW (t) =
∫ t
k





F (s,W (s))ds. (75)
Lemma 2 There exists a unique solution W to Eq. (75).
Proof First, let us show in Lemmas (3)-(4) that the function F (s, x) is Lips-
chitz in x.
Lemma 3 Let t0 > 0 be the first time such that the sup of F (s, 0) is reached.
Then F (s, x) is a 1t0 -Lipschitz function in x.
Proof For the proof of Lemma 3, we will note g(x) = F (s, x). Let x, y ∈ [0, a]
(where a is an arbitrary positive number). We want to prove that:
∃k ∈ R, |g(x)− g(y)| ≤ k|x− y|. (76)











Since, by assumption, the function fs(t) is bounded by a, the sup for g(x)
is reached for a certain value of t, noted tx.





, hence Eq. (77)
becomes:
|g(x)− g(y)| ≤





Now let us prove Lemma 4, which states that tx is an increasing function
in x.
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Lemma 4 Let tx be the function of x such that:





Then tx is an increasing function of x.
















By definition of the max, we have for any defined function fs:




We now define two lines:
– the line L1 that corresponds to the slope for the maximal value of y, i.e.,
the line that links the points (0, y) and (ty, fs(ty)); its equation corresponds
to the left part of Eq. (81);
– and the line L2 that links (0, x) on the ordinate axis and the point (t, fs(t)).
The functions t 7−→ L1(t) and t 7−→ L2(t) correspond to all the points of their
respective lines.
By definition of L1(t), we have fs(t) ≤ L1(t). Moreover as time t ≥ ty,
by construction of line L2, we have L2(t) ≤ L1(t). Since x ≤ y, we also have
L2(0) ≤ L1(0). All these inequalities on some points of the two lines L1 and
L2 imply that L1(ty) ≥ L2(ty). The expressions of the functions L1(t) and










Eq. (80) is therefore satisfied, and so the function x 7−→ tx is an increasing
function. 2
Using Eq. (74), the fact that fs is an increasing function, and the fact that
fs(0) = 0, the first time t such that F (t, 0) > 0 is strictly larger than 0, and
as we want to determine for all t the sup of F (t, 0), then t0 is strictly positive.
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Since tx is an increasing function of x by Lemma 4, and since t0 > 0, then
Eq. (78) becomes:
|g(x)− g(y)| ≤ 1
t0
|y − x|. (82)
Eq. (82) concludes that g is 1t0 -Lipschitz. 2
Since F (s, x) is Lipschitz in x, the Picard-Lindelof theorem allows us to
concludes that there exists a unique solution W (t) for the Eq. (75).






By Eq. (83), π is a function of W , so π is also unique. 2
B Concavity of the executed work by (OA) for a given w
In this appendix we provide a more exhaustive study of the speed policy (OA).
We show that the work executed by (OA) is the convex envelope of the graph
of the remaining work function w(.), when w(.) is fixed (i.e., all the jobs arrive
at time 0). Using the same notation as in the previous appendix (the index
k = 0 is dropped in w0), we define W (t) =
∫ t
0
π(OA)(u)du, the amount of work
















W (t) corresponds to the quantity of work executed between 0 and t, and
the goal of this part is to show that W (t) is the smallest concave function that
is above w(t).
Lemma 5 Let w be any real non-decreasing function that admits right-derivatives
everywhere (not necessarily staircase), with w(0) = 0. Then W (t) as defined
in Eq. (84) satisfies the following properties:
1. W is continuous, W (0) = 0, and ∀t ≥ 0, W (t) ≥ w(t).
2. W is non-decreasing in w.
3. If w is concave, then W (t) = w(t).
4. W is concave.
5. W = ŵ where ŵ is the convex hull of w.
Proof
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1. W (t) being an integral from 0 to t, W is continuous, W (0) = 0, and W has
right-derivatives everywhere: W ′+(t) = supu≥0
w(u+t)−W (t)
u . Let us denote
by w′+(·) the right-derivative of w: w′+(t) = limu→0,u≥0(w(t+u)−w(t))/u.
Then w′+(t) ≤ supu≥0
w(u+t)−w(t)
u . Since w(0) = 0 = W (0), then by Petro-
vitsch Theorem on differential inequalities, Petrovitsch (1901), we have
W (t) ≥ w(t) for all t ≥ 0.
2. By definition of the function W , it is a non-decreasing function in w.
3. Let us suppose that w is concave. By replacing, in the right part of Eq. (84),






Since w is concave by assumption, it is right and left differentiable at
any point t. This means that w′+, the right-derivative of w, is decreasing.



















+(u)du = w(t). (87)
The last equality in Eq. (87) is due to the fact that w is concave. Indeed,
since w is concave, its derivative is defined on the whole interval [k, t] ex-
cept for a finite number of values u. The integral does not depend on these
points, so we have Eq. (87).
To conclude, w is a solution of Eq. (84) and so W = w by uniqueness of
the solution.
4. For any t ≥ 0, let Lt be the right tangent of W at the point t. The equation
of the line Lt is: Lt(v) = W (t) +W
′
+(t)(v− t). Since W (t) ≥ w(t), we have
for all v ≥ t, Lt(v) = W (t) +W ′+(t)(v − t) ≥ w(v).
If we replace w by Lt in the definition of W , we get a new function WL
that is larger than W by item 2 and is equal to Lt by item 3. This means
that W is below its right tangents.
Now, this implies that W is concave: By contradiction, let x < y be such
that ∀z ∈ [x, y], we have W (z) < A(z), where A(·) is the affine interpola-
tion between W (x) and W (z). Since W is below its right tangents, then
W (y) ≤W (z) +W ′+(z)(y − z). This implies that W ′+(z) is larger than the
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slope of A(·): in other words, W ′+(z) ≥
W (y)−W (x)
y−x . By integrating this
inequality from x to z, we get W (z) ≥ A(z). This contradicts the initial
assumption that W (z) < A(z).
The final conclusion is that W is always above its affine interpolation,
hence W is concave.
5. Let us prove first that W ≥ ŵ. By definition of the convex hull, we know
that w ≤ ŵ, and as W is an increasing function in w, W ≤Wŵ, where Wŵ
is the function W where w is replaced by ŵ. Since ŵ is concave, we then
have by item 3 the fact that ŵ = Wŵ. This implies:
W ≤ ŵ.
Now we prove the other inequality, i.e., that ŵ ≤ W . By item 1, we get
W ≥ w. By item 4, we know that W is concave. Since ŵ is the smallest
concave function above w, we finally have:
W ≥ ŵ.
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