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ABSTRACT 
In this thesis, we address the problem of estimating count queries on databases quickly, without 
accessing the database at query time. We accomplish that by building a model of the domain from 
the database in a preprocessing phase, and use this to answer count queries. The model we use is the 
Mixture Model of Bayesian Networks (MMBN), which effectively encodes the joint probability distri-
bution of the domain. An MMBN is a weighted model with Bayesian networks as components. We 
describe how to learn an MMBN model from a database using an instance of the modified Expectation-
Maximization (EM) algorithm, called the EAM algorithm, and evaluate its accuracy on real and arti-
ficial data sets. Experimental results show that MMBNs can represent a data set satisfactorily and can 
approximate counts with a high degree of accuracy, without accessing the database. 
KEYWORDS: Bayesian Networks, data clustering, Mixture Model of Bayesian Networks, Expectation-
Maximization (EM), EM score. 
CHAPTER 1 INTRODUCTION 
The Bayesian Belief Network (BN) is a statistical graphical model that can be used to represent the 
joint probability distribution of a domain. Its structure structure consists of a Directed Acyclic Graph 
(DAG). In the last decade or so, statisticians and computer scientists have extensively investigated 
these models [Buntine, 1994, Cooper and Herskovits, 1992, Heckerman et al., 1995, Heckerman and 
Wellman, 1995, Pearl and Verma, 1991]. They can be used, among other things, to identify cause 
and effect relationships from observed data and to predict the values of quantities of interest in the 
application domain. 
In this thesis we address the problem of estimating approximate counts of queries on large databases 
(large number of records) fast using such models. The problem of computing actual counts of records 
with desired characteristics on a database is common in the fields of decision making systems and data 
mining. For instance, a company may want to discover groups of customers with particular character-
istics in order to produce profitable insights from its customer base. In this example, a customer analyst 
would request count information from a database through a query. While it is important to return the 
result of a given query quickly and with a -reasonably high degree of accuracy, it is not imperative 
for the count result to be exact. The process of knowledge discovery by the analyst could be readily 
accomplished using approximate counts for the query. 
In this thesis, we aim to solve this problem. Our goal is to construct a model of the data stored in a 
database, so that the data themselves are not necessary for answering count queries on the database. 
We consider using a Mixture Model of Bayesian BeliefNetworks (MMBN) [Thiesson B. and Heck-
erman, 1998] as our model. Figure 1.1 shows an example of an MMBN, which is a weighted model 
with component BNs [Banfield and Raftery, 1993, Tipping and Bishop, 1997]. It encodes the joint 
probability distribution of a given domain and consists of several Bayesian Networks corresponding 
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Figure 1.1 The structure of MMBN 
to the number of values for a hidden (also called latent or unobserved) variable. The hidden variable 
effectively represents a clustering of the data of the domain. 
Our approach for training MMBNs requires the training of component BNs from a database. To 
generate an MMBN, we need to partition a database, build a component BN from each partof the 
split database, and use the resulting MMBN to answer count queries. However, the degree of accu-
racy depends on how we partition the database [Chickering and Heckerman, 1996, 1997, Tipping and 
Bishop, 1986]. For that reason we employ the concept of data clustering for the partition problem of a 
database [Anderbeg, 1973]. Data clustering is one way to represent the joint probability distribution of 
a database [Celeus and Govaert, 1995, Fisher, 1993, Hartigan, 1975, Kaufman and Rousseeuw, 1990]. 
We focus on the learning of Bayesian Belief Networks for the clustering of a database [Geiger 
and Heckerman, 1996]. We propose two methods for learning the MMBN from data. The first 
method, called the uniform method, divides the database randomly and equally into a number of par-
titions, and learns a BN from each partition. The second method, called the Expectation-Assignment-
Maximization, EAM method, uses the modified Expectation-Maximization (EM) algorithm to learn 
an MMBN [Dempster et al., 1977, Friedman, 1997, 1998, McLachlan and Krishnan, 1997, Ramoni 
and Sebastiani, 1999a, Singh, 1997]. During the EAM algorithm, we obtain the Maximum Likelihood 
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(ML) estimates of membership parameters using the EM algorithm and assign a record to a cluster be-
tween E-step and M-step to rebuild a BN. The EM algorithm is a method for computing the Maximum 
Likelihood (ML) values of unknown parameters [Ramoni and Sebastiani, 1998] (see Section 2.2). 
The ultimate purpose of this project is to estimate approximate counts for a given query. Given 
a learned MMBN model, we do that by generating "virtual samples" from the model, and count the 
number of records in that virtual data set for the given query to generate approximate counts for the 
actual database by multiplying the count the proportion in the generated data set with the size of the 
real database. 
In our experimental section, we present two types of experiments. First, we train several MMBNs 
with a fixed number of component BNs. Second, we train a number ofMMBNs with several numbers 
of component BNs. After generating approximate counts from the trained MMBNs for each case, 
we compare them with the actual counts to ·estimate the error. Our experiments focus on the relation 
between the EM score and the accuracy of the estimated counts, for the uniform and EAM methods. 
The number of component BNs is given by the user-we do not address the problem of finding the 
optimal number of component BNs of a MMBN for a given database. 
The remainder of this thesis is organized as follows. We describe Bayesian Belief Networks in 
Chapter 2. Chapter 3 is dedicated to MMBNS and the learning of them using EM the algorithm. In 
Chapter 4, we report our experimental results. Finally, we discuss conclusions in Chapter 5. 
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CHAPTER 2 BAYESIAN NETWORKS 
In this chapter, we present background material on Bayesian Networks (BNs). The organization 
of this chapter is as follows: In Section 2. t 1, we introduce notation and present the method we use 
for constructing BNs from a database. In Section 2.2, we present the Expectation-Maximization (EM) 
algorithm. 
2.1 Bayesian Networks 
2.1.1 Notation 
Table 2.1 defines the symbols used throughout this thesis. We use standard notation for random 
variables, denoting them by an upper-case letter (e.g., X, Y) and their values with the same characters 
in lower-case (e,g., x, y). We denote a set of random variables with a bold-face upper-case letter (e.g., 
X, Y) and a set of values ofrandom variables with a bold-face lower-case letter (e.g.,x, y). IXI is used 
to denote the number of values of the variable X. We use Pr(X = x I Y = y) to denote the probability 
ofX = x given Y = y. In shorthand, we use Pr(x I y) for this. We use P~ to denote a configuration 
of the parents of Xi and thetaM to denote the collective parameters for all local distributions of a 
model M. 
2.1.2 Bayesian Networks 
We describe Bayesian Networks in this section. A Bayesian Belief Network (BN) is a Directed 
Acyclic Graph (DAG) model that represents the joint probability distribution over a set of random vari-
ables X = X 1 , X2, ... , Xn [Heckerman, 1995, Mitchell, 1997]. It consists of a network structure and a 
set of conditional probability tables (CPTs), one for each for each variable. The structure represents in-
dependence relationships between the variables. Intuitively, under assumptions, an edge in a Bayesian 
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symbol content 
x a random variable 
x the value of a random variable 
x a set of random variables 
x a set of values of random variables 
I Xii the number of values of the variable Xi 
Pai the configuration of the parents of xi 
M a structure M 
eM the collective parameters for all local distributions of model M 
c random hidden variable 
D main database 
Di record i in database 
Mi the i-th BN learned from Di 
N the number of records in main database 
Ti set of probability tables of Mi 
IDI the number of data points 
GD a generated data set 
IGDI the number of data points of a generated data set 
z the number of components 
Ti the number of states of the variable Xi ( = I Xi I) 
qi the number of states of the parent set of xi 
Table 2.1 Table of symbols 
Network goes from X to Y if and only if Y depends directly on X, in other words, if and only if X 
influences Y directly. In this case Xis said to be the parent node ofY. Missing arcs imply conditional 
independencies that hold in the domain. A BN can be used for causal discovery, data visualization, 
concise modeling of data, prediction, etc. 
The join probability distribution function (PDF) of the entire domain can be represented as a prod-
uct of local PDFs described by the CPT of each variable: 
n 
Pr(X = xr= II Pr( Xi = Xi I pai) 
i=l 
Typically the CPTs contain parameters, denoted by e in this thesis. For a given BN structure M 
and a set of parameters for that structure e M, the joint PDF of the domain is written as 
n 
Pr(X = x I eM) = IlPr(Xi =Xi I Pai= pai,eM) 
i=l 
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"Burglar" "Earthquake" 
(B)I P(B) I 0.8 I (C) I P(C) I 0.25 I 
(A) P(AIBC) 0.2 
<D Bayesian Network 
P(AIBC') 0.6 
P(AIB'C) 0.4 
"Alarm" P(AIB'C') 0.1 
<lJ CPTS [(A),(B),(C)) 
Figure 2.1 Bayesian Network(BN) and Conditional Probability Table (CPT). 
Therefore, the joint distribution of a BN for X is presented by a pair ( M, e M). The first part is the 
model structure, and the second is the set of parameters for the local probability distributions of M. 
2.1.3 Bayesian Network Construction 
In this section we consider methods for constructing BNs f:t:om data. To do this from a database, we 
use nodes to represent the attributes. There is a number of different methods proposed for constructing 
BNs. We adopt the most popular method [Lam and Bacchus, 1994, Suzuki, 1996], which is shown in 
Algorithm 1. 
The algorithm starts with the empty graph (a graph with no edges), and uses greedy hill-climbing 
heuristic search in the space of all possible legal (acyclic) graphs. During the search, addition, deletion 
or reversal of an existing single edge is considered in the current model at the each step. The score re-
sulting from each such change is evaluated, and the modification that maximally increases it is selected. 
The objective score used is based on the Minimum Description Length (MDL) of the data for the BN 
[Heckerman, 1995, Lam and Bacchus, 1994, Suzuki, 1996]. The goal of this method is to construct a 
network that fits data adequately so that the prediction of data records is as accurate as possible. The 
algorithm is as follows. 
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Algorithm 1 Building a Bayesian Network 
I: E +---- 0 
2: T +---- Probability Tables(E,D), where D is a database 
3: M +---- (E, T) 
4: score+---- oo 
5: while score> max score do 
6: max score +---- score 
7: for each attribute pair(X, Y) do . 
8: while for each E' E {EU {X-+ Y}, E - {X-+ Y}, E - {X-+ Y}U{Y-+ X}} do 
9: T' +---- Probability Tables( E', D) 
10: M' +---- (E', T') 
11: new score+---- MDL(M', D) 
12: if new score> score then 
13: M +---- M' 
14: score+---- new score 
15: end if 
16: end while 
17: end for 
18: end while 
19: ReturnM 
The MDL score is defined as follows. 
N 
MDL(M, D) =--= 2=Pi log pi - penalty(M, N) 
i=l 
where Pi is the likelihood of the i-th data point in the database D: 
n 
Pi= Pr((x1, x2, ... , Xn)i IM)= IJ Pr(Xj = (xj)i I Paj, D) 
j=l 
The penalty is given by 
penalty(M, N) = (IBl/2) log N 
where IBI is the number of free (non-redundant) parameters of Bayesian network M. 
2.2 The Expectation-Maximization (EM) Algorithm 
The Expectation-Maximization (EM) algorithm is a method for computing the Maximum Likeli-
hood (ML) estimate of parameters. The ML estimation problem occurs frequently in many fields, such 
as statistics, pattern recognition, machine learning, econometrics, etc. It is one of the most widely used 
methods oflearning in the presence of unobserved variables, and has been used to train BNs. 
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The EM algorithm is very simple, at least conceptually. Each iteration consists of two steps, called 
the E-step and the M-step. In the E-step, conditioned on the observation and current estimate of the 
parameters, the expectation of a complete-data log-likelihood function is computed. In the M-step, the 
parameters are updated so that the expectation is maximized. 
The basic idea of the algorithm is that at each point, a lower bound of the log-likelihood, which 
is provided by the expectation of the complete-data log-likelihood function (according to Jensen's 
inequality), is computed and maximized. The hope is that maximization of this lower bound might be 
easier than direct maximization of the log-likelihood. 
Regarding the convergence properties of EM, at every iteration of the EM algorithm, the likelihood 
function does not decrease because the M-step maximizes the lower bound of the likelihood function. 
Therefore, the EM algorithm is guaranteed to converge to a solution. However, there is no guarantee 
that the convergence will be to a global maximum but the algorithm is guaranteed to converge to a local 
maximum likelihood estimate. 
As an example, we apply EM to a mixture of k different normal distributions [Mitchell, 1997]. 
The purpose of this task is to find a true hypothesis h = (µ 1, ... , µk) that describes each mean of k 
normal distributions. The goal is to find the ML hypothesis of these means, which is a hypothesis h that 
maximizes Pr(D I h) where Dis a data set generated by a such a mixture of k normal probability dis-
tributions. We assume that the standard deviations of each normal distribution are equal to er, assumed 
known. Let us describe each instance as the tuple di = (Xi, ci1, ... , Cik), where Xi is the observed 
value of the i-th instance and Cij is the value of the hidden variable which indicated whether the j-th 
normal distribution generates the value Xi. Let D = XU C be the full data, where X = {(xi)} and 
C = { (ci1, ... , Cik) }. The unobserved random variable C is considered as a random hidden variable, 
and its probability distribution depends on the parameters() = (µ1, ... , µk) and the observed data X. 
Because the value of Cij is not observed, we cannot directly calculate the ML estimate. We therefore 
use the EM algorithm for that purpose. First, we generate the random initial values of a hypothe-
sis h = (µ 1 , ... , µk), where µ 1 , ... , µk are random initial values. Then, we repeatedly recalculate a 
hypothesis h by iteratively running the following two steps until it converges. 
• Step 1: Assuming that the random initial estimates are h = (µ1, ... , µk), which are each mean 
9 
of k distributions, we compute the expected value E[cij] of each hidden variable. In particular, 
2:~=l Pr(x =Xi I µ = µn) 
e-~(x;-µj)2 
Note that E[cij] is the probability that the j-th normal distribution is used to generate instance Xi. 
Thus, the first step estimates the expected values for the unknown variables Cij for each instance 
given the values of the observed varia?les and the previous estimates µn. 
In general, let us assume that the current hypothesis h equals to an actual parameter (}, and we 
define that a function of h' is Q( h' \ h) that gives E[ln Pr(D I h')] . 
Q(h' I h) = E[ln Pr(D I h') I h, X]. 
This is called the Expectation (E)-step. 
• Step 2: Assume that the value taken by each hidden variable Cij is its expected value E[cij] 
calculated in step 1. We compute a new ML hypothesis h' = (µ~, ... , µU. Then, we replace the 
current hypothesis h = (µ1, ... , µk) with the new calculated hypothesis h' = (µ~, ... , µU. We 
repeat this step until convergence. The ML hypothesis in this example is calculated by 
In general, 
h <-- argmaxh'Q(h' I h) 
This is called the Maximization (M)-step. 
In the next chapter, we present the training of MMBNs using a modified version of the EM algorithm. 
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CHAPTER 3 THE MIXTURE MODEL OF BAYESIAN NETWORK 
This chapter describes Mixture Models of Bayesian Networks (MMBNs) and discusses methods 
for learning them from data. 
3.1 The Structure of MMBNs 
7tz 
(a) BN 1 (b)BN, (c)BN3 
Figure 3.1 The structure ofMMBN 
We consider the Bayesian approach to learn MMBNs using the EAM (Expectation-Assignment-
Algorithm) method, which is a modified EM algorithm for this problem. Suppose that a database is 
complete, the domain consists ofrandom variables X = (X1, ... , Xn) and the variables in the database 
are discrete. Figure 3.1 shows an example of an structure of an MMBN, which consists of BNs as its 
components, and also contains a super node which represents a hidden variable. Each component BN 
describes the entire domain (contains all variables X in the domain). Such a representation can be seen 
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as a clustering of the domain; we can view the data produced by three models (BNs), selected randomly 
according to the probabilities 7r1, 71"2, 7r3, where 71"1 + 71"2 + 71"3 = 1. In other words, a MMBN for X 
containing a random hidden variable C is a set of component BNs for X, each of which encodes the 
probability distribution for X given the value ofC, and a distribution for C. 
3.1.1 Data Clustering Using MMBNs 
We extend a BN for data clustering for X in Section 2.1.3 to an MMBN. 
An MMBN for X and a random variable C is a set of component BNs for X, each of which encodes 
the joint probability distribution for X given a value of C, and a distribution for C. 
Let s and (} s denote the structure and parameters of an MMBN for X and C, and Mc and (} c denote 
the structure and parameters of the c-th BN component of the MMBNs. Let the dimensionality of C be 
m, i.e., ICI = m. Then, the joint distribution for X and C encoded by the MMBN is 
Pr(c,x I (}s,s) Pr(c I es, s) Pr(x I c, (}s, s) 
where c is a hidden random variable, 7rc = Pr(c I es, s), (}s = (e1, ... 'em, 71"1, ... '7Tm). s represents 
a number of different models Mc that can be used to generate the data for the domain, and intuitively 
encodes uncertainty about the structure. Mc denotes the hypothesis that the distribution for X given c 
can be encoded using Mc. 
Therefore, the joint distribution for Xis· 
m 
Pr(x I es, s) = L 1Tc Pr(x I (Jc, Mc) 
C=l 
This joint distribution is a mixture distribution determined by the component BNs and the mixture 
weights 71"1, ... , 1Tm [Thiesson B. and Heckerman, 1998]. 
3.2 Learning MMBNs 
In this section, we present a method for learning MMBNs from data. 
The goal is to learn 
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• the probabilities 'Tri, i = 1, ... , m, 
• the structure of each BN Mi, i = 1, ... , m, and 
• the parameters of each BN given a data set and the number of components m. 
Let us consider using the the Expectation-Assignment-Maximization (EAM) algorithm to train the 
MMBNs, given a database. The algorithm works as follows. First, we generate random BNs and 
random values for the weight of each BN component as the initial values for the MMBN. After gener-
ating each random (acyclic) structure for each BN, we generate the Conditional Probability Distribution 
(CPT) for that graph. The algorithm to build a random DAG, adapted from Ide and Cozman [2002], is 
as follows (Algorithm 2). 
Algorithm 2 Generation of a random BN structure. 
I: Input: number of nodes (n), number of iterations (M). 
2: Output: A connected DAG with n nodes. 
3: Initialize a simple ordered graph with n nodes, where all nodes have just one parent, except the 
first one that does not have any parent. 
4: for k = 1 to M do 
5: Generate uniformly a pair of distinct nodes i and j. 
6: if there is the arc( i,j) in the graph then 
7: Remove the arc, provided that tlre underlying graph remains connected. 
8: else 
9: Add the arc, provided that the underlying graph remains acyclic. 
IO: otherwise keep the current state. 
11: end if 
12: end for 
13: Return the current graph. 
Algorithm 3 describes learning MMBNs using the EAM algorithm. It obtains the needed initial 
BN structures and initial parameter values randomly (to obtain the initial structures randomly we use 
Algorithm 2). We use multinomial distributions as the CPTs, so the parameters are Bernoulli probabil-
ities ranging in [O, 1]. Given the structure, we obtain the parameters randomly using uniform sampling 
in the interval [O, 1]. 
We then use the EAM algorithm (Algorithm 3) to obtain the Maximum Likelihood (ML) estimate 
the membership parameters for the MMBN and the corresponding component BN structures and their 
associated parameters. The E-step estimates each record's probability of membership to each com-
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Algorithm 3 Leaming ofMMBNs using EAM algorithm. 
1: Build initial BNs M1 randomly, j = 1, 2, ... , m where m =number of component BNs in MMBN. 
2: Randomly and uniformly select the initial parameters 7rj. 
3: repeat 
4: for i = 1 to N do 
5: for j = 1 tom do 
6: Pr( C = j I Di) = L;:i Pr(~;li';1.J1 :W ) , where i is an index in the database. k=l 7rk r i k 
7: end for 
8: end for 
"N Pr(C=J'JD) 
9: Recalculate 7rj = 6 '=1 N ' 
10: Calculate the EM score. 
11: Assign each record to a proper BN, Ci= argmaxk=l Pr(C = k I Di) 
12: Rebuild each BN with assigned records. 
13: until convergence of the EM Score 
ponent BN. After obtaining those estimates, we rebuild the each component BN (in the M-step). To 
rebuild each BN, we assign each record to a single BN, and regenerate each BN under this new assign-
ment of records. We assign a record to a model M1 if the probability of M1 is higher than the others. 
For example, let us consider an MMBN on three BN s. There are three parameters, 7r1, 7r2 and 7r3 corre-
sponding to Mi, M2 and M3. Denote the mixture (membership) parameter of Mi as 'Tri for i = 1, 2, 3. 
If the values of membership parameters for some record are 0.5, 0.3 and 0.2, this record would be 
assigned to M 1 , since the posterior probability estimate of M 1 is higher than others. In essence, using 
this method, we assign each record to its maximum estimated likelihood model. 
The EM score is defined below in Section 3.2.1. 
Example: Suppose that we want to learn a MMBN containing three BN components. 
• First, let C be the hidden variable. We randomly generate three BNs, Mi, M2, M3, and proba-
bilities for each model, 7r1, 7r2, 7r3 as il)itial values. 
• Second, we calculate the posterior probability of each record belonging to one of the models Mi. 
For example, 
where Di is record i in our database, D = U~1Di. 
Assume that these probabilities are as in the following table: 
14 
Data Points Pr(C = 1 I Di) Pr(C = 2 I Di) Pr(C = 3 I Di) 
Di 0.2 0.3 
D2 0.1 0.2 
D3 0.6 0.1 
D4 0.3 0.4 
• Third, we calculate the new weights of each model, 7r~, 7r~, 7r~. 
~-2 + 0.1 : 0.6 + 0.3 = 0.3 
0.3 + 0.2 + 0.1+0.4 
4 = 0.25 
I = 0.5 + 0. 7 + 0.3 + 0.3 = 0 4 7r3 4 . 5 
0.5 
0.7 
0.3 
0.3 
• Fourth, we assign each record to the most probably model. For example, Di is assigned to the 
respectively. 
• Fifth, we rebuild each model with data points assigned to it. 
• Sixth, we repeatedly perform the above steps until convergence. 
Upon convergence, the parameters 7l"i obJained represent the weights of the models in the MMBN. 
3.2.1 EM score 
In this subsection, we define the EM score. In the general case, we define a discrete random 
variable gh which its value sh presents the possible true model hypothesis and encodes uncertainty of 
the structure using the probability distribution Pr( sh). Given a random sample D = x1, ... , xn) from 
the true distribution for X, we calculate the posterior distribution for each sh as the marginal likelihood 
of the model, 
We use this posterior probability for various methods of model comparison. 
15 
Let us assume that (i) the variables in the database are discrete, (ii) all cases are independent and 
(iii) the database is complete. Then the marginal likelihood of data has a closed form for BNs, that can 
be computed efficiently. In particular, 
n Qi ( . _ l) 1 r; 
Pr(D I sh)= IT II (N Ti r· ~ 1)! II Nijk! 
i=l j=l i] + i k=l 
where n is the number of variables, ri is the number of states of the variable Xi, Qi is the number of 
states of the parent set of Xi, Nijk is the number of cases in the database where Xi has its k-th value 
and the parent set of Xi has its j-th value, and Nij = 2:~~ 1 Nijk· 
We extend this result to MMBNs. Consider a DAG M that encodes a conditional probability 
distribution for variables X. Let 8ic denote the set of parameter variables corresponding to the local 
probability distribution of the i-th variable in a component c. Also, let II denote the set of parameter 
variables ( n 1, ... , n 1c1) corresponding to the weights of the MMBN. If (i) the parameter variables II, 
811, ... , 8n1, 811q, ... , enlCI are mutually independent given sh, (ii) the parameter priors Pr(8ic I 
sh) are conjugate for all i and c, and (iii) the data D is complete, then the marginal likelihood of data 
has a closed form [Thiesson B. and Heckernian, 1998]. In particular, 
ICI 
logPr(D I sh)= logPr(D0 ) + LlogPr(DX,C=c IM~) 
c=l 
where De is the data for the random variable C, and DX,C=c is the data for the variable X and the 
case C = c. Pr(D0 ) is the marginal likelihood of a BN for the node C. The log marginal likelihoods 
in sum are for the component BNs of the MMBN. 
We use this result to compute the EM score. The EM score can be used to pick the model among 
candidate MMBNs on each iteration. In particular, 
c 
EMi = L nj(logPr(Di I Mj) + lognj) 
j=l 
where EMi is a score on Di, and Mj and nj _are the j-th BN and its probability, respectively, calculated 
in the previous iteration. 
Then, we calculate the log marginal likelihood of data for the MMBNs as EM score. Let N be the 
number of records. 
N 
EM score= LEMi 
i=l 
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The EM score is used to select a model by its expected log marginal likelihood. Therefore, we can 
claim that we estimate approximate counts with high degree of accuracy in a generated data set from 
the MMBN with the maximum EM score. Although it is not guaranteed to find the ideal model, we 
hope the selected model is sufficient. In addition, we expect that approximate answering a given query 
using the resulting MMBNs will produce a count that is close to actual count in the database, given a 
query. We discuss the problem of answering a query on the database in the next section. 
3.3 Answering Count Queries using an MMBN 
In this section, we describe a method for answering a given query approximately using an MMBN. 
The usefulness of using an MMBN to ans~er a query (as opposed to actually counting the number 
of occurrences in the database) becomes apparent when the database is very large (large number of 
records), when actual counting becomes time-consuming. In our implementation, to answer a query 
we first use the following algorithm 4 to randomly generate (sample) a data set of "virtual" samples 
from the MMBN, and then use this data set to estimate the value of the query in the actual database. 
Algorithm 4 Generation of a random data set GD from a MMBNs using logic sampling. N is a 
number of points to generate 
I: GD=0 
2: for i= 1 to L do 
3: r =random() 
4: t = 0 
5: for c= 1 to M do 
6: if r < t then 
7: w = LogicSample(Mc), where Mc is the c-th component of the MMBN 
8: Break 
9: end if 
10: t = t + 1rc 
11: end for 
12: GD= GD U {w} 
13: end for 
14: Return GD 
From the generated data set, we can calculate the answer for the given query, and then compute the 
approximate counts as follows. 
(Q) = N Ans(Q, GD) 
ex x IGDI 
17 
where a ( Q) is the approximate count for query Q, N is the number of data points in the original 
database, Ans(Q) is the actual count for a query in the generated data set GD, which is of size 
IGDI = L. We want L < N of course. 
For the above algorithm, we use logic sampling to generate a data set ofrandomly selected samples 
according to the CPTs in the model, and then estimate the probability of a query by using the frequency 
with which the event occurs in the sampled data set. Probabilistic logic sampling of Bayesian networks 
-
was introduced by Henrion [1988] and is the simplest forward sampling algorithm. In logic sampling, 
we repeatedly perform simulation of the MMBN following the influence arrows. This is an approximate 
inference method, so the accuracy of the estimated query depends on the sample size. We have found 
in our experiments that the approximate counts are close to the actual counts. This is shown in the 
experimental results Section. 
Example: Suppose that we have learned an MMBN containing three component BNs from a 
database. We generate approximate counts for a given query in a database as follows. 
• First, we generate a data set from the MMBN using logic sampling. Suppose that we generate 
the data set with 10,000 records (virtual samples). 
• Second, we estimate the probability o_f the given query in the generated data set. For example, 
since there are three BNs in the MMBN, we calculate three probabilities for the query, one from 
each BN. Let the given query be Q = (A = 0 /\ D = 1), Pi be the probability of Q in Mi. Then, 
P1 Pr(A = 0 /\ D = 1 I M1) 
P2 Pr( A = 0 /\ D = 1 I M2) 
P3 Pr(A = 0 /\ D = 1 I M3) 
Let S be the number of generated (sampled) data points, of which Si are satisfying Q from those 
generated by model Mi. Thus, the number of data points Sin the entire generated data set that 
satisfy the given query are: 
i=l 
Suppose that S = 10, 000 and T = 500. Then, 
500 
Pr(A = 0 /\ D = 1) = --
10, 000 
18 
• Third, we estimate the approximate counts in the original database. For example, let the size of 
the database be 1,000,000. Then, the approximate count of the number ofrecords in the original 
database that satisfy the query (A = 0 /\ D = 1) is 
500 
1, 000, 000 x 10, 000 = 50, 000. 
19 
CHAPTER 4 EXPERIMENTAL RESULTS 
In this chapter, we evaluate the algorithm_ for learning MMBNs and using them to answer queries on 
real and artificial data. We consider only discrete data. As we have already mentioned in the previous 
chapter, the method we use for the learning of an MMBN from data is the EAM algorithm. 
Our real-world data source is the NURSERY data set. We also use the artificial ADULT data set. 
Both sets are available from the UCI machine learning repository [Murphy and Aha]. The NURSERY 
data set contains 12,960 instances and 9 attributes, and each attribute has 2 to 5 possible values. To use 
the ADULT data set, we ignore attributes with continuous values and replace missing attribute values 
with the most frequent value. Thus, the ADULT data set contains 48,842 instances and 8 attributes, and 
each attribute has 2 to 40 possible values. 
We conduct the following three groups of experiments, using: 
1. The Uniform and the EAM algorithm.-
2. An MMBN of three BNs by EAM algorithm. 
3. An MMBN of different number ofBNs (1 to 7). 
Our evaluation measures are: 
1. Accuracy of Uniform and EAM algorithm. 
2. EM score on each iteration. 
3. Accuracy based on EM score for an MMBN with fixed and varying number ofBNs. 
We report the results of experiments with the NURSERY data set in section 4.1, and the ADULT data 
set in section 4.2. 
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4.1 The NURSERY Data Set 
In this section we describe our experiments on the NURSERY database. We show the results of 
running for: 
1. A comparison between learning an MMBN of three component BNs using the Uniform vs. the 
EAM method (table 4.1, figure 4.1). 
2. The relationship between the EM score and query accuracy (table 4.2, figures 4.2, 4.3, 4.4). 
3. The impact of varying the number of component BNs (table 4.3, figures 4.6 and 4.5). 
4.1.1 Uniform vs. EAM 
Comparison approximate count actual count accuracy 
Uniform 341 360 94.7222 
EAM 347 360 96.3889 
Table 4.1 Comparison of the accuracy based on the approximate and actual counts 
given a query. 
We train an MMBN of three BNs by the.Uniform and the EAM method. For the Uniform method, 
we randomly split the original data set into three parts, and learn one BN from each part. For the EAM 
method, we use Algorithm 3 from Chapter 3. Figure 4.1 depicts this graphically. 
For each method, we use Algorithm 4 to answer count queries using logic sampling. We use 1,000 
sampled data points for this purpose. Table 4.1 reports our results for a particular query. For the sake 
of accuracy, we learn 10 MMBNs starting from different initial random starting points (BN structures, 
parameters, and component probabilities). The reported results in Table 4.1 are the average values 
for the approximate counts. We observe that the EAM method has a higher degree of accuracy than 
Uniform method. 
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of iteration and Y-axis is the EM score. 
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4.1.2 Relationship between EM score and accuracy 
In this part of our experiments, we consider learning and using an MMBN with three component 
BNs. To learn such a model, we run 10 times Algorithm 3 from Chapter 3, and we use a different query 
in each run. We use 1,000 virtual samples to answer the query approximately from the learned MMBN. 
run EM score approximation actual accuracy 
1 -127588.2561 392 360 91.1111 
2 -126567.2386 1064 1080 98.5185 
3 -128662.5920 148 135 90.3704 
4 -126247.5955 
-
1431 1440 99.3750 
5 -126878.6449 4354 4320 99.2129 
6 -126801.4894 5089 5040 99.0278 
7 -127240.2137 5595 5760 97.1354 
8 -126913.9276 5218 5400 96.6296 
9 -126619.7466 1575 1620 97.2222 
10 -128075.8167 581 540 92.4074 
Table 4.2 Comparison of between the EM score and accuracy given a query 
We can see from Table 4.2 the rank of EM scores as follows: 
• run 4 >run 5 >run 6 >run 2 >run 9 >run 7 >run 8 >run 10 >run 1 >run 3 
We can also observe that the accuracy is over 90% on each run. 
Figure 4.3 shows graphically the relationship between the EM score and the accuracy, using the 
results of Table 4.2. We observe that MMBNs with a higher EM score tend to have a higher degree 
of accuracy. The figure 4.2 shows the change in EM score on each run corresponding to table 4.2. In 
the figure 4.2, we can see that the EM score is gradually increasing on each iteration. Thus, we might 
conclude that the learned MMBNs fit the data sufficiently, which is confirmed by the accuracies shown 
in table 4.2. The final BN models from run 4 (highest degree of accuracy) are depicted in figures 4.4 
(a), (b) and (c). 
100 
99 
98 
97 
96 
"' " ~ 95 
" 
" 
" <{ 
94 
93 
+ 
92 
91 
+ 
90 
-129000 -128500 -128000 
24 
+ 
-127500 
EM 
+ 
'graph.txt' using 2:3 + 
+ 
+ 
+ 
+ 
+ 
-127000 -126500 
Figure 4.3 Accuracy vs EM score 
4.1.3 Different number of component BNs 
-126000 
We now consider MMBNs with different numbers of BNs. We have trained MMBNs with 1 to 7 
component BNs, and generated data sets from each MMBNs containing 1,000 data points. For the sake 
of accuracy, we have run the MMBN 1,000 times on each case. We used a different query on each 
run and averaged the results (accuracy and the EM score) for each case. As reported on table 4.3, the 
ranking of the cases by EM score is 1 > 4 > 2 > 5 > 3 > 6 > 7 (see also figure 4.6). We also 
observe an MMBN with a high EM score generally has a higher accuracy in table 4.3 (see figure 4.5). 
We observe that the model with four BNs is the most accurate on this database. 
4.2 The ADULT Data Set 
We run the same experiments on the ADULT data set, which is larger. Again, we report: 
1. A comparison between learning an MMBN of three component BNs using the Uniform vs. using 
the EAM method (table 4.4). 
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(a) Model I (b) Model 2 
Node Attribute Name in a daea set 
Attribute_O Parents 
Attribute 
-
I Has_nurs 
Attribute_2 Form 
Attribute_3 Children 
Attribute_ 4 Housing 
Attribute~S Finance 
Attribute_6 Social 
Attribute_ 7 Health 
(c) Model 3 Attribute_S Class 
Figure 4.4 The final graphs on run 4. 
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Figure 4.6 Accuracy vs the number of models: The bars represent 95% confi-
dence intervals. 
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number ofBNs EM score accuracy 
1 -124701.2121 94.0741 
2 -126890.4761 95.5556 
3 -127250.5191 91.8519 
4 -125184.3353 96.2963 
5 -127149.6915 91.1111 
6 -127839.2561 88.1481 
7 -128144.3521 89.6296 
Table 4.3 Comparison of EM score and accuracy given a query. 
2. The relationship between the EM score and query accuracy (table 4.5, figure 4.7). 
3. The impact of varying the number of component BNs (table 4.6, figure 4.8). 
4.2.1 Uniform vs. EAM 
Comparison approximate count actual count accuracy 
Uniform 79 91 86.8132 
EAM 84 91 92.3077 
Table 4.4 Comparison of the accuracy based on the approximate and actual counts 
given a query. 
We first trained one MMBN of three BNs using the Uniform and one EAM algorithm. For the EAM 
algorithm, we ran the MMBN 10 times with a same query (with different initial random starting BN 
structures, BN parameters, and mixture probabilities), and averaged the approximate counts for each 
case. Table 4.4 shows the results. As we can see in the table, the EAM method has a higher accuracy 
than the Uniform method. 
4.2.2 Relationship between EM score and accuracy 
We then considered MMBNs of three component BNs. We ran the MMBN 10 times using the 
proposed Algorithm 3 from Chapter 3, and used a different query on each run to evaluate its accuracy, 
using 1,000 samples. Table 4.5 shows the results of the MMBN of three BNs by the EAM algorithm. 
28 
run EM score approximation actual accuracy 
1 -17488.0648 6441 6915 93.14533 
2 -17483.7947 348 360 96.6667 
3 -17488.6482 2641 2811 93.9523 
4 -17484.2976 4896 4689 95.5854 
5 -17474.2491 132 136 97.0588 
6 -17474.8341 1635 1610 98.4472 
7 -17484.1396 5478 5760 95.1042 
-
8 -17470.8142 4246 4239 99.8349 
9 -17484.1396 884 921 95.9826 
10 -17472.1396 641 648 98.9198 
Table 4.5 Comparison of between the EM score and accuracy given a query. 
We observe in table 4.5 that run 8 has the maximum EM score and run 3 the minimum one. Ac-
cording to accuracy, run 8 has the highest and run 3 (which has the minimum EM score) is ranked 
ninth, while the lowest one is run 1. Therefore, we can say a higher EM score tends to have a higher 
degree of accuracy (see figure 4.7 for a graph of the contents of the table). 
4.2.3 Different number of component BNs 
Finally, we considered MMBNs of 1 to 7 component BNs. For the sake of accuracy, we ran the 
MMBN 1,000 times on each case, and we used different query on each run. We then averaged the 
results (accuracy and the EM score) in each case. 
number ofBNs EM score accuracy 
1 -17418.1296 94.8454 
2 -17489.4213 80 
3 -17478.1548 84.0910 
4 -17472.7104 85.3933 
5 -17463.1148 92.6316 
6 -17454.8131 96.9697 
7 -17475.4213 82.7586 
Table 4.6 Comparison of between the EM score and accuracy given a query. 
Table 4.6 shows the results of learning MMBNs of different number of BNs. We can see that the 
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MMBN containing 6 BNs has the highest degree of accuracy, while the lowest accuracy is for one 
containing two BNs (see figure 4.8). We can therefore see that the accuracy of MMBNs with different 
number ofBNs is not a simple function of the number of component BNs. 
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CHAPTER 5 Conclusion 
In this thesis, we have addressed the problem of estimating approximate counts of queries on 
databases of potentially large size. The problem of computing actual counts of records with desired 
characteristics on a database is common in the field of decision making systems and data mining. To 
solve this problem, we have proposed using MMBNs as a means of generating approximate query 
counts. We have presented two algorithm for training MMBNs from data. The first one, called the 
Uniform method, partitions the database randomly and uniformly and learns a BN from each partition. 
The other is the EAM method which computes the Maximum Likelihood estimate of parameters and 
BN structures using an EM-like procedure. After learning an MMBN, we generate a data set by logic 
sampling from it, and calculate approximate counts by multiplying the proportion of the query counts in 
the generated data set with the number of data points of the original database, to obtain an approximate 
estimate of the count query without actually accessing the original database. 
In our experiments, we estimated the accuracy of our methods by comparing the approximate 
counts to the actual counts of a given database. We considered two types of experiment. In the first one, 
we trained an MMBN of three BNs, and studied the relationship of the EM score with the accuracy of 
the resulting model. In the second, we varied the number of component BNs and examined its impact 
on the EM score and accuracy. 
Although ideally we need a more extensive number of experiments and data sets for this evaluation, 
the important observations of this study are as follows. First, MMBNs learned by the EAM method has 
a higher degree of accuracy compared to the Uniform method. Second, models with higher EM scores 
tends to show higher degrees of accuracy. Third, MMBNs with different number ofBNs have different 
EM score, and their accuracy is not a simple function of the number of component BN s. 
These observations support the following concerns. First, it is not clear how many MMBNs must 
32 
be trained in order to evaluate performance, since the final EM score is usually different between runs. 
Second, it is not straightforward to predict in advance the optimal number of component BNs needed 
to sufficiently describe a database. Third, we do not know how many samples must be generated for a 
generated data set from the MMBN by logic sampling, since the accuracy depends on the sample size. 
Our main result that demonstrates the usefulness of our study is the indication that a model with 
higher EM score tends to show higher degree of accuracy. We therefore have a method for estimating 
approximate counts of queries with the high degree of accuracy, without access to a database. In addi-
tion, the concerns mentioned above point to interesting research directions. Future topics of research 
include finding the optimal number of component BNs. 
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