We study in this paper the wellposedness of path-dependent multidimensional forward-backward SDE. By path-dependent we mean that the coefficients of the forward-backward SDE at time t can depend on the whole path of the forward process up to time t. These kinds of forward-backward SDE appear when solving path-dependent stochastic control problem by means of variational calculus. At the heart of our analysis is the construction of a decoupling random field on the path space. Finally, we show that the solution of a path-dependent forward-backward SDE is stable.
Introduction
Forward-backward SDE appears naturally while solving stochastic control problem by means of variational calculus. Provided that an optimal control exists, the forward component describes the optimal state equation, while the backward component stands for the costate. Motivated by the various applications in mathematical finance and their close links with the quasi-linear PDE, the wellposedness of forward-backward SDE (FBSDE) has been extensively studied during the past two decades. A FBSDE is a system of the form dX t = b t (X t , Y t , Z t )dt + σ t (X t , Y t , Z t )dW t X 0 = x,
where X is called the forward process and (Y, Z) is called the backward process. The triple (X, Y, Z) can be multidimensional and therefore the above notation of two equations represents in general a system of equations. The above FBSDE can be entirely described by its coefficients (b, σ, f, g), which can be random or deterministic. The system is called decoupled if neither b nor σ depend on (Y, Z), which has been studied by Pardoux and Peng in [PP92] . The decoupled problem reduces to a BSDE problem and under some standard assumptions, the wellposedness of the problem can be guaranteed.
In the case of strongly coupled FBSDE, the wellposedness is far more complex and counter-examples under very simple forms can be found: either the FBSDE doesn't have any solution or the FBSDE cannot have a solution on arbitrary time interval [0, T ]. In the case of regular deterministic non-degenerate coefficients, the four steps scheme method is proposed by Ma, Protter and Yong in [MPY94] , which allows T to be arbitrarily large. The method relates the FBSDE to the following PDE u t + 1 2 σ 2 (t, x, u)u xx + b(t, x, u, σ(t, x, u)u x )u x + f (t, x, u, σ(t, x, u)u x ) = 0,
u(T, x) = g(x).
Under some mild assumptions, the solution of the FBSDE is given by Y t = u(t, X t ); Z t = σ(t, X t , u(t, X t ))u x (t, X t ).
A general technique developed by Zhang and al. in [MWZZ15] using the notion of decoupling field is used to extend the contraction method proposed by Antonelli in [Ant93] to construct solutions on large intervals by patching together solutions constructed on small intervals. The decoupling field u can be see as an extension of deterministic version satisfying the PDE (1). It is a random function such that the solutions of the FBSDE satisfy Y t := u t (X t ).
The idea is to transform the wellposedness of FBSDE problem to the existence and uniqueness of the decouling field. The result was first applied to one-dimensional FBSDE then extended by Zhang in [Zha17] to FBSDE with high dimensional backward process under even weaker conditions. Fromm and Imkeller in [FI13] redefined the decoupling field using weak derivatives and applied it to general multidimensional FBSDE and defined the notion of maximal interval of a FBSDE. All the previous works have been focusing on FBSDEs where the coefficients depend only X t , which is not sufficient for path-dependent stochastic control problems. For example in Principal-Agent problem, the contract given to the Agent by the Principal is typically path-dependent. The paper is largely inspired by the paper [MWZZ15] and our main purpose is to extend the existing results to the following path-dependent FBSDE, i.e.
In the general literature, the FBSDE whose coefficients depend on ω ∈ Ω is referred to as nonMarkovian FBSDE. In order to distinguish our framework with the classical ones and avoid confusion, we call throughout the paper FBSDE whose coefficients depend on X ·∧t at time t path-dependent FBSDE. All the results of path-dependent FBSDE can naturally be applied to classical Markovian framework.
The paper is structured as follow. In Section 2, we shall introduce the setting of our problem, define the notion of decoupling field for path-dependent FBSDE and discuss some basic properties and show how they lead to the wellposedness of FBSDE. In Section 4, we shall prove the local existence and uniqueness of strongly coupled path-dependent FBSDE. Then we will study the dynamics of the decoupling field and investigate the global solutions of FBSDE using dominating ODE. In Section 5, we will give a stability result for the path-dependent FBSDE.
Notations and General Assumptions
Throughout this paper, we denote (Ω, F , P, F) a filtered probability space on which is defined a n dimensional Brownian motion W = (W t ) t≥0 . We assume that F {F W t } t≥0 , the natural filtration generated by W , augmented by the P-null sets of F .
For t ≥ 0, denote H 2 t (F, R n ) the space of continuous F-adapted processes on [0, t] taking values in R n satisfying the integrability condition
where | · | is the Euclidean distance. Let T > 0 be a fixed time horizon. We consider the following fully coupled forward-backward stochastic differential equation (abbreviated FBSDE) on [0, T ]:
Throughout the paper, we shall make use of the following standard Lipschitz assumptions.
are F-progressively measurable, for fixed θ = (x, y, z) ∈ Θ; the function
(ii) Denote ξ 0 t := ξ t (0, 0, 0) for ξ = b, f, σ and g 0 := g(0), where0 is the function on [0, T ] constantly equals to 0. The following integrability condition holds:
(iii) The coefficients b, σ, f satisfy the following Lipschitz condition in the spacial variable: for θ = (ω, x, y, z) and
uniformly in ω ∈ Ω, where ξ = b, σ, f and
In particular, denote |∇ z σ| ∞ Lipschitz coefficient of the function σ with respect to z ∈ M n (R).
(iv) The function g satisfies the following Lipschitz condition: there exists
uniformly in ω ∈ Ω. Remark 1. In the classical literature, Markovian FBSDE refers to systems the coefficients of which are deterministic and non-Markovian FBSDE refers to systems having coefficients depending on the Brownian motion. In both cases, the coefficients of the FBSDE at time t only depend on the value at time t of the forward process X instead of the whole trajectory of X up to time t. It is worth noting that the aforementioned cases are covered by our setting. [MWZZ15] , consists in finding a decoupling function u such that the solution of the FBSDE satisfies the relation (2). In the case where the coefficients of the FBSDE, namely b, f, σ are deterministic and Markovian, it was shown that u is related to the solution of the quasilinear PDE (1), either in a classical sense or in viscosity sense. In the case where the coefficients are allowed to be random, the function u is shown to be the solution of some backward stochastic PDE or is constructed as a random field using localization technique under certain conditions of the coefficients. In this section, we will extend the notion of decoupling field to path-dependent FBSDE. More precisely, we have the following definition of the decoupling field.
is said to be a decoupling field of FBSDE (3)-(4) if there exists a constant δ > 0 such that, for any 0 ≤ t 1 < t 2 ≤ T with t 2 − t 1 ≤ δ and any x ∈ H 2 t1 (F, R d ), the FBSDE (3)-(4) with initial value X ·∧t1 = x and terminal condition Y t2 = u(t 2 , ·) has an unique solution that satisfies
A decoupling field u is called regular if it is Lipschitz with respect to x: there exists K > 0 such that for all x,
For notation simplicity, denote u t (X) := u(t, ω, X).
Note that the existence of decoupling fields implies the well-posedness of FBSDE over a small time interval. The following result shows the implication of the existence of decoupling fields for the wellposedness of FBSDEs over an arbitrary duration.
Theorem 3.1. Assume that Assumption 1 holds, and that there exists a decoupling field u for the FBSDE (3)-(4). Then the FBSDE (3)-(4) has a unique solution (X, Y, Z) and
The theorem is a direct generalisation of [MWZZ15, Theorem 2.3]. For the readers' convenient, we shall detail the proof in Section 6.
Main Results

Wellposedness of FBSDE on a Small Time Interval
Our starting point to construct a decoupling field will be the local existence of FBSDE. The local existence of non-Markovian FBSDE is a well-understood problem using fixed point approach, see for example in the book of Cvitanic and Zhang [CZ12] . The following Theorem generalizes the local existence result to path-dependent FBSDE.
Theorem 4.1. Under Assumption 1, if K 1 |∇ z σ| ∞ < 1, then there exists δ > 0 such that for all T < δ, the FBSDE (3)-(4) has an unique solution (X, Y, Z).
Since the proof of Theorem 4.1 is quite lengthy and technical, we shall detail it in Section 6.
Example 4.1. One can show that condition K 1 |∇ z σ| ∞ < 1 cannot be weakened to a larger bound. Neither uniqueness nor existence can be guaranteed if K 1 |∇ z σ| ∞ ≥ 1. To see this, here is an example given in [Del02] : let k be a constant and consider the following FBSDE
Notice that
In particular, if k = 0, we have Y 0 − x = kW T , which is impossible. In the case where k = 0, the corresponding FBSDE has an infinite number of solutions.
Remark 2.
1. In the case where σ does not depend on Z, the condition K 1 |∇ z σ| ∞ < 1 is automatically satisfied. This corresponds to the control problems where only the drift of the diffusion is controlled.
2. The length of the interval given by Theorem 4.1 depends on the parameters of the FBSDE, more specifically K 0 , K 1 and the product K 1 |∇ z σ| ∞ . The larger the Lipschitz constants K 0 and K 1 , the smaller the interval on which Theorem 4.1 applies.
3. If the forward and backward process are one dimensional and if z → σ t (x, y, z) and x → g(x) are both invertible, the local existence of non-Markovian FBSDE in the case K 1 |∇ z σ| ∞ > 1 can be proved by using a time inversion technique, see Theorem 6.2 in [MWZZ15] . 
Existence of Regular Decoupling Field
In this section, we will try to extend the local existence result to larger time interval. There are two important ingredients in Theorem 4.1 which guarantee the local existence: the Lipschitz constant of the terminal condition must be small than |∇ z σ| −1 ∞ and the length of the time interval has to be smaller than a constant δ 0 determined by the coefficients of the FBSDE.
The strategy of constructing a decoupling field on a larger time interval is the following: first we construct a deoucpling field u on [T − δ 0 , T ] by solving locally the FBSDE and we estimate the upper bound of the gradient of the decoupling field u with respect to the forward process, which is denoted K T −δ0 and will be used as the Lipschitz constant of the terminal condition when we then try to construct a decoupling field on [
we can proceed as before and extend the local existence and uniqueness to the whole interval.
Notice that obtaining a bound on gradient of the decoupling field u with respect to the forward process is equivalent to find an upper bound of the corresponding variational FBSDE, defined in the following Section 4.2.1. The technique consists in using the comparison principle of quadratic BSDE given by Kobylanski in [Kob00] to find a dominating ODE, the solution of which, if exists on [0, T ], dominates the variational FBSDE. This method is used in [MWZZ15] in the context of one-dimensional non-Markovian FBSDE then generalized in [Zha17] to the case where the backward process is multidimensional. In this subsection, we generalize the existing results to different types of path-dependent FBSDE. We shall begin by showing the wellposedness of decoupled FBSDE in Section 4.2.2 as a direct consequence of the existence of dominating ODE. In Section 4.2.3, we shall study the case where b t (X, Y t , Z t ) = b t (X, Y t ) and σ t (X, Y t , Z t ) = σ t (X). These are the only cases where global existence is guaranteed for arbitrary time horizon. The case where ∇ z σ = 0 is discussed at Section 4.2.4 and the general case at Section 4.2.5. In both cases, the corresponding dominating ODE is a Riccati equation and we shall introduce the notion of maximal interval as in [FI13] .
Variational FBSDE, Characteristic BSDE and Dominating
where b i,t and σ i,t is the i-th component of the vector b t and the i-th line of the matrix σ t , respectively.
(ii) For i ∈ 1, n , denote Y i (respectively Z i ) the i-th component of Y (respectively the i-th line of Z).
The corresponding 1-dimensional backward equation is
where y k is the k-th component of the vector y and z k,l is the value of the component at the position (k, l) of the matrix z. Here and in the sequel, for any Lipschitz continuous function ξ(x), when x = x ′ , we will always take the convention that
Under the above notation, for ξ = b, σ, f , we have
For notation simplicity, we shall omit the index t in the following.
. By Theorem 4.1, the FBSDE (3)-(4) has an unique solu- 
where D t := X 2,t and ∆g := g(X) − g(X). Define
Then it follows from Itô's formula that
We call the equation (12) the characteristic BSDE of the FBSDE. 
is called a dominating ODE for the FBSDE (3)-(4) if G satisfies the following conditions:
The following proposition is a direct adaptation from [MWZZ15, Theorem 2.3] motivation of finding a dominating ODE. 
Denote K 2 max := max t∈[0,T ] y t , the upper bound of y. Firstly, by the comparison principle on the characteristic BSDE (12) and the ODE (13), we have H t ≤ y t ≤ K 2 max for t ∈ [T − ǫ 0 , T ] where ǫ 0 is a constant depending on K 0 , K 1 , n and d given by Theorem 4.1. This can be reformulated as follow using the decoupling field: for all t ∈ [T − ǫ, T ], for all given initial condition for the forward process
To finish the proof, we only need to repeat the same procedure at T − ǫ 0 and so on. Again by Theorem 4.1, we can find ǫ 1 such that the FBSDE has an unique solution on [T − (ǫ 1 + ǫ 0 ), T − ǫ 0 ] and for all t ∈ [T − (ǫ 1 + ǫ 0 ), T − ǫ 0 ], for all given initial condition for the forward process
Notice since K max dominates the Lipschitz constants of the decoupling field u(t, ·) for all t ∈ [0, T ], we can choose each ǫ i ≥ǭ whereǭ is a constant given by Theorem 4.1 when applied to a FBSDE with Lipschitz constant K 0 and K max . Therefore, by iterating at most T /ǭ, we construct a decoupling filed for the FBSDE (16)-(17) on [0, T ] and by Theorem 3.1, the FBSDE has an unique solution.
Decoupled Path-dependent FBSDE
Consider the following decoupled path-dependent FBSDE:
The decoupled FBSDE is always wellposed under standard Lipschitz assumptions because one can always solve independently the forward process then inject the solution into the backward equation and solve it as a standard BSDE. Another way to prove the wellposedness is to show the existence of a unique decoupling field of the FBSDE, which, in the decoupled case, is guaranteed by Proposition 4.2. More precisely, in this case we have A t = B t = 0 and the characteristic BSDE (12) becomes
One can find a linear dominating ODE for the FBSDE (16) 
When
Consider the following coupled path-dependent FBSDE:
In this case, A t = 0 and the characteristic BSDE (12) for the FBSDE (18)-(19) becomes
The following theorem gives a condition under which the existence of a dominating ODE associated with (18)-(19) on [0, T ] is guaranteed.
Theorem 4.4. Let T > 0. Consider the coupled path-dependent FBSDE (18)-(19). Define the set
then the FBSDE (18)-(19) has an unique solution on [0, T ].
Proof of Theorem 4.4. Using the definition of β and P , by Itô's formula, we have
which is smaller than 0 by (21). Since B t is non-positive, one can find two constants c and d such thaṫ Remark 3. In the one-dimensional case, if b is increasing in y, we can have the following sufficient condition for (21), which is easier to verify.
Similarly, if b is decreasing in y, we have
This condition is in the same spirit but slightly stronger than the monotonicity condition in the continuation method for solving one-dimensional Markovian framework FBSDE introduce by Hu and Peng in [HP95] . More details on the continuation methods for solving Markovian FBSDE can be found in [CZ12, Section 11.4].
When σ = σ t (x, y)
Under Assumption 1, we know that even in the Markovian case, a FBSDE satisfying the hypothesis in Theorem 4.1 may not have a solution on arbitrary time interval.
Example 4.2. Here is an example given in [FI13] . Consider the following fully coupled FBSDE:
We notice that the condition in Theorem 4.1 is satisfied in this case. By the Remark 2, we can show that for T < 1, the problem has a unique decoupling field
and we have
Notice that when x = 0, u tend to infinity in the neighbourhood of 0 when T → 1, thus there is no decoupling field on [0, 1] for the FBSDE (22)-(23). Now let's consider the following path-dependent FBSDE:
The condition in Theorem 4.1 K 1 |∇ z σ| ∞ < 1 is automatically satisfied. Therefore, there exists ǫ > 0 such that the FBSDE (24)-(25) has a unique regular decoupling field u on [T − ǫ, T ] with the terminal condition u T (X) = g(X). Besides, the decoupling field u is Lipschitz continuous with respect to the forward process on [T − ǫ, T ]. Denote H the solution of the associated characteristic BSDE (12). Note that ess sup H t is a Lipschitz constant of u t with respect to X ·∧t . Therefore, as long as the solution of the characteristic BSDE H is bounded on [T − ǫ, T ], we can re-apply the local existence result at T − ǫ with terminal condition Y T −ǫ = u T −ǫ (X) and so on. Notice that the length of the time interval ǫ on which we have wellposedness that we get from Theorem 4.1 is decreasing with respect to the Lipschitz constant of the terminal condition of the backward process. The Lipschitz constant that we get at time T − ǫ is ess sup H T −ǫ , which is always bigger than K 1 . It means that the length of step at which we iterate the procedure decreases. In order to find the maximal time interval on which we can construct a solution by the above procedure, one way is to find a dominating ODE and find the time of the explosion T max of the ODE. By Proposition 4.2, for any T < T max , the FBSDE has a unique solution. One possible dominating ODE iṡ
where | · | ∞ is the essential supremum and the coefficients are given in (12). The result is summarized in the following Theorem. 
General Case
In the general case where |∇ z σ| ∞ = 0, in order to have the existence on small time interval, we need to have the condition K 1 |∇ z σ| ∞ < 1. To use the same technique to extend the existence result on larger interval, we need to maintain the very same condition, i.e. |∇ x u(t, ·)| ∞ |∇ z σ| ∞ < 1, where |∇ x u(t, ·)| ∞ is the essential supremum of all the directional derivatives of the decoupling field u with respect to x ∈ C([0, t], R d ) at time t as defined in (9). We introduce now the notion of maximal interval as in [FI13] . 
Remark 4. Notice that the maximal interval for an FBSDE given T may very well be open to the left. In this case we say a decoupling field is regular on I max if u restricted to [s, T ] is a regular decoupling field for all s ∈ I max .
Proposition 4.6. Under Assumption 1, if K 1 |∇ z σ| ∞ < 1, let I max be the maximal interval associated to the FBSDE (b, σ, f, g), then there exists an unique decoupling field u satisfying
and it is regular. 
The proof of Proposition 4.7 is the same as in Markovian case given in [FI13] , for readers' convenience, we detail the proof below.
Proof of Proposition 4.7. Assume that there exist a sequence of (t n ) n≥0 ↓ t min such that
According to Remark 2, on can construct a small time interval ǫ depending only on the Lipschitz coefficient of the FBSDE K 0 , lim sup tn↓tmin |∇ x u(t n , ·)| ∞ and the product lim t↓tmin |∇ x u(t n , ·)| ∞ |∇ z σ| ∞ such that for n large enough, we can construct a decoupling field for the FBSDE on the interval [t n − ǫ, t n ]. Since ǫ is independent of n, one can choose a n such that t n − ǫ < t min , contradicting the definition of maximal interval.
Stability Property of Path-dependent Multidimensional FB-SDE
In this subsection, we shall give the stability result for the path-dependent FBSDE. Consider the pathdependent FBSDE (3)-(4). To deduce the stability property, we will need the following estimate on the solutions of FBSDE. Denote L the space of all F-adapted processes (Y, Z) such that
Recall first the following well-known estimate on SDE, BSDE. The proofs can be found in [CZ12, Chapter 9] of Cvitanic and Zhang.
Lemma 5.1 (A Priori Estimate on path-dependent SDE). Let T > 0. Consider the following pathdependent SDE:
Assume that
where the constant C depends on T , the dimension d and the Lipschitz constant of b and σ.
Lemma 5.2 (A Priori Estimate on BSDE)
. Let T > 0. Consider the following BSDE
2. f is uniformly Lipschitz continuous on (y, z), namely ∀t ∈ [0, T ], ∀y i ∈ R n and ∀z i ∈ M n (R),
where the constant C depends on T , the dimension n and the Lipschitz constant of f .
The following lemma generalizes the existing result on the a priori estimate on FBSDE. The techniques are similar, the only difference is that the coefficients of the FBSDE can depend on the whole path of the forward process X. 
Proof of Lemma 5.3. Let (y, z) two progressively measurable processes. Let (X, Y, Z) be the unique solution of the following decoupled FBSDE on [0, T ]:
We have shown that the mapping (y, z) → (Y, Z) is a contraction in the proof of Theorem 4.1 in the space (L, · 2 ). Denote (X 0 , Y 0 , Z 0 ) the solution of the FBSDE (30)-(31) with (y, z) = (0, 0). We have
where C < 1. By the triangle inequality, we get
and therefore, together with Lemma 5.2 and Lemma 5.1, we have
where the constants C may vary from line to line. Now let's examine the forward process X. By Lemma 5.1, we get
Combining the above inequalities, we get
Theorem 5.4 (Stability Property of path-dependent FBSDE). Assume that (b, σ, f, g) and (b ′ , σ ′ , f ′ , g ′ ) satisfy the same condition (i.e. they belong to the same case discussed in the Section 4). Let T be a time horizon on which both FBSDE have a solution, denoted respectively Ξ = (X, Y, Z) and
We have
Proof of Theorem 5.4. We follow the steps of the proof of Theorem 8.1 in the paper [MWZZ15] . Using the notation described in the Section 4, we have
with initial condition ∆X 0 = x − x ′ and terminal condition ∆Y T = g x ∆X 2,t + ∆g(X ′ ). Since both FBSDE satisfy the same condition, which means there exists n ∈ N and 0 = t 0 < · · · < t n = T such that on each small interval [t i , t i+1 ], Lemma 5.3 applies to both FBSDE, which means Lemma 5.3 applies equally to the above FBSDE (32)-(33). Denote u 1 and u 2 the two associated decoupling fields. We have
Apply Lemma 5.3 to the above linear forward-backward equation (32)- (33) with initial condition ∆X ·∧ti = 0 and terminal condition u x ∆X 2,ti+1 + ∆u(t i+1 , X ′ ) on [t i , t i+1 ], and note that the difference between the solution of equation (b, σ, f, g) with initial condition X ti = X ′ ti and terminal condition Y ti+1 = u(t i+1 , X) and the solution of equation
] is exactly the very solution, we get
By iteration one can show that with a larger constant C, we have We conclude by summing up both side from i = 0 to i = n.
Proofs
Proof of Theorem 3.1. We shall follow the steps of the proof of Theorem 2.3 in [MWZZ15] of Ma, Wu, Zhang (Detao), Zhang (Jianfeng).
(Existence) Let 0 = t 0 < t 1 < · · · < t n = T be a partition of [0, T ] such that ∀i ∈ 1, n , t i+1 − t i > δ. On [t 0 , t 1 ], the FBSDE with initial value x and terminal value u(t 1 , X) has an unique solution (X t0,t1 , Y t0,t1 , Z t0,t1 ) that satisfies Y t0,t1 t = u(t, X). On [t 1 , t 2 ], the FBSDE with initial value X t0,t1
∧t1 and terminal value u t2 (X) has an unique solution (X t1,t2 , Y t1,t2 , Z t1,t2 ) that satisfies again Y t1,t2 t = u(t, X). The initial condition of X t1,t2 is X t0,t1 . By patching them together we obtain an forward process X t0,t2 , which can be used as initial value for the FBSDE on the interval [t 2 , t 3 ]. Repeating this procedure forwardly in time n times, we get a solution on each of the interval of the partition 0 = t 0 < t 0 < · · · < t n = T .
We notice that the forward process on [0, T ] has been constructed during the above procedure. We only need to prove that the pieces of the backward process can be patched together. Notice that 
which means the backward process Y defined on each interval [t i , t i+1 ] by the above procedure is continuous. Moreover, we have Y t = u(t, X) and in particular, Y T = g(X). One can check easily that (X, Y, Z) verifies the FBSDE with initial condition X 0 = x and terminal condition Y T = g(X).
We can check easily that (X, Y, Z) is a solution of the FBSDE with initial value x and terminal value u(T, X) = g(X).
(Uniqueness) Let (X,Ỹ ,Z) be another solution of the FBSDE with the same initial and terminal condition. By the definition of decoupling field, on the interval [t n−1 , t n ], we haveỸ t = u(t,X). This implies that (X,Ỹ ,Z) satisfies the FBSDE with initial conditionX ·∧tn−2 on [t n−2 , t n−1 ]. Therefore, Y t = u(t,X) is satisfied on [t n−2 , t n−1 ]. Repeating this procedure backwardly in time and we get Y t = u(t,X) for t ∈ [0, T ].
On [t 0 , t 1 ], (X,Ỹ ,Z) satisfies the FBSDE with initial condition x and terminal conditionỸ t1 = u(t 1 ,X), by the uniqueness of solution, (X t , Y t , Z t ) = (X t ,Ỹ t ,Z t ) on [t 0 , t 1 ]. In particular, the FBSDE on [t 1 , t 2 ] has the same initial condition for X andX. Repeating the arguments forwardly in time and we can see that (X t , Y t , Z t ) = (X t ,Ỹ t ,Z t ) on [0, T ].
