Multivariate continuous-time ARMA(p, q) (MCARMA(p, q)) processes are the continuous-time analog of the well-known vector ARMA(p, q) processes. They have attracted interest over the last years. Methods to estimate the parameters of an MCARMA process require an identifiable parametrization such as the Echelon form with a fixed Kronecker index, which is in the one-dimensional case the degree p of the autoregressive polynomial. Thus, the Kronecker index has to be known in advance before the parameter estimation is done. When this is not the case information criteria can be used to estimate the Kronecker index and the degrees (p, q), respectively. In this paper we investigate information criteria for MCARMA processes based on quasi maximum likelihood estimation. Therefore, we first derive the asymptotic properties of quasi maximum likelihood estimators for MCARMA processes in a misspecified parameter space. Then, we present necessary and sufficient conditions for information criteria to be strongly and weakly consistent, respectively. In particular, we study the well-known Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) as special cases.
Introduction
In this paper we study necessary and sufficient conditions for weak and strong consistency of information criteria for multivariate continuous-time ARMA(p, q) (MCARMA(p, q)) processes. Onedimensional Gaussian CARMA processes were already investigated by Doob [13] in 1944 and Lévy-driven CARMA processes were propagated at the beginning of this century by Peter Brockwell, see [9] for an overview. An R s -valued Lévy process (L(t)) t≥0 is a stochastic process in R s with independent and stationary increments, L(0) = 0 s P-a.s. and càdlàg (continue à droite, limite à gauche) sample paths. Special cases of Lévy processes are Brownian motions and (compound) Poisson processes. Further information on Lévy processes can be found in [2, 5, 26] , for example. A formal definition of an MCARMA process was given recently in [23] ; see Section 2 of this paper. The idea behind it is that for a two-sided R s -valued Lévy process L = (L(t)) t∈R , i.e. L(t) = L(t)1 {t≥0} − L(t−)1 {t<0} where ( L(t)) t≥0 is an independent copy of the Lévy process (L(t)) t≥0 , and positive integers p > q, a d-dimensional MCARMA(p, q) process is the solution to the stochastic differential equation
P(D)Y (t) = Q(D)DL(t) for t ∈ R,
( 1.1) where D is the differential operator, with B 0 , . . . , B q ∈ R d×s is the moving average polynomial. There are a few papers studying the statistical inference of MCARMA processes, e.g. [11, 14, 15, 17, 27, 28] . In particular, [28] derive the asymptotic behavior of the quasi maximum likelihood estimator (QMLE) under the assumption that the underlying parameter space Θ with N(Θ) parameters contains the true parameter and satisfies some identifiability assumptions; see [10] as well. These are typical assumptions for estimation procedures. For a one-dimensional CARMA process we only obtain identifiability when the degree p of the autoregressive polynomial is fixed for all processes generated by parameters in the parameter space; in the multivariate setup the Kronecker index, which specifies in detail the order of the coefficients of the multivariate autoregressive polynomial, has to be fixed. If we know the Kronecker index we know the degree p of the autoregressive polynomial as well. But if we observe data, how do we know what is the true Kronecker index of the data, so that we do the parameter estimation in a suitable parameter space Θ? That is the point where we require model selection criteria or, synonymously, information criteria. The most prominent model selection criteria are the Akaike Information Criterion (AIC) introduced in [1] by Akaike, the Schwarz Information Criterion (SIC), also known as BIC (Bayesian Information Criterion), going back to [29] , and the Hannan-Quinn criterion in [20] . The AIC approximates the Kullback-Leibler discrepancy, whereas the BIC approximates the Bayesian a posteriori distribution of the different candidate models. The Hannan-Quinn criterion is based on the AIC of Akaike but with a different penalty term to obtain a strongly consistent information criterion. Information criteria for multivariate ARMAX processes and their statistical inference are well-studied in the monograph [19] ; see also [8] for an overview of model selection criteria for ARMA processes. An extension of the AIC to multivariate weak ARMA processes is given in [6] . There exist only a few papers investigating information criteria independent of the underlying model, e.g. [30] present very general likelihood-based information criteria and their properties, and [12] derive the BIC. All of these information criteria have in common that they are likelihood-based and choose as candidate model the model for which the information criterion attains the lowest value. They are of the form
P(z)
In our setup Y n = (Y (h), . . . ,Y (hn)) is a sample of length n from an MCARMA process, L is the properly normalized quasi log-likelihood function, ϑ n is the QMLE and C(n) is a penalty term. We choose the parameter space as the most suitable for which the information criterion is lowest, this means that for two parameter spaces Θ 1 , Θ 2 we say that Θ 1 fits the data better than Θ 2 if we have IC n (Θ 1 ) < IC n (Θ 2 ). A strongly consistent information criterion chooses the correct space asymptotically with probability 1, and for a weakly consistent information criterion the convergence to the true space holds in probability. The sequence C(n) can be interpreted as a penalty term for the inclusion of more parameters into the model. Without the penalty term, the criterion would always choose the model with more parameters if we compare two parameter spaces both containing a parameter that generates the data. However, this is not feasible, since the inclusion of too many parameters ultimately leads to an interpolation of the data, such that the model would not provide information about the process generating the data anymore. The employment of an information criterion can therefore be seen as seeking a trade-off between accuracy and complexity. The rest of the paper is structured in the following way. In Section 2 we present basic facts on MCARMA processes and state space models. Since our information criteria are based on quasi maximum likelihood estimation we define first, in Section 3.1, the quasi log-likelihood function for MCARMA processes and in Section 3.2 the model assumptions. Then, in Section 3.3, we derive the asymptotic normality of the QMLE extending the results given in [28] to a misspecified parameter space. For the proof of strong consistency of the information criteria we require some knowledge about the asymptotic behavior of the quasi log-likelihood function L as well. For this reason we prove in Section 3.4 a law of the iterated logarithm for the quasi log-likelihood function L . Section 4 contains the main results of the paper: necessary and sufficient conditions for strong and weak consistency of information criteria. In particular, we investigate Gaussian MCARMA processes where the results are explicit. Special information criteria are the AIC and the BIC which are the topic of Section 5. Finally, we conclude with a simulation study in Section 6. The Appendix contains some auxiliary results.
Notation
We use the notation D → for weak convergence and P → for convergence in probability. For two random vectors Z 1 , Z 2 the notation Z 1 D = Z 2 means equality in distribution. We use as norms the Euclidean norm · in R d and the spectral norm · for matrices, which is submultiplicative and induced by the Euclidean norm. Recall that two norms on a finite-dimensional linear space are always equivalent and hence, our results remain true if we replace the Euclidean norm by any other norm. The matrix 0 d×s is the zero matrix in R d×s and I d×d is the identity matrix in R d×d . For a vector x ∈ R d we write x T for its transpose. For a matrix A ∈ R d×d we denote by tr(A) its trace, by det(A) its determinant and by λ max (A) its largest eigenvalue. If A is symmetric and positive semidefinite we write A For two matrices A ∈ R d×s and B ∈ R r×n , we denote by A ⊗ B the Kronecker product, which is an element of R dr×sn . The notation vec(A) describes the ds × 1 row vector which results from stacking the columns of A beneath each other. The symbols E, Var, and Cov stand for the expectation, variance and covariance operators, respectively. For a sequence of random variables (X n ) n∈N we say that X n is o a.s. (a n ) if |X n /a n | → 0 as n → ∞ P-a.s. and likewise that X n is O a.s. (a n ) if lim sup n→∞ |X n /a n | < ∞ P-a.s. We write ∂ i for the partial derivative operator with respect to the i-th coordinate and ∇ = (∂ 1 , . . . , ∂ r ) for the gradient operator in R r . Finally, by ∂ 2 i, j we denote the second partial derivative with respect to the coordinates i and j, and by ∇ 2 ϑ f we denote the Hessian matrix of the function f . When there is no ambiguity, we use
as a column vector. In general C denotes a constant which may change from line to line.
MCARMA processes and state space processes
We start with the formal definition of an MCARMA process, which can be interpreted as solution of (1.1).
Definition 2.1. Let (L(t)) t∈R be an R s -valued Lévy process with E L(1) 2 < ∞ and let the polynomials P(z), Q(z) be defined as in (1.2) and (1.3) with p, q ∈ N 0 , q < p, and B 0 = 0 d×s . Moreover, define
Assume that the eigenvalues of A have strictly negative real parts. Then the
t∈R is defined by the state space equation
where X is the stationary unique solution to the pd-dimensional stochastic differential equation
In particular, the MCARMA(1, 0) process and X in (2.2) are multivariate Ornstein-Uhlenbeck processes. For more details on the well-definedness of the MCARMA(p, q) process see [23] . The class of MCARMA processes is huge. Schlemm and Stelzer [28, Corollary 3.4] showed that the class of continuous-time state space models of the form
where A ∈ R N×N has only eigenvalues with strictly negative real parts, B ∈ R N×s and C ∈ R d×N , and the class of causal MCARMA processes are equivalent if E L(1) 2 < ∞ and E[L(1)] = 0 s . In general, when we talk about an MCARMA process or a state space model Y , respectively, corresponding to (A, B,C, L), we mean that the MCARMA process Y is defined as in (2.3) and shortly write Y =
MCARMA(A, B,C, L).
In this paper we observe the MCARMA process only on a discrete equidistant time-grid with grid distance h > 0. It is well-known that the Ornstein-Uhlenbeck process (X (t)) t∈R sampled at hZ is an AR(1)-process with 
This discrete-time state space representation is basic for quasi maximum likelihood estimation.
3 Quasi maximum likelihood estimation
Definition
Since the MCARMA process observed at discrete equidistant time points is a discrete-time state space model as given in (2.4), we use quasi maximum likelihood estimation for discrete-time state space models with respect to identification issues. We now review the most important aspects of estimation as it is done in [28] for MCARMA processes. 
The linear innovations of (Y (kh)) k∈Z can be calculated as
The covariance matrix of the innovations is
If we observe data we unfortunately do not know the model parameter behind it and hence, we have to calculate the so-called pseudo-innovations. In the following we assume that our data set is generated by a continuous-time
The aim is to find ϑ 0 ∈ Θ such that MCARMA(A ϑ 0 , B ϑ 0 ,C ϑ 0 , L ϑ 0 ) = Y . Therfore, we calculate for every ϑ ∈ Θ the steady-state Kalman gain matrix K ϑ and covariance matrix V ϑ via the discrete-time Riccati equation
Based on this the pseudo-innovations are defined as
Note that ( X ϑ ,k ) k∈Z can also be calculated recursively by
are the innovations as given in Definition 3.1 and
With this, −2/n times the Gaussian log-likelihood of the model associated to ϑ is
we can also write
The expectation of this random variable is
In practical scenarios it is not possible to calculate the pseudo-innovations, as they are defined in terms of the full history of the process Y but we have only finitely many observations. Suppose now that we have n observations of the output process Y , contained in the sample Y n = (Y (h), . . . ,Y (nh)). Therefore we need a method to approximate the pseudo-innovations based on this finite sample. We initialize the filter at k = 1 by prescribing X ϑ ,1 = X ϑ ,initial and use the recursion
The ε ϑ ,k are denoted as approximate pseudo-innovations. Substituting the approximate pseudoinnovations for their theoretical counterparts in (3.2), we obtain the quasi log-likelihood function as
The QMLE based on the sample Y n is then given by
The idea is that ϑ n is an estimator for the pseudo-true parameter
The function Q attains its minimum at ϑ * in the space Θ. However, if we minimize only over Θ and Θ does not contain a parameter generating Y then it is not clear that the minimum, and hence ϑ * , is uniquely defined. On the other hand, if there is a ϑ 0 ∈ Θ with MCARMA(
The last case was investigated in [28] .
Assumptions
In this section we give the model assumptions which we require for the asymptotic results on the QMLE ϑ n . The next definition introduces the concept of minimal algebraic realizations of matrix polynomials, which is essential in describing identifiable parametrizations of MCARMA processes. We now present the assumptions we use in the development of the asymptotic theory of the QMLE:
Assumption B.
B.1 The parameter space Θ is a compact subset of R N(Θ) .

B.2 For each
B.3 For each ϑ ∈ Θ, the eigenvalues of A ϑ have strictly negative real parts and are elements of
The pseudo-true parameter ϑ * as defined in (3.5) is an element of the interior of Θ.
B.5 For the Lévy process L which drives the observed process Y there exists a positive number δ
such that E L(1) 4+δ < ∞.
B.6 For every ε > 0 there exists a δ (ε) > 0 such that 
B.10 The family of output processes
(MCARMA(A ϑ , B ϑ ,C ϑ , L ϑ )) ϑ ∈Θ is identifiable from the spectral density.
Remark 3.3. (a) Every process in the family
has rank r. This condition is used in [28] as Assumption C11 and guarantees the desired nonsingularity.
Remark 3.4. An MCARMA process (A, B,C, L) in Echelon form with Kronecker index
m = (m 1 , . . . , m d ) has the property that A = (A i j ) i, j=1,...,d ∈ R N×N
is a block matrix with blocks
A i j ∈ R m i ×m j given by A i j =      0 . . . . . . . . . . . . 0 . . . . . . 0 . . . . . . . . . . . . 0 α i j,1 . . . α i j,min(m i +1 {i> j} ,m j ) 0 . . . 0      + δ i, j      0 . . . I (m i −1)×(m i −1) 0 0 . . . 0      and C =          1 0 . . . 0 . . . 0 0 . . . 0 . . . . . . 0 (d−1)×m d . . . 1 0 . . . 0 . . . . . . 0 (d−1)×m 1 . . . 0 (d−2)×m 2 . . . . . . 1 0 . . . 0          The matrix B = (b i j ) ∈ R N×s is unrestricted. Moreover, the polynomials P(z) = [p i j (z)] and Q(z) = [q i j (z)] are of the form p i j (z) = δ i, j z m i − min(m i +1 {i> j} ,m j ) ∑ k=1 α i j,k z k−1 and q i j (z) = m i ∑ k=1 κ ν 1 +...+ν i−1 +k, j z k−1 ,
where κ i, j is the (i, j)th entry of the matrix K = T B, where T = (T
with blocks T i j ∈ R m i ×m j given by 
This means that the Kronecker index specifies the degrees of the polynomials on the diagonal of the autoregressive polynomial P(z); the polynomials on the secondary line have a degree of at most
min(m i + 1 {i> j} , m j ). In
Asymptotic normality
The next proposition collects auxiliary results which are used in the proof of the asymptotic normality of the QMLE. They are highlighted here separately for easier reference, because they will appear again later in a different context. 
Proposition 3.5. (a) Assume that the space Θ with associated family of continuous-time state space models
as well. If Θ also satisfies the other parts of Assumption B, then ϑ * n → ϑ * as n → ∞. In particular, for n sufficiently large ϑ * n is in the interior of Θ as well.
(b) Assume that the space Θ with associated family of continuous-time state space models
Then the strong law of large numbers
holds uniformly in ϑ as n → ∞.
(c) Assume that the space Θ with associated family of continuous-time state space models
where
(d) Assume that the space Θ with associated family of continuous-time state space models
holds uniformly in ϑ as n → ∞, where
(e) Assume that the space Θ with associated family of continuous-time state space models
Then there exist ε, α > 0 such that for almost all ω and for every n > n 1 (ω) and
Proof. 
Next, we use the dominated convergence theorem to interchange the expectation and derivation, giving
This rest of the proof can be carried out as [28 
We can now state the desired central limit theorem, which basically combines [30, 
where 
Law of the iterated logarithm
This section is devoted to the development of various forms of the law of the iterated logarithm which we need to study the consistency properties of the information criteria. In the following proposition we start by establishing a law of the iterated logarithm for linear combinations of partial derivatives of the quasi log-likelihood function. 
Proposition 3.8. Assume that the space Θ with associated family of continuous-time state space models
holds. By Lemma A.1 we know that both the pseudo-innovations and their partial derivatives can be expressed as moving averages of the true output process via (3.10) and the inequalities sup ϑ ∈Θ c ϑ ,ν ≤ Cρ ν and sup ϑ ∈Θ c
The aim is now to apply the law of the iterated logarithm for dependent random variables as it's given in [24, Theorem 8] , for which we need to check the following three conditions:
2+δ 3 < ∞ for some 0 < δ 3 < δ 1 , where (α Y (h) (k)) k∈Z denotes the strong mixing coefficients of the process (Y (kh)) k∈Z .
(a) We start with the first condition. For the first part it follows as in (3.
For the second part, for any i ∈ {1, . . . , N(Θ)} we employ (3.9) and the Cauchy-Schwarz inequality to obtain
where we have used the the compactness of Θ in the last line. From Assumption B.5 we know that the driving Lévy process L of Y has finite (4 + δ )th moment for some δ > 0, which carries over to the (4 + δ )th moment of Y (kh), k ∈ Z, and hence to ε ϑ * ,k and ∂ i ε ϑ * ,k . With this, we obtain that the righthand side is finite if 
Hence, we obtain 
m,k ) ≤ Cρ m for a positive constant C and ρ ∈ (0, 1), and every i, j ∈ {1, . . . , N(Θ)}. Thus, the second condition is satisfied as well.
(c) Lastly, we turn to the third condition. By [23, Proposition 3 .34] the strong mixing coefficients α Y (t) of (Y (t)) t∈R are O(e −at ) for some a > 0, which carries over to those of the sampled process
Then a consequence of (a)-(c) and [24, Theorem 8] is the law of the iterated logarithm
Since log(log(nx T I (ϑ * )x)) = O(log(log(n))) we can therefore deduce the statement by symmetry (the driving Lévy process has expectation 0 s ) for L . Finally, by Lemma A.2(b) we can transfer the result to L as well.
The next theorem builds upon this to derive a multivariate version of the law of the iterated logarithm. 
An application of Proposition 3.8 gives
for every x ∈ R N(Θ) \ {0 N(Θ) }. Just as in the proof of [18, Lemma 2], we can conclude from this that P-a.s.
Having this theorem allows us to derive a variant of the law of the iterated logarithm for the function L . 
for some ϑ n with ϑ n − ϑ * ≤ ϑ n − ϑ * . Since by Theorem 3.6 we know that ϑ n → ϑ * P-a.s., ϑ n → ϑ * P-a.s. as well. A conclusion of Proposition 3.5(e) is that lim
is well-defined. Now we employ a Taylor expansion again, albeit this time we expand L (ϑ * ,Y n ) around ϑ n and use a second-order expansion. This gives us
for someθ n with θ n − ϑ n ≤ ϑ n − ϑ * , where we have used ∇ ϑ L ( ϑ n ,Y n ) = 0. As above we haveθ n → ϑ * P-a.s. Rearranging the terms, we arrive at
An application of Theorem 3.9 with [30] it is only shown that convergence occurs.
Likelihood-based information criteria
In this main section we derive properties for likelihood-based information criteria of the following form. 
Then a likelihood-based information criterion has the form
These information criteria have the property that IC n (Θ) P → Q(ϑ ). Since Q attains its minimum at ϑ 0 for which MCARMA( A.3) we choose the parameter space for which the information criterion is minimal. The condition C(n)/n → 0 guarantees that underfitting is not possible, i. e. there is no positive probability of choosing a parameter space which cannot generate the process underlying the data. However, C(n)/n → 0 is not sufficient to exclude overfitting, i.e. a positive probability to choose a space with more parameters than necessary. In the following we will give necessary and sufficient conditions to exclude this case. To this end we need some notation.
Definition 4.2. Let Θ and Θ 0 be parameter spaces with associated families of continuous-time state space models
Assume that there is a ϑ 0 ∈ Θ 0 with MCARMA(
The interpretation of nested is that all processes generated by a parameter in Θ 0 can also be generated by a parameter in Θ. However, there are also processes which can be generated by a parameter in Θ, but not by a parameter in Θ 0 . In this sense Θ 0 is contained in Θ. The condition
guarantees that we have a bijective map from Θ 0 → FΘ 0 + c ⊂ Θ.
For MCARMA processes parametrized in Echelon form, a parameter space Θ that satisfies Assumption B contains only processes that have the same Kronecker index m = (m 1 , . . . , m d ) and hence, fixed degree p = max i=1,...,d m i of the AR polynomial. However, for the MA polynomial we only know that the degree is less than or equal to p − 1. In this context Θ 0 could be a parameter space generating processes with Kronecker index m 0 and MA degree not exceeding q 0 , where Θ generates processes with Kronecker index m 0 and MA degree not exceeding q, q 0 < q ≤ p 0 − 1. Then Θ 0 is nested in Θ. In this way our information criteria can be used to estimate the Kronecker index, the degree of the AR polynomial and the degree of the MA polynomial.
In the following we investigate only parameter spaces with associated family of continuous-time state space models (A ϑ , B ϑ ,C ϑ , L ϑ ) in Echelon form. Let the Kronecker index, the degree of the AR polynomial and the degree of the MA polynomial, respectively, belonging to Y be denoted by m 0 , p 0 and q 0 , respectively. Then Θ E 0 denotes the parameter space generating all MCARMA processes with Kronecker index m 0 . The degree of the AR polynomial of those processes is then p 0 , the degree of the MA polynomial is between 0 and p 0 − 1. The space Θ E 0 is the biggest parameter space generating MCARMA processes in Echelon form, satisfying Assumption B and containing a parameter ϑ E 0 with
0 is then the pseudo-true parameter in Θ E 0 . Next, we define under which circumstances IC n is consistent; we distinguish two different types of consistency. 
Definition 4.3. (a) The information criterion IC n is called strongly consistent if for any parameter spaces Θ 0 and Θ with associated families of continuous-time state space models
(A ϑ , B ϑ ,C ϑ , L ϑ ) ϑ ∈Θ 0 and (A ϑ , B ϑ ,C ϑ , L ϑ ) ϑ ∈Θ ,MCARMA(A ϑ 0 , B ϑ 0 ,C ϑ 0 , L ϑ 0 ) = Y , and either MCARMA(A ϑ , B ϑ ,C ϑ , L ϑ ) = Y for every ϑ ∈ Θ or Θ 0 being nested in Θ we have P lim sup n→∞ (IC n (Θ 0 ) − IC n (Θ)) < 0 = 1.
(b) The information criterion IC n is called weakly consistent if for any parameter spaces Θ 0 and Θ with associated families of continuous-time state space models
(A ϑ , B ϑ ,C ϑ , L ϑ ) ϑ ∈Θ 0 and (A ϑ , B ϑ ,C ϑ , L ϑ ) ϑ ∈Θ ,
respectively, satisfying Assumption B and with a
If the information criterion is strongly consistent, then the chosen parameter space converges almost surely to the true parameter space. For a weakly consistent information criterion we only have convergence in probability. Moreover, if we compare two parameter spaces both containing a parameter that generates the true output process, then we choose the parameter space with less parameters asymptotically almost surely in the strongly consistent case, whereas in the weakly consistent case we have convergence in probability. This especially means overfitting is asymptotically excluded. With these notions we characterize consistency of IC n for MCARMA processes in terms of the penalty term C(n).
Theorem 4.4. (a) The criterion IC n is strongly consistent if
The information criterion is not strongly consistent if lim sup n→∞ C(n)/ log(log(n)) = 0.
(b) The criterion IC n is weakly consistent if lim sup n→∞ C(n) = ∞. If lim sup n→∞ C(n) < ∞ then IC n is neither weakly nor strongly consistent. (c) Let Θ and Θ 0 be parameter spaces with associated families of continuous-time state space models
Assume that there is a ϑ 0 ∈ Θ 0 with MCARMA( 
Proof. For the whole proof, we denote by ϑ 0 the parameter in Θ 0 with MCARMA(A ϑ 0 , B ϑ 0 ,C ϑ 0 , L ϑ 0 ) = Y and by ϑ * the pseudo-true parameter in Θ. Moreover, let ϑ n 0 denote the QMLE based on Y n in Θ 0 , ϑ n the QMLE based on Y n in Θ and ϑ E 0 the QMLE based on Y n in Θ E 0 . The corresponding quasi log-likelihood functions are denoted by L 0 , L and L E , respectively. (a) We distinguish two different cases.
On the one hand, by Theorem 3.10 we have that
and on the other hand, by Proposition 3.5(b)
Finally, in this case the inequality from eq. (A.1) is strict, so that for some δ > 0
where r(n) is o a.s. (1) . By assumption it holds that C(n)/n → 0 as n → ∞, so that we get
Case 2: Θ 0 is nested in Θ with map F. Note that Θ 0 is also nested in Θ E 0 by definition, which then in turn means that Θ is nested in Θ E 0 , implying
With this and (4.3) we receive
Now, Theorem 3.10 tells us that
Turning to the information criterion, this gives
so that strong consistency cannot hold.
(b) Again we distinguish the two cases from part (a). Case 1 is dealt with analogously as in (a), so that we only need to give detailed arguments for case 2. Suppose therefore that Θ 0 is nested in Θ. Define the map f : Θ 0 → Θ by f (ϑ ) = Fϑ + c, where F and c are as in the definition of nested spaces.
In order to be able to show weak consistency, we will study the behavior of the random variable
Moreover,
As in (3.11), we also have
whereθ n is such that θ n − ϑ * ≤ ϑ n − ϑ * andθ n is such that θ n − ϑ 0 ≤ ϑ n 0 − ϑ 0 . In particular,θ n → ϑ * andθ n → ϑ 0 P-a.s. as n → ∞. To summarize,
An application of Proposition 3.5(c) and (d) results in
Since by the chain rule
) is a sequence of independent χ 2 random variables with one degree of freedom and the λ i are the eigenvalues of
and I (ϑ * ) have full rank, the number of strictly positive eigenvalues of 
Remark 4.5. (a) A conclusion of Theorem 4.4(a) is that strong consistency of the information criterion always holds, independent of the process Y generating the observed data and hence
ϑ E 0 , if lim sup n→∞ C(n)/ log(log(n)) = ∞. (b) Let Θ 0 be
nested in Θ with map F. Then it can be shown as in the proof of Theorem 3.10 that
.
This implies that the information criterion IC n is not strongly consistent iff
lim sup n→∞ C(n)/ log(log(n)) < C * , where 
for every ϑ ∈ Θ a necessary and sufficient condition for choosing the correct parameter space asymptotically with probability 1 is lim n→∞ C(n)/n = 0. Only if we allow nested models as well the additional condition lim sup n→∞ C(n)/ log(log(n)) > C * becomes necessary. The probability in Theorem 4.4(c) is the overfitting probability.
To wrap up this section, we want to study the special case where the observed MCARMA process is driven by a Brownian motion. Some of the technical auxiliary results for the proof are given in the appendix.
Corollary 4.6. Assume that the Lévy process L which drives the observed process Y is a Brownian motion. Then IC n is strongly consistent iff lim sup
Proof. From Lemma A.5(b) we know that there exists a space Θ 0 such that there is a ϑ 0 ∈ Θ 0 with MCARMA(
Additionally, a conclusion of Lemma A.5(a) is that 
AIC and BIC
In this chapter, we transfer the two most well-known information criteria, the AIC and BIC, to the MCARMA framework, highlight the main ideas in their development and apply the results of Section 4 to them.
The Akaike Information Criterion (AIC)
Historically, Akaike's idea was to study the Kullback-Leibler discrepancy of different models and choose the one which minimizes this quantity. In this section, we give arguments why this approach is also sensible in the case of MCARMA models.
As a starting point, let g, f be probability densities on R n . Then the Kullback-Leibler discrepancy between g and f is
Equality holds only for g = f (cf. [8, p. 302] ). Let now ( f ϑ ) ϑ ∈Θ be a family of densities on R n and fix one "true" density f ϑ 0 . With E ϑ 0 we denote the expectation regarding the distribution with density f ϑ 0 . Then, the density that comes closest to f ϑ 0 in the Kullback-Leibler sense is given by the one associated to arg min
In our context f ϑ denotes the density of the observations Y n . The problem is that the right-hand side is not directly calculable so that we have to approximate it. To this end, let Y n be an independent copy of Y n and ϑ n (Y n ) be the QMLE in Θ based on the observation Y n . Then we use the approximation
The right-hand side can again be approximated by the following theorem:
Theorem 5.1. Assume that the space Θ with associated family of continuous-time state space models
where Z ϑ * is a random variable with expectation E[Z ϑ * ] = 0. In particular, as n → ∞,
On the one hand, since both ϑ n (Y n ) and ϑ n (Y n ) converge P-a.s. to ϑ * , the vector ϑ n → ϑ * P-a.s. as well. On the other hand, by the independence of Y n and Y n , the random vectors ϑ n (Y n ) and ϑ n (Y n ) are independent as well. By Theorem 3.6, as n → ∞,
and by the independence of N 1 and N 2 we have
The statement follows then obviously since the expectation of the trace is the trace of the expectation.
As a consequence of (5.1) and Theorem 5.1 we receive the approximation
which becomes our information criterion via the following definition:
Definition 5.2. For a space Θ with associated family of continuous-time state space models
In general I (ϑ * ) and H (ϑ * ) are not known. For practical purposes, they have to be estimated. For both, estimators are known and can be found at the end of [28, Section 2.2], for example.
Remark 5.3. If the Lévy process L which drives the observed process Y is a Brownian motion and
by Lemma A.5 and hence, the AIC reduces to
The form of the AIC given in this remark coincides with Akaike's original definition (cf. [1] ). For these reasons, it suggests itself to define an alternative version of the AIC as follows: 
This criterion avoids the additional work of estimating the matrices I (ϑ * ) and H −1 (ϑ * ) appearing in the AIC, which comes at the cost of not being exact when the driving Lévy process is not a Brownian motion. For both versions of the AIC, we can immediately make a statement about consistency:
Theorem 5.5. Both the AIC and the CAIC are neither strongly nor weakly consistent.
Proof. The CAIC is a special case of IC n with C(n) = 2 such that the assertion follows from Theorem 4.4(b). For the AIC, the proof of Theorem 4.4(b) can be directly adapted.
The Bayesian Information Criterion (BIC)
Another information criterion which appears often in the literature is the so-called Bayesian Information Criterion (BIC), sometimes also called SIC, an abbreviation for Schwarz Information Criterion, named after the author who originally introduced it in [29] . Another often-cited article in this context is [25] , which introduces an equivalent criterion in a slightly different context based on coding theory. As the name Bayesian Information Criterion already suggests, the approach of the definition is based on Bayesian statistics. Our derivation is based on [12] , relying on properties of the likelihood function. Suppose that π is a discrete prior probability distribution over the set of candidate spaces Θ and π(Θ) > 0 for every parameter space Θ which will be considered. Moreover, suppose that g(· | Θ) is a prior probability distribution over the parameter space Θ. For g we require the following assumption.
Assumption C. For every space Θ there exist two constants b and B with
for all ϑ in some neighborhood of the pseudo-true parameter ϑ * ∈ Θ.
Now we can apply Bayes' theorem to obtain the joint posterior probability distribution f of Θ and ϑ which is
where h(·) denotes the (unknown) marginal density of Y n . With this, we can calculate the a posteriori probability of space Θ as
The idea is to choose the most probable model for the data at hand, i. e. the space Θ which maximizes the a posteriori probability. Similar to the derivation of the AIC, the task is now to find a good approximation of (5.3) which is directly calculable from the data. For this note first that maximization of (5.3) is equivalent to minimizing −2/n times the logarithm of P(Θ | Y n ). Applying this transformation and plugging in (5.2) gives
We choose the parameter space Θ with the lowest value of − 2 n log (P(Θ | Y n )). Hence, we have to approximate this expression. For this, we approximate the unknown density Y n ) ) and use the following theorem. 
where R 1 (N(Θ)) and R 2 (N(Θ)) are rest terms which do not depend on n. In particular,
Proof. By Assumption B, Assumption C, Proposition 3.5 and [30, Proposition 3.1] the regularity assumptions in [12] are satisfied so that the statement follows from there.
The term 2 n log(h(Y n )) is the same across all parameter spaces and therefore not relevant for model selection. Based on these ideas, we define the BIC.
Definition 5.7. Assume that the space Θ with associated family of continuous-time state space models
As with the AIC, we can immediately make a statement about consistency of the BIC:
Theorem 5.8. The BIC is a strongly consistent information criterion.
Proof. The BIC is a special case of IC n with C(n) = log(n). The assertion immediately follows from Theorem 4.4(a), since lim n→∞ log(n)/ log(log(n)) = ∞ (see also Remark 4.5(a)).
Simulation study
The results on information criteria obtained in the previous sections will now be illustrated by a simulation study. In this context we would like to thank Eckhard Schlemm and Robert Stelzer who kindly provided the MATLAB code for the simulation and parameter estimation of the MCARMA process. As before, we use the Echelon MCARMA parametrization in the simulations. We simulate a two-dimensional MCARMA process with Kronecker index m 0 = (1, 2) for two parameter values. One is an MCARMA(2,0) process with parameter
The other is an MCARMA(2,1) process with parameter
As driving Lévy process, we use, on the one hand, a two-dimensional, correlated Brownian motion and, on the other hand, a two-dimensional, normal-inverse Gaussian (NIG) process. For the NIG process the increments L(t) − L(t − 1) have the density
The parameter µ ∈ R 2 is a location parameter, α ≥ 0 is a shape parameter, β ∈ R 2 is a symmetry parameter, δ ≥ 0 is a scale parameter and ∆ ∈ R 2×2 is a positive semidefinite matrix with det(∆) = 1 that determines the dependence between the components of the Lévy process. In the simulations we use the values
which result in a zero-mean process with covariance matrix In the calculation of the AIC we estimate the penalty term tr I (ϑ * )H −1 (ϑ * ) by the methods presented in [28, Section 2.2] as well since in general there is no explicit form of I (ϑ * ) and H (ϑ * ). We consider eight different parameter spaces in total. While some of them differ in the Kronecker index, others differ only by the degree of the MA polynomial of the MCARMA process. We compare the different values of the information criteria and write down the space for which the minimum values is attained. The results of 50 replications are summarized in Table 1 . As expected because of the strong consistency the BIC performs convincingly and has a high accuracy in both cases. It even achieves a perfect score in the case where the driving noise is a NIG process and makes one wrong decision in the BM scenario. Furthermore, both versions of the AIC exhibit overfitting. There is an undeniable difference between the CAIC and the AIC in both cases. From the theory, we know that this should not happen when the driving Lévy process is a Brownian motion since the criteria are then the same. This difference comes from the estimation error by estimating the penalty term tr I (ϑ * )H −1 (ϑ * ) in the AIC. We realize that in the Gaussian model the estimation error of the penalty term is usually higher for model number 3 than for model 2 (relative to the true values), which results in a higher overfitting rate for the AIC. We also calculate the overfitting probability in the Brownian motion case as given in Theorem 4.4(c). For this, note that there is only one parameter space in which the true one is nested (space number 2) and for that space we have C = 2, 
are calculated with the help of MATLAB and turn out to be both equal to 2, so that the overfitting probability simplifies to P(χ 
As we can see all the information criteria perform perfectly. There are no effects of overfitting, which is not surprising considering the fact that the true parameter is chosen in such a way that it is not contained in any of the other spaces besides space number 2, so that the scenario from Remark 4.5(c) is given. 
We conclude this section with another lemma, which plays a role in the proof of consistency of information criteria for MCARMA processes. 
A.2 Auxiliary results for Section 4
In this appendix, we give the calculations for the Brownian motion case in Section 4. Proof. (a) An analogous statement for vector ARMA processes is given in [6, Remark 2] . However, they state it without a proof. Since the proof is not so obvious we decided to sketch it here for MCARMA processes. First, note that since the driving Lévy process is a Brownian motion, it holds per construction that the linear innovations (ε k ) k∈Z of the process (Y (kh)) k∈Z are i.i.d. N (0,V )-distributed (cf. Definition 3.1). Moreover, per assumption it also holds that ε ϑ * ,k = ε k for every k ∈ Z, hence we also have that ε ϑ * ,k ∼ N (0,V ϑ * ) and V ϑ * = V . By definition
which means that for i, j ∈ {1, . . . , N(Θ)} we have to study terms of the form We start to investigate a k . By definition, every innovation ε ϑ * ,k is orthogonal to span{Y ( jh) : −∞ < j < k} and by Lemma A.1(b) both ∂ i ε ϑ * ,k and ∂ j ε ϑ * ,k are elements of span{Y ( jh) : −∞ < j < k}. Hence, ε ϑ * ,k is independent of ∂ i ε ϑ * ,k and ∂ j ε ϑ * ,k . This, together with the independence of the innovation sequence (ε ϑ * ,k ) k∈N , the fact that E[∂ i ε ϑ * ,k ] = 0, E[ε ϑ * ,k ε T ϑ * ,k ] = V ϑ * and the interchangeability of trace and expectation, allows us to simplify
For the second term, we defineε ϑ * ,k = V
ϑ * ∂ j ε ϑ * ,k .
Combining those calculations finally results in
By similar calculations, we can verify that b k,l = 0 for k = l. Finally, this implies
By [28, (2.33a ) and (2.33b)], this term is equal to (2H (ϑ * )) i j as proclaimed. 
