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Formation of the internal structure of solids under severe action
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On the example of a particular problem, the theory of vacancies, a new form of kinetic equations
symmetrically incorporation the internal and free energies has been derived. The dynamical nature
of irreversible phenomena at formation and motion of defects (dislocations) has been analyzed by a
computer experiment. The obtained particular results are extended into a thermodynamic identity
involving the law of conservation of energy at interaction with an environment (the 1st law of
thermodynamics) and the law of energy transformation into internal degree of freedom (relaxation).
The identity is compared with the analogous Jarzynski identity. The approach is illustrated by
simulation of processes during severe plastic deformation, the Rybin kinetic equation for this case
has been derived.
PACS numbers: 05.70.Ln; 05.45.Pq
I. INTRODUCTION
Thermodynamics of internal state variables has a long
history. An important idea to take into account internal
microstructure changes for polyatomic gas by introduc-
ing an additional variable was proposed by Herzfeld and
Rice in 1928 [1]. Later, the concept was used by Man-
delshtam and Leontovich for solving the same problem
for liquids [2]. Supplemented with elements of rational
mechanics the concept took a completed and closed form
in the works by Coleman and Gurtin [3]. The concept
was given an alternative development in the works by
Landau. On the base of newly introduced internal state
variable in a form of the order parameter a theory of
phase transitions was constructed by him at the quality
level [4, 5].
Studies of the problem have proposed a large variety of
kinetic equations describing changes in the internal struc-
ture under nonequilibrium conditions within the concep-
tual framework of constitutional theories [6, 7], contin-
uum theories of defects [8, 9, 10, 11], extended contin-
uum theories [12, 13], self-organization theories of dislo-
cations [14, 15, 16], gradient [17, 18] and non-local the-
ories [19, 20], mesoscopic theories [21, 22], and so on.
There is a special need to mention the works of Landau’s
School [4, 5], which was developing one of the most phys-
ical lines of the theory of non-equilibrium phenomena.
In the modern science the line is presented by phase-
field theories [23, 24, 25, 26, 27, 28, 29]. Unlike Landau
theory, the order parameter of phase-field theory is not
well-defined, but it does not hinder the obtaining results
which are in a good accordance with the behavior of real
systems.
The order parameter introduced by Landau is a type
of the internal variable and therefore, it should describe
changes in real structure state of a system. However, it
∗Electronic address: lsmet@kinetic.ac.donetsk.ua
describes the state in terms of structure itself not directly
but through an immediate indicator connected with sym-
metry change. It may turn out that in some applications
it is more convenient to directly connect a system state
with the change of a specific structural parameter, for
example, the density of defects.
Internal phenomena proceeding in a solid represent a
complex pattern of mutual transformations of the energy
from each type to other ones. In most cases the physical
nature of internal phenomena is not defined concretely
[30]. It is assumed that all of them are of fluctuation ori-
gin [31, 32]. At the same time, the generation and motion
of structural defects in a solid under a severe external
action can be also regarded as some internal processes
characterized by a set of internal variables [33]. These
channels of energy dissipation still differ from traditional
viscous channels of dissipation as the relaxation involv-
ing the defects has the dynamical nature. It doesn’t run
directly by means of transition of the organized energy
to chaotic thermal one but passes a series of intermediate
levels and stages. During generation of defects a part of
organized (elastic) energy is spent directly for the forma-
tion of structural defects which, along with the thermal
channel, make parallel channels of dissipation.
The other part of the energy transforms to thermal
form not immediately, it is initially radiated in the form
of low-frequency vibrations and waves (acoustic emission)
which can be treated as a part of the general dissipation
phenomenon [34, 35, 36]. Thereupon this part of the
energy is scattered on the equilibrium thermal vibrations
(waves) replenishing their energy. So, the energy stored
in the non-equilibrium subsystem cannot be too much.
The present paper is devoted to the development of
the Landau approach. In Sec. II on the example of
the vacancy theory we propose a new form of kinetic
equations for defects which is symmetrical with respect
to free and internal energy utilization. In this section
invoking molecular dynamics simulation, we select equi-
librium and nonequilibrium heat subsystems of a solid
under severe load and introduce a notion of nonequilib-
2rium temperature. In Sec. III the results obtained in the
previous sections are generalized in the form of a thermo-
dynamic identity combining the first and second laws of
thermodynamics for the described processes. In Sec. IV
the general results are discussed. Section V is devoted to
the application of kinetic equations to the description of
grain refinement during severe plastic deformation. Our
conclusions are presented in Section VI.
II. KINETIC EQUATIONS
To begin the analysis of the problem it is convenient to
maximally simplify it. Let us split the problem into two
parts, the first, structural one connected with generation
of defects and the second, thermal part, and consider
them separately. Moreover, we consider the structural
part of the problem on the simplest example of a solid
with vacancies.
A. Structural part of the problem
A classical theory of vacancies was developed by
Frenkel and Kittel [37, 38]. In the variant proposed by
Frenkel, the internal energy of a solid with vacancies is
presented in the form U = U0 + uV n, where U0 is the
internal energy of the vacancy-free crystal, uV is the av-
erage vacancy energy, n - is the number of vacancies.
Next, the transformation to the configurational free en-
ergy Fc = U − TSc, where T is the temperature, Sc is
the configurational entropy, is performed. The configu-
rational entropy is uniquely expressed through the num-
ber of vacancies, and, at low vacancy density, it is true
Sc = kN(lnN/n + 1), where k is the Boltzmanns con-
stant, N is the total number of lattice sites occupied by
atoms. The equilibrium value of the number of vacancies
ne is found from the free energy minimum provided the
vacancy energy is independent of the number of vacan-
cies, that is, uV = uV 0, where uV 0 is a constant value for
a given matter. The free energy minimization procedure
leads to the equation of state ne = Nexp(−(uV 0/kT )).
With the vacancy energy dependence on vacancy num-
ber taken into account we consider a quadratic correction
to the internal energy in the form:
U = U0 + uV 0n−
1
2
uV 1n
2, (1)
where uV 1 is a coefficient. Since the energy needed for
the formation of a new vacancy, in conditions when in
a solid there are already a number of other vacancies, is
less than in the case of the vacancy-free crystal, then the
negative sign must be used for the correction term. Note
that expression (1) is true both for equilibrium and non-
equilibrium states. In this approximation the internal
energy is a convex function of the defect number hav-
ing the maximum at point n = nmax, as it is shown in
Fig. 1a. For the transition to the free energy with the
Legendre’s transformation, it is necessary to subtract the
bound energy TSc from the internal one. According to
Kittel, a theory of vacancies can be equivalently formu-
lated either in terms of the configurational entropy or
the chemical potential [38]. In this context, the bound
energy can be written down in two equivalent forms:
TSc = uV n. (2)
Strictly speaking, relationship (2) is just only in the
equilibrium form, as the equilibrium temperature T is
contained there. Following the Landau style, we in-
troduce the generalized thermodynamic force for non-
equilibrium state in the form:
uV =
∂U
∂n
= uV 0 − uV 1n. (3)
Relationship (3) can be treated as an equation of state
true for both the equilibrium state and non-equilibrium
cases. Applying, though formally, the Legendre transfor-
mation with respect to a pair of the conjugate variables
uV and n and with the equation of state (3) one obtains
for the free energy:
Fc = U0 +
1
2uV 1
(uV 0 − uV )
2. (4)
Note that an eigen argument of the internal energy is
the vacancy number (density), and the eigen argument of
the configurational free energy is the vacancy energy. In
this approximation the free energy is a concave function
with the minimum at point uV = uV 0, as it is shown in
Fig. 1b.
We define the equilibrium state from a macrocanonical
distribution taking it in the form:
f(n) = C
(N + n)!
N !n!
exp(−
U(n)
kT
), (5)
The pre-exponential factor describes the combina-
tional, that is, entropy, part of the distribution func-
tion connected with degeneration of microstates. The
exponential factor describes the restrictive part of the
distribution function connected with the overcoming of
potential barrier between microstates. The most proba-
ble state determined from condition ∂f(n)/∂n = 0 gives
the equation of state in the form:
ne = N exp(−
uV
kT
), (6)
which is true only for the equilibrium case. As for the
equilibrium state the equations of state (6) and (3) must
be identical, then substituting Eq. (6) into (3) one gets
a condition for the determination of this state:
kT ln
N
ne
= uV 0 + (
kT
2N
− uV 1)ne, (7)
With relationship (7), it is easy to show that neither
the maximum of the internal energy nor the minimum of
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FIG. 1: Plots of the internal (a) and free (b) energy versus its eigen arguments. Tendency of the system to the equilibrium
state is indicated by arrows.
the free energy satisfy this state. The equilibrium state
is at point n = ne, where relationships
uV e =
∂U
∂ne
, ne = −
∂Fc
∂uV e
, (8)
are valid. Here the additional subscript e denotes the
equilibrium value of a variable.
If a system has deviated from the equilibrium state
then it should tend to that state with a speed which is
the higher, as the deviation is larger:
∂n
∂t
= γn(
∂U
∂n
− uV e),
∂uV
∂t
= −γu(
∂Fc
∂uV
− ne), (9)
The both variants of the kinetic equations are equiva-
lent and their application is dictated by convenience rea-
sons. The form of kinetic equations (9) is symmetric with
respect to the use of internal and configurational free en-
ergy. In the right-hand part of Eq. (9) the signs are
chosen basing on solution stability, the internal energy is
a convex function, and the free energy is a concave one.
For the well-known Landau-Khalatnikov kinetic equation
∂n
∂t
= −γ
∂Fc
∂n
, (10)
the contradiction is typical. It is written in terms of
the free energy, but the evolved variable is not an eigen
argument of the free energy. However, one could show
that Eq. (10) can be derived from the second Eq. (9)
in the limit of independence of the defect energy on the
defect number uV 1 → 0.
Thus, the Landau-Khalatnikov equation can be only
generalized to other types of defects with the above con-
dition satisfied. In the general case, when the defect en-
ergy depends on the defect number and strongly changes
in a studied process, for example, in the case of severe
plastic deformation in metals with grain boundaries as
defects, it is necessary to use a more general form of the
kinetic equations (9). Peculiarities of the thermal part
of the problem can be considered for a special case a
dislocation generation during the indentation.
FIG. 2: Geometry of 2D computer experiment positions of
atoms at the time 0.21ns. More bright hue corresponds to
higher potential energy of particles near dislocation cores.
B. Thermal part of the problem
Time scans of the wave-like motion of lattice atoms
can be examined as some signals. Every atom partici-
pates simultaneously in both the equilibrium and non-
equilibrium motions. Using the differences in frequency
properties they can be separated by means of an ordinary
filtration.
At present, however, there are no experimental meth-
ods to registrate the motions of separate atoms. At the
same time, the molecular dynamics methods allow to si-
multaneously simulate motions of all atoms of the lattice
in detail. As an example let us consider the simulation
of indentation into a 2D copper crystallite consisting of
80*70 atoms. The indenter (three atoms under arrow)
moves with a constant velocity of 5m/s (see Fig. 2). The
lowest row of atoms is motionless. All lateral faces are
free. The sample consists of copper atoms interacting
through the Lennard-Jones potential. A detailed general
formulation of the problem can be found in Ref. 39.
At some moments the dislocations emerge in the
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FIG. 3: Time scanning: 1-3 total internal, potential and
kinetic energy, consequently; 4, 5 X- and Y-components of
velocity of an arbitrary particle in the centre of the model
(light lines are low-frequency records of particle velocity after
filtration)
monatomic specimen, as it is shown in fig. 2. This is
pointed by bends of the curve 1 in Fig. 3 for time depen-
dent total internal energy or by the jumps of total poten-
tial and kinetic energies (curve 2 and 3). The external
work performed during the indentation increases total
energies of all kinds. Further, for t = 0.055ns; 0.14ns;
0.24ns; 0.39ns and so on the potential energy decreases
sharply. A part of this energy transforms into defect en-
ergy and the remaining part must dissipate into heat.
Bottom subplots in Fig. 3 present the time depen-
dences of the X- and Y-components of velocity for an ar-
bitrarily chosen particle of the system (near the center of
the model), which actually are records of its thermal mo-
tion (incurves 4 and 6). From a formal point of view, the
thermal motion can be treated as a high-frequency signal
which is close to a harmonic one for separate interatomic
(bond) vibrations. The spectrum severely oscillates be-
cause of the interference of a large set of high-frequency
phonons (see region 1 in Fig. 4a). In the low-frequency
region a large peak 2 stands up sharply against the rest
of the spectrum. One can assume that its presence is
connected with the regular low-frequency vibrations in
the system.
Having done the low-frequency filtration with a run-
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FIG. 4: Spectrum of complete record for velocity of a particle:
1 main high-frequency region, 2 low-frequency peak.
ning averagemethod over 200 time steps one can separate
the low-frequency vibration modes (bright curves 5 and
7 against main black signals). To make sure that these
low-frequency vibrations are connected namely with the
peak 2 of the spectrum of Fig. 4a, the filtrated record was
subtracted from the total record and for this difference
signal the spectrum was calculated again (Fig. 4b). As
seen, the low-frequency peak vanishes from the spectrum
of the difference record.
Comparing curves 2, 3, 5 and 7 one can immediately
see that the initiation of the low-frequency vibrational
excitations coincides in time with the generation of dis-
locations and they can be in a sense associated with
strongly nonlinear acoustic emission. On the other hand,
they can be treated as nonequilibrium phonons with am-
plitudes far exceeding the amplitudes of corresponding
low-frequency range of the spectrum which would be re-
alized in thermal equilibrium (compare spectra of fig. 4a
and fig. 4b). Thus, using the low-frequency filtration,
it is possible to separate, in the pure state, the nonequi-
librium subsystem (light curves 5 and 7) and the equi-
librium subsystem (the difference signal) in a common
thermal motion. The acoustic waves inelastically scatter
by equilibrium high-frequency vibrations and, as a result,
became damped. Decay of these waves is just a process
of the nonequilibrium state relaxation. As a result, the
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FIG. 5: Time scanning: 1 temperature of equilibrium sub-
system ; 2 temperature of non-equilibrium subsystem. For
comparison, the scale of curve 2 (the right scale) is 10 times
magnified.
energy of the acoustic waves gradually transforms into
the energy of the equilibrium thermal motion leading to
a slow increase of equilibrium temperature and entropy.
During the indentation dislocations emerge repeatedly
in time. That’s why some fraction of the low-frequency
nonequilibrium wave packets is always present in the in-
tegral thermal motion. On one hand, they are generated
as a consequence of the mentioned processes of formation
of defects, on the other hand, they are constantly going
to the equilibrium subsystem. By averaging the square
of particle velocity, that is the kinetic energy, for the
difference record over time window containing 1000 time
steps, we obtain an equilibrium temperature-like variable
(curve 1, Fig. 5). Such averaging window contains nearly
20 periods of the high-frequency vibrations, and it seems
to be enough to smooth of random fluctuations of the
thermal motion. As seen, the equilibrium temperature
increases as the energy of nonequilibrium low-frequency
vibration transforms into the equilibrium high-frequency
motion.
As the low-frequency acoustic wave differs from the
high-frequency phonons only in the time scale then ap-
plying the same averaging procedure but over a larger
time window containing in the given example 10000 time
steps it is possible to definite an analogous variable for
the non-equilibrium subsystem (curve 2, Fig. 5). It can
be given a sense of a nonequilibrium temperature or tem-
perature of the nonequilibrium subsystem. Thus, the
digital filtration allows us to separate equilibrium and
non-equilibrium components in the initial data and to
calculate their temperature parameters.
Now, equilibrium S and nonequilibrium S˜ entropies
can be defined as variables thermodynamically conjugate
to the two kinds of temperatures described above. Pro-
duction of nonequilibrium entropy will be described by
kinetic equation of a form close to (9):
∂S˜
∂t
= −γS˜(T0 − T˜st − T1S˜). (11)
Here T0 is the temperature of internal sources at dis-
location generation such that γS˜T0 is the power of en-
tropy sources, T˜st is the temperature of internal sinks of
nonequilibrium heat dissipation such that γS˜ T˜st is the
power of entropy sinks. It also is a stationary temper-
ature value, to which the system tends during its relax-
ation. The last term in Eq. (11) is a relaxation one, it
describes transition of the entropy from non-equilibrium
subsystem to equilibrium one because of the absorption
of the low-frequency vibrations during their interaction
with the equilibrium high-frequency vibrations.
III. THERMODYNAMIC IDENTITY
The results obtained in the previous section and their
interpretation allow us to make some useful general-
izations. In the thermodynamics and theory of self-
organization, the subdivision of entropy change is well
known [40]:
△ S = △eS +△iS, (12)
where △eS is the entropy change owing to heat flux from
external sources (thermostats). The heat change is glob-
ally non-equilibrium but it is a locally equilibrium pro-
cess. This component is positive at heating and neg-
ative at cooling. The component △iS is the entropy
production owing to irreversible phenomena from inter-
nal sources. Namely, this part of the entropy specifies
the second law of thermodynamics and is always non-
negative. The component is of a dual nature. On the
one hand, this contribution to entropy is caused by non-
equilibrium and irreversible nature of phenomena. On
the other hand, this entropy part converts constantly to
equilibrium form. Therefore, it is pertinent to present
this part of the entropy as a sum:
△i S = △
e
iS +△
n
i S, (13)
where △eiS is the part of produced entropy succeeded in
transforming to the equilibrium form during external ac-
tion,△ni S is the part of produced entropy, which remains
in the nonequilibrium form and should relax later. The
former part △eiS became indistinguishable from another
part of the equilibrium entropy (thermal degeneration)
which had already been existing in the system before the
action. Thus it makes sense to combine them denoting
△eq S = △eS +△
e
iS, (14)
so that the total entropy change is:
△ S = △eqS +△
n
i S, (15)
In such a form the entropy production has been firstly
presented in this paper. Usually, one neglects the non-
equilibrium part of the entropy △ni S. Entropy produc-
tion is accompanied by heat production, which in the first
6approximation can be presented as a linear combination
of the entropy change of both kinds:
△Q = T △eq S + T˜ △
n
i S, (16)
where T and T˜ are some coefficients of proportionality
with a dimension of temperature. Coefficient T has the
physical sense of the equilibrium temperature. Coeffi-
cient T˜ can be assigned a non-equilibrium temperature
sense or a sense of the temperature of non-equilibrium
subsystem.
The total change of the internal energy under the exter-
nal actions and owing to the change of internal structure
as a consequence of relaxation processes can be written as
a linear combination of changes of all independent vari-
ables:
dU = V σijdε
e
ij + TdS + T˜ △ S˜ +
N∑
l=1
ϕl △Hl, (17)
where more compact notation dS = △eqS and △S˜ =
△ni S is used. The first term is the change of the internal
energy coinciding with the change of the elastic energy,
σij is the stress tensor, ε
e
ij is elastic deformation tensor
(Coleman at all, 1967). The last term stands for the
change of the internal energy owing to defect subsystems,
Hl is the number of l-type defects, ϕl is the factor having
the sense of defect energy. Here it is taken into account
that the internal energy, the elastic deformation and the
equilibrium entropy are functions of state, therefore their
decrements are perfect differentials.
If, following the Landau’s idea, one treats the non-
equilibrium variables T˜ and ϕl as generalized thermody-
namic forces, for which relationships of the type (3)
T˜ =
∂U
∂S˜
, ϕl =
∂U
∂Hl
, (18)
are true, then in expression (17), the increments of the
independent variables △S˜ and △Hl can be replaced by
their exact differentials:
dU = V σijdε
e
ij + TdS + T˜ dS˜ +
N∑
l=1
ϕldHl, (19)
Thus, the increment of the internal energy can be ex-
pressed in a perfect differential form and consequently, we
can introduce an extended non-equilibrium state speci-
fied by a set of independent variables εeij , S, S˜ and Hl.
A part of these variables εeij and S are equilibrated, the
other part S˜ and Hl are nonequilibrated. In this case,
the internal energy is a function of these variables
U = U(ε
e
ij , S, S˜,Hl) (20)
To describe the isothermal phenomena, it is convenient
to convert to the free energy F = U − TS, for which the
differential form
dF = V σijdε
e
ij − SdT + T˜ dS˜ +
N∑
l=1
ϕldHl (21)
is true.
IV. DISCUSSION
One can treat relationship (19) as a combination of the
first and second laws of thermodynamics written in the
form of identity. Previous attempts to formulate this law
in the form of an identity are known [41, 42]. For exam-
ple, in the Van’s work the Gibbs relationship in the con-
text of generalized thermodynamics with internal-state
variables is presented in the form:
du = Tds+ tˆ· · dεˆ− ~A· d~α (22)
where u and s are densities of internal energy and en-
tropy, T is the absolute temperature, εˆ and tˆ are ten-
sors of deformation (total) and stress, ~A is a vector ther-
modynamically conjugate to the vector of internal pa-
rameters ~α. The first two terms are useful attributes of
the combined first and second laws of thermodynamics;
the last term ~A· d~α ≥ 0 quenches an excess energy. If
one drops it, one obtains a common expression for the
law in the form of inequality du ≤ Tds + tˆ· · dεˆ. In a
case of the structureless body this inequality arises as a
common part of the internal energy that has been taken
in account twice, firstly in the form of irreversible work
△An = △A − tˆ· · dεˆe and secondly in the form of inter-
nal heat released T △ei S + T˜ △
n
i S. And this redundant
energy is subtracted in the right-hand side of (22).
However, as the total deformation εˆ is irreversible,
the elastic stresses tˆ can’t be calculated as a derivative
tˆ = ∂u/∂εˆ. Only the reversible (elastic) part of the de-
formation can suit the case tˆ = ∂u/∂εˆe [3]. Therefore,
the structure of relationship (19) more correctly reflects
the physical nature of the mutual energy transformations
in internal processes. In relationship (19) two aspects of
the law of conservation of energy are taken into account
simultaneously. It is the law of conservation for a given
reference volume interacting with the environment (the
1st law of thermodynamics) and the law of conservation
or the law of transformation of energy in internal degrees
of freedom △An = T△
e
i S+ T˜△
n
i . Moreover, in relation-
ship (19) both structural aspect ϕldHl and dynamic one
T˜ dS˜ are taken in account too.
The presentation of the combined first and second laws
of thermodynamics for a specific case of unstructured
solids and for isothermal processes in form of Jarzynski’s
identity [43, 44]:
exp(−
△F
kT
) = 〈exp(−
W
kT
)〉 (23)
is also known. Here the angular brackets denote averag-
ing over all states of the system, △F is the free energy
increment in an isothermal process, W is the work per-
formed for the system. If the increment△F and the work
W are small then, expanding the exponents in a series
and restricting ourselves to the first terms of the series,
we obtain:
dF = 〈W 〉−
〈W 2〉
2kT
= V σijdεij−
〈W 2〉
2kT
= V σijdε
e
ij . (24)
7The first term 〈W 〉 presents the total work performed
for the system; the second term 〈W 2〉/2kT presents en-
ergy dissipated as a result of irreversible internal pro-
cesses, consequently their difference is the reversible elas-
tic energy.
For an isothermal process dT = 0 with neglecting both
transitional thermal processes dS˜ = 0 and contribution
from structure of a solid dHl = 0, we obtain from (21)
dF = V σijdε
e
ij that coincides with the Jarzynski’s iden-
tity in the limit (24).
V. OUTLINE FOR APPLICATION TO SEVERE
PLASTIC DEFORMATION
It is of interest to consider how the obtained above
general relationships can be applied to solving practi-
cal problems. One of such problems is a change of the
internal structure of metals processed by severe plastic
deformation (SPD) [45, 46, 47]. During SPD the grain
boundaries are intensively produced resulting in refine-
ment and fragmentation of the grains. The refinement
of grains at the expense of multiplication of their bound-
aries is the main process of SPD and the grain boundaries
are the main structural defect [47]. At the same time, the
main building material for the grain boundaries are dis-
locations and dislocation piles-up. That’s why, for the
description of SPD these two kinds of defects or the two
levels of defectiveness need to be taken in account as a
minimum. With quadratic terms remained in the expan-
sion of the internal energy
U = U0+ϕ0H−
1
2
ϕ1H
2+ ϕ˜0H˜ −
1
2
ϕ˜1H˜
2+φHH˜, (25)
we write down the corresponding kinetic equations (9)
for this case:
τH
∂H
∂t
= ϕ0 − ϕ1H + φH˜,
τH˜
∂H˜
∂t
= ϕ˜0 − ϕ˜1H˜ + φH. (26)
Here variables relating to the dislocations are marked
by tilde. The last terms describe the mutual influence of
different levels. In an adiabatic limit τH˜ ≪ τH the equi-
librium value of dislocation number (or density) is de-
rived from stationary condition for the second Eq. (11):
H˜ =
1
ϕ˜1
(ϕ˜0 − φH). (27)
This stationary value can be used to exclude the disloca-
tion number from the first Eq. (26):
τH
∂H
∂t
= ϕ0−ϕ1H+
φ
ϕ˜1
(ϕ˜0−φH) = ϕ
ef
0
−ϕef
1
H. (28)
Thus, the account of dislocations in the adiabatic ap-
proach has brought only the renormalization of theory
constants. Let us consider the next level of approxima-
tion, we suppose, namely, that the right-hand part of the
second Eq. (26) is not strictly zero, but equals a small
constant , which depends parametrically on H (quasi-
adiabatic approximation):
ϕ˜0 − ϕ˜1H˜ + φH = ε (29)
Integrating the second Eq. (26) we obtain
H˜ =
1
τH˜
εt+
1
ϕ˜1
(ϕ˜0 + φH). (30)
Substituting this relationship into the first Eq. (26) and
taking ε = ε0 + ε1H we find
τH
∂H
∂t
= ϕef
0
− ϕef
1
H +
φ
τH˜
ε0t−
φ
τH˜
ε1Ht. (31)
Supposing formally h = ν/k and t = e/V , and also ϕef
0
=
−κτHe0V/k, ϕ
ef
1
= −κτHe0V , ε0 = −κτHτH˜V
2/kφ,
ε1 = −κτHτH˜V
2/φ we get an equation close to the Ry-
bin’s kinetic equation [48]:
1
κ
dν
de
= −e0 + e0ν + e− νe. (32)
Note that the first two terms in Eqs. (31) and (32) have
opposite signs. The first term in (32) can be treated as
annihilation of grain boundaries, going by itself at a con-
stant speed. The second term describes the generation of
boundaries, the speed of generation being the higher the
more boundaries (or fragments) are by this time present
in a solid. For e0 ≈ 0.2 [48], it can be argued that the
contribution of the first two terms to kinetics of fragmen-
tation is small. Within this accuracy Eqs. (31) and (32)
coincide.
Thus, in the framework of the approach, the well-
known and well-approbated kinetic equation for the de-
scription of the grain fragmentation during SPD has been
derived. At the same time, the approach has a more gen-
eral context that permits to take the influence of thermal
processes into account and to develop two-mode approx-
imations with the expansion of thermodynamic poten-
tials into a higher power series in terms of defectiveness
of solids [49].
VI. CONCLUDING REMARKS
In the paper, a phenomenological approach based on
generalization of Landau technique to cases of quick-
passing nonequilibrium phenomena, for example, severe
plastic deformation, is considered. For quick-passing pro-
cesses thermal fluctuations have no time to exert essen-
tial influence and it is possible to consider the problem
in the mean-field approximation. In the centre of the
approach there is not an abstract order parameter but a
structural defect with its real parameters the quantity
8(density) of defects and the average energy of a defect.
The analysis from these positions on the example of a
version of the theory of vacancies shows that the known
Landau-Khalatnikov kinetic equation can be used in this
case only if the dependence of vacancy energy on den-
sity of vacancies is neglected. In the case of an arbitrary
dependence of vacancy energy on density of vacancies it
is necessary to use a more general form of kinetic equa-
tions symmetric with respect to using the internal and
free energies. In this case, the density of defects and
defect energy are related by a symmetric differential de-
pendence of type (8) and (9). As the defect energy in the
steady state is not equal to zero then the extreme prin-
ciple of equality to zero of the derivative of free energy
with respect to order parameter (in our case the num-
ber or the density of defects) breaks down. This prin-
ciple need be substituted with principle of the tendency
to a steady state. Steady-state characteristics can not
be determined in the framework of phenomenological ap-
proach, here statistical and microscopic approaches are
required.
A form of kinetic equations can be generalized to all
types of regularly or randomly distributed defects and to
all types of nonequilibrium parameters including thermal
variables. On an example of computer experiment it has
been shown that in the case of quick-passing processes the
irreversibility is not so much connected with fluctuation
phenomena, as with dynamical ones of acoustic emission
type at the formation and motion of defects. In this
case, the acoustic emission over all structural levels is a
part of the relaxation process [34, 35, 36] that permits to
describe the entropy generation (11) in the same form as
generation of defects (9).
The obtained results are generalized in the form of a
thermodynamic identity which properly combines the 1st
and the 2nd laws of thermodynamics in a finite-difference
form. The known Jarzynski thermodynamic identity for
isothermal processes expressed in terms of free energy
coincides, in going to finite differences, with the proposed
identity.
To illustrate the applicability of the approach a prob-
lem of description of nonequilibrium phenomena occur-
ring under severe plastic deformation is considered. In
the framework of phenomenological one-mode (approxi-
mation quadratic with respect to energy) model taking
into account the two levels of defect structure dislo-
cations and grain boundaries, the known for this case
kinetic Rybin equation is derived [48]. The approach
permits to consider more complex dependences of ther-
modynamic potentials on basic parameters of the model.
For example, in the framework of two-mode approxima-
tion using the polynomials of the fourth power for pre-
sentation of thermodynamic potentials the severe plas-
tic deformation can be represented as a structural phase
transition of the 1st type [49].
Acknowledgments
The work was supported by the budget topic
0106U006931 of NAS of Ukraine and partially by the
Ukrainian state fund of fundamental researches (grants
F28.7/060). The author thanks A. Filippov for helpful
discussions.
[1] K. F. Herzfeld and F. O. Rice, Phys. Rev. 31, 691 (1928).
[2] L. Mandelshtam and M. Leontovich, J. Theor. Experim.
Phys. 7, 438 (1937).
[3] B. Coleman and M. Gurtin, J. Chem. Phys. 47, 597
(1967).
[4] L. Landau and I. Khalatnikov, Sov. Physics Doklady 96,
459 (1954).
[5] L. Landau and E. Lifshitz, Statistical mechanics (Perga-
mon Press, Oxford, 1969).
[6] S. R. Bodner, Arch. Mech. 57, 73 (2005).
[7] F. J. Zerilli and R. W. Armstrong, J. Appl. Phys. 61,
1816 (1987).
[8] J. Eshelby, Solid State Phys. 3, 79 (1956).
[9] E. Kroner, Kontinuums Theorie der Versetzungen und
Eigenspannungen (SpringerVerlag, Berlin, 1958).
[10] A. Cadec and D. Edelen, A Gauge theory of dislocations
ana disclinations (SpringerVerlag, Berlin-Heilderberg-
New York, 1983).
[11] R. Sedlacek and E. Werner, Phys. Rev. B 69, 134114
(2004).
[12] P. G. Kevrekidis, I. G. Kevrekidis, A. R. Bishop, and
E. Titi, Phys. Rev.E 65, 046613 (2002).
[13] S. Forest and R. Sedlacek, Phil. Mag. 83, 245 (2003).
[14] M. Glazov, L. Llanes, and C. Laird, Phys. Stat. Sol. A
149, 297 (1995).
[15] G. Malygin, Phys. Usp. 42, 887 (1999).
[16] S. Varadhan, A. J. Beaudoin, and C. Fressengeas, Int.
Conf. on Stat. Mech. of Plasticity and Related Instab.
(Bangalore, India, 2005).
[17] M. Y. Gutkin and K. Aifantis, Phys. Stat. Sol.B 214, 245
(1999).
[18] M. Y. Gutkin, Rev. Adv. Mater. Sci. 13, 125 (2006).
[19] Z. P. Bazant and M. Jirasek, J. Eng. Mech. 128, 1119
(2002).
[20] R. H. J. Peerlings, M. G. D. Geers, R. de Borst, and
W. A. M. Brekelmans, Int. J.Solids Struct. 38, 7723
(2002).
[21] B. Devincre, L. P. Kubin, C. Lemarchand, and R. Madec,
Mat. Sci. Engin. A 309-310, 211 (2001).
[22] J. M. Rubi and A. Gadomski, Physica A 326, 333 (2003).
[23] I. Aranson, V. Kalatsky, and V. Vinokur, Phys. Rev. Let.
85, 118 (2000).
[24] L. Eastgate, J. Sethna, M. Rauscher, and T. Cretegny,
Phys. Rev. E 65, 036117 (2002).
[25] V. Levitas, D. Preston, and D.-W. Lee, Phys. Rev. B 68,
134201 (2002).
[26] J. Ramirez, C. Beckermann, A. Karma, and H.-J.
Diepers, Phys. Rev. E 69, 051607 (2004).
9[27] L. Granasy, T. Pusztai, G. Tegze, J. Warren, and J. Dou-
glas, Phys. Rev. E 72, 011605 (2005).
[28] C. Achim, M. Karttunen, K. Elder, E. Granato, T. Ala-
Nissila, and S. C. Ying, Phys. Rev. E 74, 021104 (2006).
[29] J. Rosam, P. Jimack, and A. Mullis, Phys. Rev. E 79,
030601 (2009).
[30] I. Bazarov, Thermodynamics (Pergamon, Oxford, 1964).
[31] T. Yamada and K. Kawasaki, Prog. Theor. Phys. 38,
1031 (1967).
[32] H. Callen and T. Welton, Phys. Rev. 83, 34 (1951).
[33] J. Clayton, Int. J. Sol. Struct. 42, 4613 (2005).
[34] F.-J. Perez-Reche, L. Truskinovsky, and G. Zanzotto,
Phys. Rev. Let. 99, 075501 (2007).
[35] M. Iwaniec, Mol. Quant. Acoust. 25, 121 (2004).
[36] M. P. Kashenko, cond-mat/0601569.
[37] J. I. Frenkel, Kinetic Theory of Liquids (Dover, New
York, 1955).
[38] C. Kittel, Am. J. Phys. 35, 483 (1967).
[39] L. Metlov, Nanosystems, Nanomaterials, Nanotechnolo-
gies 4, 209 (2006), see also cond-mat/0210480 and
cond-mat/0305129.
[40] P. Glansdorff and I. Prigogine, Thermodynamic theory of
structure, stability and fluctuations (Wiley interscience,
London-New York-Sidney-Toronto, 1971).
[41] V. Etkin, Thermokinetics (Thermodynamics non-
equilibrium phenomenon transport and energy transform)
(Tolyati, 1999).
[42] P. Van, J. Noneq. Therm. 26, 167 (2001).
[43] C. Jarzinski, Phys. Rev. Lett. 78, 2690 (1997).
[44] C. Jarzinski, cond-mat/9707325.
[45] R. Valiev, R. Islamgaliev, and I. Alexandrov, Prog.
Mater. Sci. 45, 103 (2000).
[46] V. Kopylov and V. Chuvildeev, Part in the book: Se-
vere Plastic Deformation: Towards Bulk Production of
Nanostructured Materials edited by A. Burhanettin (Nova
Science Publishers, New York, 2006), p. 37.
[47] Y. Zhao, K. Lu, and K. Zhang, Phys. Rev. Lett. 66,
085404 (2002).
[48] V. V. Rybin, Izv. Vyssh. Uchebn. Zaved., Fiz. 34, 7
(1991), in Russian.
[49] L. Metlov, Bulletin RAS, Physics 72, 1283 (2008).
