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Abstract
Output feedback stabilization of control systems is a crucial issue in engineering. Most
of these systems are not uniformly observable, which proves to be a difficulty to move from
state feedback stabilization to dynamic output feedback stabilization. In this paper, we
present a methodology to overcome this challenge in the case of dissipative systems by
requiring only target detectability. These systems appear in many physical systems and
we provide various examples and applications of the result.
Keywords: State observers, Dynamic output feedback, Nonlinear control systems, Unobservable,
Feedback stabilization, Asymptotic stability
1 Introduction
A control system is said to be state-affine if it is of the form
x˙ = A(u)x+B(u) (1)
with x ∈ Rn being the state of the system and u ∈ Rm being the input. System (1) is said to
be uniformly dissipative if there exists a positive definite matrix P ∈ Rn×n such that for all
inputs u ∈ U ⊂ Rm,
PA(u) +A(u)′P 6 0. (2)
Many physical systems satisfy such a dissipativity property. For example, it is the case for
input-state-output port-Hamiltonian systems (see e.g. [10]). Hence, stabilizing the state of
such a dissipative state-affine control system to a target point (which we assume to be 0,
without loss of generality) is a crucial issue in engineering. However, in most cases, only part
of the system is measured, namely the output y which we assume to depend linearly on x:
y = Cx. (3)
Hence the stabilization must be achieved using only an output feedback, and not a state
feedback. If a stabilizing state feedback exists, then a common strategy to build a dynamic
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output feedback is to apply this feedback to an observer of the state, which learns the state
from the output. A sufficient condition given in [8] for this method to work is the uniform
observability of the system in small time, that is, for all input u, the observation of the output
y on any time interval is sufficient to uniquely determine the state x.
However, as shown in [3], it is generic for a state-affine system to have inputs that make
the system unobservable, called singular inputs. This proves to be a challenge in the context
of dynamic output feedback stabilization. To overcome this issue, some authors have proposed
to modify the feedback law in order to get new observability properties while maintaining
its stabilizing property (see e.g. [2, 6] for time-varying perturbations or [1, 4] for smooth
autonomous perturbations).
In this paper, we show for uniformly dissipative systems that local asymptotic state feed-
back stabilizability and target detectability are sufficient to prove semi-global asymptotic dy-
namic output feedback stabilizability. The key point is that target detectability is a much
weaker assumption than uniform observability. And we do not follow any perturbation strat-
egy of the feedback law.
In the next section, we state the main result of the paper. Its proof may be found in
Section 3. In the last Section 4, we provide various examples and applications of the result.
2 Main result
2.1 Problem statement
Let n, m and p be positive integers, A : Rm → Rn×n and B : Rm → Rn be two continuous
maps, and C ∈ Rp×n. For all u ∈ C0(R+,Rm), we consider the following observation-control
system: {
x˙ = A(u)x+B(u)
y = Cx
(4)
where x is the state of the system, u is the input and y is the output.
Then (4) is said to be dissipative for the input u if there exists a positive definite matrix
P ∈ Rn×n such that (2) holds, i.e. for all x ∈ Rn, x′PA(u)x 6 0. Then, for all α > 0, consider
the following Luenberger observer
˙ˆx = A(u)xˆ+B(u)− αP−1C ′Cε
ε˙ =
(
A(u)− αP−1C ′C
)
ε
(5)
where xˆ denotes the state of the observer and ε the error between the actual state of (4) and
the observer, i.e. ε = xˆ − x. Assuming the local asymptotic stabilizability at 0 of (4), we
prove the semi-global asymptotic stabilizability at (0, 0) of (5), without uniform observability
hypothesis. Instead, we use a detectability hypothesis at the target.
2.2 Statement of the result
Let λ ∈ C0(Rn,Rm) be a state feedback law. In the rest of the paper, λ is fixed and we assume
that for all α > 0, all positive definite P ∈ Rn×n and all initial conditions (xˆ0, ε0) ∈ Rn × Rn
the Luenberger observer 
˙ˆx = A(λ(xˆ))xˆ+B(λ(xˆ))− αP−1C ′Cε
ε˙ =
(
A(λ(xˆ))− αP−1C ′C
)
ε.
(6)
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has a unique solution (xˆ, ε) ∈ C0(R+,Rn × Rn) such that (xˆ(0), ε(0)) = (xˆ0, ε0) (which is the
case when the vector field associated to (6) is locally Lipschitz and forward complete). Without
loss of generality on the system, we assume that λ(0) = 0. In order to answer the issue raised
in Section 2, we consider the case of λ a locally asymptotically stabilizing state feedback law
of (4).
Assumption 1 (State feedback stabilizability). There exists a non-empty open domain D ⊂
Rn such that 0 is an asymptotically stable equilibrium point with basin of attraction D of the
vector field f : Rn 3 x 7→ A(λ(x))x+B(λ(x)).
As stated earlier, we focus on the class of dissipative systems. The stabilizing feedback law
being fixed, it is sufficient to assume uniform dissipativity for inputs that this feedback may
yield.
Assumption 2 (Dissipativity). There exists a positive definite matrix P ∈ Rn×n such that
for all (x, xˆ) ∈ Rn ×D
x′PA(λ(xˆ))x 6 0. (7)
From now on, (6) is considered only for this specific matrix P . Our goal is to prove the
semi-global asymptotic stability of (6) without uniform observability assumption. We show
that the following condition is sufficient.
Assumption 3 (Target detectability). The pair (C,A(0)) is detectable.
Now we state the main theorem of the paper.
Theorem 4. If Assumptions 1, 2 and 3 hold, then for any compact set K1 ×K2 ⊂ D × Rn,
there exists α0 > 0 such that for all α ∈ (0, α0), (0, 0) is an asymptotically stable equilibrium
point of (6) with basin of attraction containing K1 ×K2.
2.3 Discussion on the result
Remark 5 (on Assumption 2). Dissipativity of the system is the key point of the result. It
implies that the function V : ε 7→ ε′Pε is a Lyapunov function for the ε-subsystem of (6) as
long as xˆ ∈ D. Indeed,
dW (ε)
dt = ε
′P ε˙+ ε˙′Pε
= ε′
(
PA(λ(xˆ)) +A(λ(xˆ))′P
)
ε− 2αε′C ′Cε
6 −2α|Cε|2 (by Assumption 2)
6 0.
Numerous physical systems satisfy this dissipativity property. We provide examples in the last
Section 4.
Remark 6 (on Assumption 3). Let A0 = A(0). It is well-known (see e.g [7]) that the de-
tectability of the pair (C,A0) is equivalent to the fact that the solutions of the linear dynamical
system ω˙ = A0ω are such that, if Cω ≡ 0, then ω → 0. Note that the set of pairs (C,A0) that
are detectable is open and dense in Rm×n × Rn×n.
Remark 7 (on Theorem 4). The key point of the theorem is that it does not rely on any
uniform observability assumption. Instead, a dissipativity property of the system is required,
as well as target detectability.
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Note that taking p = n and C the identity matrix, Assumption 3 is trivially satisfied, and
then Theorem 4 implies the following corollary, which is an interesting result in itself about
the stabilization of dissipative systems.
Corollary 8. Any locally asymptotically stabilizable dissipative state-affine system is also semi-
globally asymptotically stabilizable by means of a dynamic feedback.
We prove Theorem 4 in the next section.
3 Proof
In this section, we suppose that Assumptions 1, 2 and 3 hold. The proof of Theorem 4 rely on
the three following lemmas, that we state and prove in this section.
3.1 Local asymptotic stability
Lemma 9. For all α > 0, (6) is locally asymptotically stable at (0, 0).
Proof. Let A0 = A(0). Consider the linearization of (6) at the origin:
˙ˆx = A0xˆ− αP−1C ′Cε
ε˙ =
(
A0 − αP−1C ′C
)
ε.
(8)
This system is upper triangular. Let us first focus on the ε part of the system. Consider the
function V : ε 7→ ε′Pε. Then V is a Lyapunov function for the ε-subsystem. Indeed,
dV (ε)
dt = ε
′P ε˙+ ε˙′Pε
= ε′
(
PA0 +A′0P
)
ε− 2αε′C ′Cε
6 −2α|Cε|2 (by Assumption 2)
6 0.
We denote by ω(ε0) the ω-limit set of the the ε-subsystem with initial condition ε0 ∈ Rn.
Then, by LaSalle’s invariance principle, ω(ε0) ⊂ {ε0 ∈ Rn | Cε ≡ 0}. Since the pair (C,A0) is
detectable by Assumption 3, we have ε → 0. Since the system is linear, this implies that all
eigenvalues of A0 − αP−1C ′C have negative real part. Now let us consider the xˆ-subsystem.
Since 0 is asymptotically stable for the vector field f , all the eigenvalues of A0 have non-positive
real part. Moreover, {ε0 ∈ Rn | Cε ≡ 0} is invariant under the dynamics of the xˆ-subsystem.
Then, applying the center manifold theorem (see e.g. [3, Appendix, Theorem 4.2]), (6) is
locally asymptotically stable at 0.
3.2 All trajectories are bounded
Lemma 10. For all compact set K1 × K2 ⊂ D × Rn, there exists α0 > 0 such that for all
α ∈ (0, α0), all the trajectories of (6) with initial conditions in K1 ×K2 remain in a compact
subset of D × Rn.
Proof. Let K1 ×K2 ⊂ D × Rn be a compact set. Let R = µmax supK2 V < +∞, where µmax
denotes the largest eigenvalue of P . According to Assumption 1, there exists a strict Lyapunov
function W for the vector field f . For all r > 0, set D(r) = {x ∈ Rn | W (x) < r} ⊂ D and
denote by ∂D(r) its boundary. Let ρ > 0 be such that K1 ⊂ D(ρ) and the closure of D(ρ) lies
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in D. Set M1 = sup∂D(ρ) LfW < 0 and M2 = 1 + sup∂D(ρ) |∇W | < +∞ where Lf denotes the
usual Lie derivative along f and ∇ stands for the Euclidean gradient.
Let α0 = −M1RM2|P−1||C|2 > 0 and take α ∈ (0, α0). Take (xˆ0, ε0) ∈ K1 ×K2 and denote (xˆ, ε)
the semi-trajectory of (6) starting from (xˆ0, ε0). Since V : ε 7→ ε′Pε is a Lyapunov function
for the ε-subsystem of (6), we have |ε| 6 R. Assume there exists t > 0 such that W (xˆ(t)) = ρ.
Then
d
dtW (xˆ(t)) = LfW (xˆ(t))− α (∇W (xˆ(t)))
′ P−1C ′Cε(t)
6M1 + αM2|P−1||C|2R
< 0.
Hence xˆ(t) ∈ D(ρ) for all t > 0. Thus, for all α ∈ (0, α0), all the trajectories of (6) with initial
conditions in K1 ×K2 remain in a compact subset of D × Rn.
3.3 All trajectories converge to 0.
Lemma 11. For all compact set K1 × K2 ⊂ D × Rn, there exists α0 > 0 such that for all
α ∈ (0, α0), all the trajectories of (6) with initial conditions in K1 ×K2 converge to (0, 0).
Proof. For all initial conditions (xˆ0, ε0) ∈ R2n, we denote t 7→ (Xˆ(t, xˆ0, ε0), E(t, xˆ0, ε0)) the
semi-trajectory of (6) with initial conditions (xˆ0, ε0). Let K1 × K2 ⊂ D × Rn be a compact
set and α > α0 > 0 as in Lemma 10, so that all the trajectories of (6) with initial conditions
in K1 × K2 remain in a compact subset of D × Rn. Let (xˆ0, ε0) ∈ K1 × K2. We denote
(xˆ, ε) the semi-trajectory of (6) starting from (xˆ0, ε0), and ω(xˆ0, ε0) the ω-limit set of this
semi-trajectory.
We prove that (xˆ, ε) converges to (0, 0) as a consequence of Lemma 9, by proving that the
semi-trajectory enters the basin of attraction of (0, 0) in finite time. It is sufficient to prove
that (0, 0) ∈ ω(xˆ0, ε0) since this implies that (xˆ, ε) enters any open set containing (0, 0) in finite
time. We prove this in three steps: first ω(xˆ0, ε0) ⊂ {(xˆ1, ε1) ∈ D × Rn | CE(·, xˆ1, ε1) ≡ 0},
then ω(xˆ0, ε0) ∩ ({0} × Rn) 6= ∅ and finally (0, 0) ∈ ω(xˆ0, ε0). Recall that dV (ε)dt 6 −2α|Cε|2
by Assumption 2. Then, according to LaSalle’s invariance principle, ω(xˆ0, ε0) ⊂ {(xˆ1, ε1) ∈
D × Rn | CE(·, xˆ1, ε1) ≡ 0}.
Let (xˆ1, ε1) ∈ ω(xˆ0, ε0).
The set ω(xˆ0, ε0) is compact and invariant under the dynamics of the system, hence
Xˆ(t, xˆ1, ε1) ∈ ω(xˆ0, ε0) for all t > 0. This further implies that ω(xˆ1, ε1) is a non-empty
compact subset of ω(xˆ0, ε0). As a consequence of Assumption 1, Xˆ(t, xˆ1, ε1)→ 0 as t→ +∞.
Hence ω(xˆ1, ε1) ⊂ {0} × Rn and thus
ω(xˆ0, ε0) ∩ ({0} × Rn) 6= ∅.
Then there exists ε2 ∈ Rn such that (0, ε2) ∈ ω(xˆ0, ε0) ⊂ {(xˆ1, ε1) ∈ D×Rn | CE(·, xˆ1, ε1) ≡
0}. Hence Xˆ(·, 0, ε2) ≡ 0. Then E(·, 0, ε2) is solution of
ε˙ = A0ε, Cε = 0. (9)
Since the pair (C,A0) is detectable (by Assumption 3), E(·, 0, ε2) → 0. Hence {(0, 0)} =
ω(0, ε2) ⊂ ω(xˆ0, ε0). By local asymptotic stability of (0, 0), it follows that the semi-trajectory
(xˆ, ε) converges towards 0.
Proof. (Proof of Theorem 4) Combining stability from Lemma 9 and semi-global convergence
towards (0, 0) from Lemma 11, we get the result.
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4 Examples and applications
In this section, we provide some examples and applications to illustrate the main Theorem 4.
Remark 12. If A(u) = (J(u) − R(u))H for some positive definite matrix H and positive
semi-definite (resp. skew-symmetric) matrix R(u) (resp. J(u)), B is linear and C = B′H,
then we recognize an input-state-output port-Hamiltonian system (see e.g. [10]). In that case,
a static output stabilizing feedback is given by u = −ky for any k > 0. However, for the
same dynamics with a different linear output (i.e. such that C 6= B′H), our result provides a
methodology for semi-global dynamic output feedback stabilization when the pair (C,A(0)) is
detectable. The following examples are of this form.
Example 13 (Harmonic oscillator). Consider (4) with
A(u) =
(
0 −(1 + u)
1 + u 0
)
, B(u) =
(
u
0
)
and C =
(
0 1
)
.
Let λ : R2 3 (x1, x2) 7→ −x1. Then W : R2 3 x 7→ |x|2 is a Lyapunov function for the vector
field f : x 7→ A(λ(x))x+B(λ). Indeed, for any solution x of (4),
dW (x)
dt = 2x
′A(λ(x))x+ 2x′B(λ(x)) = −2x21
since A(u) is skew-symmetric for all u ∈ R. According to the LaSalle’s invariance principle, the
ω-limit set of the trajectory is the largest positively invariant set contained in {x ∈ R2 | x1 ≡ 0}.
Note that λ ≡ 0 and x˙1 = −x2 on this set. Then x→ 0. Hence λ is a globally asymptotically
stabilizing feedback law. The Kalman observability matrix of the pair (C,A(0)) is the full rank
matrix (
C
CA(0)
)
=
(
0 1
1 0
)
.
Hence (C,A(0)) is observable, and a fortiori detectable. Thus, all the Assumptions 1, 2 and 3
are satisfied, and we may apply Theorem 4 to find a semi-globally asymptotically stabilizing
dynamic output feedback: for all compact set K1×K2 ⊂ Rn×Rn, there exists α0 > 0 such that
for all α ∈ (0, α0), (0, 0) is an asymptotically stable equilibrium point with basin of attraction
containing K1 ×K2 of (6).
Example 14 (Ćuk converter). The averaged model of the Ćuk converter given in Figure 1
can be written as follow:
x˙ =

0 −(1− u) 0 0
1− u 0 u 0
0 −u 0 −1
0 0 1 − 1R
Px+

E
0
0
0
 (10)
where x1 and x3 are the fluxes in the inductances L1 and L3, x2 and x4 are the charges
in the capacitors C2 and C4, R is the load resistance, E is the voltage source and P =
diag
(
1
L1
, 1C2 ,
1
L3
, 1C4
)
. As in [5], the goal is to stabilize the system at
x∗ =
(
L1
REV 2d
, C2Vd + E, −L3
R
Vd, −C4Vd
)′
6
for some output capacitor voltage Vd, which is attained for u∗ = VdVd+E . Assume that only the
charge x2 is measured, and address the problem of output feedback stabilization. In order to
match (10) and (4), we set x¯ = x− x∗ and u¯ = u− u∗. Then (10) can be rewritten as (4) by
replacing x by x¯ and u by u¯ and with
A(u¯) =

0 −(1− u∗ − u¯) 0 0
1− u∗ − u¯ 0 u∗ + u¯ 0
0 −u∗ − u¯ 0 −1
0 0 1 − 1R
P,
B(u¯) = u¯b with b =

C2x∗2
L3x∗3 − L1x∗1
−C2x∗2
0
 and C = (0, 1, 0, 0) .
Remark that u ≡ 1 and u ≡ 0 renders (4) unobservable, since the Kalman observability
matrices of the pairs (C,A(1 − u∗)) and (C,A(−u∗)) are not invertible. So the well-known
results for dynamic output feedback stabilization of uniformly observable systems do not apply.
Theorem 4 may overcome this difficulty. It remains to check Assumptions 1, 2 and 3.
The system is dissipative since PA(u¯)+A(u¯)′P is negative semi-definite for all input u¯. The
pair (C,A(0)) is observable, and a fortiori detectable, since its Kalman observability matrix is
full rank as soon as u∗ 6= 1 and u∗ 6= 0 i.e. E 6= 0 and Vd 6= 0. Consider the saturated feedback
law λ(x¯) = sat (−βb′Px¯), where β > 0 is a tuning parameter and sat is a saturation function
such that u∗ + λ lies in (0, 1), which is always possible since u∗ ∈ (0, 1). Then x 7→ x′Px is
a Lyapunov function of the vector field f : x 7→ A(λ(x))x + B(λ(x)), and according to the
LaSalle’s invariance principle, the ω-limit set of any trajectory is the largest positively invariant
set contained in {x ∈ R2 | b′Px ≡ 0}, which gives x→ 0 when (b′P,A(0)) is observable. Hence,
for almost all choice of parameters, λ is a globally asymptotically stabilizing feedback law. One
may also choose any other locally asymptotically stabilizing feedback law, for example the one
given in [5].
Then, Theorem 4 applies, and (6) gives a semi-globally asymptotically stabilizing dynamic
output feedback. In Figures 2 and 3, we provide numerical simulations for the following choice
of parameters (as in [5]):
Table 1: Numerical values for the simulation of the Ćuk converter
L1 C2 L3 C4
10.9mH 22.0µF 10.9mH 22.9µF
R E Vd β
22.36 Ω 12V 25V 10−4
For these values, the pair (b′, A(0)) is observable, hence λ is a stabilizing state feedback
law. We choose the initial conditions x(0) = 0 and xˆ(0) = x∗. In Figure 2, we plot the
output voltage x4C4 that we want to stabilize at Vd for the state feedback law λ and for the
dynamic output feedback based on the Luenberger observer for α = 1, α = 10 and α = 100.
In Figure 3, we plot the error between the actual state of the system and the observer for the
same values of α. When α is larger, the observer converges faster to the state of the system.
For α = 100, xˆ converges quickly to x, and then the dynamics of x obtained via the dynamic
output feedback is close to the one obtained via state feedback. On the contrary α = 1 leads
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to a slow convergence of the observer. Then, the state dynamics is very close to the one with
the constant control u ≡ λ(xˆ(0)) = u∗ Finally, α = 10 is a compromise between these two
behaviours: the state dynamics is similar to the case where α = 1 at the beginning, and to the
case where α = 100 at the end of the simulation.
L1
C2
L3
C4 RE u 1−u
Figure 1: Ideal Ćuk converter.
Remark 15. The matrix A(0) is Hurwitz for any u∗ ∈ (0, 1). Hence, the constant control
u¯ = 0 i.e. u = u∗ stabilizes the system at the target point. This phenomenon is due to the load
resistance R. However, the user does not have any control on R, so this strategy potentially
leads to a very slow stabilization. Indeed, taking R → +∞ or R → 0, some eigenvalues of
A(0) converge to the imaginary axis. In this case, the damping assignment state feedback is
much more efficient, and that is why we build a dynamic output feedback based on this state
feedback. A similar remark holds for the next example.
Example 16 (Heat exchanger). In [11] (which we refer reader to for details), a model of a
counter-current heat exchanger is introduced. The system is 6-dimensional, and each com-
ponent xi of the state represents the temperature of one exchanger’s compartment. After a
change of coordinates and control (as in the previous Example 14), the system can be rewritten
in form of (4) with
A(u¯) =
(
−kI3 + γ1(u∗ + u¯)J kI3
kI3 −kI3 + γ2J ′
)
, B(u¯) = u¯b
with b =
(
E − γ1x∗1, γ1(x∗1 − x∗2), γ1(x∗2 − x∗3), 0, 0, 0
)′
and C =
(
0, 0, 0, 1, 0, 0
)
where I3 is the 3× 3 identity matrix, k, γ1, γ2, E are positive
physical constants, and
J =
−1 0 01 −1 0
0 1 −1
 .
With G a positive physical constant of the system, each control u∗ > 0 leads to exactly
one equilibrium state x∗ such that A(0)x∗ =
(
Eu∗, 0, 0, 0, 0, G
)′
. The matrix A(0)
is invertible according to [11]. Again, this system is not uniformly observable. Indeed, the
determinant of the Kalman observability matrix of the pair (C,A(u¯)) is k3γ62(k2−γ1γ2(u¯+u∗))3.
Hence, the constant input u¯ ≡ k2γ1γ2 − u∗ renders (4) unobservable.
However, Theorem 4 may apply if Assumptions 1, 2 and 3 are satisfied. Choose λ(x¯) =
sat (−βb′x¯), where β > 0 is a tuning parameter and sat is a saturation function such that u∗+λ
lies in an interval (0, uM ), which is always possible if u∗ ∈ (0, uM ). If the pair (b′, A(0)) is
8
0 2 4 6 8 10
-50
-40
-30
-20
-10
0
Figure 2: Output voltage of the Ćuk converter with the state feedback law λ and with the
corresponding dynamic output feedback law based on the Luenberger observer for different
values of α.
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Figure 3: Evolution of the error between the actual state of the Ćuk converter and the observer
for different values of α.
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Figure 4: Output enthalpy of the heat exchanger with the state feedback law λ and with the
corresponding dynamic output feedback law based on the Luenberger observer for different
values of α.
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Figure 5: Evolution of the error between the actual state of the heat exchanger and the
observer for different values of α.
detectable, we apply the LaSalle’s invariance principle to the Lyapunov function x 7→ x′x, and
get that x converge towards 0. Then, Assumption 2 is satisfied since A(u¯) +A(u¯)′ is negative
definite when u∗ + u¯ > 0 according to the Gershgorin circle theorem. The pair (C,A(0)) is
observable, and a fortiori detectable, if and only if u∗ 6= k2γ1γ2 . We fix the following parameters,
that satisfy all the previous assumptions.
Table 2: Numerical values for the simulation of the heat exchanger
k γ1 γ2 E
1.20 · 10−2 s−1 5.06 · 10−1 kg−1 1.00 · 10−2 s−1 360 K
G uM u
∗ β
300 K 0.05 kg · s−1 0.5uM 1
Set xˆ(0) = x∗, and let x(0) be the steady state that corresponds to the constant input
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u ≡ 0.17uM . Then Theorem 4 build a dynamic output feedback based on λ and a Luenberger
observer. In Figure 4, we plot the evolution of the output x4 (that we intend to stabilize as in
[11]) for the state feedback law λ and for the dynamic output feedback based on the observer
for α = 10−3, α = 2 · 10−2 and α = 1. The error between the state and the observer is given
in Figure 5 for the same values of α. As in Example 14, the convergence of the observer to
the state of the system is faster when α is larger, and then the stabilization of the state with
dynamic output feedback gets closer to the one obtained by state feedback.
5 Conclusion
We have shown that for dissipative systems, target detectability is a sufficient condition to
move from a locally asymptotically stabilizing state feedback to a semi-globally asymptotically
stabilizing dynamic output feedback. In particular, we are able to remove the classical uniform
observability assumption. Therefore, this work lays foundations for more general strategies
in output feedback stabilization of non-uniformly observable systems, notably via embeddings
into dissipative systems.
6 Addendum: Global stabilization
By allowing the observer gain to depend on the output of the system, it is actually possible to
obtain a global version of Theorem 4 instead of a semi-global one.
Theorem 17. If Assumptions 1, 2 and 3 hold, then there exists a locally Lipschitz function
α : Rn × Rp → R+ such that (0, 0) is an asymptotically stable equilibrium point with basin of
attraction containing D × Rn of
˙ˆx = A(λ(xˆ))xˆ+B(λ(xˆ))− α(xˆ, Cε)P−1C ′Cε
ε˙ =
(
A(λ(xˆ))− α(xˆ, Cε)P−1C ′C
)
ε.
(11)
Proof. Let D and f be as in Assumption 1, and P as in Assumption 2. For all (xˆ, y) ∈ Rn×Rp,
let k(xˆ, y) = −α(xˆ, y)P−1C ′y. According to the converse Lyapunov theorem (see e.g. [9]), there
exists a proper function W ∈ C∞(D,R+) such that W (0) = 0 and
∂W
∂x
(x)f(x, λ(x)) 6 −W (x), ∀x ∈ D. (12)
For all r > 0, set D(r) = {x ∈ Rn | V (x) 6 r} which is a compact subset of D. Let
α : Rn × Rp → R+ be the function defined for all (xˆ, y) ∈ Rn × Rp by
α(xˆ, y) = − max{W (xˆ), 1}
2
(
1 +
∣∣∣∂W∂x (xˆ)∣∣∣) (1 + |P−1C ′y|) . (13)
Note that α is locally Lipschitz and α(xˆ, y) > 0 for all (xˆ, y) ∈ Rn × Rp. Also, it yields
|k(xˆ, y)| 6 max{W (xˆ), 1}
2
(
1 +
∣∣∣∂W∂x (xˆ)∣∣∣) , ∀(xˆ, y) ∈ R
n × Rp. (14)
Step 1: local asymptotic stability Since α(0, 0) > 0, the linearization of (11) at (0, 0)
may be rewritten in the form of (8) and the proof of local asymptotic stability follows from
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Section 3.1.
Step 2: all trajectories are bounded. Consider the function V : ε 7→ ε′Pε. For all initial
conditions (xˆ0, ε0) ∈ D × Rn, the solution of the closed-loop system (11) denoted (xˆ(·), ε(·))
satisfies
dV (ε)
dt = ε
′P ε˙+ ε˙′Pε
= ε′
(
PA(λ(xˆ)) +A(λ(xˆ))′P
)
ε− 2αε′C ′Cε
6 −2α|Cε|2 (by Assumption 2)
6 0.
Hence, ε remains in a compact set.
Moreover, for all (xˆ, y) ∈ Rn × Rp,
∂V
∂x
(xˆ)[f(xˆ, λ(xˆ)) + k(xˆ, y)] 6 −W (xˆ) + ∂V
∂x
(xˆ)k(xˆ, y)
6 −W (xˆ) +
∣∣∣∣∂V∂x (xˆ)
∣∣∣∣ |k(xˆ, y)|
6 −W (xˆ) +
∣∣∣∣∂V∂x (xˆ)
∣∣∣∣ max{W (xˆ), 1}2 (1 + ∣∣∣∂V∂x (xˆ)∣∣∣)
6 −W (xˆ) + 12 max{W (xˆ), 1}.
Hence, if xˆ ∈ D \D(1),
∂V
∂x
(xˆ)(f(xˆ, λ(xˆ)) + k(xˆ, y)) 6 −12W (xˆ). (15)
Thus
W (xˆ) 6 max{W (xˆ0), 1},
In other words, xˆ remains in D(1)∪D(W (xˆ0)) which is a compact subset of D. Thus, solutions
of (11) are complete in positive time.
Step 3: all trajectories converge to 0. Since all trajectories of (11) are bounded from
Step 2, the proof of convergence is identical to Section 3.3.
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