The capture and analysis of human motor activity in daily life situations can provide a diagnosis tool or simply allow the evaluation of a person's psychological and physiological state (cognitive and emotional). This paper proposes a method based on the use of a physical model where embedded Kinect sensors on a mobile robot are employed for the detection and tracking of people. We describe a method for determining the individual's anatomical parameters and the algorithms developed for the digital animation model based on the measurement of a number of characteristic points obtained by the Kinect. The implementation of this method is validated experimentally from locomotion exercises where the positions of the Center of Pressure, measured and calculated using a force platform, are compared.
Introduction
Monitoring elderlies' activity in daily life tasks or during cognitive/physical exercises, can be an efficient way for a prompt diagnosis in order to detect motion anomalies and prevent falls. Recording and analyzing the person's activity while walking and standing can provide temporal-spatial parameters useful to identify gait deviations, make diagnoses, determine appropriate therapy and assess patient progress. 1 In the last few years many technical solutions have been developed in monitoring systems for human activity analysis. In healthcare applications, the most commonly used methods are wearable device-based. The wearable sensors are worn on a person's body (i.e. heart rate sensors and wrist watches 2 ) or mounted inside clothes to detect displacements and to recognize certain activities. 3 Other studies focused on the extraction of different parameters (e.g. the Center of Mass (CoM) and the Center of Pressure (CoP)) related to posture and locomotion analysis. In these cases, trademills, instrumented surfaces such as force platforms or particular shoes were exploited. 4, 5 Unfortunately, the use of this kind of technology requires the data to be gathered in controlled laboratory conditions and is not suitable at all for daily monitoring in real life environments. Other approaches were based on the capture and estimation of 3D human motion by using single or multi cameras. When only a single view is used, 6 self-occlusions and depth ambiguities can occur. These limitations can be alleviated by using multiple cameras, 7, 8 but in these cases, an important calibration process is required. The most accurate methods for 3D motion capture exploit marked optical technology, such as Phasespace, 9 MoCap from Vicon 10 and CodaMotion, 11 to turn multiple camera observations of a moving subject into 3D pose information of the body. These active motion analysis systems are very accurate, but they are very expensive and have a long set up time (they require the installation of several cameras and a long marker placement process). Thus again, these approaches are not suitable for daily tasks monitoring. The attempt to create a non-invasive, portable and inexpensive system to analyze the human activity was made by Gonzáles 12 who proposed the use of 2 portable sensors, a Wii balance board (as a force platform substitute) and a Kinect (for 3D pose reconstruction) to compute the CoM, but the Wii board is restricted to the analysis of only on spot movements. In our knowledge, there is not system that can be used for an in-depth analysis of human activity (especially of posture balance and stability) in non controlled environmental conditions, without any environmental equipment and in a non-invasive fashion (marked-free method). In order to meet this need, we have developed a system exploiting a Kinect embedded in a mobile personal robot. Indeed, personal robots can provide a support able to perceive and track humans while moving and to collect information about their activity. This paper proposes a method based on the use of a physical model where embedded Kinect sensors on a mobile robot are employed for the detection and tracking of people. The implementation of this method is validated experimentally on different exercises during which the positions of the Center of Pressure, measured and calculated using a force platform, are compared.
Interactive human following
The robot used for implementation is a commercial robot, Kompaï (Fig.  2 right) to which we have added a Microsoft Kinect and an extra laptop for sharing computation in order to increase its potential. A multimodal human detector and a system for interactive human following, developed in previous works, 13, 14 are employed to make the robot move while taking into account a person's displacement. The use of a mobile platform that tracks the human while analyzing his activity at the same time, allows the overcome all limitations due to wearable sensors, instrumented environment and occlusions. Indeed the human following system integrates a human state predictive model that solves occlusions and lack of detection problems. During person following, the Kinect embedded in the robot is able to detect the skeleton (by employing the Microsoft Kinect SDK). The collected data is then processed as described in Section 3.
Motion capture and filtering method
If the data provided by the employed skeleton detector can be used to assess general trends in movement, it will not be accurate enough for a reliable quantitative estimation. One of the main drawbacks to this detector is in a non-anthropometric kinematic model with variable limb lengths (the lengths of the detected skeleton limbs don't remain constant but change at each frame). Indeed, the variability of the algorithm in pose estimation is about 0.1 m. 15 Thus, since serious errors exist in the estimated skeleton, an improved skeletonization solution to a space-time constraint problem is required. In previous works, the pose correction was approached in different ways: according to physical-model, 16 by using Kalman-like filters, 17 by adopting different kinds of regressors (random forest regressor, 18 nearest neighborhood regressor, 19 Gaussian process regression 20 etc.). We propose a method for pose correction that takes into account both the coherence of the anthropomorphic model of the skeleton and the spatial-temporal motion consistency. This method is composed of 3 steps ( Fig. 1 
):
Step 1: Initialization. When the person is in the Kinect field of view, his skeleton is detected and the 3D positions of all his joints are provided (Fig. 2 left) . During the initialization phase, we use a first set of Kinect measurements to define a reference model of the involved body. In particular, the system computes the anthropometric kinematic model of the body according to the mean distances between the consecutive joints.
Step 2: Physical model calibration. This step is required to keep the human physical skeleton consistent with the reference model (in anthropomorphic point of view). Our approach relies on a standard mathematical problem, constrained optimization. It consists of minimizing the scalar 70 value quadratic objective function f (X) while satisfying a certain number of constraints g(X) (Equation 1).
In the objective function f (X) (Equation 2), X is a vector residing in (3 * nJ)-dimensional space (3D coordinates for nJ joints), a i , b i , c i are the weights associated with the coordinates of the joint i (in our case we consider equal weights on the 3 dimensions).
and (x i , y i , z i ) are respectively the coordinates of the joint i provided by the skeleton detector algorithm and the coordinates that we are searching for in order to minimize the objective function while respecting the constraints in Equation 3.
with j = 1, ...nJ − 1, (J j ; J j+1 ) consecutive detected joints, (M j ; M j+1 ) consecutive joints in the model, and d j,j+1 the distance between M j and M j+1 .
All the constraints are equality constraints and are fixed according to the reference model (Initialization step). The optimization of the objective function is made by using the quadratic interior point method (QIPM), which is based on the improvement of initial conditions (measurements) for solving quadratic programming problems.
Step 3: Model Simulation and Parameters Analysis. Finally, the optimized data is used to animate a physical model on a dynamic simulator, Arboris-python. Arboris-python is a rigid multibody dynamics and contacts simulator written in the programming language Python. It includes a generic and easily extensible set of joints (singularity-free multi-DoF joints, non-honolomic joints, etc.) for modeling arborescent rigid body mechanisms with a minimal set of state variables. It gives access to modeling, controllers and constraints. The equations of motion of these systems are obtained from the Boltzmann-Hamel equations 21 integrated in Arboris-python software, 22 which computes the first-order approximation of the model. The integration is done using a time-stepping method and a semi-implicit Euler integration scheme. In this way, it is possible to solve the additional constraints, i.e. the kinematic loops, which can be unilateral like contacts or bilateral like a revolute joint, with a Gauss-Seidel algorithm. 23 The use of the dynamic simulator allows to respect the spatial-temporal consistency of the sensed motion. This means that the simulated mannequin naturally filters the skeleton detection aberrations by limiting the articular velocities of the joints in a range of physically possible values. Moreover, the dynamic model integrated in the mannequin can take into account the real mass of all the body parts while reproducing the observed activity. The mass distribution is computed according to the reference model built during the Initialization step and takes into account the person's weight. The use of the reference model specifically built upon the observed body is quite new with respect to previous works. In fact, the estimation of a body's parameters was widely based on body segment data computed according to antropometric tables, such as those proposed by Leva.
24 But using these kind of methods may cause important errors in the estimation of body posture due to significant mismatches between the physical body and the antropometric data.
25 By considering a consistent mass distribution, the dynamic simulation provides some parameters such as the CoM and CoP trajectories that represent important indexes for posture balance and stability.
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An additional advantage of using a virtual mannequin is the possibility to having a visual feedback of the person's activity, which is very helpful for caregivers and therapists. 
Experiments

Procedure
In order to assess the reliability of the system, a preliminary set of experiments were made in a laboratory setting (Fig. 2 right) . Five healthy subjects were asked to execute 3 different movements (arm movement, rocking movement and side steps) on a force platform while wearing 13 CodaMotion markers, to validate the consistency of our system (see Fig. 2 center for marker placement). The Kinect embedded in the robot was simultaneously used for skeleton detection. The goal of this set of experiments was to assess the CoP trajectory provided by Arboris by comparing it with the CoP trajectory measured with a force platform (ground truth). The CoP was chosen because it's the only parameter that can be directly measured by a force platform. Both CodaMotion and Kinect data are collected and replayed by dynamic simulation and the resulted CoP trajectory was recorded and compared with the force platform measurements. All data was filtered using a second order lowpass Butterworth filter with cutoff frequency of 10Hz. For Kinect data, the pose correction method described in Section 3 was applied. 
Results
To evaluate the consistency of our system with respect to the ground truth, the CoP trajectories computed by Arboris replaying both the Kinect and the CodaMotion data, and the CoP trajectories measured by the force platform were compared. An example of the 3 trajectories corresponding to the rocking movement of a tested subject is reported in Fig. 3 . The mean errors between the 3 trajectories were computed for each singularly assessed movement (see Fig. 4 and 5 ). The differences in the trajectories were provided by Arboris by fitting on the mannequin first, the Kinect and then the CodaMotion data (max mean error = 0.07m), were also due to the approximative correspondence between the skeleton joints and the CodaMotion markers (for imprecise marker placement). The max mean error between the trajectories provided by Arboris by using only the Kinect data (with the correction pose algorithm) and the ground truth was about 0.08m with a standard deviation of ±0.03m. These results support the idea that it is possible to estimate some important parameters related to human activity by using our system with satisfactory accuracy. Indeed, not only the overall motion was well preserved during the simulation, but also the posture assessment showed good results. 
