Identification of subject-specific brain functional networks of interest is of great importance in fMRI based brain network analysis. In this study, a novel method is proposed to identify subject-specific brain functional networks using a graph theory based semi-supervised learning technique by incorporating not only prior information of the network to be identified as similarly used in seed region based correlation analysis (SCA) but also background information, which leads to robust performance for fMRI data with low signal noise ratio (SNR). Comparison experiments on both simulated and real fMRI data demonstrate that our method is more robust and accurate for identification of known brain functional networks than SCA, blind independent component analysis (ICA), and clustering based methods including Ncut and Kmeans.
INTRODUCTION
FMRI imaging studies have revealed the presence of functional connectivity among anatomically separated brain regions and a functional network typically consists of regions with coherent functional fluctuations. The identification of functional networks from fMRI data are typically implemented by either hypothesis based methods or data driven methods [1] . The most common hypothesis based method is seed region based correlation analysis (SCA) method [2] , which identifies brain regions with functional signals highly correlated with the seed region's functional signal. SCA has been widely applied in brain functional network studies due to its simplicity. However, the resulting network from SCA is the seed region centered network, consequently is limited by selection of the seed region. In addition, it is often difficult to determine proper thresholds for getting subject-specific networks due to the inter-subject variability.
Several data driven methods have also been proposed for detecting functional networks, such as independent component analysis (ICA) [3] [4] [5] and clustering based approaches [6] . ICA, especially spatial ICA, extracts from spatiotemporal fMRI data spatially independent components (ICs), which are interpreted as different functional networks. For ICA, it typically needs a good estimation of the number of ICs to be computed for obtaining brain functional networks robustly. Clustering voxelwise functional signals is a potentially powerful approach for exploring functional networks, and clustering algorithms such as Kmeans, hierarchical clustering [7] , normalized cut (Ncut) [6] , support vector clustering (SVC) [8] , have been adopted in fMRI studies. However, it is difficult to determine an appropriate number of clusters.
To overcome the limitations of existing methods, we propose a graph theory based semi-supervised learning approach which extracts subject-specific functional networks from fMRI data with guidance of reliable prior knowledge. Recently, a semi-supervised learning technique has been proposed to obtain subject-specific and functional consistent regions of interest (ROIs) that are taken as nodes of network for correlation analysis [9] . In this paper, functional network is extracted from the whole brain data, and seeds are automatically computed using the individual data based on prior information.
METHODS
The proposed method extracts subject-specific functional networks based on individual data and reliable prior information. Firstly, seeds of functional network and background are automatically determined based on prior information. Then a graph theory based semi-supervised learning method is applied to extract functional network based on those seeds.
Semi-supervised learning of functional network
In our method, graph theory based technique is used to model 3D brain image as a graph ( , ), where each node corresponds to a voxel of the 3D image and each edge connecting a pair of voxels reflects the similarity of BOLD time series of the pair of voxels. Based on obtained seeds, graph theory based semisupervised learning method is applied to extract functional network of interest though assigning different labels to voxels, some belong to the functional network, and others are assigned to the background.
Most semi-supervised learning methods define a continuous classification function that is estimated on the graph to minimize a cost function. The cost function enforces a tradeoff between the smoothness of the function on the graph of both labeled and unlabeled data and the accuracy of the function at fitting the label information for the initial seeds. A survey for semi-supervised learning is available in a paper [10] , which involves the mincuts method [11] , the Gaussian fields and harmonic function method [12] , the local and global consistency method (LGC) [13] , and the graph transduction via alternating minimization method [14] .
Given initial labels of a few voxels, labels of unlabeled voxels can be predicted by exploiting the similarity between voxels. In the LGC method, the labeling problem can be solved by minimizing a cost function within a regularization framework [13] 
where is the edge weight between nodes and , is the label vector of the node , = ∑ =1 is the degree of the node , is the initial label vector of the node , and is the number of nodes. The first term of eqn. (1) is a local consistency constraint to encourage similar voxels to have similar labels, and the second term measures the consistency between the labeling result and the initial labeling information. These two terms are balanced by the parameter to achieve labeling with local and global consistency. The eqn.(1) also can be approximated in the matrix form as:
where is an identity matrix, =
⁄ is the normalized edge weight matrix, = � � , ∈ × is the classification function matrix, ∈ × is the initial label matrix, and is the number of clusters. In this paper, = 2 for partitioning the network to be identified and the background. The minimization of ( ) can be achieved by an iterative procedure that has been demonstrated to converge to the optimal solution
where is the updated label information at the m th iteration, 0 is equivalent to , and (0 < < 1 ) is a parameter related to . was set to 0.9 in this paper. This iterative procedure can be regarded as propagation of label information. At each iteration, every voxel absorbs the label information from other voxels and retains partial label information of its initial state. The label information is updated until convergence and each voxel is assigned to the class from which it receives the most information.
Edge weight measurement between voxels
For extracting functional networks, affinity of pair-wise voxels is measured by Pearson correlation of BOLD time series in this paper since that the temporal correlation between BOLD signal is often used to measure functional connectivity. Particularly, the edge weight between voxels and is computed by
where refers to the BOLD time series of the voxel , (•,•) denotes computing Pearson correlation coefficient. After obtaining the affinity matrix, sparsity of graph is obtained through constructing a k-nearest graph considering that sparsity is important to ensure a graph-based algorithm efficient and robust to noise. K is used to denote the parameter in the k-nearest graph construction.
Determination of reliable seeds
Reliable seeds are significant for robust functional network. In this study, firstly, few reliable voxels that belong to the functional network based on prior anatomical information are selected as objective seeds. And then, voxels that have negative temporal correlation with the mean BOLD time series of those objective seeds are automatically computed as seeds of the background.
EXPERIMENT RESULTS
The proposed method was validated using simulated data and real fMRI data. Experiments using simulated data of different signal noise ratios (SNRs) were performed to evaluate the method with respect to the spatial feature, the signal property and the network property of the extracted functional network, comparing with SCA, ICA, Ncut and Kmeans methods. Experiments using resting-state fMRI data of 106 healthy subjects collected at 5 sites, including Bangor (19 subjects), Berlin_Margulies (26 subjects), Leiden_2200 (19 subjects), NewYork_b (20 subjects), and Oxford (22 subjects) were performed by the proposed method for identifying the default mode network (DMN) and motor network, and then the reproducibility and reliability of those networks across subjects of different sites were investigated. 3.1. Experiment using simulated data Simulated data was generated as follows. We used preprocessed resting-state fMRI data as baseline data, and then added simulated signals for voxels of the baseline data. The added signal for each voxel of the simulated network (see Fig. 1(A) ) was a mixture of sinusoidal function with 100 time points and white Gaussian noise. The added signal in other regions was a mixture of sinusoidal function with a random phase difference and white Gaussian noise. For evaluating the robustness of algorithms, different SNRs including 5, 4, 3, 2 and 1 were used. Here, =
. One slice of the simulated data with SNR as 1 is shown in Fig. 1(B) . Using the simulated data, our method, SCA, ICA, Ncut, and Kmeans were evaluated according to the spatial feature, the signal property, and the network property of the extracted functional network. For the proposed method, four adjacent seeds from one block of the network were set as the objective seeds, and voxels that have negative correlation with the mean signal of the objective seeds were automatically obtained as the background seeds. Different K for constructing k-nearest graph were evaluated. For SCA, mean signal of the objective seeds selected in our method was used as representative signal for correlation analysis. After obtaining the correlation value for each voxel, the functional network was obtained by thresholding these correlation values using different thresholds ranging from 0.3 to 0.7. For ICA, different IC numbers ranging from 5 to 30 and thresholds including 2 and 3 were applied. For Ncut and Kmeans, different cluster numbers ranging from 2 to 6 were used. While using ICA, Ncut, and Kmeans, the most similar IC or cluster according to the spatial similarity to the simulated network was selected for extracting the network. Subsequently, the spatial feature of the extracted network was measured by the agreement between the identified network and the simulated network. =
, where and respectively denote the identified and simulated network. The signal property was computed by the mean signal in the extracted network regions. The network property was represented by the mean of pair-wise correlations of BOLD in voxles of network regions. The signal property and the network property of the simulated network were also computed for comparison purpose. Fig. 2 shows the networks extracted from different methods under the case of SNR=1. For comprehensive evaluation, Fig. 3 demonstrates the spatial property of extracted network under different SNRs obtained from our method with different K, SCA with different thresholds, ICA with different IC numbers and thresholds, as well as Ncut and Kmeans with different cluster numbers. These results demonstrate that our method had higher accuracy and was more robust to SNR than other methods since the reliable prior information was used and global similarity of all voxels was considered under a graph theory based framework.
The signal property and the network property of the extracted network are shown in Fig. 4 and Fig. 5 , respectively. Results show that those measures from our method were closer to that of the simulated network, which indicates that our method is more robust and accurate for identification of this functional network than SCA, ICA, and clustering based methods including Ncut and Kmeans. 
Experiment using resting-state fMRI data
Resting-state fMRI data of 106 healthy subjects collected at 5 sites were performed by the proposed method to identify subjectspecific default mode network (DMN) and motor network. Firstly, ROIs in posterior cingulate cortex (PCC) and primary motor cortex (M1) were used as seeds of DMN and motor network, respectively.
Then, voxels that have negative correlation with the mean BOLD time series of those objective seeds were automatically computed as seeds of background. To reduce memory requirements, we used the average BOLD signal in 27 neighbor voxels to represent the signal of a node. Parameter K for constructing k-nearest graph was set to 100. Based on the obtained individual network, probability of each voxel was computed as / , where denotes the number of all subjects and denotes the number of subjects whose network includes the voxel. Fig. 6 (A) -(E) show probability maps of DMN across subjects for 5 different sites, respectively. Results indicate that our method can identify subject-specific DMN that had high reliability and reproducibility in important regions, e.g., PCC and anterior cingulate cortex (ACC). For further statistical analysis, for each subject, the Pearson correlation values between one specific voxel and other voxels in the extracted DMN were computed and averaged to reflect the voxel's contribution to the subject-specific network. After obtaining the correlation maps of DMN for all subjects, one-sample t-test with FDR correction of p value<0.05 was performed across all subjects of each site, and the results are shown in Fig. 6 (F)-(J), which demonstrate that DMN obtained from different sites had high reproducibility. Similarly, Fig. 7 shows the related results for motor network. 
DISCUSSIONS
To overcome the limitations of existing techniques for functional network extraction, we propose a novel method for identifying subject-specific functional networks of interest based on a semi-supervised learning technique. Experiments using simulated data demonstrate that the proposed method was more robust and accurate than traditional SCA, ICA, and clustering methods including Ncut and Kmeans. Experiments using restingstate fMRI data illustrate that the proposed method can detect subject-specific network, and the extracted networks were reproducible and reliable across subjects and sites. The proposed method showed a better performance due to the incorporation of prior information. In future work, we will also compare the method with other prior-based methods (e.g. spatially constrained ICA) [5] . In addition, other information will be explored for determining seeds, such as Meta-analysis. Other similarity metrics, such as coherence and partial correlation, will be applied to measure the affinity of voxels for extracting network with specific property.
