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Abstract
This paper proposes a novel framework for manifold-valued regression
and establishes its consistency as well as its contraction rate. It assumes
a predictor with values in the interval [0, 1] and response with values in
a compact Riemannian manifold M . This setting is useful for applica-
tions such as modeling dynamic scenes or shape deformations, where the
visual scene or the deformed objects can be modeled by a manifold. The
proposed framework is nonparametric and uses the heat kernel (and its
associated Brownian motion) on manifolds as an averaging procedure. It
directly generalizes the use of the Gaussian kernel (as a natural model
of additive noise) in vector-valued regression problems. In order to avoid
explicit dependence on estimates of the heat kernel, we follow a Bayesian
setting, where Brownian motion on M induces a prior distribution on
the space of continuous functions C([0, 1],M). For the case of discretized
Brownian motion, we establish the consistency of the posterior distribu-
tion in terms of the Lq distances for any 1 ≤ q <∞. Most importantly, we
establish contraction rate of order O(n−1/4+) for any fixed  > 0, where
n is the number of observations. For the continuous Brownian motion we
establish weak consistency.
1 Introduction
In many applications of regression analysis, the response variables lie in Rieman-
nian manifolds. For example, in directional statistics [20, 12, 11] the response
variables take values in the sphere or the group of rotations. Applications of di-
rectional statistics include crystallography [22], altitude determination for nav-
igation and guidance control [30], testing procedure for Gene Ontology cellular
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University of Minnesota Doctoral Dissertation Fellowship Program.
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component categories [27], visual invariance studies [21] and geostatics [34].
Other modern applications of regression give rise to different types of manifold-
valued responses. In the regression problem of estimating shape deformations of
the brain over time (e.g., for studying brain development, aging or diseases), the
response variables lie in the space of shapes [10, 24, 17, 3, 25, 9]. In the analysis
of landmarks [16] the response variables lie in the Lie group of diffeomorphisms.
The quantitative analysis of regression with manifold-valued responses (which
we refer to as manifold-valued regression) is still in early stages and is signifi-
cantly less developed than statistical analysis of vector-valued regression with
manifold-valued predictors [1, 8, 26, 5, 28, 36, 7]. A main obstacle for ad-
vancing the analysis of manifold-valued regression is that there is no linear
structure in general Riemannian manifolds and thus no direct method for av-
eraging responses. Parametric methods for regression problems with manifold-
valued responses [10, 17, 21, 13, 16] directly generalize the linear or polynomial
real-valued regressions to geodesic or Riemannian polynomial manifold-valued
regression. Nevertheless, the geodesic or Riemannian polynomial assumption
on the underlying function is often too restrictive and for many applications
non-parametric models are required. To address this issue, Hein [15] and Bhat-
tacharya [3] proposed kernel-smoothing estimators, where in [15] the predictors
and responses take values in manifolds and in [3] the predictors and responses
take values in compact metric spaces with special kernels. Hein [15] proved
convergence of the risk function to a minimal risk (w.p. 1; conditioned on the
predictor) and Bhattacharya [3] established consistency of the joint density func-
tion of the predictors and the responses. However, the rate of contraction (that
is, the rate at which the posterior distribution contracts to a δ distribution
with respect to the underlying regression function) of any previously proposed
manifold-valued regression estimator was not established. To the best of our
knowledge, rate of contraction was only established when both the predictor
and response variables are real [32] and this work does not seem to extend to
manifold-valued regression.
The main goal of this paper is to establish the rate of contraction of a
natural estimator for manifold-valued regression (with real-valued predictors).
This estimator is proposed here for the first time.
1.1 Setting for Regression with Manifold-Valued Responses
We assume that the predictor t takes values in [0, 1] and the response x takes
values in a compact D-dimensional Riemannian manifold M . We denote the
Riemannian measure on M by µ (dµ is the volume form). We also assume
an underlying function f0 ∈ C([0, 1],M), which relates between the predictor
variables and response variables by determining a density function pf0(t)(x), so
that
x|t ∼ pf0(t)(x). (1)
We find it natural to define
pf0(t)(x) = pσ2(f0(t), x), (2)
2
where pσ2(f0(t), x) denotes the heat kernel on M centered at f0(t) and evaluated
at time σ2. Equivalently, pσ2(f0(t), x) is the transition probability of Brownian
motion on M (with the measure µ) from f0(t) to x at time σ
2. We note that σ2
controls the variance of the distribution of x|t and as σ2 → 0, the distribution
of x|t approaches δf0(t). In the special case where M = RD:
pσ2(f0(t),x) =
1
(
√
2piσ)D
exp
(−‖x− f0(t)‖2
2σ2
)
,
and this implies the common model: x− f0(t) | t ∼ N(0, σ2I).
We also assume a distribution p(t) of t, whose support equals [0, 1], though its
exact form is irrelevant in the analysis. At last, we assume n i.i.d. observations
{(ti, xi)}ni=1 ⊂ [0, 1]×M with the joint distribution Pn0 and the density function
pn0 =
n∏
i=1
p(ti)pσ2(f0(ti), xi). (3)
The aim of the regression problem is to estimate f0 among all functions in
C([0, 1],M) given the observations {(ti, xi)}ni=1.
For simplicity, we denote throughout the rest of the paper
P := C([0, 1],M).
1.2 Bayesian Perspective: Prior and Posterior Distribu-
tions Based on the Brownian Motion
Since the set of functions P includes Brownian paths, the heat kernel, which
expresses the Brownian transition probability, can be used to form a prior distri-
bution on P. For the sake of clarity, we need to distinguish between two different
ways of using the heat kernel in this paper. The first one applies the heat kernel
pσ2(f0(t), x) with t ∈ [0, 1], f0 ∈ P and x ∈M (see e.g., Section 1.1), where the
time (or variance) parameter σ2 quantifies the “noise” in x w.r.t. the underlying
function f0(t). The second one uses the heat kernel ph(x, y) with h ∈ R+ and
x, y ∈M , where the time parameter h inversely characterizes the “smoothness”
of the path between x and y. The smaller h, the smoother the path between x
and y (since smaller h makes it less probable for y to get further away from x).
Using the heat kernel ph(x, y), we define in Section 1.2.1 a continuous Brown-
ian motion (BM) prior distribution and in Section 1.2.2 a discretized BM prior
distribution. Section 1.2.3 then defines posterior distributions in terms of the
prior distributions and the given observations {(ti, xi)}ni=1 ⊂ [0, 1] ×M of the
setting.
1.2.1 The Continuous BM Prior on P
We note that a function f ∈ P can be identified as a parametrized path in M .
Let’s assume that x ∈ M is a starting point of this path, that is f(0) = x.
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We denote Px := {f ∈ P : f(0) = x}. Corollary 2.19 of [2] implies that
there exists a unique probability measure Wx on Px such that for any n ∈ N,
0 < t1 < ... < tn = 1, and open subsets U1, . . . , Un ∈ M , the following identify
is satisfied
Wx(f ∈ Px | f(t1) ∈ U1, . . . , f(tn) ∈ Un) =∫
U1×...×Un
ptn−tn−1(xn, xn−1) · · · pt2−t1(x2, x1)pt1(x1, x)dµ(x1) · · · dµ(xn). (4)
We define the conditional prior distribution of f ∈ P given x ∈ M by Wx. We
assume that the distribution of f(0) = x is µ/µ(M) and thus obtain that the
prior distribution Π(f) of f ∈ P is Wx × µ/µ(M).
1.2.2 The Discretized BM Prior P
The continuous BM prior often does not have a density function. We discuss
here a special case of discretized BM, where the density function of the prior is
well-defined. For 0 < h < 1 such that 1/h is an integer, we define PGF (h) as the
set of piecewise geodesic functions from [0, 1] to M , where for each 0 ≤ k < 1/h,
k ∈ N, the interval [kh, (k + 1)h] is mapped to the geodesic curve from f(kh)
to f((k + 1)h). Each function in PGF (h) is determined by its values at f(kh).
Let the distribution of f(0) be uniform w.r.t. the Riemannian measure µ and
let the transition probability from f(kh) to f((k + 1)h) be given by the heat
kernel ph(f(kh), f((k + 1)h)). Then the density function pih (w.r.t. µ) of the
discretized BM prior on PGF (h) can be specified as follows:
pih(f) =
1
µ(M)
1/h∏
k=1
ph(f(kh− h), f(kh)).
The corresponding distribution is denoted by Πh.
Throughout the paper we assume a sequence bn → 0 with 0 < bn < 1 and
with some abuse of notation denote by Πn the sequence of discretized BM priors
defined above with h = bn. By construction, Πn is supported on PGF (bn).
Since PGF (bn) ⊂ P, Πn can also be considered as a set of priors on P.
1.2.3 Posterior Distributions
Given observations {(ti, xi)}ni=1 drawn according to the setting of Section 1.1,
the posterior distribution of Π has the density function
Π(f ∈ A|{(ti, xi)}ni=1) ∝
∫
f∈A
n∏
i=1
p(ti, xi|f)dΠ(f)
=
∫
f∈A
n∏
i=1
pf(ti)(xi)p(ti)dΠ(f),
(5)
where the equality in (5) follows by applying (1) and (2) to the estimator f of
f0.
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1.3 Main Theorems: Posterior Consistency and Rate of
Contraction
We establish the posterior consistency for the discretized and continuous BM
priors respectively. That is, we show that as n approaches infinity, the posterior
distributions contract with high probability to the distribution δf0 (recall that
f0 is the underlying function in P). Furthermore, for the discretized BM we
study the rate of contraction of the posterior distribution. The theorem for the
discretized BM is formulated in Section 1.3.1 and the one for the continuous
BM (with weaker convergence) in Section 1.3.2.
1.3.1 Posterior Consistency and Rate of Contraction for Discretized
BM
Theorem 1.1 below formulates the rate of contraction of the posterior distribu-
tion of the discretized BM with respect to the Lq metric on P, where 1 ≤ q <∞.
This metric, dq, is defined as follows:
dq(f1, f2) =
(∫
t∈[0,1]
distM (f1(t), f2(t))
qp(t)dt
)1/q
, (6)
where distM denotes the geodesic distance on M and p(t) is the pdf for the
predictor t.
Theorem 1.1. Assume a regression setting with a predictor variable t ∈ [0, 1],
whose pdf p(t) is strictly positive on [0, 1], a response variable x in a com-
pact finite-dimensional Riemannian manifold M and an underlying and un-
known Lipschitz function f0 ∈ P, which relates between x and t according
to (1) and (2). Assume an arbitrarily fixed 0 <  < 1/4 and for n ∈ N,
let bn = n
−1/2+2 be the sidelength of the set PGF (bn) and let {Πn}n∈N de-
note the sequence of discretized BM priors on PGF (bn). Then there exists an
absolute constant A0 and a fixed constant C0 depending only on the positive
minimum value of p(t) on [0, 1], the volume of M and the Riemannian met-
ric of M1, such that Πn(·|{(ti, xi)}ni=1) contracts to f0 according to the rate
n =
√
bn/C0 = O(n
−1/4+). More precisely, for any 1 ≤ q <∞
Πn(f : dq(f, f0) ≥ A0n|{(ti, xi)}ni=1)→ 0
in Pn0 -probability (see (3)) as n→∞.
The proof of Theorem 1.1 appears in Section 2 and utilizes a general strategy
for establishing contraction according to [14]. The significance of the theorem
is in properly determining the sidelength parameter bn (as a function of n).
Practical application of the discretized BM prior can suffer from underfitting
or overfitting as a result of too small or too large choice of bn respectively.
Theorem 1.1 implies that for n observations, bn should be picked as n
−1/2+2
to achieve a contraction rate of O(n−1/4+) for any fixed  > 0.
1More precisely, the dependence of the constant CII (which is later defined in (15)) on the
Riemannian metric.
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1.3.2 Posterior Consistency for Continuous BM
We show here that the posterior distribution Π(·|{(ti, xi)}ni=1) is weakly consis-
tent. In order to clearly specify the weak convergence, it is natural to identify
functions in P with density functions of observations. Let D denote the set
of densities p(t, x) from which the observations {(ti, xi)}ni=1 ⊂ [0, 1] ×M are
drawn. Assuming a fixed variance σ2, a function f ∈ P can be identified with
a density function pf ∈ D as follows:
Φ : f −→ pf (t, x) := pσ2(f(t), x)p(t). (7)
Therefore, Π induces a prior on the set D, which is again denoted by Π with
some abuse of notation. For the simplicity of analysis, we assume here that σ2
is known. Section 4.1 discusses the modification needed when σ2 is unknown.
For the underlying function f0, we define its weak neighborhood of radius 
by
N(f0) =
{
f ∈ P :
∣∣∣∣∣
∫
[0,1]×M
pgpfdtdµ(x)−
∫
[0,1]×M
pgpf0dtdµ(x)
∣∣∣∣∣ ≤ , ∀g ∈ P
}
.
Theorem 1.2 states the weak posterior consistency of the continuous BM prior
Π. It is proved later in Section 3.
Theorem 1.2. If M is a compact Riemannian manifold and if the true under-
lying function f0 ∈ P of the regression model is Lipschitz continuous, then the
posterior distribution Π(·|{(ti, xi)}ni=1) is weakly consistent. In other words, for
any  > 0,
Π(N(f0)|{(ti, xi)}ni=1) −→ 1
almost surely w.r.t. the true probability measure Pn0 (defined in (3)) as n→∞.
1.4 Main Contributions of This Work
The first contribution of this paper is the proposal of a natural model for
manifold-valued regression (with real-valued predictors). Indeed, the heat kernel
on the Riemannian manifold gives rise to an averaging process, which general-
izes basic averages of vector-valued regression. In particular, the heat kernel on
RD is the same as the Gaussian kernel (applied to the difference of f(t) and x),
which is widely used in regression when x ∈ RD (due to an additive Gaussian
noise model). The Bayesian setting is natural for the proposed model, since it
uses the discretized or continuous Brownian motion on M as a prior distribution
of f and it does not directly use the heat kernel. It is not hard to simulate the
Brownian motion, but tight estimates of the heat kernel for general M are hard.
The second and main contribution of this work is the derivation of the con-
traction rate of the posterior distribution for the discretized Brownian motion.
To the best of our knowledge the rate of contraction was only established be-
fore for regression with real-valued predictors and responses. For this case, van
Zanten [32] established contraction rate n−1/4 for the posterior distribution of
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n samples under the Lp-norm, where 1 ≤ p < ∞. His analysis does not seem
to extend to our setting. It is unclear to us if this stronger contraction rate
also applies to the general case of manifold-valued regression (see discussion in
Section 6.3).
The third contribution is the consistency result for the continuous Brownian
motion. The only other consistency result for manifold-valued regression we are
aware of is by Bhattacharya [3]. It suggests a general nonparametric Bayesian
kernel-based framework for modeling the conditional distribution x|t, where the
predictor t and response x take values in metric spaces with kernels. Under a
suitable assumption on the kernels, [3] established the posterior consistency for
the conditional distribution w.r.t. the L1 norm (see [3, Proposition 13.1]). We
remark that [3] applies to responses and predictors in Riemannian manifolds
(where the corresponding metric kernels are the heat kernels). However, both
the conditional distribution (of x given t) and the prior distribution are different
than the ones proposed here. It is unclear how to obtain a rate of contraction
for [3].
The last contribution is the implication of a new numerical procedure for
manifold-valued regression, which is based on simulating a Brownian motion on
M . The flexibility of the shapes of the sample paths of the Brownian motion is
advantageous over state-of-the-art geodesic regression methods. Real applica-
tions often do not give rise to geodesics and thus the nonparametric regression
method is less likely to suffer from underfitting. Another nonparametric ap-
proach is kernel regression [15, 3]. In Section 5, we compare between kernel
regression and Brownian motion regression (our method) for a particular exam-
ple, which is easy to visualize.
1.5 Organization of the Rest of the Paper
The paper is organized as follows. Theorems 1.1 and 1.2 are proved in Sections 2
and 3 respectively. Section 4 extends the framework to the cases where σ2 is
unknown and p(t) is supported on a subset of [0, 1]. Section 5 demonstrates the
performance of the proposed procedure on a particular example, which is easy
to visualize, and compares it to kernel regression [15, 3].
2 Proof of Theorem 1.1
Our proof utilizes Theorem 2.1 of [14, page 4]. The latter theorem establishes
the contraction rate for a sequence of priors Πn over the set D of joint densities
of the predictor t and response x under some conditions on Πn and the covering
number of D. We thus conclude Theorem 1.1 by establishing these conditions.
We use the following distance dq,D on the space D with an arbitrarily fixed
1 ≤ q <∞:
dq,D(p1, p2) =
1
2
‖p1 − p2‖q for p1, p2 ∈ D.
The regression framework is formulated in terms of the space P (see Section 1.1,
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in particular, the mapping of P to D in (7)) and the metric dq on P (see (6)).
We also use the d∞ metric on P, which is defined by
d∞(f1, f2) = max
t∈[0,1]
distM (f1(t), f2(t)), (8)
The proof is organized as follows. Section 2.1 shows that under the map-
ping (7) of P to D, dq,D is bounded from below by dq (and above by d∞).
Therefore, the posterior contraction w.r.t. dq,D implies the posterior contrac-
tion w.r.t. dq. Then, Sections 2.2-2.4 show that if the sidelengths {bn}n∈N and
a constant α > 0 are chosen properly, then the priors {Πn}n∈N and the sieve of
functions {Pn,α}n∈N (defined later in (21)) satisfy conditions (2.2)-(2.4) respec-
tively in Theorem 2.1 of [14]. The posterior contraction of Πn is then concluded.
2.1 Relations between dq,D, dq and d∞
We formulate and prove the following lemma, which relates between dq,D, dq
and d∞. It is later used as follows: The first inequality of (9) deduces Lq
convergence in P from Lq convergence in D. The second inequality of (9) is
used in finding the covering number of the space D.
Lemma 2.1. If 0 < mp, Mp ∈ R and mp ≤ p(t) ≤ Mp for all t ∈ [0, 1],
then there exists two constants C0, C1 > 0 depending only on mp, Mp and
the Riemannian manifold M such that for any f1, f2 ∈ P with corresponding
densities pf1 , pf2 in D (via (7))
C0dq(f1, f2) ≤ dq,D(pf1 , pf2) ≤ C1d∞(f1, f2). (9)
Proof. For x1 6= x2, we define the function
F (x1, x2, y) =
|pσ2(x1, y)− pσ2(x2, y)|
distM (x1, x2)
. (10)
We note that the first inequality of (9) is true if there exists a constant C0 > 0
such that ∫
y∈M
F (x1, x2, y)
qdµ(y) ≥ C
q
0
mq−1p
, ∀x1 6= x2 ∈M. (11)
Since M is compact and pσ2(x, y) is infinitely differentiable, for any  > 0,
there exists δ > 0 such that∣∣∣∣F (x1, x2, y)− ∣∣∣∣∂pσ2(x1, y)∂v12
∣∣∣∣∣∣∣∣ ≤ , ∀x1, x2, y ∈M, distM (x1, x2) ≤ δ, (12)
where v12 ∈ Tx1M is the unit vector of the geodesic connecting x1 and x2.
Since the heat kernel pσ2(x1, y) is not constant and due to the compactness of
the space of unit tangent vectors, there exists C ′0 > 0 such that∫
y∈M
∣∣∣∣∂pσ2(x1, y)∂v12
∣∣∣∣ dµ(y) ≥ C ′0, ∀x1 ∈M,v12 ∈ Tx1M, ‖v12‖ = 1. (13)
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Inequalities (12), (13) and the Schwarz inequality imply that∫
y∈M
F (x1, x2, y)
qdµ(y) ≥ CI :=
(
C ′0 − µ(M)
µ(M)
)q
, ∀x1, x2, y ∈M, distM (x1, x2) ≤ δ.
(14)
If we pick  small enough (with its δ in (12)), CI is a positive number. On the
other hand, if the pair (x1, x2) satisfies that distM (x1, x2) ≥ δ, we show that
for some constant CII > 0,∫
y∈M
F (x1, x2, y)
qdµ(y) ≥ CII , ∀x1, x2, y ∈M, distM (x1, x2) ≥ δ. (15)
Since the set {(x1, x2)|distM (x1, x2) ≥ δ} is compact, the existence of CII is
guaranteed if we can show that∫
y∈M
F (x1, x2, y)
qdµ(y) > 0, ∀x1, x2, y ∈M, distM (x1, x2) ≥ δ,
which can further be reduced to showing that given any pair (x1, x2) ∈M2,
∃y ∈M, pσ2(x1, y) 6= pσ2(x2, y). (16)
We prove (16) by contradiction. If (16) is not true, then
pσ2(x1, y) = pσ2(x2, y), ∀y ∈M. (17)
If we plug y = x1 and y = x2 respectively in (17), and use the symmetry of the
heat kernel, to get pσ2(x1, x1) = pσ2(x1, x2) = pσ2(x2, x2), which means that
pσ2(x1, x2) =
√
pσ2(x1, x1)pσ2(x2, x2). (18)
On the other hand,
pσ2(x1, x2) =
∫
z∈M
pσ2/2(x1, z)pσ2/2(z, x2)dµ(z)
≤
√∫
z∈M
pσ2/2(x1, z)2dµ(z)
∫
z∈M
pσ2/2(z, x2)2dµ(z)
=
√
pσ2(x1, x1)pσ2(x2, x2).
(19)
In view of (18) the Cauchy-Schwartz inequality used in (19) is an equality and
consequently
pσ2/2(x1, z) = pσ2/2(x2, z), ∀z ∈M.
Applying the same argument iteratively, we conclude that for any m > 0,
pσ2/2m(x1, z) = pσ2/2m(x2, z), ∀z ∈M.
However, as m → ∞, pσ2/2m(x1, z) → δx1 but pσ2/2m(x2, z) → δx2 6= δx1 .
This is a contradiction. Inequality (16) and thus (15) are proved. We conclude
from (14) and (15), the first inequality of (9) with C0 =
(
min(CI , CII)m
q−1
p
)1/q
.
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Next, we establish the second inequality of (9). Theorem 4.1.4 in [18, page
105] states that pσ2(x, y) is infinitely differentiable in both variables x and y.
In particular, its first partial derivatives are continuous. Furthermore, the fact
that M is compact implies that the first partial derivatives are bounded. That
is, there exists CM > 0 such that∣∣∣∣∂pσ2(x, y)∂x
∣∣∣∣ ≤ CM , ∣∣∣∣∂pσ2(x, y)∂y
∣∣∣∣ ≤ CM .
Consequently,
|pσ2(x1, y)− pσ2(x2, y)| ≤ CM distM (x1, x2). (20)
Applying (20) and then bounding p(t) by Mp and distM by d∞, we conclude (12)
with C1 = CMM
(q−1)/q
p µ(M) as follows:
dq,D(pf1 , pf2) =
(∫∫
|pσ2(f1(t), y)p(t)− pσ2(f2(t), y)p(t)|q dµ(y)dt
)1/q
≤
(∫∫
CqM distM (f1(t), f2(t))
qp(t)qdµ(y)dt
)1/q
≤ CMM (q−1)/qp µ(M)d∞(f1, f2).
Remark 2.2. We note that when q = 1, the constants C0, C1 in Lemma 2.1 are
independent of p(t). In particular, in this case the condition mp ≤ p(t) ≤Mp is
not needed.
2.2 Verification of Inequality 2.2 of [14]
We estimate the covering numbers of special subsets of P and D. The final esti-
mate verifies inequality 2.2 of [14]. We start with some notation and definitions
that also include these special subsets of P and D.
For 0 < α ≤ 1 and f ∈ P, let
‖f‖α := max
t1,t2∈[0,1]
distM (f(t1), f(t2))
|t1 − t2|α
and
Pα := {f ∈ P| ‖f‖α <∞}.
For a sequence {Mn}n∈N increasing to infinity we define the sieve of functions
Pn,α = {f ∈ Pα| ‖f‖α ≤Mn}. (21)
This induces a sieve of densities Dn,α of Dα by the map (7). For  > 0 and a
metric space E with the metric d, we denote by N(, E , d) the -covering number
of E , which is the minimal number of balls of radius  needed to cover E .
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In the rest of the section we estimate the covering numbers of the sets M ,
Pn,α and Dn,α. We assume a decreasing sequence n approaching zero. Sec-
tion 2.2.1 upper bounds N(n,M, distM ) for an arbitrary such sequence n.
Section 2.2.2 upper bounds N(n,Pn,α, d∞) for arbitrary sequences n and Mn
as above. At last, Section 2.2.3 upper bounds N(n,Dn,α, dq,D) for sequences
n and Mn satisfying an additional condition (see (37) below). It verifies in-
equality 2.2 of [14].
2.2.1 Covering Numbers of M
For any n > 0, we construct an n-net on the D-dimensional compact Rieman-
nian manifold M . Let D(M) be the diameter of M . That is,
D(M) = max
x,y∈M
distM (x, y).
The Nash embedding theorem [23] and Whitney embedding theorem [35] imply
that there exists an isometric map
E : M −→ R2D.
Since D(E(M)) ≤ D(M), the image E(M) is contained in an hypercube HC
with side length 2D(M). We partition this HC as a regular grid with grid
spacing n/
√
2D in each direction. Since each point in HC has distance less
than n to some grid vertex, the set of grid vertices, GV (n), is an n-net of
HC. Thus the n-covering number of HC can be bounded as follows:
N(n, HC,distR2D ) ≤
(
2D(M)
n/
√
2D
)2D
. (22)
Next, we construct an n-net of M using the n/3-net GV (n/3) of HC.
To begin with, we show in Lemma 2.3 that the Riemannian distance and the
Euclidean distance are equivalent locally under an isometric embedding.
Lemma 2.3. Let M be a compact Riemannian manifold and E be an isometric
embedding to R2D. Then for any fixed constant C > 0, there exists a constant
δC > 0 such that ∀x, y ∈M with distR2D (E(x), E(y)) < δC ,
|distM (x, y)− distR2D (E(x), E(y))| < C distR2D (E(x), E(y)).
Proof. Suppose this is not true. Then there exists a sequence of (xn, yn) ∈M2
such that distR2D (E(xn), E(yn))→ 0 and
|distM (xn, yn)− distR2D (E(xn), E(yn))| ≥ C distR2D (E(xn), E(yn)). (23)
Since M is compact, there is a subsequence, denoted again by (xn, yn), and
a point z ∈ M such that xn, yn → z. By picking an orthonormal basis of
the tangent space TzM and using the exponential map expz, one has normal
coordinates
Φ : RD ≡ TzM ⊃ Bz(0, r) −→M
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where Bz(0, r) is the r-ball centered the origin on TzM . Let logz = exp
−1
z
be the logarithm map at z and distI be the Euclidean distance on TzM . Let
xn = logz(xn) and yn = logz(yn). Applying Lemma 12 in [33, page 24] for
xn,yn,
|distM (xn, yn)− distI(xn,yn)| < O(max{‖xn‖22, ‖yn‖22}) distI(xn,yn). (24)
Let f be the composition of Φ with E,
f : RD ⊃ Bz(0, r) −→ R2D.
We note that f(xn) = E(xn) and f(yn) = E(yn). The Tyler series of f is
f(yn)−f(xn) = (∇f(xn))T (yn−xn) + 1
2
(yn−xn)T (∇2f(xn))(yn−xn) + · · · .
This implies that
‖f(yn)− f(xn)‖2 = ‖(∇f(xn))T (yn − xn)‖2 +O(‖yn − xn‖22). (25)
On the one hand, since E is an isometric embedding, the linear map
∇f(0) : RD −→ R2D
preserves the Euclidean distance. On the other hand, the smoothness of f
implies that ∇f(x) has bounded derivatives. Thus,
∇f(xn) = ∇f(0) +O(‖xn‖2). (26)
Then, (25) and (26) and the triangle inequality imply that
‖f(yn)− f(xn)‖2 = ‖yn − xn‖2 +O(‖xn‖2‖yn − xn‖2 + ‖yn − xn‖22).
In other words,
|distI(xn,yn)−distR2D (E(xn), E(yn))| ≤ O(‖xn‖2 +‖yn−xn‖2) distI(xn,yn).
(27)
By (24) and (27),
|distM (xn, yn)− distR2D (E(xn), E(yn))| < cn distI(xn,yn),
where cn = O(‖xn‖2 + ‖yn − xn‖2 + max{‖xn‖22, ‖yn‖22}). Moreover, by (27),
distI(xn,yn) < (1−O(‖xn‖2 + ‖yn − xn‖2))−1 distR2D (E(xn), E(yn)).
Therefore, if c′n = cn/(1−O(‖xn‖2 + ‖yn − xn‖2)), then
|distM (xn, yn)− distR2D (E(xn), E(yn))| < c′n distR2D (E(xn), E(yn)).
We note that c′n → 0 as n→∞ since xn,yn → 0 and this contradicts assump-
tion (23).
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Now, we construct an n-net of M from GV (n/3).
Lemma 2.4. Let ĜV (n/3) = {x ∈ GV (n/3)|distR2D (x,M) ≤ n/3}. There
exists a constant δ > 0 such that E−1(ProjE(M)(ĜV (n/3))) is an n-net of M
when n < δ. Consequently,
N(n,M, distM ) ≤ N(n/3, HC,distR2D ).
Proof. Suppose n < δ := δ1/3 where δ1/3 is the constant δC in Lemma 2.3
with C = 1/3. For any point x ∈ M , let y be the vertex in GV (n/3) that
is closest to E(x) w.r.t. distR2D . Then, by definition, y ∈ ĜV (n/3). Let
z = E−1(ProjE(M)(y)). To prove the lemma, it is sufficient to show that
distM (x, z) < n. (28)
Since distR2D (E(x), E(z)) < 2n/3 < δ1/3, Lemma 2.3 states that
|distM (x, z)− distR2D (E(x), E(z))| <
1
3
distR2D (E(x), E(z)). (29)
Inequality (29) implies (28) and thus the lemma as follows:
distM (x, z) <
4
3
distR2D (E(x), E(z)) < 8n/9.
From now on, we fix an n/3-net Sn of M , generated as above from the pro-
jection of regular grid vertices GV (n/9) of HC with grid spacing n/(9
√
2D).
Lemma 2.5 provides an upper bound of the number of points in Sn in the n-
neighborhood of x ∈ Sn.
Lemma 2.5. For x ∈ Sn and X := {y ∈ Sn|distM (x, y) ≤ n},
#X ≤ 212D.
Proof. If y ∈ X ⊂ Sn, then there is a point z ∈ GV (n/9) such that
E−1(ProjE(M)(z)) = y and distR2D (z, E(y)) ≤ n/9. (30)
We note that
distR2D (E(x), E(y)) ≤ distM (x, y) (31)
since E is an isometric embedding. Inequalities (30) and (31) and the triangle
inequality imply that distR2D (E(x), z) ≤ 10n/9. Thus, if
Y := {z ∈ GV (n/9)|distR2D (E(x), z) ≤ 10n/9},
then X ⊂ E−1(ProjE(M)(Y )). Since the grid spacing is n/9, #X ≤ #Y =
212D.
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2.2.2 Covering Numbers of Pn,α
Recall that PGF (a) ⊂ Pα is the set of piecewise geodesic functions which map
each interval [ka, (k + 1)a] to a geodesic on M for 0 ≤ k < 1/a. We define
FSn(a) = {f ∈ PGF (a)|f(ka) ∈ Sn for 0 ≤ k < 1/a},
where Sn was defined just before Lemma 2.5. The following Lemma upper
boundsN(n,Pn,α, d∞). It uses the constant δ1/9 which was defined in Lemma 2.3
(here C = 1/9).
Lemma 2.6. If M is a D-dimensional compact Riemannian manifold with
diameter D(M), two sequences {Mn}n∈N, {n}n∈N such that Mn →∞ and n <
δ1/9, and a =
n
3Mn
, then there is a subset of FSn(a), which forms an n-net of
Pn,α and
N(n,Pn,α, d∞) ≤
(
212D
)3Mn/n (18√2DD(M)
n
)2D
. (32)
Proof. Given f ∈ Pn,α, an approximation fˆ ∈ FSn(a) is determined uniquely
by specifying its boundary value fˆ(ka) for 0 ≤ k < 1/a, which is given by
fˆ(ka) = arg minx∈Sn distM (x, f(ka)).
To show that d∞(f, fˆ) ≤ n, We check the inequality distM (f(t), fˆ(t)) ≤ n for
all t ∈ [0, 1]. Suppose t ∈ [ka, ka+ a]. Since ‖f‖α ≤Mn,
distM (f(ka), f(t)) ≤Mna ≤ n/3. (33)
Moreover, because fˆ is a mapping to a geodesic on [ka, ka+a] and the fact that
Sn is n/3-net of M ,
distM (f(ka), fˆ(ka)) ≤ n/3 (34)
and
distM (f(ka), fˆ(t)) ≤ distM (f(ka), fˆ(ka+ a)) (35)
≤ distM (f(ka), f(ka+ a)) + distM (f(ka+ a), fˆ(ka+ a))
≤ 2n/3.
It follows from (33), (35) and the triangle inequality that
distM (f(t), fˆ(t)) ≤ n. (36)
Define subset of FSn(a):
SFSn(a) = {f ∈ FSn(a)|distM (f(ka), f(ka+ a)) ≤ n, ∀0 ≤ k < 1/a}.
By the definitions of fˆ and Sn and (33), we conclude that fˆ ∈ SFSn(a). Thus,
SFSn(a) is an n-net of Pn,α.
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By definition, N(n,Pn,α, d∞) ≤ #SFSn(a). It is thus sufficient to estimate
#SFSn(a). Lemma 2.4 and (22) imply that
#Sn ≤
(
18D(M)
n/
√
2D
)2D
,
which is the upper bound of the number of values that fˆ(0) can take. Given
the value of fˆ(ka), there are 212D choices for fˆ(ka + a) by Lemma 2.5. Thus,
for a = n/(3Mn), (32) is concluded as follows
#SFSn(a) ≤
(
212D
)3Mn/n (18√2DD(M)
n
)2D
.
2.2.3 Covering Numbers of Dn,α
In this section, we prove the following lemma.
Lemma 2.7. If Mn satisfies
Mn ≤ n
3
n
6C1D(log(21) + 1)
, (37)
where C1 was defined in Lemma 2.1, then for n sufficiently large Dn,α satisfies
the inequality 2.2 of [14, Theorem 2.1], that is,
logN(n,Dn,α, dq,D) ≤ n2n. (38)
Proof. Recall that Dn,α = Φ(Pn,α) and dq,D(pf1 , pf2) ≤ C1d∞(f1, f2) (see
Lemma 2.1). A consequence of this is that an n-net of Dn,α can be induced
from an n/C1-net of Pn,α. Therefore,
N(n,Dn,α, dq,D) ≤ N(n/C1,Pn,α, d∞) ≤
(
212D
)3C1Mn/n (18C1√2DD(M)
n
)2D
.
(39)
To conclude (38), it is enough to show that
3C1Mn
n
(2D log(21) + 2D) + 2D log
(
18C1
√
2DD(M)
3C1Mn
)
≤ n2n. (40)
We verify it for n sufficiently large. Since Mn → ∞, the second term of the
LHS of (40) will be less than zero for large n. On the other hand, it follows
from (37) that the first term of the LHS of (40) is less than or equal to n2n.
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2.3 Verification of Inequality 2.3 of [14]
Recall that the prior Πn, with support on PGF (bn) ⊂ Pα, is given by the
discretized Brownian motion at times bn, 2bn, . . . , 1. More specifically, we define
the prior Πn on PGF (bn) by fixing the joint distribution of f(kbn) for 0 ≤ k <
1/bn, whose density is given by
pin(f) = s(f(0))
1/bn∏
k=0
pbn(f(kbn), f(kbn + bn)). (41)
where s is a fixed density function with support on M for f(0), and pbn(x, y) is
the transition probability from x to y of the Brownian motion at time bn.
In this section, we show that if the sequence bn is properly chosen, then Πn
satisfies the inequality 2.3 of [14, Theorem 2.1], that is,
Πn(Dα\Dn,α) ≤ exp[−n2n(C + 4)]. (42)
We first establish Lemma 2.8 below and then use it to conclude (42) in
Lemma 2.9 below (under a condition on bn). We use the following set
X := {f ∈ PGF (bn)|distM (f(k1bn), f(k2bn)) ≤Mn(k2bn − k1bn)α/3,
∀0 ≤ k1 < k2 < 1/bn}
(43)
Lemma 2.8. The set X is contained in PGF (bn) ∩ Pn,α.
Proof. By definition of Pn,α, it is enough to show that if f ∈ X, then
distM (f(t1), f(t2)) ≤Mn|t2 − t1|α, ∀0 ≤ t1 < t2 ≤ 1.
Suppose t1, t2 ∈ [kbn, (k + 1)bn] for some k without loss of generality. Since f
is geodesic on this interval and f ∈ X,
distM (f(t1), f(t2)) =
|t2 − t1|
bn
distM (f(kbn), f((k + 1)bn))
≤ |t2 − t1|
α
bαn
distM (f(kbn), f((k + 1)bn))
≤ Mn
3
|t2 − t1|α.
Now, let t1 ∈ [k1bn, (k1 + 1)bn] and t2 ∈ [k2bn, (k2 + 1)bn] for k1 < k2. By the
triangle inequality,
distM (f(t1), f(t2)) ≤ Mn
3
|k1bn + bn − t1|α + Mn
3
|(k2 − k1 − 1)bn|α + Mn
3
|t2 − k1bn|α
≤Mn|t2 − t1|α.
This completes the proof.
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Next we consider the upper bound of the probability Πn(Pα\Pn,α). It uses
a constant C2 which is presented in Theorem 5.3.4 in [18, page 141]. It also
introduces a constraint on Mn and n (see (44)).
Lemma 2.9. If 12 ≤ α ≤ 1, bn = M−cn for a constant c s.t. 0 < c < 1/α and
C2Vol(M)M
c(2D+3)/2
n exp[−M2−(2α−1)cn /18] ≤ exp[−n2n(C + 4)], (44)
then (42) is satisfied.
Proof. We define
Xk1,k2 := {f ∈ PGF (bn)|distM (f(k1bn), f(k2bn)) > Mn(k2bn − k1bn)α/3}.
When α ≥ 12 , Theorem 5.3.4 in [18, page 141] implies that for the constant
C2 > 0
Πn(Xk1,k2) ≤
C2
b
(2D−1)/2
n
exp[−b2αn (Mn/3)2/(2bn)]Vol(M). (45)
Consequently,
Πn(Pα\Pn,α) ≤ Πn(PGF (bn)\(PGF (bn) ∩ Pn,α)) (46)
≤ Πn(PGF (bn)\X) ≤
∑
0≤i<j≤ 1bn
Πn(Xki,kj )
≤ 1
b2n
(
C2
b
(2D−1)/2
n
exp[−b2αn (Mn/3)2/(2bn)]Vol(M)
)
=
C2Vol(M)
b
(2D+3)/2
n
exp[−b2α−1n M2n/18].
The first inequality of (46) follows from the fact that the support of Πn is
PGF (bn). The second inequality of (46) follows from Lemma 2.8. The third
inequality follows from the definitions of X and Xki,kj . The fourth inequality
of (46) follows from (45). The proof concludes by plugging bn = M
−c
n in (46)
and the fact
Πn(Pα\Pn,α) = Πn(Dα\Dn,α).
2.4 Verification of Inequality 2.4 of [14]
We recall that inequality 2.4 of [14, Theorem 2.1] states that
Πn
(
P0
(
log
p0
p
)
≤ 2n, P0
(
log
p0
p
)2
≤ 2n
)
≥ exp[−n2nC]. (47)
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We first establish two technical lemmas (Lemmas 2.10 and 2.11) and then
prove (47) in Lemma 2.12. The formulation of Lemma 2.10 requires the fol-
lowing notation. We recall that by choosing a density p(t) on the predictor t,
there is a map Φ : P → D. For simplicity, we use the following notation:
p(t, x) = Φ(f) = pσ2(f(t), x)p(t), p0(t, x) = Φ(f0) = pσ2(f0(t), x)p(t),
where f is any continuous function and f0 is the true function. Let P0 be the
probability with density p0(t, x) and P0f denote
∫
fdPf0 . Here the density p(t)
of the predictor t is assumed to be positive on [0, 1], so that both p(t, x) and
p0(t, x) are positive (their exact forms are irrelevant). We consider first the
upper bounds of P0
(
log p0p
)
and P0
(
log p0p
)2
.
Lemma 2.10. There exists a constant C3 > 0 such that
P0
(
log
p0
p
)
≤ C3d∞(f0, f), P0
(
log
p0
p
)2
≤ C3d∞(f0, f). (48)
Proof. Theorem 4.1.1 in [18, page 102] states that pσ2(x, y) is strictly positive
on M ×M . Since M ×M is compact, there exists two constants c1, c2 > 0 such
that
c1 ≤ pσ2(x, y) ≤ c2 (49)
for all (x, y) ∈ M ×M . Moreover, for the same reason, pσ2(x, y) is uniformly
continuous. that is, there exists a constant c3 > 0,
|pσ2(x1, x)− pσ2(x2, x)| ≤ c3 distM (x1, x2) ∀x1, x2, x ∈M. (50)
Then, the inequality log(x) ≤ x− 1, (49) and (50) imply that
P0
(
log
p0
p
)
=
∫∫
log
(
p0
p
)
p0dµ(x)dt ≤
∫∫
(p0 − p) p0
p
dµ(x)dt (51)
≤
∫∫
c2c3
c1
distM (f(t), f0(t))p(t)dµ(x)dt ≤ c2c3
c1
Vol(M)d∞(f0, f).
Similarly,
P0
(
log
p0
p
)2
=
∫∫ [
log
(
p
p0
)]2
p0dµ(y)dt
=
∫∫
p>p0
[
log
(
p
p0
)]2
p0dµ(y)dt+
∫∫
p<p0
[
log
(
p0
p
)]2
p0dµ(y)dt
≤
∫∫
p>p0
(
p− p0
p0
)2
p0dµ(y)dt+
∫∫
p<p0
(
p0 − p
p
)2
p0dµ(y)dt
≤ c
2
3
c21
d∞(f0, f).
Consequently, (48) is satisfied with C3 = max(
c2c3
c1
Vol(M), c23/c
2
1).
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Lemma 2.11. Assume that C3 is an arbitrarily chosen positive constant. If
f0 is a Lipschitz continuous function with the Lipschitz constant L > 0 and
f ∈ PGF (bn) such that f(kbn) is in the rn-ball B(f0(kbn), rn) on M , where
rn =
2n
3C3
− 2Lbn
3
, then d∞(f0, f) ≤ 2n/C3.
Proof. Since f0 is Lipschitz,
distM (f0(kbn), f0(kbn + t)) ≤ Lbn ∀0 ≤ k < 1/bn, 0 ≤ t ≤ bn. (52)
Since f is geodesic on each interval [kbn, kbn + bn],
distM (f(kbn), f(t)) ≤ distM (f(kbn), f(kbn+bn)) for t ∈ [kbn, kbn+bn]. (53)
By distM (f0(kbn), f(kbn)) ≤ rn, (52), (53) and the triangle inequality,
distM (f(kbn), f(t)) ≤ 2rn + Lbn. (54)
Similarly,
distM (f(kbn), f0(t)) ≤ rn + Lbn. (55)
Inequalities (54) and (55) imply that
distM (f0(t), f(t)) ≤ 3rn + 2Lbn = 2n/C3. (56)
The proof is concluded by the fact that (56) is true for every t.
Lemma 2.12. If f0 is a Lipschitz continuous function, then there exists a
sufficiently large constant C0 > 0 such that if bn = C0
2
n and n
4+δ
n → ∞
(δ > 0), then the sequence of priors Πn satisfies (47) for all n > N0 (N0
depends on δ).
Proof. By Lemma 2.10, it is enough to show that
Πn(f : C3d∞(f0, f) ≤ 2n) ≥ exp[−n2nC], (57)
where C3 is the constant in Lemma 2.10. Let f ∈ PGF (bn) and L be the
Lipschitz constant of f0. It follows from Lemma 2.11 that if
distM (f0(kbn), f(kbn)) ≤ rn = 
2
n
3C3
− 2Lbn
3
∀0 ≤ k < 1/bn, (58)
then d∞(f0, f) ≤ 2n/C3.
Moreover, we note that (52), (58) and the triangle inequality imply that
distM (f(kbn), f(kbn + bn)) ≤ Lbn + 2rn. (59)
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It follows from Theorem 5.3.4 in [18, page 141] and (59) that for a constant
C4 > 0,
pbn(f(kbn), f(kbn + bn)) ≥
C4
b
D/2
n
exp
[
−distM (f(kbn), f(kbn + bn))
2
2bn
]
≥ C4
b
D/2
n
exp
[
− (Lbn + 2rn)
2
2bn
]
.
Recall that the support of Πn is PGF (bn). Therefore,
Πn(f : C3d∞(f0, f) ≤ 2n) ≤
Vol(B(f0(0), rn))
Vol(M)
∏
1≤k<1/bn
[
C4
b
D/2
n
exp
[
− (Lbn + 2rn)
2
2bn
]
Vol(B(f0(kbn), rn))
]
.
(60)
Since
Vol(B(f0(kbn), rn)) ≥ C5rDn for a constant C5 > 0,
the RHS of (60) is at least
1
Vol(M)
(
C5r
D
n
)1/bn+1 C1/bn4
b
D/(2bn)
n
exp
[
− (Lbn + 2rn)
2
2b2n
]
. (61)
Plugging the expression of rn in (58) and C0bn = 
2
n for a constant C0 > 0, the
logarithm of (61) being greater or equal to −n2nC is simplified as
1
bn
[
− log
(
C4C
1+bn
5
Vol(M)bn
)
−D(1 + bn) log
(
C0
3C3
− 2L
3
)
− (D
2
+Dbn) log(bn)
]
(62)
+
1
2
(
2C0
3C3
− L
3
)2
≤ n2nC.
We fix a constant C0 > 0 large enough so that for all bn,
− log
(
C4C
1+bn
5
Vol(M)bn
)
−D(1 + bn) log
(
C0
3C3
− 2L
3
)
≤ 0.
The constant C0 exists since bn → 0. Moreover, we note that since the fourth
term of (62) is a constant, to satisfy (62), it is enough to show that
− 1
bn
(
D
2
+Dbn
)
log(bn) ≤ C
2
n2n. (63)
Substituting C0bn = 
2
n in (63) yields the inequality
C0
2n
K
(
D
2
+
D
C0
2n
)
log
(
C
1/K
0

2/K
n
)
≤ C
2
n2n. (64)
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We note that by using log(x) ≤ x, it is enough to show that
K
(
D
2
+
D
C0
2n
)
C
1+1/K
0 ≤
C
2
n4+2/Kn . (65)
If we pick any K > 0 such that
2
K
< δ, then the right-hand side of (65)
approaches infinity while the left-hand side is bounded. This implies that there
exists a constant N0 > 0 such that for all n > N0, (65) is satisfied, which
guarantees that (57) and thus the lemma are true.
2.5 Conclusion of Theorem 1.1
Under the assumptions that 12 ≤ α ≤ 1, 0 < c < 1α and f0 is Lipschitz, we
showed, in previous sections, that if we pick bn,Mn, n such that
bn = M
−c
n , bn = C0
2
n, n
4+δ
n →∞ and (37) & (44) hold, (66)
then Theorem 1.1 follows directly from [14, Theorem 2.1]. In this section, we
conclude the proof by solving the inequalities for parameters and showing the
optimal choice of the sequence n (which determines the contraction rate).
The first two equalities of (66) imply that
Mn = C
−1/c
0 
−2/c
n . (67)
Plugging (67) into (37) and simplifying the expression yields
6C
−1/c
0 C1D(log(21) + 1) ≤ n3+2/cn . (68)
Plugging (67) into (44) and taking the logarithm of both sides (with simplifica-
tion) results in the inequality(
− log
(
C
−(2D+3)/2
0 C2Vol(M)
)
+ (2D + 3) log(n)
)
4/c−4α+2n (69)
+
1
18
C
−2/c+2α−1
0 ≥ n4/c−4α+4n (C + 4).
We note that the first term of (69) approaches zero when 4/c − 4α + 2 >
0. Therefore, to satisfy (69), we only need that the second term, which is a
constant, is no less than the right-hand side. That is,
1
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C
−2/c+2α−1
0 ≥ n4/c−4α+4n (C + 4). (70)
If we pick α, c and n so that the right-hand side of (70) approaches zero,
then (69) is satisfied for large n. It follows from (68), (70) and the fact that
n4+δn →∞ that the constants α and c need to satisfy
3 +
2
c
≤ 4 + δ < 4
c
− 4α+ 4.
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One choice is c = 21+δ and α =
1
2 . Under this choice, the sequence n =
n−1/(4+3δ/2) satisfies (68) and (70). Since δ > 0 can be arbitrarily small, the
best achievable contraction rate is
n = n
−1/4+ for any fixed  > 0.
3 Proof of Theorem 1.2
We first prove a technical lemma (Lemma 3.1) which requires some definitions
and then conclude the proof of Theorem 1.2. Let QT,...,kTx0,...,xk be the Brownian
bridge probability measure on the path space V (k) = {f ∈ C([0, T ],M) : f(0) = x0, f(iT ) = xi, ∀0 ≤ i ≤ k}.
In particular, we denote by QTx,y the Brownian bridge probability measure on
the path space V = {f ∈ C([0, T ],M) : f(0) = x, f(T ) = y}.
Lemma 3.1. If x, y ∈M s.t. distM (x, y) < 0/2, then there exists T0 > 0 such
that
QTx,y(distM (f, x) ≥ 0) < 1, ∀T ≤ T0,
where distM (f, x) = max
t∈[0,T ]
distM (f(t), x). In other words, the Brownian bridge
assumes positive measure over the subset of paths {f ∈ V : f([0, T ]) ⊂ B(x, 0)}.
Proof. Equation 2.6 in [19] implies that there exists T0 > 0 such that if T ≤ T0,
then
T log(QTx,y(distM (f, x) ≥ 0)) ≤ −20 + 4 distM (x, y)2. (71)
That is,
QTx,y(distM (f, x) ≥ 0) ≤ exp[(−20 + 4 distM (x, y)2)/T ] < 1. (72)
The first inequality in (72) follows from (71) and the second inequality follows
from the assumption that distM (x, y) < 0/2.
We now conclude the proof of Theorem 1.2. Recall that the Kullback-Leibler
(KL) divergence between pf0 and pf is defined as
dKL(pf0 , pf ) =
∫
[0,1]×M
pf0 log
(
pf0
pf
)
dtdµ(x).
A corollary of Theorem 6.1 in [29] implies that if Π assumes positive mass on any
Kullback-Leibler neighborhood of pf0 , then the posterior distribution is weakly
consistent. Thus, it is enough to show that
Π({f : dKL(pf0 , pf ) ≤ }) > 0, ∀ > 0.
We note that Lemma 2.10 shows that dKL(pf0 , pf ) is upper bounded by d∞(f0, f).
Therefore, we only need to prove that
Π({f : d∞(f0, f) ≤ }) > 0, ∀ > 0.
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Fix a positive number 1 < . We consider a regular (e.g., equidistant)
grid of [0, 1] with spacing T . We assume the regular grid satisfies the following
conditions:
1. B(xi, 1) ⊂ B(x, ), ∀x ∈ f0([iT, (i+ 1)T ]) and xi = f0(iT ),
2. distM (xi, xi+1) < 1/4.
The Lipschitz assumption of f0 guarantees the existence of T . Indeed, Condition
(1) is guaranteed by the triangle inequality of the metric distM and the Lipschitz
assumption and Condition (2) is guaranteed by picking a sufficiently small T .
Given a positive number δ < 1/24, the triangle inequality implies that
B(xˆi, 21/3) ⊂ B(xi, 1) and distM (xˆi, xˆi+1) < 1/3, ∀xˆi ∈ B(xi, δ). (73)
Applying Lemma 3.1 to xˆi and xˆi+1 implies that Q
T,...,1
xˆ0,...,xˆ1/T
assumes positive
measure over the set of paths
Vxˆ = {f : f(0) = x0, f(iT ) = xˆi, f([iT, (i+ 1)T ]) ∈ B(xˆi, 21/3), ∀i ∈ [0, 1/T ]} .
If f ∈ Vxˆ, then for any t ∈ [iT, (i+ 1)T ],
f(t) ∈ B(xˆi, 21/3) ⊂ B(xi, 1) ⊂ B(f0(t), ). (74)
The first inclusion in (74) follows from (73) and the second inclusion in (74)
follows from condition (1) of the regular grid. By definition, (74) implies that
Vxˆ ⊂ {f : d∞(f0, f) ≤ }. Therefore,
Π({f : d∞(f0, f) ≤ }) ≥
∫
xˆ∈∏1/Ti=0 B(xi,δ)Q
T,...,1
xˆ0,...,xˆ1/T
(Vxˆ)Πn(dxˆ) > 0,
where Πn is the probability measure of the discretized Brownian motion with
spacing bn = T and xˆ = (xˆ1, . . . , xˆ1/T )
T .
4 Extensions of The Regression Framework
In this section, we briefly discuss two extensions of the current framework, where
Theorem 1.1 and 1.2 equally apply. In Section 4.1, we consider the case where
the variance σ2 is unknown. Section 4.2 explains how to possibly relax the
assumption that p(t) has a positive lower bound.
4.1 The Case of Unknown Variance σ2
The mapping Φ of (7) assumes that σ2 is a fixed and known parameter. If it
is unknown, the prior on it can be chosen as the uniform distribution on the
interval [1/A,A] for some constant A > 0 (or other distributions as long as it is
bounded away from zero and infinity).
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Under this prior of σ2, the probability density of (t, x) is given by
pf (t, x) =
∫
σ2∈[1/A,A]
pσ2(f(t), x)p(t)dσ
2.
Since pσ2(x, y) and its partial derivatives (w.r.t. x and y) are uniformly continu-
ous in the variable σ2 over the interval [1/A,A], it is easy to see that Lemmas 2.1
and 2.10 still hold for this type of probability densities. Therefore, the contrac-
tion rate for the case of unknown variance is the same as the case of fixed
variance.
4.2 More General p(t)
Throughout the paper, we assume that the distribution of the predictor t has a
smooth density p(t) on [0, 1] with strict lower and upper bounds 0 < mp ≤Mp.
This assumption is used in Lemma 2.1. Since p(t) is continuous, the upper
bound Mp always exists, but the lower bound can be restrictive. We can relax
the lower bound on p(t) as follows. Let r > 0 and Sr = {t ∈ [0, 1]|p(t) ≥
r}. By following the same arguments in the proof, we note that the posterior
distribution contracts at the same rate to the true function when considering
the Lq norm of functions restricted to Sr.
5 Numerical Demonstrations
In this section, we demonstrate the proposed Bayesian scheme and compare it
with a kernel method for the simple manifold S1. We also investigate the effect
of changing various parameters for this special case.
One reason of using S1 is its simplicity of visualization. Indeed, S1 can
be identified with the interval [0, 2pi] and this makes it easy to plot the S1-
valued functions. The other reason is that S1, as a Lie group, has the addition
operator on it. Thus, the kernel method in Euclidean spaces directly applies to
this situation, with special awareness of the issue of averaging (more specifically,
the average of the points 0 and 2pi on S1 is 0, not pi).
For the discretized and continuous BM Bayesian schemes, we obtain the max-
imum a posteriori (MAP) probability estimators by implementing a simulated
annealing (SA) algorithm on the corresponding posterior distributions. The
starting state (function) of SA is defined as follows: the value f(t) at time t is
the mode of all observed values, whose observation times are in [t−0.05, t+0.05].
For the discretized BM Bayesian scheme, the sidelength parameter bn is fixed
to be 1/40. For the kernel method, we use the Matlab code [6] implemented ac-
cording to the Nadaraya-Watson kernel regression with the optimal bandwidth
suggested by Bowman and Azzalini [4].
We remark that we use Brownian motion of various scales and not the stan-
dard one, BMt, assumed in the proof. Nevertheless, the convergence result
clearly holds for any scaled Brownian motion BMct, where c > 0. In fact, c is
an additional hyperparameter (see Section 5.2).
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5.1 Comparison with kernel regression
In the first experiment, we compare three estimators, namely, the discretized
BM MAP (DBM) estimator, the continuous BM MAP (CBM) estimator and the
kernel regression estimator (KER). We fix the scaling hyperparameter c = 0.01
for DBM and CBM and the optimal bandwidth for KER. We generate datasets
of 30 observations according to the pdf pf0(t)(x) defined in (2), where σ
2 = 0.1
and f0 : [0, 1]→ S1 defined by
f0(t) := (t+ 0.5)
2, for t ∈ [0, 1].
Figure 1 shows the original function and its different estimators according to
DBM, CBM and KER. The L1 errors between the estimated functions and the
true function are also displayed. Among them, the CBM achieves the minimal
L1 error.
Figure 1: Demonstration of the continuous and discretized BM Bayesian estima-
tors with comparison to a kernel estimator. The data was generated according
to the pdf pf0(t)(x), where f0 is demonstrated in the top left subfigure. The es-
timations obtained by CBM (continuous Brownian motion), DBM (discretized
Brownian motion) and KER (kernel method) are shown in the rest of the sub-
figures together with their L1 errors.
5.2 The hyperparameter c
The hyperparameter c plays a similar role as the hyperparameter in the reg-
ularized regression. The second experiment shows how the hyperparameter c
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(with values in {0.01, 0.1, 1, 10}) affects the estimation. We fix a dataset of 40
observations with noise variance 0.05 from the same function as in the first ex-
periment. Figures 2 and 3 demonstrate the MAP estimators obtained by CBM
and DBM respectively. In both figures, the estimators become smoother when
c decreases. Indeed, smaller c means shorter time for the BM to travel. But
smaller c also introduces more bias in the estimators. This is more evident
for DBM in Figure 3 while CBM seems less sensitive to small values of c (see
Figure 2).
Figure 2: The estimations obtained by CBM for different values of c (c =
0.01, 0.1, 1, 10), where c is the scaling parameter of the Brownian motion.
5.3 The sidelength parameter bn
For DBM we have another important parameter, bn, which determines the num-
ber of pieces of a piecewise geodesic function. When bn = 1, the piecewise
geodesic function becomes geodesic. In this experiment, we show the change of
L1 error of the DBM estimator for different choices of bn (1/bn ranges from 1 to
100). The data set is generated from the same model as in the first experiment.
Figure 4 shows that for geodesic functions or functions with large bn, there is
a large L1 error due to large bias. As bn becomes smaller, there is a steady
decrease of the L1 error due to the decrease of bias.
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Figure 3: The estimations obtained by DBM for different values of c (c =
0.01, 0.1, 1, 10), where c is the scaling parameter of the Brownian motion. Unlike
CBM, an underestimation (i.e., sensitivity to bias) is observed when c = 0.01.
Figure 4: L1 error of DBM for different sidelengths bn.
6 Conclusion
We established the consistency of the Bayesian estimator with a Brownian
motion prior in the manifold regression setting. For the discretized Brown-
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ian motion, we even specified a contraction rate via a well-known general ap-
proach [14, 31]. We thus propose a new nonparametric Bayesian framework
with solid statistical analysis beyond the existing kernel methods and Gaussian
process priors. In fact, one of our motivations to this work is the incapabil-
ity of applying a Gaussian process prior to manifold responses that lack linear
structure.
We also list a few interesting questions for possible future study.
6.1 Better Quantitative estimate of C0 and C1
The constants C0 and C1 in Lemma 2.1 (comparing the distance of functions and
the distance of distributions) are not specified due to our proof by contradiction.
The specification of their dependencies on the underlying Riemannian geometry
worth further investigation.
6.2 L∞ Convergence
We only proved Lp-convergence for the Brownian motion prior. It is interest-
ing to investigate the L∞ convergence if it exists at all. If it does not exist,
then it is interesting to know if a smoother prior (e.g., integrated BM) has L∞
convergence.
6.3 A Better Contraction Rate?
For regression with real-valued predictors and responses, van Zanten [32] es-
tablished posterior contraction rate of n−1/4 for n samples under the Lq-norm,
where 1 ≤ q < ∞. His analysis does not seem to extend to our setting. It is
possible that even for the general case of manifold-valued regression the con-
traction rate is n−1/4 and not just n−1/4+. The particular method used here
does not seem to obtain a better rate.
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