Abstract. In this paper, we address the online minimization knapsack problem, i. e., the items are given one by one over time and the goal is to minimize the total cost of items that covers a knapsack. We study the removable model, where it is allowed to remove old items from the knapsack in order to accept a new item. We obtain the following results. (i) We propose an 8-competitive deterministic and memoryless algorithm for the problem, which contrasts to the result for the online maximization knapsack problem that no online algorithm has a bounded competitive ratio [8].
Introduction
Knapsack problem is one of the most classical and studied problems in combinatorial optimization and has a lot of applications in the real world [9] . The (classical) knapsack problem is given a set of items with profits and sizes, and the capacity value of a knapsack, to maximize the total profit of selected items in the knapsack satisfying the capacity constraint. This problem is also called the maximization knapsack problem (Max-Knapsack). Many kinds of variants and generalizations of the knapsack problem have been investigated so far [9] . Among them, the minimization knapsack problem (Min-Knapsack) is one of the most natural ones (see [1,2,3,4] and [9, pp. 412-413]) , that is given a set of items associated with costs and sizes, and the size of a knapsack, to minimize the total cost of selected items that cover the knapsack. Note that Min-Knapsack can be transformed into Max-Knapsack in polynomial time (and vice versa), i.e., they are polynomially equivalent. However, Min-Knapsack and Max-Knapsack exhibit relevant differences in approximation factors for the algorithms. For example, a polynomial time approximation scheme (PTAS) for Max-Knapsack does not directly lead to a PTAS for Min-Knapsack.
In this paper, we focus on the online version of problem Min-Knapsack. To our best knowledge, this is the first paper on online minimization knapsack problem. Here, "online" means that items are given over time, i.e., after a decision of rejection or acceptance is made on the current item, the next item is given, and once an item is rejected or removed, it cannot be considered again. The goal of the online minimization knapsack problem is the same as the offline version, i.e., to minimize the total cost.
Related work:
It is well-known that offline Max-Knapsack and Min-Knapsack both admit a fully polynomial time approximation scheme (FPTAS) [1, 4, 9] . As for the online maximization knapsack problem, it was first studied on average case analysis by Marchetti-Spaccamela and Vercellis [12] . They proposed a linear time approximation algorithm such that the expected difference between the optimal and the approximation solution value is O(log 3/2 n) under the condition that the capacity of the knapsack grows proportionally to n, the number of items. Lueker [11] further improved the expected difference to O(log n) under a fairly general condition on the distribution. Recently, Iwama and Taketomi [7] studied the problem on worst case analysis. They obtained a 1.618-competitive algorithm for the online Max-Knapsack under the removable condition, if each item has its size equal to its profit. Here the removable condition means that it is allowed to remove some items in the knapsack in order to accept a new item. They also showed that this is best possible by providing a lower bound 1.618 for this case. For the general case, Iwama and Zhang [8] showed that no algorithm for online Max-Knapsack has a bounded competitive ratio, even if the removal condition is allowed. Some generalizations of the online Max-Knapsack such as resource augmentations and Multi Knapsacks were also investigated [8, 14, 5] .
Our results: In this paper, we study the online minimization knapsack problem. We first show that no algorithm has a bounded competitive ratio, if the removable condition is not allowed. Under the removable condition, we propose two deterministic algorithms for the online Min-Knapsack. The first one is simple and has competitive ratio Θ(log Δ), where Δ is the ratio of the maximum size to the minimum size in the items, and the second one has competitive ratio 8. This constant-competitive result for the online Min-Knapsack contrasts with the result for the online Max-Knapsack that no online algorithm has a bounded competitive ratio [8] , which is surprising, since problems Max-Knapsack and Min-Knapsack are expected to have the same behavior from a complexity viewpoint (see Table 1 ).
The first algorithm is motivated by the observation: if all the items have the same size, then a simple greedy algorithm (called Lowest Cost First strategy) of picking items with the lowest cost first provides an optimal solution. The algorithm partitions the item set into log Δ + 1 subsets F j by their size. When a new item d t is given, the algorithm guesses the optimal value within O(1) approximation factor, by using only the items in the knapsack together with the new item d t , and for each class F j , chooses items by Lowest Cost First strategy. Since each class F j has cost at most O(1) times the optimal value, we have an O(log Δ)-competitive algorithm, where we also provide a lower bound of the algorithm to show that it is Θ(log Δ)-competitive.
Note that the first algorithm keeps too many extra items in the knapsack to guess the optimal value of the Min-Knapsack. In order to improve the algorithm,
