Abstract : Two similar Minkowskian diffusions have been considered, on one hand by
Introduction
Debbasch, Malik and Rivet introduced in [DMR] a relativistic diffusion in Minkowski space, they called Relativistic Ornstein-Uhlenbeck Process (ROUP), to describe the motion of a point particle surrounded by a heat bath, or relativistic fluid, with respect to the rest-frame of the fluid, in which the particle diffuses. This ROUP was then studied in [BDR1] , [BDR2] , [BDR3] , [DR] , and extended to the curved case in [D] . Then Dunkel and Hänggi introduced and discussed in [DH1] , [DH2] a similar process, in Minkowski space, they called relativistic Brownian Motion.
Note that independently, a Relativistic Diffusion on any Lorentz manifold was defined in [FLJ] , as the only diffusion whose law possesses the relativistic invariance under the whole isometry group of the manifold. Accordingly, the particular case of the Schwarzschild-Kruskal-Szekeres manifold was studied. The case of Gödel's universe was recently studied in [F] .
In [DH1] , Dunkel and Hänggi ask the question of the asymptotic behaviour of the variance, or "mean square displacement", of their diffusion. Indeed, comparing to the non-relativistic case, and after numerical computations, they guess that this variance, normalised by time, should converge, to some constant for which they conjecture an empirical formula.
We answer here this question, asked by Dunkel and Hänggi in [DH1] , and indeed a more general one. We establish in fact in this article, a central limit theorem for a class of Minkowskian diffusions, to which the two above mentioned ones, ROUP and Dunkel-Hänggi (DH) diffusion, belong. As a consequence, we establish, for this whole class, the convergence of the normalised variance, guessed in [DH1] , [DH2] . Getting the exact expression for this limiting variance, we can then invalidate and correct the wrong conjecture made in [DH1] on its expression and asymptotic behaviour (as the noise parameter goes to infinity).
To summarise the content, we begin by describing in Section 2 below the class of Minkowskian diffusions we consider, which contains both ROUP and DH diffusions as particular cases.
Then in Section 3, we present our study, leading to the following main result :
Theorem 1 Let (x t , p t ) be a R d ×R d -valued diffusion solving the stochastic differential system dx i t = p i t × f (r t ) dt dp i t = −p i t × b(r t ) dt + σ(r t ) β −1/2 dW i t .
Then, under some hypotheses (H), the law of the process t −1/2 x i at a≥0
converges, as t → ∞ , to the law of (Σ(β) B a ) a≥0 , in C(R + , R d ) endowed with the topology of uniform convergence on compact sets of R + . Here B is a standard d-dimensional Brownian motion, and the constant Σ(β) is given in Remark 1.
The following is then deduced.
Corollary 2 Under the same hypotheses as in the above theorem, for any starting point, the normalised variance t −1 E |x t | 2 converges, as t → ∞ , towards d × Σ 2 (β).
In Section 4, we study the behaviours of the limiting variance Σ 2 (β), as the inverse noise parameter β goes to 0 or to ∞ , and we also support our result by numerical simulations. Focussing on the particular case of the DH diffusion, for d = 1 , we get the following, which, though confirming a non-classical variance behaviour, shows up a behaviour near 0 which differs from the one implied by the wrong guess made in [DH1] about the expression of Σ 2 (β).
Proposition 4 Consider the DH case, for d = 1 , as in [DH1] . Then, we have Σ 2 (β) ∼ 2/β as β ր ∞ ; and, as β ց 0 we have
, for some explicit constant A > 0 .
Finally, we detail in Sections 5 and 6 two somewhat involved proofs. We thank Reinhard Schäfke for his kind and decisive help for the proof of Section 5.
A class of Minkowskian diffusions
Let R 1,d , where d ≥ 1 is an integer, denote the usual Minkowski space of special relativity. In its canonical basis, denote by x = (x µ ) = (x 0 , x i ) = (x 0 , x) the coordinates of the generic point, with greek indices running 0, .., d and latin indices running 1, .., d . The Minkowskian pseudo-metric is given by :
The world line of a particle having mass m is a timelike path in R 1,d , which we can always parametrize by its arc-length, or proper time s . So the moves of such particle is described by a path s → (x µ s ), having momentum p = (p s ) given by :
and satisfying :
We shall consider here world lines of type (t, x(t)) t≥0 , and take m = 1. Introducing the velocity v = (v 1 , . . . , v d ) and polar coordinates (r, Θ) by setting :
and Θ :
we get at once :
and p = γ(r)(1, v) .
Thus, a full space-time trajectory
is determined by the mere knowledge of its spacial component (x(t), p(t)).
We can therefore, from now on, focus on spacial trajectories t → (
The Minkowskian diffusions we consider here are associated as above, to Euclidian diffusions t → (x t , p t ) which are the solutions to a stochastic differential system of the following type :
where W := (W 1 , . . . , W d ) denotes a standard d-dimensional Euclidian Brownian motion, and the real Borel functions f , b, σ satisfy the following hypotheses (for some fixed ε > 0) :
where we set : g(r) := 2r b(r) σ 2 (r) , for any r ≥ 0 .
Of course, in the particular case of constant functions f , b, σ, the process is an integrated Ornstein-Uhlenbeck process. The process considered by Debbasch, Malik and Rivet ([BDR1] , [BDR2] , [BDR3] , [DMR] , [DR] ), they call Relativistic Ornstein-Uhlenbeck Process (ROUP), corresponds to :
for some positive (noise or heat) parameter β −1 , and the relativistic process considered by Dunkel and Hänggi ([DH1] , [DH2] ) corresponds to :
These processes are intended to describe the motion of a point particle surrounded by a heat bath, or relativistic fluid, with respect to the rest-frame of the fluid, in which the particle diffuses. Dunkel and Hänggi ([DH1] , [DH2] ) ask the question of the convergence, as t goes to infinity, of the normalised variance :
We shall answer this question, as a consequence of the more general one we address, which is the asymptotic behaviour, as t → ∞ , of the process :
where the diffusion (x t , p t ) t≥0 solves (⋆), under the hypotheses (H).
3 Behaviour of the process x t a a≥0
An auxiliary function F
Let us look for a function
for some martingale
Now, Itô's Formula gives :
Hence a function F satisfying (1) must solve :
Let us take F i of the form
and set for r ∈ R + :
Then Equation (2) is equivalent to
Note that, if b ≡ f , or equivalently if g ≡ h , then Equation (4) admits the trivial solution ψ(r) = r . If d = 1, Equation (4) is easily solved too. But it is not easily solved in the general case we are considering, and not even in the case of the diffusion (DH) considered in [DH2] .
However, we have the following, whose delicate proof is postponed to Section 5.
Proposition 1 Under hypotheses (H), Equation (4) admits a solution
ψ ∈ C 2 (R + , R) such that ψ(0) = 0 and 0 ≤ ψ ≤ Id on R + . Moreover, we have |ψ ′ | = O(1 + Id −2 G) near infinity.
Polar decomposition of the process (p t )
Since the diffusion (x t , p t ) solves (⋆), the radial process r t := |p t | solves :
As B, B t = t , B is a standard real Brownian motion. For d ≥ 2, we have alternatively :
Then the angular process Θ t = (θ 1 t , ..., θ d t ) ∈ S d−1 defined by p t := r t × Θ Ct solves :
The infinitesimal generator of the diffusion (r t , Θ Ct ) is
The radial process (r t ) admits the invariant measure ν(r)dr , having density on R + :
The hypotheses (H) ensure that ν is finite, and then that the radial process (r t ) is ergodic.
Denoting by dΘ the uniform probability measure on the sphere S d−1 , and setting :
it is immediately seen that π is an invariant probability measure for the process (r t , Θ Ct ), which is then an ergodic diffusion on
Lemma 1 For any starting point p 0 = (r 0 , Θ 0 ), uniformly with respect to a ≥ 0 , we have :
at ]. Let (Q t ) denote the semi-group of the radial diffusion (r t ), solution to ∂ t Q t = L r Q t . It is known (see for example ( [V] , chapter 31)) that Q t (r 0 , r) is a continuous function of (t, r), and that (see for example ( [V] , chapter 32)) Q 1 (r 0 , r) = q 1 (r) ν(r), for some bounded function q 1 . Hence on one hand we have :
and on the other hand, by the Markov property, for s ≥ 1 we have :
Asymptotic study of the martingale M
By Formula (1) and Lemma 1, we are now left with the study of the martingale part (M t ).
Asymptotic independence of the martingales M i
Recall from Section 3.1 that the coordinates M i of the martingale M are given by :
Proof The computation of brackets gives easily :
and
and noticing that these functions are π-integrable by Proposition 1, we can apply the ergodic theorem by Section 3.2, to get the following almost sure convergences :
Now the spherical symmetry with respect to Θ implies that for 1 ≤ i = l ≤ d :
Hence we have got :
Consider now the martingale M t defined by :
and the Dambis-Dubins-Schwarz Brownian motions β i,t , so that
Applying the asymptotic Knight theorem (see for example ( [RY] ,Theorem (2.3) and Corollary (2.4) p. 524-525)), we deduce now from Lemma 2 the asymptotic independence of the martingales M i and M l , for 1 ≤ i = l ≤ d , in the following sense. 
Proof Fix any integer N ≥ 1, and positive real numbers 0 < a 1 < ... < a N . By Section 3.3.1, the vector
converges in law, as t goes to infinity, to
.
Note that the expression of the statement for Σ comes directly from Formulas (6), (7), (8).
By the Skorokhod coupling theorem (see for example ( [K] , Theorem (4.30) p. 78)), we can construct random vectors ( X t ) and ( X ∞ ) satisfying the identities in law :
and such that ( X t ) converges almost surely to X ∞ . So that we get :
, and then :
. 
Fix i ∈ {1, . . . , d}, h > 0, and denote by n the integral part of T /h . There exists a standard Brownian motion W i such that (S i being as in Section 3.3) : By the ergodic theorem we have the following convergence, as t → ∞ , valid almost surely and in L 1 -norm as well :
which implies the uniform integrability of {A j ht , ht ≥ 1}. Otherwise, by Doob's inequality (applied to the martingale s 0 1 {u≤A ht } d W i u ), we have :
,
Now, as for fixed h and for any λ > 2 Σ 2 we have :
we deduce that 
Main result
Gathering Formula (1), Lemma 1, and Propositions 1 and 3, we get at once the following main result of this article. We deduce now the result conjectured in ( [DH1] , [DH2] ), and an expression of the limit.
Corollary 2 Under the same hypotheses as in the above theorem, for any starting point, the normalised variance t −1 E |x t | 2 converges, as t → ∞ , towards d × Σ 2 .
Proof By Theorem 1, we have convergence in law of the random variable t −1 |x t | 2 , towards Σ 2 |B 1 | 2 . By Lemma 1, we have only to make sure that for 1 ≤ i ≤ d, the following holds :
Now, on one hand we already noticed that, by ergodicity, we have t
And on the other hand, exactly the same reasonning as in the proof of Lemma 1 (to show that s → E r 0 [r 2 s ] is bounded), merely using the semi-group (P t ) of the diffusion (r t , Θ Ct ), solution to ∂ t P t = AP t , instead of the radial semi-group (Q t ), shows that
Moreover, in the same spirit, by the Markov property and using the proof of Lemma 2, we have :
dp) , q 1 being the bounded density of P 1 (p 0 , dp) with respect to π(dp) . It is clear that the first term of the right hand side goes to 0. Finally, by the Chacon-Ornstein theorem and by dominated convergence, the second term goes indeed to Σ 2 . ⋄ 4 Behaviours of Σ 2 (β), as β ց 0 and as β ր ∞ Theorem 1 and Corollary 2 show up the interest of the limiting constant d × Σ 2 . Recall from Formula (9) the expression of Σ 2 :
Recall then from Sections 2 and 3.1 that the processes considered by ([BDR1] , [BDR2] , [BDR3] , [DMR] , [DR] ) and by ([DH1] , [DH2] ) correspond respectively to :
for some positive (noise or heat) inverse parameter β . It is natural to wonder, as in ([DH1] , [DH2] ), how behaves the limiting variance Σ 2 = Σ 2 (β), as β ց 0 and as β ր ∞ .
In the ROUP case, we have simply d × Σ 2 (β) = 2d/β . The variance behaviour is Euclidian.
In the DH case, we have
Note that the precise value of ψ is given in Section 5.2 :
with functions ψ 1 , ψ 2 , w given in Section 5.1.
Remark 1 In the more general case considered in this article, the dependence in β arises simply by changing the diffusion factor σ 2 into σ 2 /β . Then by Formula (3), we get h, g, G changed into βh, βg, βG , and then ψ changed into ψ β . Thus Σ 2 is changed into Σ 2 (β), with :
In [DH1] , for d = 1 , after numerical simulations, Dunkel and Hänggi conjecture that Σ 2 (β) could be equal to 2 2+β . The expression we got above for Σ 2 (β) invalidates this conjecture, and, even the asymptotic behaviour near 0 it implies. However, it is true that a non-classical variance behaviour occurs. We have indeed the following, whose technical proof is postponed to Section 6.
Proposition 4 Consider the DH case, for d = 1 , as in [DH1] . Then, we have Σ 2 (β) ∼ 2/β as β ր ∞ ; and, as β ց 0 we have Σ 2 (β) ∼ A log(1/β), for some explicit constant A > 0 .
Numerical Simulations
To confirm the validity of our estimates in Proposition 4, invalidating the conjecture of [DH1], we performed numerical simulations relating to the DH diffusion, in the case d = 1 . We used the Monte-Carlo method, with N = 1000 simulations. For different values of β (from 10 −5 to 10 6 ), we computed x i (t) i=1..N for 0 ≤ t ≤ T = 1000, and then the quantity :
The following diagram represents our results in logarithmic coordinates. Thus, the horizontal axis represents log(1/β), the points * represent the simulated values log(x 2 (T )/T ) in function of log(1/β).
The straight line corresponds to the Euclidian behaviour, the continuous curve to the function β → 2/(β + 2), and the dashed curve corresponds to a decrease in log(1/β) −1 for small β . These simulations confirm the Euclidian behaviour of the DH diffusion as β >> 1 . For small β , the expression conjectured in [DH1] is a good approximation as long as β > 1/10 ; however, for smaller β , a divergence appears clearly. On the contrary, the log(1/β) −1 -like asymptotic behaviour of the limit, which we established above, appears as confirmed. 
Proof of Proposition 1
We are indebted to Reinhard Schäfke for this proof, who kindly indicated to us how to proceed. We thank him warmly. Consider first the homogeneous equation associated to (4) :
It has a pole of order 2 at 0 (except for d = 1), and a pole at infinity. Using the fixed point method, we construct two solutions ψ 1 and ψ 2 of Equation (10), bounded respectively near infinity and near 0. Using these two solutions of the homogeneous equation, a solution ψ to (4) is then deduced, which vanishes at 0. Finally, we show that 0 ≤ ψ ≤ Id , and we establish the wanted control on ψ ′ . (10) 5.1.1 Constructing a solution ψ 1 to (10), bounded near ∞ Using hypotheses (H), fix ε > 0 and r 0 > 0 such that g ≥ ε on [r 0 , ∞[ . For r ≥ r 0 , set
Constructing solutions to the homogeneous equation
We have
As r → ∞ , λ(r) decreases to 0, so that (up to increase r 0 ) we can suppose that λ(r 0 ) ≤ 1/2d . On [r 0 , ∞[ , let us define by induction on n ∈ N the functions : ϕ 0 ≡ 1, and
We have for r ≥ r 0 :
Then similarly :
which allows to apply the fixed point method, to get
In particular, as r → ∞ we have :
This solution can be continued over the whole R * + , yielding ψ 1 still satisfying (10) and (11) 
We have 1 ≤ φ n ∈ C 2 (]0, r 1 ]), and
which allows to apply the fixed point method, to get φ := lim
φ n , which satisfies :
Hence,
Therefore, φ(0) = 1, φ ′ (0) = 0 , and for any r ∈ ]0, r 1 ] :
This function φ can be continued on the whole R + , into a function φ satisfying still Equations (12) and (13). Moreover, we have φ ′ ≥ 0 and φ ≥ 1 on R + .
Set now ψ 2 (r) := r φ(r). It is immediate that ψ 2 solves (10) on R + , and satisfies :
5.1.3 The Wronskian of ψ 1 , ψ 2
Consider the Wronskian :
for any r > 0 and for some constant a . As
5.2 Constructing a solution ψ to Equation (4) on R + For any measurable function k such that 0 ≤ k ≤ g , set for 0 < r < ∞ :
Note that the last integral is finite ; indeed :
so that Ψ(k) solves on R * + Equation (4), with k instead of h . Near 0, we have ψ 2 (r) ∼ r . Otherwise, integrating w/ψ 2 2 by parts between r and 1 , we have for 0 < r < 1 :
Hence, near 0 we have : 
Estimates for ψ

′
Recall from Section 5.2 that
Near 0, we have :
Near infinity, we have : |ψ
, and
Then, by (10), for large enough r , we have ψ ′′ 2 > 0 , so that ψ ′ 2 increases, and then
and then ψ
As a conclusion, we have indeed ψ ∈ C 2 (R + ), and |ψ ′ (r)| = O(1 + r −2 G(r)). ⋄ 6 Proof of Proposition 4
dρ , so that in the DH case, the limit expresses as :
where
1 + y 2 dy .
Behaviour as β → ∞
Integrating by parts yields :
we get
Setting u = β √ 1 + x 2 − 1 , we get : by dominated convergence, as β → ∞ . We have similarly :
Behaviour as β → 0
We have where we performed the change of variable βu 2 = 1/t 2 . Hence, as β → 0 , we have : 
