It is shown that the class of these bisimulation-invariant Ptime queries has a natural logical characterization. It is captured by the straightforward extension of propositional -calculus to arbitrary nite dimension. Bisimulation-invariant Ptime, or the modal fragment of Ptime, thus proves to be one of the very rare cases in which a logical characterization is known in a setting of unordered structures.
Introduction
An outstanding issue in the study of the relation between computational complexity and logical de nability concerns the search for exact matches. Paradigmatic results in this area are, for instance, Fagin's Theorem (the NP-recognizable properties of nite structures are exactly those that can be formalized in existential second-order logic), the B uchi-Elgot-Trakhtenbrot Theorem (the automaton-recognizable properties of nite words are those that are de nable in monadic second-order logic), or the ImmermanVardi Theorem (the Ptime properties of nite linearly ordered structures are exactly those that are de nable in least xed-point logic).
It is a characteristic feature in these examples that they either concern complexity classes beyond Ptime or else concern classes of linearly ordered structures. Indeed, no logical characterization has been found for any of the standard complexity classes below NP, that would cover arbitrary rather than linearly ordered structures. In particular, the question whether Ptime itself { regarded as the class of all those properties of nite structures that can be recognized by Ptime algorithms { admits a logical characterization, is a central open problem in nite model theory. This fundamental issue was raised by Chandra and Harel 10] and more rigorously formalized by Gurevich 16] , cf. also 12] .
The present investigation deals with, and o ers a positive solution for, a semantically de ned fragment of Ptime concerning nite Kripke structures. Kripke structures not only form the natural models for modal logics but also play an important role as formalizations of transition systems. Under both aspects, bisimulation equivalence is the adequate notion of indistinguishability. It is therefore natural in this framework to consider the class of those Ptime properties of nite Kripke structures (transition systems), that are preserved under bisimulation. It turns out that this class possesses an exact logical match in higher-dimensional -calculus, which is here introduced as the obvious extension of ordinary propositional -calculus L to arbitrary arities. Apart from its theoretical appeal, this result is of potential interest for model-checking applications. Just as a natural logic for Ptime would, if it exists, be the theoretically ideal database language in the world of relational databases, the higher-dimensional -calculus is, in a precise sense, an optimal logic for all e cient model checking tasks in a bisimulationinvariant framework. Moreover, as a natural extension of the standard propositional -calculus L , this language makes close connections with theoretically well developed areas in model checking, and also highlights the fundamental role of the -calculus in a new way.
A similar claim can of course be made with a view to the logically more fundamental framework of modal logic. As bisimulation-invariance may reasonably be regarded as the de ning characteristic of modal properties, the higher-dimensional -calculus provides a modal xed-point logic which precisely captures Ptime in the modal world { and does so without having to resort to a given ordering. The fact that the question about a logic for Ptime is thus answered a rmatively for the modal world, may be seen as yet another indication of the more general phenomenon that the model theory of modal logic shows a much neater behaviour in restriction to nite structures than does classical rst-order logic.
In a further study of its expressive power over nite and in nite structures, the higher-dimensional -calculus is shown to be undecidable for satis ability in nite models as well as in general models. In sharp contrast with L itself, even two-dimensional L does no longer have the nite model property, and its satis ability problem is hard for the rst level of the analytical hierarchy ( 1 1 -hard).
1 Preliminaries, basic de nitions, and the main theorem
We deal with Kripke structures that form the appropriate models for propositional modal logic ML, its in nitary variant ML 1 , and the propositional -calculus L . Of course, Kripke structures may be identi ed with transition systems, with only some minor changes in terminology (and beyond these introductory remarks, we choose to stick with the terminology of Kripke structures). We x a nite set of basic propositions or propositional constants P = P 1 ; : : : ; P l . A Kripke structure (transition system) for P For the standard semantics of ML, ML 1 and L one usually deals with Kripke structures (A; a) in which one element is designated, one also speaks of model-world pairs:
{ a 2 A the distinguished world of (A; a).
In more rst-order minded terms, a Kripke structure for P is just a -structure of vocabulary = fE; P 1 ; : : : ; P l g with binary E and unary P i . A distinguished world a may be regarded as a xed parameter or as a constant in A.
It is customary to consider Kripke structures, and in particular transition systems, which have more than one accessibility relation (atomic transition). All results presented here extend to that more general, multi-modal framework with only minor modi cations, which are summarily indicated in Section 2.4. It therefore seems justi ed to simplify the formal presentation of the main development through restriction to the basic case of just one binary relation.
Bisimulation equivalence
A fundamental notion of equivalence between Kripke structures with distinguished worlds is bisimulation equivalence, which we denote by . This equivalence has a natural motivation as a notion of behavioural indistinguishability, if Kripke structures are taken as descriptions of transition systems 26, 31] . There is also a very elegant (in fact also earlier) Ehrenfeucht-Fra ss e style characterization of bisimulation equivalence , due to van Benthem 6, 7] , by means of a game in which the two players can move a single pebble in each structure along forward E-edges.
De nition 1.1 Let A = (A; E; P 1 ; : : : ; P l ) and A 0 = (A 0 ; E 0 ; P 0 This least is the closure ordinal of the inductive de nition. Over nite structures A and A 0 the limit is reached within polynomially many steps: indeed, the closure ordinal is generally bounded by (jAj jA 0 j) + , which is jAj jA 0 j+1 if these cardinalities are nite.
This implies in particular that bisimulation equivalence over nite Kripke structures is Ptime computable. In fact it is Ptime-complete 2].
There is an Ehrenfeucht-Fra ss e type theorem associated with bisimulation equivalence which involves the in nitary variant ML 1 of ordinary propositional modal logic ML, compare e.g. 5]. Recall that ML for P = P 1 ; : : : ; P l has atomic formulae P i x, is closed under boolean operations, and under the modal constructors 3 and , where the semantics of the latter is given by
ML 1 further enriches the syntax and semantics of ML through closure under conjunctions and disjunctions over arbitrary sets of formulae.
Clearly 3 and may be pictured as existential and universal rst-order quantications along accessibility edges. It is therefore straightforward that ML L 2 !! and ML 1 L 2 1! , where L 2 !! is rst-order logic with only two variable symbols, L 2 1! its innitary variant. This translation of modal logics into rst-order or in nitary logic (with just two variables) is explored in model-theoretic terms in the work of van Benthem.
Note that 3 is the dual of so that only one of these operators need be retained in the presence of negation.
We shall write all modal formulae ' as formulae '(x) in a single formal element variable x, which is ultimately interpreted by the distinguished world in a Kripke structure. The semantics of ' is here associated with the monadic predicate de ned by '(x) If ' is a formula of L that is positive in X (meaning that X does not occur free in the scope of an odd number of negations), then = X ' and 0 = X ' are also formulae of L (in which X no longer occurs free).
The semantics can without loss of generality be explained in the case that no propositional variable apart from X is free in '. Then X 0A = T < X 0A for limit ; it is easy to see that the X are increasing, the X 0 decreasing, and that LFP(F A ' ) = X A and GFP(F A ' ) = \ X 0A :
As with 3 and , the -and -operators are related by a straightforward duality so that it su ces to retain one of them in the presence of negation.
It is well known that L is preserved under bisimulation: if (A; a) (A 0 ; a 0 ) and ' 2 L , then (A; a) j = ' i (A 0 ; a 0 ) j = '. Indeed, this is a consequence of the following statement, which is proved by syntactic induction (and using the inductive generation of least and greatest xed-points in the -and -steps It follows that L ML 1 L 2 1! in restriction to any class of Kripke structures with a uniform bound on the cardinality. Even over the class of nite Kripke structures the inclusion L ML 1 is strict as L Ptime. More background on L , its variants, and its role as a process logic can be found in 13]. It is customary to introduce L in a multi-modal framework, i.e. with several accessibility relations and corresponding modalities rather than just one. As pointed out above, all results presented here have straightforward extensions to that scenario, see also Section 2.4.
We introduce extensions of L which roughly correspond to the expressive power of L over the k-th Cartesian power of the given Kripke structures. The elements of this power are k-tuples of worlds, a 2 A k , and there are k di erent accessibility relations E j corresponding to E-accessibility in the j-th component, for 1 6 j 6 k: (a; a 0 ) 2 E A j i a i = a 0 i for i 6 = j, and (a j ; a 0 j ) 2 E A :
We write formulae of L k in a k-tuple of element variables x = (x 1 ; : : : ; x k ) and semantically associate them with k-ary global relations over Kripke structures.
The syntax is governed by the following clauses: atomic formulae: for 1 6 i 6 l and 1 6 j 6 k, P i x j is an atomic formula of L k . For With each of these logics we associate a general semantics, in which for instance L k de nes global relations of arity (up to) k, and a standard monadic semantics as outlined for L k above. The latter is the main concern in the present investigation, and will always be tacitly implied in considerations about monadic global relations.
Clearly ML k , L k , ML k 1 for k = 1 are the familiar ML, L , and ML 1 . For each of these logics the k + r-dimensional variant is at least as expressive as the k-dimensional one, in standard monadic semantics as well as for the general semantics (up to the necessary padding). We shall see that the extension to higher dimension adds crucial expressive power to L even with respect to the standard monadic semantics. With the ML k 1 versus ML 1 , and ML k versus ML, on the other hand, there is actually no gain in expressiveness for the standard monadic semantics, and only a trivial one even with respect to the general semantics (see Remark 1.6 below).
For the monadic semantics over any class of bounded cardinality, the inclusion structure is in fact the following, for k > 2 (proofs are indicated below):
The following L k -analogue of Fact 1.3 has a direct inductive proof, based on the inductive generation of xed points. Fact 1.5 For any in nite cardinal and any ' 2 L k without free second-order variables there is a formula ' ( ) 2 ML k 1 that is equivalent with ' over all Kripke structures of cardinality less than .
Let L k 1! stand for in nitary logic with k variables. An argument that is strictly analogous to that for ML 1 L 2 1! shows that ML k 1 L k 1! for k > 2. Therefore also L k L k 1! in restriction to any class of structures of bounded cardinality, and for the general semantics. But in fact much more can be said. The following is a theorem in 7] for ML, which, together with its inductive proof immediately generalizes to ML 1 . Remark 1.6 Any formula '(x 1 ; : : : ; x k ) 2 ML k 1 is equivalent with an in nitary boolean combination of formulae (x j =x), where 2 ML 1 and 1 6 j 6 k.
This implies in particular that ML k 1 ML 1 just as ML k ML with respect to the standard monadic semantics. Corollary 1.7 Over any class of structures of bounded cardinality, and in particular over the class of all nite Kripke structures: L k ML 1 L 2 1! for the standard monadic semantics.
It is also easy to show inductively that the ML k 1 respects bisimulation equivalence, in the sense that for ' 2 ML k 1 , and Kripke structures A and A 0 and a 2 A k , a 0 2 A 0k are such that (A; a j ) (A 0 ; a 0 j ) for j = 1; : : : ; k: a 2 ' A] if and only if a 0 2 ' A 0 ]. Of course this also follows from Remark 1.6 and the bisimulation-invariance of ML 1 . As a corollary we have that L k respects bisimulation equivalence. As this fact is so important in the present investigation, we also sketch a direct proof. for j = 1; : : : ; k. An inductive proof of the lemma has to allow for free second-order variables in (subformulae of) '. The version of the statement that lends itself to this treatment is the following. Let '(X; x) have free variables as displayed. Let (A; P ) and (A 0 ; P 0 ) with interpretations P and P 0 for X be such that for all a 2 A k and a 0 2 A 0k , a a 0 implies a 2 P , a 0 2 P 0 . Then a a 0 also implies a 2 ' A; P ] , a 0 2 ' A 0 ; P 0 ].
The claim is clear for atomic ', obviously carries over to boolean combinations and to substitution instances. For ' = 3 j , an appeal to (A; a j ) (A 0 ; a 0 j ) and to the inductive hypothesis for yields the desired result. For ' = X (X; X; x), it is rst shown inductively that the individual stages X A and X A 0 in the inductive generation of the least xed points in A and A 0 , respectively, conform to the requirement that a a 0 implies a 2 X A , a 0 2 X A 0 . This then immediately implies the desired result for For some background on the underlying notion of capturing complexity classes compare 16, 12, 29] . The following section is devoted to the proof of the non-trivial inclusion Ptime\ML 1 L ! , i.e. to showing that any given Ptime computable and bisimulationinvariant monadic query is de nable in L k for su ciently large k.
2 Proof of the main theorem 2.1 Canonical structures and a normal form Let for a Kripke structure A = (A; E; P 1 ; : : : ; P l ) and an element a 2 A, hai E denote the forward E-closure of a: hai E = b 2 A 9n 9a 1 : : : a n such that a 1 = a; a n = b and (a i ; a i+1 ) 2 E A : Clearly (A; a) (A; a) hai E . Bisimulation equivalence over A may be factored out to obtain a quotient Kripke structure which is a minimal representative for the -class of the given (A; a). We want to denote the result of applying this process to (A; a) hai E by can(A; a) and call it the canonical structure for (A; a). Compare Before that, we brie y give some indication that CAN n is su ciently rich for an interesting complexity theory. The descriptive complexity of bisimulation-invariant queries actually re ects all the richness of structural complexity.
Richness of the bisimulation-invariant scenario Word models are structural encodings of words. Let some alphabet fp 1 ; : : : ; p l g be xed. A word w 2 fp 1 ; : : : ; p l g n of length n > 0 is encoded by the structure A w = ? f0; : : : ; n ? 1g; succ n ; P w 1 ; : : : ; P w l ;
where succ n is the usual successor relation in restriction to n = f0; : : : ; n?1g, and each P w i n contains those positions j in w that carry the letter p i . If we regard (A w ; 0) as a Kripke structure with designated world 0 (marking the rst position in w) then clearly (A w ; 0) 2 CAN n . Let W CAN n be the class of these Kripke word models. 
Order and the Immerman-Vardi Theorem
Among the prominent logics in nite model theory are various xed-point extensions of rst-order logic, most notably least xed-point logic LFP. We here only sketch the de nitions of LFP and the related inductive xed-point logic IFP to make them available for technical applications. For more background the reader should see for instance 12] .
LFP is the extension of rst-order logic that is obtained through closure under the formation of least xed points of positively de ned operations on predicates. If ' is a formula in which the second-order variable X occurs positively (no free occurrence in the scope of an odd number of negations), X of arity r and x a tuple of r distinct rst-order variables, y any tuple of r rst-order variables, then = LFP X; x ' (y) is also a formula (in which the y are free and X is not). asserts of y that it is contained in the least xed point of the monotone operation P 7 ! x ' P=X] :
Least-xed point logic LFP is the smallest extension of rst-order logic that is closed under rst-order operations and the LFP-constructor.
Inductive xed-point logic IFP similarly extends rst-order by the formation of inductive xed points of operations on predicates. For ' and X, x and y as above, but ' not necessarily positive in X, = IFP X; x ' (y)
is also a formula which asserts that y is in the limit of the inductive sequence of r-ary relations X generated as X 0 = ; Recall that CAN n is the class of all can(A; a) where (A; a) is any nite Kripke structure (of our xed type P). Proposition 2.8 CAN n admits an LFP-de nable global ordering.
Proof. In view of the Gurevich-Shelah Theorem we need only show that a linear order can uniformly be obtained through an IFP-like inductive process over all can(A; a). The idea is the same as in the colour re nement for nite graphs (cf. the detailed treatment in 29]): we know that (or rather its complement 6 ) is de nable in a xed-point process, and the elements of can(A; a) just are the -classes. The re nement steps in the generation of 6 as a limit of successive stages 6 i according to (1) in section 1.1 may be adapted to generate an ordered representation of the i -classes in each stage. The resulting limit will be a linear ordering of the -classes.
Recall that 0 is atomic equivalence with respect to P = (P 1 ; : : : ; P l ). Enumerate the 2 l atomic P-types in some xed order, and let 0 be the strict pre-ordering induced by this enumeration It is also not hard to see that the crucial lexicographic comparison in the re nement step is rst-order de nable in the sense that there is a rst-order formula that de nes i+1 in terms of i and E . Altogether this shows that the global ordering is IFPde nable, hence LFP-de nable, over CAN n .
2
Corollary 2.9 A bisimulation-invariant monadic query Q on nite Kripke structures is in Ptime if and only if can(Q) = can(A; a) a 2 Q A is de nable in LFP over CAN n . In formulae this may be summed up more suggestively as Ptime \ ML 1 LFP can:
The above method of constructing inductively an ordering of the types was conceived by Abiteboul and Vianu 1] in the setting of relational computation, where it became instrumental in their fundamental investigation of least versus partial xed point. The logical and game-theoretic formulations, on which the present treatment is modeled, were abstracted and applied to bounded-variable logics in 11, 14, 27] . 28] actually contains an account of the bounded-variable case of this technique in terms of the bisimulation analysis of Kripke structures that encode the bounded-variable games.
Recently Sazonov and Lisitsa 32] have employed the same idea of a lexicographic pre-ordering of bisimulation equivalence classes to obtain a de nable order on the hereditarily nite sets in non-wellfounded set theory with the anti-foundation axiom. The connection with the above development is apparent, since in that framework bisimulation equivalence is set identity.
Getting it all into L k
Consider L k -de nability. From Lemma 1. 8 In preparation for Proposition 2.10 we prove a weak normal form for LFP. Lemma 2.11 Any formula of LFP is logically equivalent with one that { for some suitable value of r { satis es the following conditions:
(i) all rst-order variables that occur (free or bound) are among x 1 ; : : : ; x r .
(ii) all applications of the xed-point operator are of the form LFP X; x ]x 0 where the arity of X is r, x = (x 1 ; : : : ; x r ), x 0 some r-tuple with entries from x 1 ; : : : ; x r . Finally we apply a renaming of rst-order variables throughout LFP X; x 0 (X; x)] to put x = (x 1 ; : : : ; x r ) as required. (ii) boolean combinations translate trivially.
(iii) existential quanti cation. Let ' = 9x j for some 1 6 j < k, and assume that is as required for . Then Canonical structures are obtained as quotients with respect to bisimulation equivalence just as before (cf. Section 2.1), only that the restriction of the domain to the forward E-closure of the distinguished world has to be replaced by the corresponding closure for E := S | E (|) . All the essential steps in the above treatment go through as before, in particular Corollary 2.4, Proposition 2.8, and Proposition 2.10 continue to hold unchanged. One of the few minor technical modi cations is, that in the proof of Proposition 2.8, the lexicographic comparison obviously has to be carried out with respect to the tuple describing E (|) -incidence with classes of the previous level of re nement, for each |. It follows that Theorem 1.12 holds also in this extended setting.
It should be noted that the existence of a logic for bisimulation-invariant Ptime, in the sense of descriptive complexity, follows directly from Corollary 2.9 which may be looked at as a normal form theorem or as a logical characterization. Putting the reasoning that leads to Corollary 2.9 in di erent perspective, the abstract capturing result we have here is due to the following. can' is composed with a functor`stan' that maps can(A; a) to its isomorphic standard representation over an initial segment of the natural numbers, naturally ordered by the Ptime computable global ordering (according to Proposition 2.8).
Ptime canonization functors generally induce capturing results for corresponding fragments of Ptime, as outlined in 29]. Indeed, two other interesting capturing results for fragments of Ptime could be obtained along these lines 28]. These concern the full two-variable fragments of in nitary rst-order logic and its extension by counting quanti ers. In those cases, canonization requires far more elaboration, since the passage to quotients (as in the formation of can(A; a)) does not lead to structures of the original kind. The reconstruction of a standard representative from its concise quotient description becomes an essential, and technically involved, step in those arguments. It just so happens that for bisimulation invariance the quotient structures themselves are canonical representatives of their equivalence class. Note, however, that the present capturing result is not a consequence of the capturing result for the two-variable fragments Let Ptime on ordered graphs stand for the class of all Ptime boolean queries on ordered graphs, which by the Immerman-Vardi Theorem is captured by LFP. Any class of ordered graphs that is closed under isomorphism is also L 2 1! -de nable, so Ptime on ordered graphs is a subclass of Ptime \ L 2 1! . Interestingly, it may even be embedded into Ptime \ ML 1 , though. To this end we need merely regard an ordered graph as a Kripke structure, in the multi-modal framework. We may take the edge relation as one accessibility relation and the successor relation, which comes with the ordering, as a second one. The initial vertex with respect to the ordering is regarded as the distinguished world, just as for the Kripke versions of word models considered above. For these canonical representations of ordered graphs as Kripke structures, bisimulation equivalence coincides with isomorphism. In terms of this representation, therefore, Ptime on ordered graphs translates into a subclass of Ptime \ ML 1 . The containments between these fragments of Ptime, together with a speci cation of the associated invariance conditions, are indicated in the following diagram, where arrows stand for strict inclusion and the dotted arrow indicates strict inclusion under the translation just outlined. A more technical remark concerns the relation between L k and plain multi-modal L in application to the k-th Cartesian power of the A with accessibility relations E j and propositional constants P ij for atomic L k -formulae P i x j . This translation is actually reminiscent of a similar reduction of nite-variable equivalence to bisimulation equivalence of suitably de ned powers that is sketched in 30]. The only construct in L k that introduces a di erence is variable substitution. It should be noted that variable substitutions introduce some degree of non-locality (in terms of E and the E j ). This raises the question to which extent variable substitutions are actually necessary in order to guarantee the expressive power needed for ML 1 \ Ptime. There seems to be one essential application of variable substitutions that is not easily avoidable. This occurs in the translation of existential quanti cation as carried out in the proof of Proposition 2.10. In this context substitutions are applied to set one component to the xed parameter designating the distinguished world a of (A; a). Allowing for just these special substitutions (of a constant c, say, for variables) one could obtain a system that otherwise resembles even more closely plain L in application to k-th Cartesian powers.
Undecidability of L 2
For the considerations of this section, again, the intended semantics of L ! is the standard monadic one. Satis ability considerations thus concern the existence of Kripke structures with designated worlds satisfying L k -formulae in a single free variable. It is not hard to see that the k-dimensional modal logics ML k (i.e. L k without xed points) are decidable even for the general semantics; for the monadic semantics ML k collapses to plain ML anyway, 7].
We now consider the satis ability problem for the L k and show that satis ability in nite Kripke structures with designated worlds ( nite satis ability) is undecidable (r.e.-complete) for L 2 while satis ability for L 2 { in arbitrary Kripke structures with designated worlds { is even 1 1 -hard ( 1 1 is the rst level of the analytical hierarchy, above all arithmetical levels of undecidability). This situation is in sharp contrast with that for the classical -calculus: for L the nite satis ability problem and the satis ability problem coincide (L has the nite model property) 24], and are decidable 25, 33] . Indeed, this abstract undecidability claim may directly be inferred from the observation that there are sets of Ptime-recognizable subclasses of CAN n for which the emptiness problem is undecidable. But rather than pursue the issue on this level, we take a more concrete and speci c look at domino problems and their formalization in L 2 . These domino problems can serve as particular and intuitive examples for the claim just made. But the technical results of Theorem 3.1 and Lemma 3.7 below, for L 2 yield more:
undecidability is located at the lowest possible level in terms of the L k , given that L 1 = L is decidable. since the natural semantics of L 2 extends to in nite Kripke structures, we get the extra result about 1 1 -hardness of the satis ability problem (while in the abstract setting of capturing Ptime \ ML 1 this question would be meaningless).
A simple example showing that L 2 does not have the nite model property is the following. Recall from Lemma 1.9 that there is a formula of L 2 that de nes bisimulation equivalence as a binary relation x 1 x 2 .
Example 3.3 The formula (x 1 ; x 2 ) = : X ? 3 1 (x 1 x 2 _ Xx 1 x 2 ) asserts that there is no E-path of length greater than 0 leading from the -class x 1 ] into x 2 ]. Let '(x) (in standard monadic semantics) be the conjunction of the universal closure in hxi E of x 1 x 2 ! (x 1 ; x 2 ), and the L -formula : X Xx which asserts that E ?1 is not well-founded at x (i.e. there is an in nite E-path starting at x). We claim that ' 2 sat(L 2 ) n n-sat(L 2 ). If (A; a) j = ', then in can(A; a) there cannot be loops with respect to E , by the rst conjunct. The second conjunct then forces an in nite E -path from a which cannot loop back, so A has to be in nite. To see that ' is satis able, consider (N; succ; P; 0), with the standard successor relation for accessibility, distinguished world 0, and basic proposition P chosen such that no two vertices are bisimulation equivalent: e.g. let P = f2 n j n 2 Ng. Then (N; succ; P; 0) j = '. (ii) A tiling of N N by D is a mapping t: N N ! D such that for all n; m 2 N:
Classical domino problems and reductions to
? t(n; m); t(n + 1; m) 2 R H and ? t(n; m); t(n; m + 1) 2 R V . (iii) A tiling t is periodic if there are p; q > 1 such that t(n + p; m) = t(n; m) for all m and all su ciently large n, and similarly t(n; m + q) = t(n; m) for all n and all su ciently large m. along H-and V -edges. We want to use just one accessibility relation E, however, and therefore encode both H-and V -edges by means of E. Let to this end P H and P V be two extra unary predicates and think of H-edges as split into two consecutive E-edges with an extra world in which P H is true put in the middle, and similarly for V and P V . where x 1 x 2 is shorthand for the L 2 -formula from Lemma 1.9 that de nes bisimulation equivalence (with respect to basic propositions (P d ) d2D ; P H ; P V ) as a global relation.
We regard a unary predicate U and binary relations H and V as interpreted over canonical structures can(A; a) through the above formulae.
We The following expresses commutativity of h and v (i.e. h v = v h) over canonical models of ' h^'v , and at the same time is clearly satis ed in (A t ; o): 
Conclusions
The search for capturing results in the absence of order is a very central issue in nite model theory. The open question in particular whether a logical characterization can be given for the class of all Ptime queries continues to be an outstanding incentive for descriptive complexity research.
In this paper we have seen one more weak fragment of Ptime to have such a logical characterization. In terms of the full Ptime problem this capturing result concerns a weaker fragment even than those other two fragments that have yet been captured, namely the two fragments Ptime \ L 2 1! and its extension with counting quanti ers Ptime \ C 2 1! 28]. The abstract capturing result, i.e. the mere existence of a logic (or of recursive syntax) for bisimulation-invariant Ptime, moreover is an immediate consequence of the e ective canonization according to Proposition 2.12.
On the other hand our capturing result here concerns a particularly natural fragment of Ptime, because bisimulation invariance and the modal scenario capture very natural logical concerns. Bisimulation invariance is the adequate notion of invariance for many applications of logic to the analysis of processes and programs. L ! is the logic which is complete for all e cient tasks in this scenario. Beyond the abstract capturing result the major point of the present result is the explicit presentation in terms of this very natural extension of the well-known -calculus.
This capturing result thereby establishes a new close link between bisimulation invariance and L , a logic that has been studied in its own right for many other reasons. To mention one of the more recent results in the study of L , Janin and Walukiewicz 22] show that (over general Kripke structures) L exactly corresponds to the bisimulationinvariant fragment of monadic second-order logic. Even though it is not L itself but rather its vectorizations L k that come up here, the present capturing result illustrates the naturalness of L from yet another angle.
The strong undecidability result for L ! shows that L is much more expressive than L even in terms of the standard monadic semantics. This is even more noteworthy as the e ect of vectorization is rather trivial for both ML and ML 1 (ML ML k and ML k 1 ML 1 for the standard monadic semantics). Vectorization at the intermediate level of L has strong e ects in terms of decidability, and leads to a logic that is complete for Ptime within ML 1 .
