Abstract. We use the Deift-Zhou method to obtain, in the solitonless sector, the leading order asymptotic of the solution to the Cauchy problem of the Fokas-Lenells equation as t → +∞ on the full-line .
Introduction
The [4] . And The initial-boundary value problem for the FL equation on the half-line was studied in [5] . A simple N-bright-soliton solution was given by Lenells [3] and the N-dark soliton solution was obtained by means of Bäcklund transformation [6] . And Matsuno get the bright and dark soliton solutions for the FL equation in [7] and [8] by a direct method.
In this paper, we use the Riemann-Hilbert problem showed in [4] to get the long-time asymptotics behavior of the solution of the FL equation (2.9) by the nonlinear steepest descent method or Deift-Zhou method. The nonlinear steepest descent method is introduced by Deift and Zhou in [9] in 1993, the history of the long-time asymptotics problem also canbe found in [9] , and it is the first time to obtain the longtime asymptotics behavior of the solution rigorously, for the MKdV equation. Then it becomes a most power tool for the long-time asymptotics of the nonlinear evolution equations in complete integrable system, for example, the non-focusing NLS equation [10] , the Sine-Gordon equation [15] , the KdV equation [19] , the Cammasa-Holm equation [20] , and so on. Deift and his collaborators extend this method to analyse the small-dispersion problem for the KdV equation and the semiclassical problem of the focusing NLS equation. And this is also a very usefull tool in the asymptotics problem in orthogonal polynomials and large n limit problem in random matrix theory.
For several soliton-bearing equations, for example, KdV, LandauLifshitz, and NLS, and the reduced Maxwell-Bloch system, it is well known that the dominant O(1) asymptotic t → ∞ effect of the continuous spectra on the multisoliton solutions is a shift in phase and position of their constituent solitons [12] . The purpose of our studies is to derive an explicit functional form for the next-to-leading-order (iii) M(k) → I, as k → ∞.
The Riemann-Hilbert problem can be solved as follows (see, [11] ).
Assume that V (k) admits some factorization And define 4) denote the Cauchy operator on Γ. As is well known, the operator C ± are bounded from L 2 (Γ) to L 2 (Γ), and C + − C − = I, here I denote the identify operator.
Define
for 2 × 2 matrix-valued functions f . Let µ be the solution of the basic inverse equation
is the solution of the Riemann-Hilbert problem. (See [9] ,P.322).
Riemann-Hilbert problem for FL equation. The Fokas-Lenells equation is
iu t − νu tx + γu xx + σ|u| 2 (u + iνu x ) = 0, σ = ±1. (2.8) where ν and γ are constants.
If we replaced u(x, t) by u(−x, t), we can see the sign of ν is the same as the γ's. Hence, we can assume that α = . Then we change the variable as follows:
the equation (2.8) can be changed into the desired form:
This equation admits Lax pair
where
) with v = σū. And in the following of the paper we just consider σ = 1.
According to the paper [4] , we can get the Riemann-Hilbert problem of the Fokas-Lenells equation (2.9) as follows:
where the function M(x, t, k) is defined by (4.24) in [4] and the jump 
) and a(k), b(k) are defined by (4.26) in [4] . And
A = e σ 3 Ae −σ 3 , here A is a 2 × 2 matrix. We can also know that
, then the jump matrix J(x, t, k) can be transformed into the following form:
The solution of Fokas-Lenells equation (2.9) can be expressed by
with M(x, t, k) is the unique solution of the Riemann-Hilbert problem (2.11). 
The Long-time asymptotics for the Fokas-Lenells equation
In this section, we get the asymptotics behavior of the solution of the Fokas-Lenells equation (2.9) as t → ∞ by the Deift-Zhou method [9] .
3.1. Case 1:
x t + α < 0. In this case, the real part of iθ(k) has the
showed in Figure 2 .
The jump matrix J(x, t, k) ,i.e. (2.13), has an factorization
We find that the transformatioñ leads to the Riemann-Hilbert problem
with jump matrixJ(x, t, k) that admits the lower/upper factorizatioñ
if the functionδ(k) solves the scalar Riemann-Hilbert problem
The solution for the Riemann-Hilbert problem forδ has the explicit
Without loss of generality, we may assume that the left factor of (3.5) extends analytically to the region Imk 2 < 0 and continuous in the closure of the region. Then the right factor extends the region
Our Riemann-Hilbert problem on R ∪ iR is equivalent to a new Riemann-Hilbert problem on the contour 8) where the orientation of the contourΣ and the new functionM(x, t, k)
are given in the followinĝ 
u x (x, t) and therefore u decay rapidly as t → ∞.
Proof. Since the Riemann-Hilbert problem for M and the RiemannHilbert problem forM are equivalent, the existence of the solution of M implies the existence of the solution ofM . We make the trivial factorization
and defineω as (2.3). Then as section 2 (also see, [11] or [9] ) , we obtain the solution of the Riemann-Hilbert problem forM ,
whereμ is the solution of the singular integral equationμ = I + Cωμ,
where Cω defined as (2.5) with ω replaced byω. Since
Then, by (2.14) we get u x decays rapidly , and then u decays rapidly, as t → ∞.
Case 2:
x t + α > 0. In this case, the real part of iθ(k) has the signature as the Figure 3 . And we set k 0 = (
The jump matrix J(x, t, k) has the following factorization
(3.14) 
The solution of this Riemann-Hilbert problem is given by
Moreover, for all k ∈ C, |δ| and |δ
The conjugate transform is that
Then we can get the Riemann-Hilbert problem of M (1) (x, t, k)
Then we reverse the direction of the part of {Imk 2 = 0}\Σ (1) , we have 
Denote the contour
Following the method in [9] , we can have
Then ρ has a decomposition
where h I (k) is small and h II (k) has an analytic continuation to L and L 0 .
analytic continuation to the first quadrant. And R(k) is piecewise rational
And R, h I , h II satisfy
and
for arbitrary natural number l, for sufficiently large constants c, for some fixed positive constant M .
Proof. See appendix.
From the Riemann-Hilbert problem (3.21) and formula (3.22), the RiemannHilbert problem across R ∪ iR oriented as Figure 6 is given by
and ρ is given by (3.27).
We write
Now we can use the signature table of Reiθ showed in Figure 3 to open the jump contour for the Riemann-Hilbert problem of M (1) to the contours in
where φ is defined as follows:
where the regions {D j } 20 1 are showed in Figure 7 . 
And substituting (3.37) into (2.15), we learn that 
Let ω e be a sum of three terms
We then have the following: ω a = ω is supported on the R ∪ iR and consists of terms of type h I (k) and h I (k).
supported on the L ∪L and consists of terms of type h II (k) and h II (k).
ω c = ω is supported on the L ε ∪L ε and consists of terms of type R(k) and R(k).
with contribution to ω from rational terms R andR.
Proof. Consequence of proposition 3.2, and analogous calculations as in lemma 2.13 of [9] . Let us show equation (3.42) .
From the appendix, we have
on the contour k = {k 0 + uk 0 e i 3π 4 , −ε < u ≤ ε}, and
on the contour k = {k 0 + uk 0 e i 3π 4 , −∞ < u ≤ −ε}, where K and K ′ are positive constants.
We have the similar estimates on the other parts of the contour Σ (3) .
where K 1 , K 2 are constants.
Proof. Consequence of the following inequality,
the fact that ||ω e || L 2 (Σ (2) ) ≤ c t l , and the second resolvent identity.
Proof. From the second resolvent identity, one can derive the following expression (see equation (2.27 ) in [9] ),
Hence,
Applying these estimates to equation (3.38), we can obtain equation
Let us now show that, in the sense of appropriately defined operator norms, one may always choose to delete (or add) a portion of a contour(s) on which the jump is I, without altering the Riemann-Hilbert problem in the operator sense.
Suppose that Σ 1 and Σ 2 are two oriented skeletons in C with
) and suppose that
And, finally, let I Σ 1 and I Σ 12 denote the identity operators on
We then have the next lemma:
Lemma 3.7.
in the sense that if the right-hand side of (3.64),resp. (3.65), exists, then the left-hand side exists and identity (3.64),resp. (3.65), holds true.
Proof. See Lemma 2.56 in [9] .
We apply this lemma to the case u = ω ′ , Σ 12 = Σ (2) and Σ 1 = Σ (3) . From identity (3.64), we get the following proposition, which is the main result of this subsection.
Proposition 3.8.
solves the Riemann-Hilbert problem
where to the following ones, We introduce the scaling operators:
Considering the action of the operators
we find that,
and let∆ 0 l denote right multiplication by ∆ 0 l ,
According to this.
Proposition 3.9. For l, ι = {A, B, C, D}, l = ι we have
Proof. Analogous to lemma 3.5 in [9] .
Let us prove some technical results concerning the operators C
Proof. We consider the case l = A, the cases l = B, l = C and l = D follow in an analogous manner. Since from (3.74a), |δ 0 A | = 1, it follows from the definition of the operator∆ 0 A in (3.83) that∆ 0 A is a unitary operator. Then the equation (3.88) is a simple change-of-variables argument.
We note that
From definitions of R(k), we know that (for case A)
(3.93b)
We obtain the following estimate on the rate of convergence:
Proposition 3.11. Let κ be a fixed small number with 0 < κ <
where δ XY is the Kronecker delta.
Proof. Assumption the existence of general operators
. . , N }, induction, and a straightforward application of the second resolvent identity.
Lemma 3.13. If, for l ∈ {A, B, C, D}, (1
(3.97)
Proof. Analogous to the proof of Lemma 6.2 in [16] .
Lemma 3.14. For l ∈ {A, B, C, D}, ||(1
Proof. Consider the case l = A, the case l = B, C and l = D follow in an analogous manner. From Lemma 3.7, the boundedness of (1
And then the boundedness of (1Σ
so that
On Σ A , we have the diagram in Figure 9 . Set Figure 9 . The jump condition of cross k 0 by scaling.
Defining as usual ω A 0 = ω A 0 + + ω A 0 − , and using Proposition 3.11, one finds that
Hence, as t → ∞, 
The third step is that extending Σ A,r → Σ e = Σ A,r ∪ R with the orientation on Σ A,r as Figure 10 and the orientation on R from −∞ to ∞. And the jump J e = (b e − ) −1 b e = = (I − ω e − ) −1 (I + ω e + ) with
Set C ω e on Σ e . Once again, by Lemma 3.7, it is sufficient to bound (1 Σe −
O Ω Figure 11 . Σ e .
Then define a piecewise-analytic matrix function φ as follows:
Thus, we can get the Riemann-Hilbert problem ofM
where − . By Lemma 3.7, the boundedness of C e,φ follows from the boundedness of the operator C ω e,φ | R : L 2 (R) → L 2 (R) associated with the restriction of ω e,φ to R. Howerover,
is bounded.
3.3.
Model Riemann-Hilbert Problem. In this subsection, we reduce the evaluation of the integrals in Lemma 3.13 to four Riemann-Hilbert problems on R which can be solved explicitly.
For l ∈ {A, B, C, D}, define
Then, M l (k) solves the Riemann-Hilbert problem
In particular we see that if
Substituting into (3.97), we obtain
(3.112)
We consider in detail only case A. Write
From formula (3.105),
By differentiation with respect to k and Liouville theorem we can get
where 
Proof. Analogous to Proposition 8.2 in [16] .
Lemma 3.17. As t → ∞,
).
(3.122)
Proof. Analogous to Lemma 8.1 in [16] .
Theorem 3.18. As t → ∞, Remark 3.19. Although, Fokas-Lenells equation (2.8) is an evolution equation in u x and that any solution u(x, t) is undetermined up to u(x, t) → u(x, t) + h(t) for an arbitrary function h(t), the requirement that u goes to zero as |x| → ∞ removes this non-uniqueness.
Remark 3.20. It is not normal that we get the solution u x (x, t) in terms of the solution of Rieman-Hilbert problem (2.14). And we find that if we use the asymptotic behavior of the M (x, t, k) as k → 0, we can get the solution of u(x, t) from the t−part of Lax pair (2.10). We will use this to deal with general initial value problem case in another paper [21] .
Appendix A. Prove Proposition 3.2 and 3.11.
Prove Proposition 3.2.
For the convenience of reader, we show the details of the procedure of the analytic continuation.
1.
We split ρ(k) into even and odd parts,
and H o (·) are of the Schwartz class.
For any positive integer m,
Assume m = 4q + 1, where q is a positive integer. Write
And we have
We will split h as h(k) = h I (k) + h II (k), where h I is small and h II has an alytic continuation to Imk > 0. Thus
(A.12)
We claim that
positive on this contour, h II (k) has an analytic continuation to contours l 1 .
On the contour l 1 ,
4k 2 − αβ, and set k = k 1 + ik 2 , thus
Thus, on the contour l 1
, then we obtain
We claim that ρ(θ) ∈ H j (−∞ < θ < ∞) for any nonnegative integer j.
By Fourier inversion,
for any nonnegative integer j, 0 < k 0 < M , since r(k) → 0 rapidly, as k → 0.
Hence
for any nonnegative integer j.
(A.29)
Then, for 0 < k < k 0 2 and any positive integer j, we obtain,
. Since Reiθ(k) is positive on this contour, h II has an analytic continuation to contour l 2 .
On the contour l 2 ,
Thus, we obtain,
and write ρ(k) = h(k) + R(k). We have
Moreover, we have
Using the identity
(A.47)
For k ≥ k 0 , 0 < k 0 < M , and any positive integer e ≤ 3q+2 3 , we obtain,
And h II (k) has an analytic continuation to the lower half-plane, where
Hence, for u > 0, we obtain
The following process is similar as the case For any positive integer m,
We will split h as h(k) = h I (k) + h II (k), where h I is small and h II has an analytic continuation to Rek > 0. Thus
Thus,
(A.72)
Thus, for
is positive on this contour, h II (k) has an analytic continuation to contours
4k 2 − αβ, and set k = k 1 + ik 2 , thus 6. |k| > k 0 , k ∈ iR. We consider Imk > k 0 , k ∈ R, the case for Imk < −k 0 is similarly. The analogous estimates for V I can be also obtained.
