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This paper proposes a method for time optimal control using multilayer neural net-
works. Real time optimal control needs the derivation of optimal switching surfaces 
depending on the solution of nonlinear two point boundary value problems. lt becomes 
nearly impossible to get the closed form solution of七heseboundary value problems for 
systems with nonlinear higher order dynamics and it makes the real time control im-
practical. Another way to get rid of this drawback is the use of quasi-optimal switching 
surfaces which are easier to realize. Some previous works which were concentrated on 
the use of rule-bases used a generic minimum time control rule. In this work， we extend 
some of results to obtain a controller scheme to gellerate quasi-optimal switching sur-
faces， using the dynamic learning properties of neural networks. A simulation study f01" 






















の集合と考えられる o 即ち、入力空間Lxはシステムの現在状態の集合を示しており写像 F(x)










土(t)= J[x(t)， u(t)， t] 
、?， ???
， ， ??、






H[x(t)，入(t)，包(t)]=入TJ[x(t)， u(t)] + 1 (2) 
153 
であるO ここで入(t)εRnは n次の随伴ベクトルであるO 考えている 2点境界値問題は、式(1)、
初期条件 x(O)、最終条件 x(tf)および随伴ベクトルで表されることになる O ここで随伴ベクトル
は次式で与えられる O
入(t)= -D; J[x(t)，包(t)]入(t) 、 、??????， 、 、
この式で入(tf)は任意の値をとる o Hamilton関数を最小化させるピを式(1)と式 (3)に代入
して解けば、最適切り換え時間が得られる (4)0もし、それが線形システムと仮定できれば、方程
式(1)は次の形になる O
土(t)= J[x(t)，悦(t)，t) = Ax(t) + B1t(t) (4) 
ただし、 AE Rnx¥B E Rn であり、 u(t)は絶対値の上限が抑えられたスカラ制御入力であ
り、最適制御 u*(t)は次式のようにもとまるO




図 2:式 (3)から導出された最小時間で x(t)ニ Oに移動させる最適制御入力




実際には、最適制御器を実現するため、 2つの方法がとられる O 最初の方法は、時間と初期条
件の関数として、最適制御を計算する方法である。その解は U吋t)で表される O 二番目の方法は、
システムの状態変数の関数として、最適制御を計算する方法である o この制御は U事(x)で表され
るO これらの構造は図 3に示されるように、 U吋t)は閉ルーフ制御、 U吋x)は閉ループ制御とい
う違いがある。最初の方式を使うと最適制御器を実現できることがある o これは Pontryagain'8 
最大原理を応用した結果であり、直接解法が必要となる O ピ(t)は、式 (3)からの随伴システム
の解によって決められるo しかし、式 (3)の解は、初期条件 x(O)に依存して決定されることにな




あると考えられる O 例えば、後述の運動モデルである、 2積分器システムの最適切り換え線を図
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Open Loop Control 
X (t) • .J九J..__11__ I U*(x)_1 r>T A ~Trn L~it) 
i .， '-..I1J.l.I.V.l.V…--， ~ 一日ム， I 
Closed Loop Control 
図 3:閉ループと閉ループの最適制御構造
4に示す。ここで Xl，X2はそれぞれシステムの現在の位置と速度を表している。システムの入力









a) Double Integrator Systern 
u. = M 
X1 
J(Xl' X2) = X~ -21xdM = 0 

















イド関数を用いる O ネットワークの k番目の層の j番目のノ←ドの出力は次式で与えられる O




b) Nonlinear Sigmoid Function 
a) Neural Net. Architecture 
図 5:4層ニューラルネットワークと非線形シグモイド関数
ここで、イは k番目の層の j番ノードの総入力を示し、式 (7)で定義される。
Ej=2JWC-lsf-1 (7) 













ここで、システムの現在の状態から制御出力の写像の例を紹介する C ここで入力空間乞:rC Rll 
はシステムの現在の状態の代表的なサンフ。ルを含んでいる。また、現在の状態 (Xk)に対応して、
出力空間乞包における最適制御信号 u*が存在するが、双安定特性を持つ制御器を使うと仮定し、




ここで、 Lは学習パターンの総数である O 制御の局面でよく生じる状況を訓練集合として用い、





















?? ?? ? 、?? ?
図 6:学習アルゴリズムに用いられるサンプルパターンと状態空間を分割する最適切替え曲線

































Trajectory Obtained by 






H 2.0 H 2.0 
0.0 
-9.0 
(xr) -6.0 -3.0 
Xl: Position 
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