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Abstract
In this paper we derive the consistency of the penalized likelihood method for
the number state of the hidden Markov chain in autoregressive models with Markov
regimen. Using a SAEM type algorithm to estimate the models parameters. We
test the null hypothesis of hidden Markov Model against an autoregressive process
with Markov regime.
Keywords: Autoregressive process, hidden Markov, switching, SAEM algorithm,
penalized likelihood.
1 Introduction
This paper is devoted to estimate of autoregressive models with Markov regime. Our
goals in this paper are:
• Estimate, using maximum likelihood estimation (MLE) methods, the parameters
that define the functions, the transition probabilities of the hidden Markov chain
and the noise variance, computed via SAEM, a stochastic version of EM algorithm
[8], for a pre-fixed number states of the hidden Markov chain.
• Test the null hypothesis of HMMs against AR-RM.
• Derive the consistency of the penalized likelihood method for the number of state.
An autoregressive model with Markov regime (AR-MR) is a discrete-time process
defined by:
Yn = fXn(Yn−1, θXn) + σεn (1.1)
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where {Xn} is a Markov chain with finite state space {1, . . . , m}. The transition proba-
bilities denoted as aij = P(Xn = j|Xn−1 = i). The aij form an m ×m transition matrix
A. The functions {f1, . . . , fm} belong to a parameterized family
{θ1(·) + θ0 : θ = (θ1, θ0) ∈ Θ} (1.2)
where Θ a compact subset of R2, and {εn} is a sequence of independent identically dis-
tributed standard normal random variables, N (0, 1). As process {Xn} is not observable
then we are forced to work with simulations of the law of the hidden chain and to rely on
observed data {Yn} for any inference task.
The usage of Markov regime offers possibilities for modelling time series “subject to dis-
crete shifts in regime-episodes across which the dynamic behavior of the series is markedly
different”, as noted by Hamilton [17] who used a model AR-RM in the context of econo-
metrics, for the analysis of the U.S. annual GNP (gross national product) series, with two
regimes: contraction and expansion. Linear autoregressive process with Markov regime
are also used in several electrical engineering areas including tracking of manoeuvring
targets, failure detection and stochastic adaptative control (Douc et alii [10]).
An important class of AR-MR is the hidden Markov models (HMMs) for which the
functions {f1, . . . , fm} are constants (θ1,i = 0, for all i ∈ {1, . . . , m}). The HMMs are
used in many different areas: basic and applied sciences, industry, economics, finance,
images reconstruction, speech recognition, tomography, inverse problem, etc. [3], [22].
The advantage of using the SAEM algorithm is easiness of movement in different
modal areas, that reduces the chance of the estimate to avoid a local maximum. The
particularities of our problem allows us to do an exact simulation of the distribution of
the hidden chain conditional to the observations, using Carter-Kohn algorithm [4].
For the hypothesis test of HMM against Linear AR-RM we follow the ideas of Giudici
et al [16] then we obtain the usual asymptotical theory. They used likelihood-ratio test
for HMMs, to establish that the standard asymptotic theory rests valid. They work with
hidden graphical Gaussian models.
When the number m is unknown, the hypothesis test with likelihood ratio techniques
fails to estimate m because regularity hypothesis are not satisfied. Particulary, the model
is not identifiable, in the sense of Dachuna-Duflo [7] (227), so standard χ2 can not be
applied.
In the HMM framework, we distinguish two cases according if the number state of
the observed variables is finite or not. In the finite case, Finesso [12] gives mˆ a strong
consistence penalized estimator of m, assuming that m belongs to a bounded subset of
the integers numbers. Liu and Narayan [21], also assume this bounded condition and
postules a strongly consistent and efficient mˆ with the probability of underestimation
decaying exponentially fast w.r.t. N , while the probability of overestimation does not
exceed cN3. Gassiat and Boucheron [14] prove the strong consistence of a penalized mˆ
without assumptions about upper bounds for m, with the probability of underestimation
and overestimation decaying exponentially fast. In the non-finite case, the likelihood ratio
is not bounded, Gassiat and Keribin studies in [15] show divergence to infinity. As far
as we know, the divergence rate rests unknown. In Gassiat [13] results over penalized
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likelihood are given in order to obtain weak consistence for the estimator of the number
state. We obtain strong consistence for a penalized mˆ in a linear AR-MR, and m in a
bounded set.
The paper is organized as follows. Main assumptions are given in Section 2. In Section
3 for a fixed number state of the hidden Markov chain, an SAEM type algorithm is used
to estimate the parameters and is present the method of simulation of the hidden Markov
chain and their convergence properties. In the Section 4 we presents our results on the
analysis of LR test. In Section 5 we derive the consistency of the penalized likelihood
method for a number state problem. For sake the clarity the proof of the Lemma 1 is
relegated to Appendix A. Appendix B is devoted to simulations.
2 Notation and assumptions
Let y1:N = (y1, . . . , yN) denote the observations and X1:N = (X1, . . . , XN) the associated
vector of the hidden variables. Using p as generic symbol for densities and distributions,
the likelihood function is given by
p(y1:N |y0, ψ) =
∑
x∈{1,...,m}N
p(y1:N , X1:N = x|y0, ψ), (2.1)
where x = (x1, . . . , xN) and ψ = (A, θ, σ) ∈ Ψ and Ψ = [0, 1]m2 × Θm × (R+). The
maximum likelihood estimate (MLE) ψˆ is defined as,
ψˆ = argmax
ψ∈Ψ
p(y1:N |y0, ψ).
Suppose that Y0, {Xn} and ε1 are mutually independent then
p(yn|xn, . . . , x0, yn−1, . . . , , y0) = p(yn|xn, yn−1). (2.2)
Using (2.2) and from Markov property of {Xn} we have
lN(ψ) = log p(y1:N |y0, ψ)
= log

 ∑
x∈{1,...,m}N
p(y1:N , X1:N = x1:N |ψ)


= log

 ∑
x1:N∈{1,...,m}N
p(y1:N |X1:N = x1:N , y0, ψ)p(X1:N = x1:N |ψ)


= log
(
m∑
x1=1
. . .
m∑
xm=1
N∏
n=1
p(yn|Xn = xn, yn−1)
N−1∏
n=1
axn,xn+1p(X1 = x1)
)
(2.3)
with
p(yn|yn−1, Xn = i) = 1√
2piσ2
exp
(
−(yn − fi(yn−1, θi))
2
2σ2
)
.
For the consistence the MLE we will assume the followings conditions,
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(C1) The transition probability A is positive, this is, aij ≥ δ, for all i, j ∈ {1, . . . , m} for
some δ > 0.
This condition implies that there is an unique invariant distribution µ = (µ1, . . . , µm).
(C2) Let
∑m
i=1 log |θ1,i|µi < 0.
This condition, and the existence of the moments the ε1, implies that the chain extended
{(Yn, Xn)} is a geometrically ergodic Markov chain on the state space R × {1, . . . , m}
under ψ0 (see Yao and Attali [24]).
(C3) Let b+ := supψ supy0,y1,i p(y1|y0, i) <∞ and E(| log b−(y1, y0)|) <∞, where b−(y1, y0) :=
infψ
∑m
i=1 p(y1|y0, i).
(C4) For all i, j ∈ {1, . . . , m} and all y, y′ ∈ R, the functions ψ → aij and ψ → p(y′|y, i)
are continuous.
(C5) The model is identifiable in the sense that pψ = pψ∗ implies that ψ = ψ∗. For this
is sufficient that θi 6= θj if i 6= j, up to an index permutation (Krisnamurthy and
Yin [19]).
(C6) For all i, j ∈ {1, . . . , m} and y, y′ ∈ R, the functions ψ → aij and ψ → p(y′|y, i) are
twice continuously differentiable over O = {ψ ∈ Ψ : |ψ − ψ0| < δ}.
(C7) Let us denote ∇ for gradient operator and ∇2 for Hessian matrix,
(a) supψ∈O supi,j ‖∇ log aij‖ <∞ and supψ supi,j ‖∇2 log aij‖ <∞.
(b) Eψ0
(
supψ∈O supi,j ‖∇ log p(Y1|Y0, i)‖2
)
<∞ and Eψ0
(
supψ∈O supi,j ‖∇2 log p(Y1|Y0, i)‖
)
<∞.
(C8) (a) For all y, y′ ∈ R there exist an integrable function hy,y′ : {1, . . . , m} → R+ such
that supψ∈O p(y1|y0, i) ≤ hy,y′(i).
(b) For all y, y′ ∈ R there exists integrable functions h1i,y : R→ R+ and h2i,y : R→
R
+ such that ‖∇ log p(y′|y, i)‖ ≤ hi,y(y′) and ‖∇2 log p(y′|y, i)‖ ≤ hx,y(y′) for
all ψ ∈ O.
In the next proposition we collect some the results of Douc et alii [10] that attains our
work.
Proposition 1
i) Assuming (C1)-(C4). Then
lim
N→∞
sup
ψ∈Ψ
∣∣N−1l(ψ)−H(ψ)∣∣ , Pψ0 − a.s
where H(ψ) = Eψ0(log p(Y0|Y−∞:−1, ψ0)).
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ii) Assuming (C1)-C5). Then
lim
N→∞
ψˆN = ψ0 Pψ0 − a.s,
iii) Assuming (C1)-(C3) and (C6)-(C8) then,
N1/2∇2ψl(ψ)→ I(ψ0) Pψ0 − a.s.
iv) Assuming (C1)-(C8) and that the Fisher information matrix for {Yn}, I(ψ0) is
positive definite. Then
N1/2(ψˆN − ψ0)→ N (0, I(ψ0)−1) Pψ0 − weakly.
3 The estimation algorithm for fixed m
Since the likelihood estimator ψˆ is a solution the equation ∇ψl(ψ) = 0, and this equation
do not has an analytic solution, then the maximization has to be performed numerically
by considering mN terms in the equation (2.3). This restricts the model to observations
with limited size and few states. For HMMs models in a finite space state Baum et alii
[1] introduced a forward-backward algorithm as an early version of the EM algorithm.
The EM algorithm was proposed by Dempster et alii [9] to maximize log-likelihood with
missing data. It enables, with a recursive method, to change the problem of maximizing
the log-likelihood into the problem of maximizing some functional of the completed the
likelihood p(y1:N , x1:N |ψ) of the model:
N∏
n=1
[
m∏
i,j=1
a
1Ii,j(Xn,Xn−1)
ij
m∏
i=1
p(yn|yn+1, i)1Ij(Xn)
]
,
where 1IA(·) denotes the function indicator over the set A and 1IA×B(·, ·) = 1IA(·)1IB(·).
Let us describe the t+ 1 step of the algorithm. Set
Q(ψ, ψ(t)) = E(log p(Y1:N , X1:N |ψ(t))|Y1:N = y1:N , ψ).
Then Q is the expectation of the log-likelihood of the complete data conditioned to
the observed data and the value of the parameter computed at the step t, ψ(t). Then we
have that Q(ψ, ψ(t)) equals to
N−1∑
n=1
m∑
i,j=1
E(1Ii,j(Xn, Xn+1)|Y1:N = y1:N , ψ) log(aij)
+
N−1∑
n=1
m∑
i=1
E(1Ii(Xn)|Y1:N = y1:N , ψ) log p(yn+1|yn, i). (3.1)
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The EM is a two steps algorithm: the E step and the M step. In the E stage compute
Q(ψ, ψ(t)) the expectation conditioned to the observed data and the current value of the
parameter.
In the M step choose,
ψ(t+1) = argmax
ψ∈Ψ
Q(ψ, ψ(t)).
The EM algorithm converges to a maximum-likelihood estimate for any initial value, when
the complete data likelihood function is in the exponencial family and a differentiability
condition is satisfied.
In order to avoid local minima, we have used an stochastic approximation of the EM
algorithm, the SAEM algorithm. Such algorithm has been developed by Celeux et alii.
in [2], [6] and [5], and its convergence has been proved by Delyon et alii [8]. The EM
algorithm is modified in the following way: the (E) step is split into a simulation step
(ES) and stochastic approximation step (EA):
ES Sample one realization x
(t)
1:N of the missing data vector under p(x1:N |y1:N , ψt−1).
EA Update the current approximation of the EM intermediate quantity according to:
Qt+1 = Qt + γt
(
log p(y1:N , x
(t)
1:N |ψ′)−Qt
)
where (γt) satisfies the condition:
(RM) for all t ∈ N, γt ∈ [0, 1],
∑∞
t=1 γt =∞ and
∑∞
t=1 γ
2
t <∞.
3.1 ES step
In this section we describe the simulating method used in the SAEM algorithm. For
sampling under the conditional distribution,
p(x1:N |y1:N , ψ) = µx1p(y1|y0, x1) . . . axN−1xNp(yN |yN−1, xN)/p(y1:N |ψ),
for any x1:N = (x1, . . . , xN) ∈ {1, . . . , m}N , Carter and Kohn in [4] give a method that
constitutes a stochastic version of the forward-backward algorithm proposed by Baum et
alii [1]. This follows by observing that p(x1:N |y1:N , ψ) can be decomposed as,
p(x1:N |y1:N , ψ) = p(xN |y1:N , ψ)
N−1∏
n=1
p(xn|xn+1, y1:N , ψ).
Provided thatXn+1 is known, p(Xn|Xn+1, y1:N , ψ) is a discrete distribution, which suggests
the following sampling strategy. For n = 2, . . . , N , i ∈ {1, . . . , m}, compute and store
recursively the optimal filter p(Xn|y1:n, ψ) as
p(Xn = i|y1:n, ψ) ∝ p(yn|yn−1, Xn = i, ψ)
m∑
i=1
aijp(Xn−1 = j|y1:n−1).
Then, sample XN from p(XN |y1:N , ψ) and for n = N − 1, . . . , n, Xn is sample from
p(Xn = i|Xn+1 = xn+1, y1:n, ψ) = aijn+1p(Xn = i|y1:n, ψ)∑m
l=1 ailp(Xn = l|y1:n, ψ)
.
As a consequence, the estimation procedure generate an ergodic Markov chain {x(t)1:N}
on the finite state space {1, . . . , m}N , so that p(x1:N |y1:N , ψ) is its stationary distribution.
Ergodicity follow from irreducibility and aperiodicity, by observing the positivity of the
kernel, this is,
K(x
(t)
1:N |x(t−1)1:N , ψ) ∝ p(x(t)N |ψ, y1:N)
∏N−1
n=1 p(x
(t)
n |x(t)n+1ψ, y1:N) > 0.
In this case the standard ergodic result for finite Markov chains applies (for instance,
Kemeny and Snell [18]),
‖K(x(t+1)1:N , x(t)1:N , ψ)− p(X1:N |y1:N , ψ)‖ ≤ Cρt−1,
with C = card({1, . . . , m}N), ρ = (1−2K∗x) yK∗ = infK(x′|x, ψ), for x, x′ ∈ {1, . . . , m}N .
3.2 EA step
The (3.1) equation suggests us to substitute the step EA for approximations of Robins
Monro (ver Duflo [11]), s = (s
(t+1)
1 , s
(t+1)
2 , s
(t+1)
3 ), defined by:
s
(t+1)
1 (i, n) = s
(t)
1 (i, n) + γt
(
1Ii(xn)− s(t)1 (i, n)
)
(3.2)
s
(t+1)
2 (i) = s
(t)
2 (i) + γt
(
Ni(x1:N )− s(t)2 (i)
)
(3.3)
s
(t+1)
3 (i, j) = s
(t)
3 (i, j) + γt
(
Nij(x1:N )− s(t)3 (i, j)
)
. (3.4)
where Ni(x1:N ) =
∑N−1
n=1 1Ii(xn) and Nij(x1:N) =
∑N−1
n=1 1Ii,j(xn, xn+1), are sufficient statis-
tics for the chain of hidden Markov.
When fj(y, θj) = θj , the maximization step is given by,
aˆ
(t+1)
ij =
s
(t+1)
3 (i, j)
s
(t+1)
2 (i)
θˆ
(t+1)
i =
∑N
n=1 s
(t+1)
1 (i, n)yn
s
(t+1)
2 (i)
σˆ2
(t+1)
=
1
N − 1
N−1∑
n=1
s
(t+1)
1 (i, n)(yn − θˆ(t+1)i )2,
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and for fj(y, θj) = θ1,jy + θ0,j by,
aˆ
(t+1)
ij =
s
(t+1)
3 (i, j)
s
(t+1)
2 (i)
θˆ
(t+1)
1,i =
∑N−1
n=1 s
(t+1)
1 (i, n)ynyn−1 −
∑N−1
n=1 s
(t+1)
1 (i, n)yn
∑N
n=1 s
(t+1)
1 (i, n)yn−1∑N−1
n=1 s
(t+1)
1 (i, n)y
2
n−1 −
(∑N−1
n=1 s
(t+1)
1 (i, n)yn
)2
θˆ
(t+1)
0,i =
N−1∑
n=1
s
(t+1)
1 (i, n)yn − θˆ1,i
N∑
n=1
s
(t+1)
1 (i, n)yn−1
σˆ2
(t+1)
=
1
N − 1
N−1∑
n=1
m∑
i=1
s
(t+1)
1 (i, n)(yn − fi(yn−1.θˆi))2
We consider the observations y1:N fixed, the previous expressions define, in an explicit
way, in each one of the two cases of study, the application ψˆ = ψ(s) between the sufficient
statistics and the parameters space necessary to SAEM.
3.3 Convergence
The simulation procedure generates {x(t)1:N}, a finite Markov chain. The hypotheses of
Delyon et alii [8] that ensures the convergence of the SAEM algorithm are no more
satisfied but in this case, we can be use the Theorem 1 of Kuhn and Lavielle in [20]:
Theorem 1 If we suppose the conditions that guarantee the convergence of the EM algo-
rithm, the condition (RM) and the following hypothesis,
SAEM1 The function p(y1:N |ψ) and the function ψˆ = ψ(s) are l time differentiable.
SAEM2 The function ψ → Kψ = K(·|·, ψ) is continuously differentiable on Ψ. The transition
probability Kψ generates a geometrically ergodic chain with invariant probability
p(x1:N |y1:N , ψ). The chain {x(t)1:N} takes values a compact subset. The function s is
bounded.
Then, w.p 1, limt→∞d(ψ
(t),L) = 0 where L = {ψ ∈ Ψ : ∇ψl(ψ) = 0} is the set of
stationary points.
In our case the hypotheses of the theorem are verified, in fact, the hypothesis RM is
satisfied choosing the sequence γt = 1/t, SAEM1 is obtained because ε1 is distributed
normal and SAEM2 is consequence of the discussion made in §3.1. This guarantees the
previous theorem and this give us the convergency.
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4 Hypothesis test
In this section we study the likelihood ratio test (LRT) for testing a model HMMs against
a process AR-RM. We prove that the standard theory for LRT of a point null hypothesis
is valid. Let ψ = (A, θ1, θ0, σ
2) and ψ0 = (A, 0, θ0, σ
2), then the test we consider is that
H0 : θ1 = 0
against
H1 : θ1 6= 0.
Theorem 2 Assume that (C1)-(C8) hold. Then,
2(l(ψˆ)− l(ψ0))→ χ2m,
under Pψ0.
Proof: Using the Taylor expansion of l(ψ) around ψˆ,
l(ψ0)− l(ψˆ) = (ψ0 − ψˆ)∇ψl(ψˆ) + 1
2
(ψ0 − ψˆ)t∇2ψl(ψ˜)(ψ0 − ψˆ)
where ψ˜ = λψ0 + (1− λ)ψˆ, λ ∈ (0, 1). Also ∇ψl(ψˆ) = 0. So
−2(l(ψ0)− l(ψˆ)) = −[N1/2(ψ0 − ψˆ)t][N−1∇2ψl(ψ˜)][N1/2(ψ0 − ψˆ)]
Now, since ψˆN → ψ0 P0 − a.s. does ψ˜N , and using Proposition 1-(iii-iv),
N1/2(ψˆN − ψ0)→ N (0, I(ψ0)−1) Pψ0 − weakly
and
−N−1/2∇2ψl(ψ˜)→ I(ψ0) Pψ0 − a.s.
So the proof is complete.
The theorem says that we can employ the LRT test rejects H0 if:
−2(l(ψ0)− l(ψˆ)) ≥ χ2m,α
where χ2m,α is the α-quantile of the χ
2
m distribution.
5 Penalized estimation of the number state
In this section we presents a penalized likelihood method for selecting the number state
m of the hidden Markov chain {Xn}. For each value of m ≥ 1, we consider the sets Ψm
and M = ⋃m≥1Ψm, the collection of all the different models. For a fixed m, we have
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seen in Section 3 that it is possible to estimate the unknown parameters for the model.
Hence, it is now possible evaluate the log-likelihood chosen model l(ψˆm).
As we assumed identifiability (C5), we have that true number state, m0 is minimal,
that is, there does not exist a parameter ψm ∈ Ψm with m < m0 such that ψm and ψm0
induce an identical law for {Yn}n≥0. We said that mˆn over-estimate the number state m0
if mˆN > m0 and under-estimate the number state if mˆN < m0.
The penalized maximum likelihood (PML) is defined as:
C(N,m) = − log p(y1:N |y0, x1ψˆ(N)) + pen(N,m),
where ψˆ(N) is the maximum likelihood of ψ ∈ Ψm based onN observations and pen(N,m)
is a positive and increasing function of m. A number state estimation procedure is defined
as follows:
mˆ(N) = min{argmin
m≥1
C(N,m)}.
In the following theorem we prove that the estimator PML over-estimate the number
state m0.
Theorem 3 Assume (C1)-(C5) and that limN→∞ pen(N,m) = 0 for all m then
lim inf
N→∞
mˆ(N) ≥ m0. Pψ0 − a.s.
Proof: From Proposition 1-(i) we have:
l(ψ0)− l(ψ)→ H(ψ0)−H(ψ),
ψ ∈ Ψm, and H(ψ)−H(ψ0) = Eψ0
(
log
pψ0(y0|y−∞:−1)
pψ(y0|y−∞:−1)
)
:= D(ψ0, ψ).
Therefore for m < m0:
inf
ψ∈Ψm
[l(ψ0)− l(ψ)]→ l(ψ0)− l(ψˆ)→ inf
ψ∈Ψm
D(ψ0, ψ) > 0,
D(ψ0, ψ) > 0 since m0 in minimal. We have:
lim
N→∞
l(ψˆm0)− l(ψˆm) = D(ψ0, ψ) > 0.
By the definition of C(N,m) and by assumption limN pen(N,m) = 0,
lim
N→∞
C(N,m)− C(N,m0) = D(ψ0, ψ) > 0,
for any m < m0. On the other hand C(N, mˆ(N)) − C(N,m0) ≤ 0, by the definition of
mˆ(N) and we conclude that
lim inf
N→∞
mˆ(N) ≥ m0. Pψ0 − a.s
.
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In the following we prove that the estimator PML under-estimate the number state.
Let us define the distribution,
Qm(y1:N |x1) = Ep(ψ)(p(y1:N |y0, x1, ψ)),
where p(ψ) is a priori distribution on Ψm. In the following we will write the model in its
vectorial form,
y = Zθ + ε, (5.1)
where ε = (σε1, . . . , σεN), y = y
t
1:N , in the case AR-MR θ = ((θ0,1, θ1,1), . . . , (θ0,m, θ1,m))
t,
Z =


(1, y0)1I1(x1) · · · (1, y0)1Im(x1)
...
...
(1, yN−1)1I1(xN ) · · · (1, yN−1)1Im(xN )

 ,
while in the case HMMs θ = (θ1, . . . , θm)
t
Z =


1I1(x1) · · · 1Im(x1)
...
...
1I1(xN ) · · · 1Im(xN)

 .
Given x1, y0, the likelihood function for the model (5.1) is,
p(y|x1, y0, ψ) =
∑
x2:N∈{1,...,m}N−1
p(y, X2:N = x2:N |x1, ψ)
=
∑
x2:N∈{1,...,m}N−1
p(y|X2:N = x2:N , x1, ψ)p(X2:N = x2:N |x1, ψ) (5.2)
with,
p(y|X2:N = x2:n, x1, ψ) = N (y − Zθ|0, σ2IN)
p(X2:N = x2:N |x1, ψ) = ax1x2 . . . axN−1xN .
Suppose the following structure of dependence for the components ψ,
p(ψ) =
(∏
i∈E
p(Ai)
)
p(θ|σ2)p(σ2)
and suppose the following densities that are priors conjugated for likelihood function (5.2):
1.
θ ∼ N (θ|0, σ2Σ) = (2piσ2)−m/2 det(Σ)−1/2 exp
(
− 1
2σ2
θtΣ−1θ
)
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2. For σ2 is proposed an inverted gamma IG,
σ2 ∼ IG(v0/2, u0/2) = u
v0/2
0
2v0/2Γ(v0/2)
(
σ2
)−(v0/2+1) exp (− u0
2σ2
)
,
Γ(u) =
∫∞
0
sue−sds.
3. Ai ∼ D(e). D denotes a Dirichlet density with parameter vector e = (1/2, . . . , 1/2),
D(e) = Γ(m/2)
Γ(1/2)m
m∏
j=1
a
−1/2
ij .
The following Lemma gives a bound of the likelihood function normalized by Qm.
Lemma 1 The prior distribution p(ψ) satisfies for all m and all y ∈ RN the following
inequalities,
log
p(y|y0, x1, ψ)
Qm(y|x1) ≤
m(m− 1)
2
log(N) + cm(N) + log Γ(
u0
2
)
+
log det(Σ)
2
+
(1 + v0)
2
log(u0 + y
tPy)− N
2
− log det(M)
2
− log Γ
(
N + v0
2
)
where M−1 = ZtZ + Σ−1, P = I − ZM tZt and for N ≥ 4,
cm(N) = −m
(
log
Γ(m/2)
Γ(1/2)
− m(m− 1)
4N
+
1
12N
)
.
Lemma 1 constitutes a basic step in the proof of the following proposition,
Proposition 2 Let mˆ the PML number state. Then for all m0, all ψ ∈ Ψm0 and all
m > m0:
P(mˆ > m0) ≤
mmax∑
m=m0+1
exp(I ′ +∆pen(m0, m))
∫
{y}
(u0 + y
tPy)
N+v0
2 Qm(y|x1)dy
where ∆Npen(m1, m2) := pen(N,m1)− pen(N,m2),
I ′ =
m(m− 1)
2
log(N) + cm(N) + log Γ(
u0
2
)
+
log det(Σ)
2
− N
2
− log det(M)
2
− log Γ
(
N + v0
2
)
Proof: by Lemma 1,
log
p(y|y0, x1, ψ)
Qm(y|x1) ≤ I
12
with
I =
m(m− 1)
2
log(N) + cm(N) + log Γ(
u0
2
)
+
log det(Σ)
2
+
(1 + v0)
2
log(u0 + y
tPy)− N
2
− log det(M)
2
− log Γ
(
N + v0
2
)
,
also,
P(mˆ(N) > m0) =
mmax∑
m=m0+1
P(mˆ(N) = m),
and therefore,
P(mˆ(N) = m)
≤ P
(
log p(y|y0, x1, ψ0) ≤ sup
ψ∈M
log p(y|y0, x1, ψ) + ∆pen(m0, m)
)
≤ P (log p(y|y0, x1, ψ0) ≤ logQm(y|x1) + I +∆pen(m0, m))
= E(1I{log p(y|y0,x1,ψ0)≤logQm(y|x1)+I+∆pen(m0,m)})
=
∫
{y}
1I{log p(y|y0,x1,ψ0)≤logQm(y|x1)+I+∆pen(m0,m)}(y) exp log p(y|y0, x1, ψ)dy
≤
∫
{y}
exp(logQm(y|x1) + I +∆pen(m0, m))dy.
get:
P(mˆ > m0) ≤
mmax∑
m=m0+1
exp(I ′ +∆pen(m0, m))
∫
{y}
(u0 + y
tPy)
1+v0
2 Qm(y|x1)dy.
As a consequence of this result and the first Borel-Cantelli Lemma, the convergence of mˆ
depends on the study of the series
∑
N
∑mmax
m=m0+1
exp(I ′(N,m) + ∆pen(m0, m)).
In the following theorem we find under-estimate estimator of number state m0.
Theorem 4 If
∫
{y}
(u0+y
tPy)
N+v0
2 Qm(y|x1)dy <∞ and limN→∞ pen(N,m)−pen(N +
1, m) = 0, then
mˆ(N) ≤ m0 c.s− Pψ0.
Proof: Let us defined aN = I
′(N,m) + ∆pen(m0, m). Observe that the serie
M∑
m=m0+1
∑
N
exp aN <∞,
converges as consequence of the ratio criterio and this shows that limN→∞aN+1−aN < 0.
In fact,
lim
N→∞
m(m− 1)
2
log
(
N + 1
N
)
+ cm(N + 1)− cm(N) = 0,
13
−1+log 2
2
< 0, − log
(
Γ((N+1+v0)/2)
Γ((N+v0)/2)
)
< 0
lim
N→∞
∆N+1pen(m0, m) + ∆Npen(m0, m)
= lim
N→∞
pen(N + 1, m0)− pen(N + 1, m)− pen(N,m0) + pen(N,m)
≤ lim
N→∞
pen(N,m)− pen(N + 1, m) = 0.
Then we have
lim
N→∞
aN+1 − aN
= lim
N→∞
m(m− 1)
2
log
(
N + 1
N
)
+ cm(N + 1)− cm(N)− 1 + log 2
2
− log
(
Γ((N + 1 + v0)/2)
Γ((N + v0)/2)
)
+∆N+1pen(m0, m)−∆Npen(m0, m) < 0
Thus
∑
N Pψ0(mˆ(N) > m0) <∞ and from the Borel-Cantelli lemma we conclude that
Pψ0(mˆ(N) > m0 i.o) = 0. This is equivalent to say that mˆ(N) ≤ m0 c.s-Pψ0 .
One of the most common choices is pen(N,m) = log(N)
2
dim(Ψm) (Bayesian information
criteria, BIC). It is natural to use dim(Ψm) = m(m− 1) +mdim(Θ) + 1.
A Proof of Lemma 1
The proof of this Lemma is obtained by showing the existence of constants C1, C2 such
that:
p(y|x1, ψ, ) ≤ C1Qm(y|x1:N) (A.1)
p(x2:N |x1, ψ) ≤ C2Qm(x2:N |x1). (A.2)
This would implies that,
p(y|y0, x1, ψ) =
∑
x∈{1,...,m}N
p(y|x1:N , ψ)p(x2:N |x1, ψ)
≤ C1C2
∑
x∈{1,...,m}N
Qm(y|x2:N )Qm(x2:N |x1)
= C1C2Qm(y|x1).
and hence p(y|y0, x1, ψ) ≤ C1C2Qm(y|x1).
We proceed with the evaluation of Qm(x2:N |x1) following the proof given in the ap-
pendix of [21]. Let
Qm(x2:N |x1) =
m∏
i=1
[
Γ(m/2)
Γ(Ni + 1/2)
(
m∏
i=1
Γ(Nij + 1/2)
Γ(1/2)
)]
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and
p(x2:N |x1, ψ)
Qm(x2:N |x1) ≤
∏m
i=1
∏m
j=1 (
Nij
Ni
)
Nij
∏m
i=1
[
Γ(m/2)
Γ(Ni+1/2)
(∏m
i=1
Γ(Nij+1/2)
Γ(1/2)
)] . (A.3)
We have that and the right side the equation (A.3) does not exceed,[
Γ(N +m/2)Γ(1/2)
Γ(m/2)Γ(N + 1/2)
]m
.
In Gassiat and Boucheron [14], is noted that,
m log
[
Γ(N +m/2)Γ(1/2)
Γ(m/2)Γ(N + 1/2)
]
≤ m(m− 1)
2
logN + cm(N),
for N ≥ 4, cm(N) is choosed as:
−m
(
log
Γ(m/2)
Γ(1/2)
− m(m− 1)
4N
+
1
12N
)
.
Then:
p(x|x1, ψ)
Qm(x|x1) ≤ N
m(m−1)/2 exp cm(N). (A.4)
To evaluate Q(y|x1:N) let us develop the expression,
p(y|y0, x1:N , θ, σ2)p(θ|σ2)p(σ2) = N (y − Zθ|0, σ2IN )N (θ|0, σ2Σ)IG(σ2|v0/2, u0/2)
= (2piσ2)−N/2 exp
(
− 1
2σ2
(y − Zθ)t(y − Zθ)
)
(2piσ2)−m/2 det(Σ)−1/2 exp
(
− 1
2σ2
θtΣ−1θ
)
u
v0/2
0
2v0/2Γ(v0/2)
(
σ2
)−(v0/2+1) exp (− u0
2σ2
)
The above-mentioned is equivalent to
u
v0/2
0 (2piσ
2)−N/2(2piσ2)−m/2
2v0/2Γ(v0/2)
exp
(
−(θ −m)
tM−1(θ −m)
2σ2
)(
σ2
)−(v0/2+1)
exp
(
−(u0 + y
tPy)
2σ2
)
withM−1 = ZtZ+Σ−1, m =MZty and P = I−ZM tZt. Integrating the last expression
respect to θ and then to σ2 we obtain
Q(y|x1:N) = u
v0/2
0 det(M)
1/2Γ((N + v0)/2)
(piσ2)N/2Γ(v0/2) det(Σ)1/2(u0 + ytPy)(N+v0)/2
, (A.5)
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this given,
p(y|y0, x1, ψ)
Qm(y|x1:N) ≤
p(y|y0, x1, ψˆ)(piσ2)N/2Γ(v0/2) det(Σ)1/2(u0 + ytPy)(N+v0)/2
u
v0/2
0 det(M)
1/2Γ((N + v0)/2)
=
exp
(
− 1
2σˆ2
(y − Zθˆ)t(y − Zθˆ)
)
(piσˆ2)N/2Γ(v0/2) det(Σ)
1/2(u0 + y
tPy)(N+v0)/2
(2piσˆ2)N/2u
v0/2
0 det(M)
1/2Γ((N + v0)/2)
=
exp
(−N−1
2
)
Γ(v0/2) det(Σ)
1/2(u0 + y
tPy)(N+v0)/2
2N/2u
v0/2
0 det(M)
1/2Γ((N + v0)/2)
.
with this expression and the equation (A.4) we obtain lemma 1.
B Simulations
In this section we apply our results to some simulated data. We work with an HMMs and
two AR-RM. We use pen = log(N)
2
dim(Ψm) (BIC). We value the likelihood function for
any set of parameters ψ by computing
p(y1:N |y0ψ) =
m∑
i=1
αN (i),
where αn(i) = p(y1:n, Xn = i) can be evaluated recursively with the following formulae
forward of Baum,
αn(j) =
m∑
i=1
αn−1(i)aijp(yn|yn−1, Xn = i)
see D. Le Nhu et alii [23].
B.1 HMMs
In the simulation of the HMMs we set the following parameters: dim(Ψm) = m
2 + 1
N = 500, m = 3, σ2 = 1.5, θ = (−2, 1, 4),
A =

 0.9 0.05 0.050.05 0.9 0.05
0.05 0.05 0.9

 ,
the observed serie is plotted in figure 1.
The table 1 contains the values for the penalized maximum likelihood form = 2, . . . , 7,
we observe that mˆ = 3. In this case ψˆ is estimated by using the SAEM, the values are,
σˆ2 = 1.49, θˆ = (−1.98, 4.09, 0.91),
Aˆ =

 0.8650 0.0274 0.10760.0404 0.8943 0.0653
0.0658 0.0648 0.8694

 ,
16
m −l(ψ) pen −l(ψ) + pen
2 802.32 15.53 817.85
3 419.09 31.07 450.16
4 417.70 52.82 470.52
5 464.70 80.78 545.48
6 445.89 114.97 560.86
7 436.26 155.36 591.62
Table 1: The values for the PML
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Figure 1: The observed serie y1, . . . , y500 for the HMMs
.
in the figure 2 displayed the sequence {ψ(t)}, t = 1, . . . , 4000 and we observe the conver-
gence of the estimate.
B.2 AR-RM
In the first simulation of the AR-RM we set the following parameters: dim(Ψm) = m(m+
1) + 1, N = 500, m = 2, σ2 = 1.5,
θ =
(
1 −1
−0.5 0.5
)
, A =
(
0.9 0.1
0.1 0.9
)
,
the observed serie is plotted in figure 3.
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Figure 2: Convergence of the estimate of, σ2, θ and A.
m −l(ψ) pen −l(ψ) + pen
2 351.14 18.64 369.78
3 346.64 37.28 383.92
4 355.10 64.14 417.24
5 354.52 93.21 447.73
6 384.50 130.50 515.00
Table 2: The values for the PML
The table 2 contains the values for the penalized maximum likelihood form = 2, . . . , 6,
we observe that mˆ = 2. In this case ψˆ is estimated by using the SAEM, the values are,
σˆ2 = 1.42,
θˆ =
(
1.07 −0.96
−0.5 0.5
)
Aˆ =
(
0.8650 0.1350
0.1130 0.8870
)
.
in the figure 4 displayed the sequence {ψ(t)}, t = 1, . . . , 1000 and we observe the conver-
gence of the estimate.
In the second simulation of the AR-RM we set the following parameters: N = 500,
m = 2, σ2 = 1.5,
θ =
(
1 −2
−0.7 1.08
)
A =
(
0.9 0.1
0.1 0.9
)
,
the observed serie is plotted in figure 3.
In this case m = 2 is fixed and ψˆ is estimated by using the SAEM, the values are,
σˆ2 = 1.42,
θˆ =
(
0.85 −2.01
−0.69 1.08
)
Aˆ =
(
0.9093 0.0907
0.019 0.9181
)
,
in the figure 6 displayed the sequence {ψ(t)}, t = 1, . . . , 1000 and we observe the conver-
gence of the estimate.
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Figure 3: The observed serie y1, . . . , y500 for the AR-MR
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Figure 4: Convergence of the estimate of, θ1, θ2, σ
2, and A.
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Figure 5: The observed serie y1, . . . , y500 for the AR-MR
.
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Figure 6: Convergence of the estimate of, θ1, θ2, σ
2, and A.
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