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Abstract
Oxidative aging in asphalt concrete pavements is one of the chief contributors to pavement degrada-
tion. Oxidation contributes to the formation of a diffuse micro-flaw population in the mastic. This
damage is primarily concentrated at the top (surface) of the pavement, where exposure to oxygen
is the greatest. These flaws serve as the nuclei to crack formation and propagation, and adversely
affect the pavement’s structural integrity. It is more cost effective to perform maintenance when
the pavement contains relatively little damage, than it is to defer maintenance until more drastic
measures must be taken. Currently, engineers lack the proper tools for non-destructive, quick, and
reliable inspection.
The work in this report addresses this need by employing non-collinear wave mixing, a non-
linear acoustic technique, to evaluate the level of oxidation of the pavement. To implement the
nonlinear technique, the linear acoustic parameters, i.e., dilatational and shear velocities and at-
tenuations, of asphalt concrete specimens with various levels of oxidative aging were characterized.
In non-collinear wave mixing, two waves are propagated so that they cross paths. Under the right
conditions, these two waves will interact to produce a third wave.
Taking advantage of critically refracted longitudinal waves enabled the non-collinear wave mixing
measurements to be taken from the pavement surface. Two nonlinear parameters were measured
as a function of oxidative aging: the efficiency of interaction, ββ0 , and the frequency at which the
interaction takes place, f2f1 . A nonlinear damage characterization curve was introduced, which
is generated for a particular mixture under laboratory conditions, by plotting ββ0 versus
f2
f1
for
various levels of oxidative aging. Field pavement measurements of
(
β
β0
, f2f1
)
can then be referenced
against the nonlinear damage characterization curve to evaluate the state of the pavement. The
testing set-up was configured to be one-sided, hence truly non-destructive, via the use of these
subsurface waves. Two data-collection approaches are presented, which can be used even if the
linear acoustic properties are unknown a priori, for practical field implementation. The efficacy of
an asphalt rejuvenation product was also studied using this technique. Pavement engineers can thus
continuously monitor the pavement and make decisions (such as the application of rejuvenators)
to prolong its service life.
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Chapter 1
Introduction to Oxidative Aging in Asphalt
Concrete Pavements
Asphalt concrete is one of the most heavily used composite materials in transportation infrastruc-
ture [1]. Asphalt concrete (AC) pavements suffer a number of harsh, damaging environmental
elements during service-life, such as moisture infiltration, temperature fluctuations, oxygen, and
traffic loadings. Environmental exposure causes the pavement to undergo an aging process, which
can adversely alter its material properties. Oxidative aging, due to oxygen exposure, is one of the
chief contributors of pavement degradation [2]. High amounts of oxidative aging can significantly
reduce the performance of the pavement, consequently shortening the service life.
Asphalt is a highly temperature susceptible material. In cold temperatures, it behaves stiff,
brittle, and elastic; whereas in warmer temperatures, it exhibits soft, ductile, and viscoelastic
behavior. This temperature susceptibility poses a challenge for transportation engineers, especially
in climates with variable temperatures, because they must ensure that the pavement does not suffer
excessive cracking the colder winter months, nor rutting (i.e., excessive deformation) in the summer
months. The Superpave Performance Grading (PG) system [?] was put in place to aid pavement
engineers in selecting the appropriate binder. Asphalt binders graded with this system are denoted
in the following format: PG XX±XX, where the first number denotes the average seven-day
maximum pavement temperature that the pavement is expected to withstand. The second number
denotes the minimum pavement temperature that the pavement is expected to withstand. Both
temperatures denote pavement (not air) temperatures and are in degrees Celcius (◦C). For example,
a PG 64-22 binder is expected to perform adequately in climates where the minimum pavement
temperature is -22◦C, and the average seven-day pavement temperature does not exceed 64◦C.
Oxidative aging reduces the low temperature performance properties of asphalt, hence, raising
the low-temperature performance grade number. As the degraded pavement is subjected to the
conditions for which it was initially designed (with its original, unaged properties), it sustains dam-
age. In the Midwest, one common manifestation of this damage is in the form of potholes (see
1
Figure 1.1: Damage manifested in the form of a potholes. Extracted from [3].
Figure 1.1). Aged pavements experience a reduction in crack resistance and self-healing capabili-
ties compared to their unaged counterparts. As a result, aged pavements accumulate damage at
accelerated rates. Once the pavement damage has reached a severe state, expensive maintenance
measures must be taken for repair. It is much less expensive to perform preventative maintenance
for structural integrity preservation, than it is to defer maintenance until damage becomes severe,
and more drastic corrective maintenance or rehabilitation efforts are required.
Pavement engineers face the difficult task of predicting the long-term behavior of AC pavements
subjected to field conditions and must make decisions regarding treatments or rehabilitation in or-
der to ensure proper performance and length of service life. Empirical data provides the foundation
to understanding the material behavior under various conditions. Currently, engineers rely in part
on visual inspection techniques, at which point the damage may be either undetectable (although
present) or severe enough to require expensive repair efforts. They also rely on destructive mechan-
ical tests, which can either be performed on a portion of the batch of the AC mixture or on cores
from the in-place design. However, there are no truly non-destructive techniques in place for the
accurate, in-situ, and early damage detection and assessment of AC pavements.
In this chapter, a brief description of various aspects of the problem of oxidative aging in AC
pavements will be presented. First, a general description of oxidative aging in AC pavements will
be presented. Then, discussions on the implications of aging and current pavement inspection
techniques will be described. This chapter will conclude with an overview of the investigations in
this report and summary of how the report has been organized.
2
1.1 Terminology
Some terminology which will be used throughout this report will now be clarified. Some terminology
related to AC:
• Asphalt concrete will be used to refer to the composite material, i.e., asphalt binder +
stone aggregates. In the literature, this is often referred to as hot mix asphalt (HMA).
• Asphalt will be used to denote the asphalt cement, i.e., bitumen.
• Binder will be used interchangeably with the term asphalt (see above bullet).
• Mastic will refer to the binder plus the fines.
Some terminology related to acoustics:
• Dilatational Waves will be used to describe compressional waves (polarized in the direction
of propagation).
• Longitudinal Waves will be used interchangeably with dilatational waves (see above bullet)
to describe compressional waves.
• Shear Waves will be used to refer to waves polarized 90◦ to the direction of propagation.
Also known as transverse waves.
1.2 Oxidative Aging in Asphalt Concrete Pavements
In the early stages, damage via oxidative aging takes the form of diffuse micro-flaws. These micro-
flaws, under continual subjection to the damage-causing conditions, grow and eventually coalesce
to form cracks. Thus, micro-flaws serve as the nuclei to the fracture process, and significantly
limit the strength of the pavement. Most of the damage is concentrated at the top (surface) of
the pavement, where exposure to the oxygen is highest. Deeper portions of the pavement are more
protected, and consequently, may have material properties very similar to that of the unaged, virgin
mix. This is evidenced by Figure 1.2, which shows the complex modulus as a function of pavement
depth after 8 years of service in Illinois. Notice that the stiffest portions are located near the top.
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Figure 1.2: Complex modulus as a function of the pavement depth after 8 years of service in Illinois.
Extracted from [4].
As the aging level in the AC increases, the binder stiffness increases and the cohesive strength
of the mastic decreases. These two mechanisms have competing effects on the overall composite
asphalt concrete stiffness. This complicates the pattern of the global stiffness as a function of the
level of oxidative aging, which will be discussed in more detail in Chapter 2.
1.3 Implications of Oxidative Aging in Pavements
It is more cost effective to maintain a pavement in an acceptable state than it is to defer maintenance
until the damage becomes so severe that more drastic maintenance rehabilitation or reconstruction
measures are required. This is especially true for pavements which must withstand heavy traffic
loadings. In comparison to timely preventative maintenance, deferred maintenance has negative
implications, such as higher construction efforts, cost consequences, and negative effects on traffic.
Deferred maintenance increases the quantity and severity of defects; consequently, the cost of repair
increases. Thus, the ability to identify proper maintenance time is crucial for pavement preservation
and ultimately cost savings.
Brown et al. [5] provides a nice discussion on the compounding effect of deferred maintanence
on cost. Figure 1.3 contains a schematic of the quality of the pavement as a function of the years
in service. Quality is a subjective term which relates to the condition of the pavement. Notice
that deterioration (aging level) accelerates with time. For 75% of the pavement’s life, it remains
in a “fair” to “very good” state. The “fair” condition corresponds to a 40% drop in the quality
4
Figure 1.3: Pavement degradation for years in service. Extracted from [5].
(compared to the “very good” state). An 80% drop in quality corresponds to a “very poor” condition
pavement. It costs $4 to $5 to repair a “very poor” condition pavement for every $1 it costs to
repair a “fair” condition pavement. Clearly, cost conscious decisions hinge on the engineers’ ability
to detect when the pavement is in the fair condition so that proper maintenance can be executed
at the appropriate time.
1.4 Current Pavement Inspection Techniques
Visual inspection remains the primary tool for pavement assessment and determining the appropri-
ate corrective action to perform on the pavement. Using this technique, practitioners identify the
damage, the source of the damage, and select the appropriate maintenance treatments and repair
strategies. Of course, it is possible (and even probable) that by the time damage has reached the
point where it can be visually detected, the pavement has surpassed that of the “fair” condition
(Figure 1.3), rendering any decisions less cost effective. Also, this technique relies on the experi-
ence and discretion of the person executing the inspection, and as such is highly subjective. Less
subjective pavement inspection techniques are also sometimes employed, such as deflection based
nondestructive pavement analyses, dynamic cone penetration (DCP) test, and ground penetrating
radar (GPR). None of these methods, however, has the ability to detect the presence of diffuse
micro-flaws.
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1.5 Outline of the Investigation
The primary goal of this report is to develop a tool for pavement engineers to quickly, accurately,
and non-destructively make an assessment of the AC pavement to aid in the maintenance decision
making. A nonlinear acoustic technique is proposed, specifically non-collinear wave mixing, as a
way to assess the oxidative aging level in AC pavements when there is still time to take preemp-
tive measures. The following investigations follow a natural trajectory of events. First, the linear
acoustic properties (velocities and attuations) of asphalt concrete specimens subjected to various
levels of oxidative aging were characterized. Linear characterization was necessary to carry out
non-collinear wave mixing. Next, non-collinear wave mixing was used to assess the level of oxida-
tive aging. The non-collinear wave mixing testing set-up was then configured so that it could be
performed with all of the testing apparatus on one side, i.e., the top surface of the pavement. The
final investigation covered the efficacy of a commercial rejuvenation product, which aims to restore
the aged binder to its original properties. The following subsections will briefly introduce these
major investigations in the order that they appear in this report.
The appendices of this report contain important theory for the reader who wishes a more in-
depth background on the derivations and theory of various aspects important to the theoretical
considerations of the investigations. Appendix A contains a brief outline on the oxidative aging
process in asphalt. The function of Appendices B through D is to provide a thorough reference to
nonlinear acoustics, specifically nonlinear elastic interaction. Appendix B contains the fundamental
linear acoustic theory prerequisite to nonlinear elasticity. A complete and in-depth discussion on
the theory and derivation of nonlinear interaction of elastic wave mixing is presented in Appendix
C. For completeness, Appendix D contains a discussion on self-interaction and harmonic generation
of a single propagating acoustic wave.
1.5.1 Linear Acoustic Characterization
The complex moduli can be measured for asphalt concrete specimens subjected to various amounts
of aging in order to understand the effect aging has on the properties. In Chapter 2, it will
be shown that the change in mechanical properties due to aging can be detected via ultrasonic
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measurements, e.g., velocity and attenuation. The results from ultrasonic tests can be utilized to
determine the complex moduli in a quick, repeatable, and low-cost manner. Current conventional
mechanical techniques for the determination of complex moduli in asphalt concrete are costly and
time-consuming. The correlation in conjunction with the fact that ultrasonic tests are quick to run,
demonstrate the potential of ultrasonic methods for characterizing the amount of aging.
Previous studies [6–8] have successfully correlated complex modulus results from ultrasonic tests
to the results from conventional mechanical tests; however, either the velocities were assumed to be
constant across frequencies, or the unknown Poisson’s ratio was assumed. This study assumes nei-
ther. Furthermore, the lack of frequency-dependent ultrasonic measurements leads to uncertainties
in the construction of the master curve. When velocities are taken at multiple temperatures, they
must be shifted using time-temperature superposition [1,9]. If the velocity is not frequency depen-
dent (only a single reported value at each temperature), the amount at which it should be shifted
(i.e. the shift factor) is unknown. When the shift factor is unknown, comparisons must be made
between the ultrasonic data and the data obtained via mechanical testing; consequently, the need
for mechanical testing is not eliminated. The techniques in Chapter 2 address these deficiencies.
1.5.2 Nonlinear Acoustic Characterization
Asphalt concrete, even in its unaged, undamaged state, is a nonlinear material. This is because it
belongs to a class of materials known as nonlinear mesoscopic materials, which are materials with
a brick and mortar type structure. As asphalt concrete ages via oxidation, it displays increasingly
strong nonlinear behavior. This nonlinear behavior can be characterized via a nonlinear acoustic
method, specifically the non-collinear wave-mixing technique. In the non-collinear wave-mixing
technique, two ultrasonic bulk waves are propagated through the medium in such a manner which
they cross paths at a certain angle and set of frequencies. For a material which displays nonlinear
behavior, the higher-order terms in the nonlinear wave equation are not insignificant, and these
two waves can interact to produce a third nonlinear scattered wave. In Chapter 3, it will be shown
that the level of oxidative aging of the AC can be assessed by monitoring the characteristics of this
nonlinear scattered wave (i.e., frequency and amplitude).
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In Chapter 4, the non-collinear wave mixing technique is modified so that it can be applied readily
and practically in the field to monitor AC pavements. Specifically, the technique is modified so
that it can be employed when there is only access to one side, the top, of the pavement.
1.5.3 Asphalt Rejuvenation Products
The importance of taking corrective actions to prolong the service life of a pavement was discussed
in Section 1.3. One such corrective action is through the use of asphalt rejuvenation products, or
rejuvenators. Rejuvenators are products that aim to restore the aged asphalt binder back to its
original state by replacing volatile components lost during the aging process.
The efficacy of these products has been debated. In Chapter 5, the efficacy of the commercial
asphalt rejuvenator, Reclamite, is tested using the non-collinear wave mixing technique. The use of
the non-collinear wave mixing technique, in conjunction with rejuvenators, would allow engineers to
continuously monitor the pavement, even after corrective actions have been taken, to significantly
prolong the life of the pavement.
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Chapter 2
Assessment using Linear Acoustics
Prior to implementing any nonlinear characterization techniques, it is necessary to characterize the
linear acoustic properties. Thus, the primary goal of this portion of the study is to assess the effects
of laboratory induced oxidative aging on the linear ultrasonic parameters (ultrasonic velocities and
corresponding attenuations) of asphalt concrete mixtures. Ultrasonic dilatational and shear velocity
and attenuation measurements were taken on six different asphalt concrete specimens subjected to
different amounts of laboratory oven-aging (0 hours, 12 hours, 24 hours, 28 hours, 32 hours, and
36 hours). Also, using these ultrasonic measurements, the dynamic uniaxial and shear complex
moduli were computed.
2.1 Complex Moduli
Asphalt concrete is a viscoelastic material, as its material properties are dependent on both time
and temperature. Accordingly, its moduli are complex. The complex Young’s (uniaxial) modulus
is given by [9],
E∗ = E′ + iE′′ (2.1)
where,
E′ = |E∗| cosφ, E′′ = |E∗| sinφ (2.2)
and,
|E∗| =
√
(E′)2 + (E′′)2 =
σ0
ε0
(2.3)
The magnitude of the complex Young’s modulus |E∗| is commonly referred to as the dynamic
modulus. From Equation 2.2, the phase angle can be found as follows,
φ = tan−1
Im [E∗]
Re [E∗]
= tan−1
E′′
E′
(2.4)
The storage modulus (the real component) is denoted by E′, the loss modulus (the imaginary
component) is denoted by E′′, and φ is the phase angle. Please refer to Figure 2.1 for a graphical
9
Figure 2.1: Graphical representation of complex Young’s modulus. The naming conventions are as follows:
|E∗| ≡ dynamic modulus, E∗ ≡ complex modulus, E′ ≡ storage modulus, E′′ ≡ loss modulus, and φ ≡
phase angle.
representation. The complex shear moduli relationships are analogous to the uniaxial modulus by
substituting the uniaxial moduli parameters for the shear moduli parameters G∗, G′, G′′, and |G∗|
in the above equations.
2.1.1 Mechanical Complex Modulus Test
Conventional techniques for measuring the dynamic modulus of AC involve mechanical tests such
as the compressive dynamic modulus test and the indirect tension test [1]. Here, the focus will be
on the compressive dynamic modulus test. AASHTO T342-11 [10] details the compressive dynamic
modulus test procedures for determining the dynamic modulus and phase angle of the AC over a
range of frequencies and temperatures. The set-up consists of a servo-hydraulic loading frame with
the capability of applying a sinusoidal compressive loading at a specified frequency (for the range
of 0.1 to 0.25 Hz). The system contains an environmental chamber, which is used to control the
temperature of the AC specimen during testing. The AC specimen is the core from a cylindrical
gyratory compacted specimen (150 mm tall, 102 ± 2 mm diameter). Linear variable differential
transformers (LVDT) are used to measure the average axial deformation. The LVDTs are placed
at four locations around the circumference of the AC specimen at a distance of 90 degrees apart. A
load cell measures the applied load. In order to properly construct the master curve, tests should be
conducted at temperatures of -10, 4.4, 21.1, 37.8, and 54◦C for sinusoidal loading at frequencies of
0.1, 0.5, 1.0, 5, 10, and 25 Hz for each temperature. Figure 2.2 shows a schematic of this test-setup.
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Figure 2.2: Schematic of the dynamic modulus test (replicated from AASHTO T342-11 [10]).
2.1.2 Ultrasonic Parameters and the Complex Moduli
The complex moduli can be related to the ultrasonic parameters via the dilatational and shear phase
velocities and attenuations. The group velocities and attenuations can also be used to calculate
the complex moduli; however, the group velocity is a meaningless concept when there is high
attenuation, as the “wave packet” does not maintain its shape. The complex Poisson’s ratio is a
function of the shear to dilatational complex velocity ratio,
µ∗ =
1− 2
(
c∗S
c∗L
)2
2
[
1−
(
c∗S
c∗L
)2] (2.5)
where c∗L and c
∗
S are the complex dilatational and shear phase velocities, respectively. Thus, in
order to obtain the complex moduli, it is necessary to have the dilatational ultrasonic parameters
(velocity and attenuation), and either the Poisson’s ratio or the shear ultrasonic parameters.
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The elastic-viscoelastic correspondence principle [9] makes it possible to use complex material
properties in the solution of the elastic wave equation. The one-dimensional, linear, complex wave
equation is then written as follows [9, 11],
d2u
dx
=
1
c∗(iω)2
d2u
dt2
(2.6)
where c∗(iω) is the complex phase velocity, ω is the angular frequency, t is time, x is the propagation
direction, and u(x, t) is the particle motion. The solution to the equation (in terms of real and
imaginary components) is,
u(x, t) = u0e
i(ωt−k∗x) (2.7)
And k∗ can be separated into storage and loss components as,
u(x, t) = u0e
k′′xei(ωt−k
′x) (2.8)
The second exponential term in the above equation is the familiar term describing the wave prop-
agation in the x-direction, while the first exponential term is a decay (attenuation) term. The real
and imaginary components of the complex wave number are as follows [11],
k′ = Re[k∗] =
ω
c(ω)
k′′ = Im[k∗] = −α(ω)
(2.9)
The complex phase velocity is related to the complex wave number as,
c∗(ω) =
ω
k′ + ik′′
=
[
1
c(ω)
− iα(ω)
ω
]−1
(2.10)
Note, c(ω) is the real phase velocity, α(ω) is the real attenuation, and both quantities are measurable
via conventional ultrasonic techniques. If the attenuation coefficient approaches zero, then the
complex phase velocity is simply the real portion (measured) of the phase velocity. In other words,
the phase velocity is only complex in the presence of attenuation.
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The complex Young’s modulus E∗ can be related to the complex velocities as follows [12],
E∗ = ρ(c∗S)
2
(
3(c∗L)
2 − 4(c∗S)2
(c∗L)2 − (c∗S)2
)
(2.11)
where ρ is the material density. The complex shear modulus G∗ can be written as follows,
G∗ = ρ(c∗S)
2 (2.12)
2.2 Experimental Set-Up and Procedures
Due to the complex nature of wave propagation through asphalt concrete, some considerations must
be made when devising the test set-up. First, the preparation of the specimens will be detailed.
A detailed focus on the considerations for the experimental set-up and data processing will be
provided. Finally, the experimental set-up and data collection procedures will be presented.
2.2.1 Sample Preparation
Six asphalt concrete specimens with the same mix design were prepared following Superpave guide-
lines. A 9.5 mm nominal maximum aggregate size (NMAS) with a target asphalt content of 5.9%
by weight of the total mixture was selected for this study. The binder was performance grade (PG)
64-22. The aggregate blend consisted of limestone aggregates from four different stockpiles: 65.3%
coarse aggregate (CM16), 23% manufactured sand (FM20), 10.5% natural sand (FM02), and 1.2%
Figure 2.3: Asphalt concrete specimens prepared using a standard bucket mixing procedure (right) and
gyratory compaction (left).
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Figure 2.4: Preparation of tests samples along with their dimensions for ultrasonic and acoustic emission
tests.
mineral filler (MF).
Mixing of the asphalt concrete mixtures was conducted at 155◦C using a standard bucket mixing
procedure. See Figure 2.3. The six uncompacted loose AC mixtures were each laboratory aged
for a respective amount of time of 0, 12, 24, 28, 32, and 36 hours. Laboratory aging of the
asphalt mixtures was performed by placing loose mixtures in the force draft oven (at 135◦C) for
the appropriate amount of time (0 - 36 hours). To achieve uniform aging (uniform exposure to
oxygen) throughout the sample, the mixtures were hand-stirred every 12 hours. Once aged, the
mixtures were compacted into cylinders (150 mm height, 150 mm diameter) at 155◦C using a servo-
controlled gyratory compactor (IPC Servopac, Figure 2.3). The compacted gyratory specimens were
then cut to obtain two 40 × 70 × 135 mm3 rectangular specimens for ultrasonic testing. See Figure
2.4. During cutting, at least the last 5 mm of each side of the compacted samples was trimmed
off to avoid any end-effects induced during compaction and to obtain a smooth surface for sensor
placement. Ultrasonic measurements were only performed on specimens aged up to (and including)
36 hours, because the rough, cratered surfaces of specimens aged passed 36 hours caused coupling
issues with the sensors. See Figure 2.5, which shows a specimen aged passed 36 hours, at 48 hours.
Notice the very rough, cratered surface.
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Figure 2.5: Asphalt concrete specimen oven-aged for 48 hours. Notice the very rough and cratered surface,
which made for unacceptable couplant conditions with the transducers.
2.2.2 Considerations in Choosing Experimental Set-up
Prior to choosing and implementing an experimental set-up, some important considerations must
be made. The complex wave propagation and finite dimensions of the AC samples complicate
what might initially appear to be a straightforward measurement. This section will address some
important considerations.
Wave Propagation through Asphalt Concrete
The structure of asphalt concrete is that of a brick and mortar type. As a dilatational wave
propagates through the material, most of the wave passes through the limestone aggregate (≈94%
of the composite is aggregate). There is a significant difference in the moduli between the brick, i.e,
aggregate, and the mortar, i.e., binder. As the wave propagates through the asphalt medium, it
becomes scattered and distorted. As the wave propagation distance increases, the effect of scatter
(hence, the wave shape distortion) also increases.
It was observed that across the height of the specimen (≈ 70 mm), the waveform becomes
distorted and difficult to analyze at higher frequencies. Across the width of the specimen (≈ 40
mm), the wavelength is longer than the specimen dimensions at lower frequencies, which can lead
to erroneous calculations due to phase interference effects. When the wavelength is shorter than
the specimen dimension and longer than the NMAS, the signal propagates through the medium
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Figure 2.6: The wavelength (obtained via the velocity) as a function of frequency for the virgin specimen.
The “valid range,” i.e., NMAS < λ < specimen dimension, is the range at which ultrasonic measurements
can be taken in a conventional through-transmission format (e.g., without the use of a waveguide). Extracted
from McGovern et al. [13]
with relatively little distortion. This range will be termed the “valid range,” and is depicted in
Figure 2.6.
As the shear wave propagates through the medium, a portion of the energy may mode convert
to dilatational waves via scattering. Since shear waves travel slower than dilatational waves, the
multiple modes may arrive at the same time; thus, the obtained signal may be a superposition of
these multiple modes. The dilatational portion can be isolated by partitioning (windowing) the
beginning of the signal in time, because it is the fastest, thus first, arriving wave. For shear wave
measurements, partitioning out the shear portion should not be attempted, because it is difficult
to isolate. To circumvent this difficulty, a pulse train can be used to “force” a majority of the wave
energy to propagate as shear. Even with a pulse train, it is likely that the received wave is not
entirely shear due to scatter induced mode conversion effects; however, a majority of the energy
should be shear.
Delay Line
To overcome the difficulties that arise from the wavelength at lower frequencies being longer than the
specimen dimension, a delay line can be used. By using a delay line, the transmitted waveform will
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be fully formed, i.e., not suffer from near field effects, before it propagates through the specimen.
A block made of ultra-high molecular weight polyethylene (UHMWPE) was chosen as the delay
line, because its acoustic impedance relative to the acoustic impedance of virgin asphalt was close
enough such that there was not too much loss at the UHMWPE/asphalt interface. The block
dimensions (≈ 72 × 57 × 116 mm3) were chosen to allow the transmitted waves to propagate
through the specimen without much interference from the boundaries.
Ultrasonic Velocity
Many velocity methods (e.g., threshold-crossing [14], cross-correlation [15], overlap [16], etc.) re-
quire that the signal retain its shape as it propagates through the medium; however, in asphalt, the
waveform does not retain its shape. The phase comparison method [17] was the method of choice,
because it is insensitive to waveform distortion; however, this method can break down when there
is a low signal-to-noise ratio and/or multiple waves with different paths arriving simultaneously.
The phase velocity can be obtained by comparing the phases of the signals measured through the
delay line and the delay line/asphalt set-up as follows [17],
c(ω) =
ωdasphalt
φasphalt(ω)− φUHMWPE(ω) (2.13)
where φasphalt denotes the phase for the signal passed through the UHMWPE/asphalt set-up,
φUHMWPE denotes the phase of the signal obtained from just the UHMWPE delay line, dasphalt is
the distance traveled through the asphalt specimen, and ω is the angular frequency.
Ultrasonic Attenuation
The attenuation coefficient can be determined by comparing the amplitude of the signal passed
through the delay line/specimen set-up to the amplitude of the signal passed through the delay line
alone (the reference signal). At the delay line/specimen and transducer/specimen interfaces, signal
loss will occur due to impedance mismatch and imperfect couplant conditions. If this loss is not
accounted for, the attenuation will be overestimated. The loss can be accounted for by measuring
the attenuation in the “valid range” (see Figure 2.6) via the conventional through-transmission
technique (i.e. no delay line), and then translating the attenuation measured via the delay line
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Figure 2.7: Method to find attenuation coefficients of asphalt specimens with correction for signal loss at
the boundaries. Asent is the signal sent by transducer X, Y is the receiving transducer, and subscripts A
and U denote asphalt and UHMWPE, respectively.
configuration to coincide.
Please reference Figure 2.7, which contains the setups and the corresponding amplitude of the
received signals. The data acquisition procedure will now be outlined. First the signal is recorded
through the smallest (width) dimension of the specimen coupled to the delay line (see Figure
2.7 (a)). A signal is then recorded through only the delay line (Figure 2.7 (b)). Next, signals
are obtained through the width and height dimensions of the specimen without the wave guide
(Figures 2.7 (c) and (d), respectively). All recorded signals are appropriately windowed to isolate
the dilatational portion of the signal. The window sizes may change based on frequency. Shear
signals are not windowed.
The uncorrected attenuation αuncorrected is determined across all frequencies based on the signals
obtained for the set-up with the delay line. Recall, this attenuation is an overestimate of the atten-
uation in the asphalt concrete, because it contains the loss from the transducer/asphalt and delay
line/asphalt interfaces. Equation 2.14 shows this uncorrected attenuation, where AUA denotes the
amplitude received through the delay line/asphalt set-up, and AU denotes the amplitude received
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Figure 2.8: Correction of the attenuation obtained via the delay line technique in order to account for
the loss at the interfaces. (a.) Arbitrarily choose f∗ from the valid range and determine the corresponding
α∗(f∗) and αuncorrected(f∗) to obtain translate. The shaded gray regions denote the invalid regions for
choosing f∗. The black data is α∗. The dark gray data is αuncorrected. (b.) Translate the uncorrected by
αtranslate. The attenuation α
∗ is shown in a very light gray for comparison purposes.
through only the delay line.
αuncorrected(f) = − 1
dw
ln
(∣∣∣∣AUA(f)AU (f)
∣∣∣∣) (2.14)
The attenuation is then calculated using windowed signals obtained from the set-up without the
delay line over the valid region (Figures 2.6 and 2.7 (c),(d)). This attenuation is denoted as α∗.
Due to the manner in which α∗ is found, it is independent of the loss at the transducer/asphalt
boundaries (assuming consistent couplant conditions).
α∗(f) = − 1
dh − dw ln
(∣∣∣∣AA,Height(f)AA,Width(f)
∣∣∣∣) (2.15)
It is worth emphasizing that if there were no phase interference or lossy signal issues, α∗ could be
used to fully characterize over entirety of the desired frequency range. However, in the presence
of these issues, α∗ can only be obtained for the “valid range,” and extra measurements must be
taken. To find the amount that αuncorrected is to be translated (corrected), a frequency f
∗ should
be chosen at which to evaluate α∗. This frequency f∗ should be chosen from the “valid range” (see
Figure 2.6), such that the wavelength is shorter than the specimen dimension and longer than the
aggregates (λ > NMAS = 9.5 mm). The difference is found between αuncorrected and α
∗ at f∗; this
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difference is denoted as αtranslate. See Figure 2.8 (a) for a graphical representation of these last few
procedures.
αtranslate = αuncorrected(f
∗)− α∗(f∗) (2.16)
Next, αuncorrected is translated by αtranslate. The uncorrected attenuation coefficient should be
translated down, such that the resulting attenuation coefficient is less in magnitude. See Figure
2.8 (b) for a graphical representation. Equation 2.17 describes the culmination of the procedures
outlined above. An example of the attenuation described by Equation 2.17 is shown as the solid
black data in Figure 2.8 (b).
α(f) = αuncorrected(f)− αtranslate
=
1
dw
ln
(∣∣∣∣AUA(f∗)AU (f)AU (f∗)AUA(f)
∣∣∣∣)− 1dh − dw ln
(∣∣∣∣AA,Height(f∗)AA,Width(f∗)
∣∣∣∣) (2.17)
2.2.3 Experimental Set-Up
Two longitudinal transducers (Panametrics V101) with a center frequency of 500 kHz were used for
sending and receiving in a through-transmission setup. For more information regarding ultrasonic
transducers, the reader is referred to the text by Bray and Stanley [18]. The sending transducer
was coupled to a delay line (ultra high molecular weight polyethylene, UHMWP), and the receiving
transducer was coupled to the opposite side of the AC specimen. A function generator (Krohn-Hite
Figure 2.9: Schematic diagram (a) of experimental set-up and (b) actual set-up for measurements across
both the width and the height of the asphalt specimens. Extracted from McGovern et al. [13]
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model 5920) was used to generate a 5 cycle sinewave toneburst, which swept between 10 kHz and
500 kHz in 5 kHz increments. The number of cycles was chosen in order to force the transducer
to operate at each frequency (even away from its center frequency). The generated signal was
amplified by a gated amplifier (Ritec GA-2500A) and used as the input for the sending transducer.
Measurements were taken at 10 different locations on each specimen. The data was sampled at ≈17
MHz and averaged 25 times to mitigate effects from scatter. Refer to Figure 2.9 for a schematic of
the experimental setup. All specimens were tested at room temperature (≈23◦C).
The received signals obtained from the swept frequency input were averaged to obtain one signal
comprised of all the swept frequencies. Ultrasonic velocities and attenuations were determined
based on a comparison of the signal traversing through the delay line/sample configuration and the
signal obtained in the same manner through only the delay line (as described in Section 2.2.2).
2.3 Experimental Results
Using the experimental setup and techniques as described in Section 2.2, the ultrasonic velocities
and attenuations were obtained for the asphalt specimens subjected to different amounts of aging.
These results will now be presented and discussed. Then, the velocities and attenuations will be
used to obtain the complex moduli. Refer to Figure 2.10, which contains representative examples
of the (windowed) data collected in the time and frequency domains (Figure 2.10 (a) and (b),
respectively).
2.3.1 Ultrasonic Velocity and Attenuations
Figure 2.11 shows the velocities and corresponding attenuations for the dilatational and shear
measurements of each aged specimen as a function of the frequency. Figure 2.12 also shows the
ultrasonic dilatational and shear measurements; however, presented as a function of both aging time
and frequency. Referring to Figures 2.11 (a) and 2.12 (a), there is an increase in the dilatational
velocity from 30 kHz to ≈100 kHz for all of the specimens. After ≈100 kHz, the velocity starts to
plateau. For the specimens aged 32 and 36 hours, the velocity for frequencies above 250 kHz (i.e.,
point A from Figure 2.11) were difficult to calculate because of the low signal-to-noise ratio caused
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Figure 2.10: Representative data for dilatational measurements in the (a) time domain and (b) frequency
domain obtained from asphalt concrete aged from 0 hours to 36 hours.
by increased attenuation.
Figure 2.13 shows the average of each ultrasonic parameter across frequency as a function of
aging. From 0 to 24 hours, the velocity (across all frequencies) increases; however, from 24 to 36
hours, the velocity (across all frequencies) decreases (see Figure 2.13 (a)). As the binder ages, its
stiffness increases, thus accounting for the increase in velocity for the specimens aged 0 to 24 hours.
However, after 24 hours of aging, the cohesive strength loss suffered by the mastic begins to result
in the development of a diffuse micro-flaw population. The presence of these micro-flaws effectively
decreases the overall (composite) elastic modulus, which results in a much lower velocity.
The shear velocities tend to increase with increasing frequency (Figures 2.11 (c) and 2.12 (b)).
One potential explanation for the increase in velocity with frequency is that as the frequency
increases, an increase in both the shear attenuation and mode conversion (from shear to dilatational)
causes the dilatational components of the signals to become more dominant. Under this explanation,
the two velocities (dilatational and shear) will eventually converge as the frequency continues to
increase. This hypothesis is supported by the fact that the shear velocities could not be measured
through the larger specimen dimensions. In fact, when shear and dilatational velocity measurements
were taken across the larger specimen dimensions, the dilatational and shear velocities were nearly
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Figure 2.11: Dilatational (a.) velocities (m/s) and (b.) attenuations (Np/m) for asphalt concrete aged 0 to
36 hours. Shear (c.) velocities (m/s) and (d.) attenuations (Np/m) for asphalt concrete aged 0 to 36 hours.
Some velocities and attenuations were only calculated up to a limited frequency, e.g., point A, because of
the low signal-to-noise ratio caused by the increased attenuation. Extracted from McGovern et al. [13]
identical. This is because, as the dimension of the specimen increases, the shear components of the
signal become more attenuated, leaving the dilatational components to become dominant. Also,
mode conversion from shear to dilatational waves will be more prevalent over larger distances. As
a function of aging, the shear velocities exhibit a similar trend to the dilatational velocities: they
increase from 0 to 24 hours and decrease from 24 to 36 hours (Figure 2.13 (b)).
Figures 2.11 (b) and 2.12 (a) show the magnitude of the dilatational attenuation coefficients as
a function of frequency for the different specimens. It is observed that as the frequency increases,
the attenuation also increases. For all the specimens, there looks to be an inflection point around
175 kHz, where the slope of the attenuation changes and the attenuation drastically increases.
For the specimens aged 32 and 36 hours, the attenuation above 250 kHz was difficult to calculate
because of the low signal-to-noise ratio. This implies that the attenuation continues to increase
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Figure 2.12: (Left column) Velocities (m/s) and (Right column) attenuations (Np/m) of asphalt concrete
for (a.) dilatational waves and (b.) shear waves as a function of aging (hours) and frequency (kHz). The
surface was fitted using cubic spline interpolation. Since interpolation was used to construct the surfaces,
the R-squared value as a measure of goodness of fit is unity. Extracted from McGovern et al. [13]
Figure 2.13: Average across frequency of (a.) velocities (m/s) and (b.) attenuations (Np/m) for asphalt
concrete aged 0 to 36 hours. Extracted from McGovern et al. [13]
for frequencies above 250 kHz. The magnitude of the shear attenuation coefficients increase with
frequency (see Figure 2.11 (d) and 2.12 (b)). The dilatational and shear attenuations as a function
of aging (Figure 2.13 (b)) follow a similar trend to the velocity, where there is a decrease in the
attenuation from 0 to 24 hours, and an increase from 24 to 36 hours.
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Figure 2.14: Dilatational (a) and shear (b) velocities (m/s) for virgin asphalt concrete, limestone, and
mastic (92% mineral filler and 8% binder).
In order to gain a stronger understanding of the trends observed (with respect to frequency) in
the asphalt concrete, ultrasonic measurements on the constituent materials (mastic and limestone)
were carried out. The mastic sample was created with 92% mineral filler and 8% binder. This binder
to fines proportion was chosen so that measurements could be carried out at room temperature
(and the specimen did not loose its shape). For both dilatational and shear measurements, it was
observed that the phase velocity of the asphalt concrete was slower than the phase velocity in the
limestone, and faster than the phase velocity in the mastic. See Figure 2.14. The dilatational
attenuation of the mastic was observed to be higher (but not by much) than that of the asphalt
concrete; whereas, the shear attenuation of the mastic was much higher than that of the asphalt
concrete. See Figure 2.15. For both dilatational and shear measurements, the limestone attenuation
was found to be much lower than the virgin asphalt concrete sample.
Based on these results, it can be concluded that as the wave propagates through asphalt concrete,
its attenuation is not dominated by the inherent damping of the binder/mastic. This makes sense
when realizing that only ≈5% of the asphalt concrete is actually binder. Rather, much of the
attenuation is due to scattering and the inherent damping of the limestone. This claim is supported
since the attenuation in the limestone is lower than the attenuation in the asphalt concrete. The
structure of the asphalt concrete might also play a role in the attenuation. The structure is a brick
and mortar type, which may facilitate wave propagation (for dilatational waves) and actually lessen
the attenuation.
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Figure 2.15: Dilatational (a) and shear (b) attenuations (Np/m) for virgin asphalt concrete, limestone,
and mastic (92% mineral filler and 8% binder).
2.3.2 Complex Moduli
The complex moduli were calculated using the ultrasonic results (Figure 2.11) in the equations from
Section 2.1.2. Comparisons were made between the complex moduli obtained via the ultrasonic
technique to those obtained from the conventional mechanical technique [10]. Figure 2.16 contains
the dynamic uniaxial modulus |E∗| and the dynamic shear modulus |G∗| as a function of frequency
for different amounts of aging. From this point forward, the dynamic modulus will be called
Figure 2.16: (a.) Dynamic Young’s modulus |E∗| and (b.) dynamic shear modulus |G∗| as a function of
frequency for specimens subjected to various amounts of aging computed using ultrasonic measurements. For
32 and 36 hours aged, measurements at higher frequencies, e.g. point A, were difficult to calculate because
of the low signal-to-noise ratio caused by the increased attenuation. Extracted from McGovern et al. [19]
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|E∗|age, where the subscript denotes the specimen according to the amount of aging to which it
was subjected. As the frequency increases, |E∗| increases for all specimens. For example, for the
frequency range of 30 kHz to 350 kHz, |E∗|0 increases from ≈5 GPa to ≈28 GPa. This increase
in |E∗|0 is sharper than what would be obtained from a corresponding mechanical test. This
discrepancy can be attributed to scattering and will be discussed in following text.
As expected, |E∗| follows the same trend as the velocities with respect to the amount of aging:
|E∗| increases from 0 to 24 hours and decreases from 24 to 36 hours. The complex shear modulus G∗
follows similar trends to E∗. The phase angle decreases with increasing frequency for all specimens.
See Figure 2.17. This same trend is typically also seen in mechanical testing; however, discrepancies
still exist. In mechanical testing, the phase angle is larger at low frequencies, and approaches
zero with increasing frequencies. Via ultrasonic testing, the phase angle decreases with increasing
frequencies; however, it seems to reach an asymptote at approximately 14◦. There is no discernible
trend with respect to aging.
Figure 2.17: Phase angle (degrees) as a function of frequency for specimens subjected to various amounts
of oven-aging (0 hours to 36 hours). Extracted from McGovern et al. [19]
Figure 2.18 contains the complex Poisson’s ratio as a function of frequency. The real component
of the Poisson’s ratio decreases with increasing frequency. The imaginary component decreases
with increasing frequency from 30 kHz to 190 kHz; above 190 kHz, it increases with increasing
frequency.
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Figure 2.18: The real component (a.) and imaginary component (b.) of Poisson’s ratio as a function of
frequency for specimens subjected to various amounts of oven-aging (0 hours to 36 hours). Extracted from
McGovern et al. [19]
2.3.3 Comparison with Mechanical Tests
Please refer to AASHTO T 342-11 [10], which details the compressive dynamic modulus test proce-
dures for determining the dynamic modulus and phase angle of the AC over a range of frequencies
and temperatures. The complex moduli results via the ultrasonic method do not coincide with
typical results obtained from conventional mechanical tests (see Figure 2.19); however, this does
not imply that there is no correlation. The results obtained via measuring ultrasonic parameters
via wave propagation are affected by scattering. Conventional mechanical E∗ tests out put the
macroscopic properties of the AC specimen; thus, local scattering of mechanical waves by the ag-
gregate structure will not affect the results. Scattering of the waves in ultrasonic testing will cause
discrepancies between the ultrasonic and mechanical tests for two major reasons: 1. it will increase
the measured attenuation, 2. the measured shear velocity will be dependent on frequency, which
corresponds to a change in the Poisson’s ratio. If scattering were not present during ultrasonic wave
propagation, the attenuation would be lower and the shear velocity would not be heavily frequency
dependent (corresponding to a nearly constant Poisson’s ratio).
28
To illustrate the above point, |E∗| can be computed for the case of constant shear velocity and
lower attenuation (for both shear and dilatational). Note, this is done for illustration purposes
only. Figure 2.19 (a) shows the dynamic modulus |E∗| obtained via the conventional mechanical
testing method (see Section 2.1.1) and the ultrasonic method (see Section 2.1.2). For the ultrasonic
method, only the raw ultrasonic data was used, and no assumptions were made. Previously, it was
mentioned that the discrepancies between the two tests are caused by scattering affects. If this is
the case, lowering the attenuation and forcing the Poisson’s ratio to be constant (thus forcing the
shear velocity to be constant) should allow for the two methods to coincide. Figure 2.19 (b) shows
the mechanical data along with the ultrasonic data with these major assumptions. Specifically,
these assumptions are: 1. the shear velocity was forced to remain constant, and 2. the attenuation
was arbitrarily decreased by 20 Np/m. In practice, it could be possible to characterize how the
attenuation should shift (e.g., based on scattering affects); however, the uncertainty in choosing a
proper shear velocity value (at the appropriate frequency) would still exist. Since the dilatational
velocities are nearly constant, the first assumption corresponds to a constant Poisson’s ratio (see
Equation 2.5). This is a big assumption, as evidenced by Figure 2.20, which shows the shear velocity
dependence on Poisson’s ratio for the mean value (across 100 - 350 kHz) of dilatational velocity.
The second assumption does not have a strong effect on the results. Figure 2.19 (b) shows the
Figure 2.19: The dynamic modulus |E∗| (GPa) obtained via conventional mechanical testing (gray dashed
line) compared with the |E∗| obtained via the ultrasonic method based on: (a.) no assumptions, (b.) the
assumption that Poisson’s ratio, µ, is constant and an arbitrary decrease in attenuation (for both dilatational
and shear) of 20 Np/m. Results from the mechanical dynamic modulus test were provided by Brian Hill.
Extracted from McGovern et al. [19]
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Figure 2.20: The mean Poisson’s ratio as a function of shear velocity in virgin binder for higher frequencies
(where the dilatational velocity does not change much with frequency)
ultrasonic results with an arbitrary reduction in attenuation of 20 Np/m for multiple assumptions
of the shear velocity (within the measured range). It was observed that attenuation does not play
a large role in the determination of these curves. This can be realized by recognizing that the
complex velocity is a function of the attenuation normalized by the angular frequency α(ω))ω (see
Equation 2.10). Thus, for high frequencies (like the ultrasonic range), this ratio is a small number.
The measured phase angle will also be affected by wave scattering effects. The phase angle
measured via the ultrasonic method is higher than the phase angle obtained via mechanical testing.
Similarly, the Poisson’s ratio is a function of the complex velocities (dilatational and shear); thus,
scattering will cause discrepancies for the aforementioned reasons.
2.3.4 Construction of the Master Curve
Previous studies [6–8] have measured the group velocity at different temperatures without consid-
ering frequency dependency; thus, the velocity at each temperature was a discrete value. When
constructing the master curve, it is necessary to shift the data via time-temperature superposition.
Shifting the data, however, requires that the shift factor be known. If velocity measurements are
not taken with respect to frequency, then the only way to obtain the shift factor is by comparing it
to a known master curve (e.g., a model fitted to data obtained via conventional mechanical testing).
Consequently, the need for mechanical testing is not eliminated. To construct the master curve
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from solely the ultrasonic data, the measurements must be known over a range of frequencies.
2.3.5 Important Implications of Results and Correlation with Other Tests
The linear acoustic results, shown in Figure 2.13, exhibit an interesting trend with respect to the
level of oxidative aging. Although a brief explanation of this trend was offered earlier in this
chapter, a more in-depth discussion will now be provided.
Ultrasonic velocity is proportional to the stiffness
(
c =
√
E
ρ
)
. It is well known that the binder
stiffness increases with the level of oxidative aging (see Appendix A), and as a result, it might be
expected that the ultrasonic velocities should follow a similar trend. While upon first glance it
may appear that the ultrasonic results are inconsistent with the expected oxidative aging trend,
in fact they are not. This can be realized by noting that the ultrasonic velocity measurements
reflect the overall global composite (i.e., mastic + aggregate) stiffness and not just that of the
binder. During the oxidative aging process of asphalt concrete, two major mechanisms occur: 1.
the binder stiffness increases with an increase in aging level and 2. the cohesive strength in the
mastic decreases with an increase in aging level. At low aging levels, the first mechanism dominates,
resulting in an increase in the overall composite stiffness. After a certain aging level, however, the
second mechanism (cohesive strength loss) begins to dominate. The loss in cohesive strength in
the mastic results in an increase in the diffuse micro-flaw population, i.e., cracks. The presence
of these flaws has the effect of lowering the overall composite stiffness. Thus, during oxidative
aging, there are two competing effects on the composite stiffness, where the “critical point” (for
this mix-design 24 hours) is the point where the material properties experience a transition from
regime to the other (i.e., from the regime where the first mechanism dominates the global stiffness
to the second).
This behavior, which exhibits a trend containing a critical aging time, is in agreement with data
from other studies using different methods; however, the amount of aging at which these peaks (or
troughs) occur varies slightly between tests. See Figure 2.21, which contains results from other
experiments on the oxidative aging effects on AC. Notice that all exhibit similar trends, where a
critical aging time exists, much like the ultrasonic results from Figure 2.13. For the mixture used in
31
Figure 2.21: Experimental results on oxidized asphalt concrete from other studies. Notice that all tests
exhibit a “critical aging time” similar to results shown in Figure 2.13. Acoustic emission results are shown
in (a) and (b), and fracture toughness results are shown in Figure (c). Figures (a) and (b) were extracted
from McGovern et al. [13], and Figure (c) was extracted from Braham et al. [20].
this study, this critical time appears to be around 24 hours of oven-aging for this mixture. Figures
2.21 (a) and (b) contain results from an acoustic emission study [13]. In these tests, the rate of
change of the embrittlement temperatures, with respect to aging time, increases relatively slowly
until 24 hours of aging, after which it rapidly increases. The results are also supported by reported
disc shaped compact tension (DC(T)) fracture energy test results shown in Figure 2.21 (c), where
the fracture energy increases up to a critical aging time (≈10 hours of oven-aging), after which it
decreases [20].
Thus, oxiditation in AC follows a damage trajectory, where there exists a critical aging time.
Before this critical time, the pavement has the ability to self-heal. After the critical aging time,
pavement deterioration rapidly accelerates. The ability to keep the pavement in a state below the
critical time is crucial for pavement preservation.
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Chapter 3
Assessment using Nonlinear Acoustics
The results in Chapter 2 demonstrated that linear acoustic measurements, such as ultrasonic veloc-
ity, can detect high levels of oxidative aging; however, the dependence on the level of aging is not
unique. For oven-aged AC, the ultrasonic velocity increases from 0 hours to 24 hours aging, after
which it decreases with increasing aging. Therefore, more than one aging level will yield the same
velocity measurement. In this chapter, non-collinear wave mixing, a nonlinear acoustic technique,
will be used to assess the amount of oxidative aging present in asphalt concrete. Two parameters
will be used as metrics to quantify the oxidation level. One of the parameters is inherently related
to the velocity, and the other parameter helps to circumvent the problem of non-uniqueness. For
a complete in-depth discussion on the theory and derivations of nonlinear acoustic wave-mixing,
please refer to Appendix C. Here, only the important aspects to the theory, essential to under-
standing the subsequent investigations will be presented for facilitation of the reading.
3.1 Nonlinearities in Asphalt Concrete
Distributed damage, such as damage induced by fatigue, typically consists initially of phenomena
affecting the material at many locations in the form of local variations in the material microstruc-
ture. In metals, such as aluminum, these local variations in microstructure consist of fatigue induced
entanglement of dislocation substructures such as the side bands. These side bands, which accumu-
late at the grain boundaries, produce strain localization, which eventually leads to microcracking
initiation with increasing number of fatigue cycles. While these local changes in microstructure do
not change macroscopic elastic moduli or acoustic linear parameters, such as acoustic velocity and
attenuation, the stress field in the dislocation(s) creates a local nonlinear stress-strain response in
the localized volume of the dislocation(s). Before the initiation of a visible terminal crack, these
local variations in the microstructure at the scale of single grains develop. This more or less even
degradation of the material significantly reduces the material’s resistance against crack growth later
when microcracking coalescence occurs.
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The ultimate strength of most structural materials is limited by the presence of these microscopic
microstructural variations, i.e., defects, which can be produced by mechanical or thermal loading,
and subsequently serve as nuclei of the fracture process. Because these nuclei (local variations) are
significantly shorter that the acoustic wavelength at the frequencies normally used in ultrasonic
nondestructive evaluation, linear acoustic parameters (i.e., attenuation, velocities, etc.) are usually
not sensitive enough to this kind of microscopic degradation of the material structural integrity.
However, the presence of an increasing number of entangled forests of dislocations with an increase
of fatigue damage causes a nonlinear distortion in a propagating wave.
Nonlinearities in asphalt concrete may arise from multiple sources. Asphalt concrete is a compos-
ite material comprised of two phases: an asphalt cement matrix and an aggregate reinforcement.
The asphalt cement (i.e., binder) of the asphalt concrete is inherently nonlinear as it is governed
by nonlinear constitutive stress-strain relations. The aggregate structure of asphalt concrete is typ-
ically composed of crystalline stone, such as limestone aggregate. The microstructure of limestone
is a brick and mortar type and consequently exhibits nonlinear mesoscopic elastic behavior [21,22].
The bricks (i.e., grains, crystals, and impurities) interface with one another across a distinctive,
elastic different system, which behaves as the mortar. In limestone, the mortar is a system of
asperities that provides the connectivity among the bricks, i.e., at the grain/crystal boundaries.
Given that most of deformation occurs in this mortar, the system of asperities that provide the
connectivity among grains is the source of inherent nonlinear response in limestone. Experimen-
tally, limestone has already been shown to exhibit nonlinear behavior using an ultrasonic resonance
technique [23] and non-collinear wave mixing [24].
The overall composite material, asphalt concrete, itself is also a nonlinear mescoscopic structure,
where the limestone aggregate behave as the bricks and the mastic behaves as the mortar. Again,
most of the deformation occurs in the mastic, where for a given load, the strains in the mastic
can be ten times the strains experienced by the aggregates. In asphalt concrete, the void content
(4% for the mix design used in this study) is another potential source of nonlinearity. Air voids
can behave similar to cracks and can cause nonlinear distortions in a propagating acoustic wave.
So, asphalt concrete, even in its undamaged, unaged state, is nonlinear on many scales, as it is
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composed of inherently nonlinear phases in an inherently nonlinear manner. Oxidation, which
results in an increase in the diffuse micro-flaw population, only serves to increase this nonlinear
behavior.
3.2 Fundamentals of Non-Collinear Wave Mixing
Consider the case of two monochromatic, sinusoidal waves propagating through a linear, elastic
medium so that they cross paths. In the region where they cross paths, the resultant wave is
the linear superposition of the two waves. In other words, the waves do not interact with each
other, and superposition holds. In a nonlinear, elastic medium, this is not necessarily true. Under
the right conditions, two waves which cross paths may interact to produce a third wave. Refer
to Appendix C for a complete discussion on non-collinear wave mixing. References [25–30] also
contain detailed discussions on nonlinear interaction between elastic waves.
The presence of higher-order terms in the nonlinear equations of motion gives rise to the pos-
sibility of generating a third nonlinear scattered wave when the two primary waves cross paths.
Here, to maintain consistency with the literature, “primary wave” will be used to refer to the two
waves which interact and should not be confused with the alternative designation for dilatational
waves. Primary waves in this context can either be shear or dilatational waves. The shear waves
may be polarized either in or out of the interaction plane. The two primary waves are denoted by
their wave vectors, k1 and k2, and have frequencies f1 and f2, respectively. Without any loss of
generality, f2 is defined to be less than f1. The type and polarization of the scattered nonlinear
wave, k3, depends on the type and polarization of the two primary waves. The scattered non-
linear wave has different frequency, propagation direction, and mode than the two primary waves.
Thus, the advantages of non-collinear wave-mixing, when compared to its collinear counterpart and
other nonlinear acoustic techniques like harmonic generation, are the frequency, modal, and spatial
separation between the primary and scattered waves.
For interaction to be possible, both resonance and polarization conditions must be met. Con-
sequently, out of fifty-four potential interaction cases, there are only eight interaction cases which
satisfy both the resonance and polarization conditions for non-collinear mixing (summarized in
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Figure 3.1: Two intersecting waves k1 and k2 which interact to produce a scattered wave with (a) a sum
frequency ω3 = ω1 + ω2 or (b) a difference frequency ω3 = ω1 − ω2. for the difference frequency case, the
angle γ between k1 and k3 is negative to denote a clockwise rotation of γ.
Table C.4 in Appendix C). The conditions for the existence of resonant interactions will be de-
scribed shortly. The polarization condition is met when the resulting scattered wave has a non-zero
amplitude. The interaction cases that satisfy resonance conditions and generate a strong scattered
wave for non-collinear wave-mixing were first presented by Jones and Kobett [27]. In the current
investigation, the case where two dilatational waves interact to produce a nonlinear scattered shear
wave with a difference frequency was used. This case was chosen since dilatational waves suffer
much less attenuation than shear waves when propagating through asphalt concrete.
For interaction to occur between two primary waves, the following must be satisfied,
ω3 = ω1 ± ω2 (3.1)
k3 = k1 ± k2 (3.2)
where k is the wave vector for a wave propagating in the k direction with a frequency ω. The
magnitude of the wave vector is the wave number,
|k| = k = ω
c
(3.3)
where c is the propagation speed. From the criteria in Equations 3.1 and 3.2, k3 is the scattered
nonlinear wave with a sum (ω3 = ω1 +ω2) or difference (ω3 = ω1−ω2) frequency generated by the
interaction between the primary waves k1 and k2. The angle at which the primary waves interact
is denoted as ϕ. See Figure 3.1.
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For non-collinear waves,
−1 < cos(ϕ) < 1 (3.4)
The direction of propagation of the scattered wave k3 is described by the angle γ with respect to k1.
To maintain a consistent sign convention, k2 and k3 propagate in directions which are described by
angles measured with respect to k1. For the difference frequency case, k3 = k1 − k2, the scattered
wave propagates in the direction corresponding to a clockwise rotation of γ, i.e., −γ. See Figure 3.1
(b). For the case where two dilatational waves interact to produce a shear wave (with a difference
frequency), the resonance and polarization conditions are met when the following two equations
are satisfied,
cosϕ =
(
cL
cS
)2 [
1− 1
2
(
1− c
2
S
c2L
)(
f22
f21
+ 1
)]
(3.5)
tan γ =
−f2 sinϕ
f1 − f2 cosϕ (3.6)
where cL and cS are the dilatational and shear wave ultrasonic velocities of the medium, respectively.
The three parameters of Equations 3.5 and 3.6 are interrelated; when one is chosen (e.g., ϕ), the
other two are fixed (e.g., f2f1 and γ). Appendix C contains the derivation of Equations 3.5 and 3.6.
3.3 Characterizing Oxidative Aging of AC using Non-Collinear
Wave-Mixing of Bulk Waves
This section will discuss how the non-collinear wave-mixing technique can be used to characterize
the oxidative aging in AC. This method takes advantage of the fact that AC exhibits increasingly
nonlinear behavior as it undergoes oxidative aging. This increasing nonlinear behavior can be
attributed to the increase of the diffuse micro-flaw population with age.
3.3.1 Choosing the Experimental Set-Up
The ultrasonic velocities and attenuations of the asphalt concrete specimens were already deter-
mined for the entire sample set of aged specimens (0 to 36 hours) in Chapter 2. Prior to cutting
the asphalt concrete specimens, the appropriate angles must be chosen such that wave interaction
occurs and the resulting scattered wave is received based on Equations 3.5 and 3.6. Recall that the
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three parameters of Equations 3.5 and 3.6 (ϕ, f2f1 and γ) are interrelated. For relatively uncom-
plicated materials (e.g., isotropic, homogeneous, non-dispersive) the task of determining a testing
set-up is typically relatively straightforward: for a known set of ultrasonic material properties (i.e.
dilatational and shear velocities/attenuations), one parameter can be chosen, which sets the other
two. Then, the specimen dimensions can be selected and appropriate angles can be cut into the
specimen.
In this study, the goal is to use the non-collinear wave mixing method to assess aging level of
asphalt concrete. It follows that the testing set-up remain consistent for all of the specimens, since
presumably nothing is known about the aging level of the AC prior to testing.1 The ultrasonic
velocities vary with the level of aging, which complicates the matter of choosing the appropriate
testing set-up (i.e., specimen dimensions, interaction/scattered angles, sensor placement, and fre-
quencies) that is suitable for the entire set of aged specimens. The determination of the final testing
set-up is thus an iterative process, where the goal is to find one testing set-up that meets all the
conditions which will now be outlined.
Interaction Angle, ϕ
To maintain a consistent testing set-up, the interaction angle should not change between experi-
mental set-ups. The interaction angle will remain the same over the entire desired age range (e.g, 0
to 36 hours of oven-aging) of AC samples. Since the AC material properties change with oxidation
level, this will result in different f2f1 and γ for the different ages. The interaction angle will be chosen
solely based on its effects on the scattered wave angle and frequency ratio.
Primary and Scattered Wave Frequencies
In a non-dispersive material, the frequencies of the primary and scattered waves (ω1, ω2, and ω3)
only need to be considered with regards to attenuation (to ensure a measurable signal) and sep-
arability (i.e, ω3 much different than ω1 and ω2 to facilitate isolating the scattered signal from
the primary signals). In the case of AC, a highly dispersive material, choosing the appropriate
1It would make no sense to have the testing configuration vary with the level of aging, as this would require some
knowledge of the level of aging a priori, and hence become circular problem.
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frequencies at which to perform non-collinear wave mixing is not quite so simple. Since the veloci-
ties, attenuations, and wave-distortion effects are all dependent on frequency, a poor choice of wave
frequencies has the potential to result in unnecessarily complex results. Thus, the overarching goal
in choosing the frequencies, is to avoid unnecessary complexities and ensure that the resulting test
set-up fits the theoretical assumptions (a non-dispersive material) as close as possible. The details
behind determining a suitable frequency range and some of the potential complexities that may
arise from a poor choice will now be discussed.
The primary wave frequencies should be chosen to be low enough to minimize the distortion of
the wave (from scattering and attenuation). To achieve this, the wavelength of the propagating
wave should be larger than the aggregate size (NMAS = 9.5mm). With these considerations, the
upper frequency bound for shear waves is 110 kHz, which corresponds to a shear wave wavelength
(≈ 9.5 mm) through the 36 hours aged specimen. The dilatational waves have wavelengths greater
than 9.5 mm for all ages for the measured frequency range (≤ 350 kHz). Thus, the upper frequency
bound for dilatational waves corresponds to the highest measurable (before attenuation effects
become too great) frequency.
The two primary wave frequencies should be chosen such that their resulting velocities are similar
to agree with the theory presented in Equations 3.5 and 3.6. Above 100 kHz, the dilatational wave
velocities all plateau (Figure 2.11). Thus, the frequencies of the primary waves should be chosen to
be greater than 100 kHz, because Equations 3.5 and 3.6 were derived with the assumption that k1
(f1) and k2 (f2) have the same velocity. Above 200 kHz, the attenuation increases dramatically. In
fact, for the specimen aged 36 hours, no signal was able to be received through the smallest sample
dimension (30 mm) above 250/200 kHz for dilatational/shear waves. Therefore, the primary wave
frequency should be restricted to 200 kHz or below. It is difficult to detect shear waves below 50
kHz with the transducers employed in the set-up; therefore, the scattered shear wave should have
a frequency above 50 kHz.
With these considerations, the primary waves should be chosen within a frequency range of 100
to 200 kHz, and the resulting scattered shear wave should be within a frequency range of 50 to 110
kHz. Also, the scattered wave frequency (f3) should have a sufficient separation from the primary
39
wave frequencies (f1 and f2), so that they can be easily separated in the frequency domain. Of
course, in choosing the frequencies, one should also consider the effects on the interaction and
scattered wave angles.
Scattered Wave Angle, γ
As previously noted, one testing set-up will be chosen and used across a sample set of AC specimens
subjected to various levels of oven-aging. This means that for a chosen interaction angle φ (Equation
3.5), the direction of the scattered wave γ (Equation 3.6) will vary, since the material properties
vary with oxidation.
In this investigation, the testing set-up will be chosen based on the virgin, unaged AC specimen
properties. Consequently, for a virgin AC specimen, if the primary waves are interacted at φ, the
resulting scattered nonlinear wave will incidentally strike the receiving transducer. For oxidatively
aged AC specimens (with properties that deviate from virgin conditions), if the primary waves are
interacted at φ, the resulting scattered wave will propagate in a direction that deviates from that
of the virgin γ, e.g., γ+∆γ. Since the testing configuration is to remain unchanged, it is important
to minimize this ∆γ to ensure that the scattered wave is received, even if the receiving transducer
is not positioned in the ideal location.
Specimen Dimensions
Asphalt concrete is highly attenuative (see Figure 2.11), which will greatly diminish the amplitudes
of the primary and scattered waves as they propagate through the specimen. This attenuation loss
should be minimized by minimizing the distance through which the wave propagates to ensure that
the scattered nonlinear wave can be detected by the receiver. The propagation distances should
be at least one wavelength long such that the waves are stabilized by the time they interact. For
simplicity, k1 and k2 can be chosen to have the same propagation distances.
3.3.2 Nonlinear Characterization Parameters
Two important metrics in the assessment of the nonlinearities of AC via the non-collinear wave
mixing technique are: 1. the normalized nonlinear wave generation parameter, ββ0 , and 2. the
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frequency ratio, f2f1 , of the two primary waves at which the nonlinear scattered wave is generated.
The ββ0 parameter represents the conversion efficiency of the energy transferred, via interaction, from
the primary waves to the scattered nonlinear wave. Thus, the ββ0 parameter is a good indicator
of the material’s inherent nonlinear behavior. Neither of these two metrics alone is sufficient to
uniquely assess the level of oxidative aging due to a lack of separation at particular aging levels;
however, when combined, they provide a unique characterization of the oxidative aging level.
It is useful to note that the frequency ratio is directly related to the linear acoustic measurements,
i.e., the shear to dilatational velocity ratio, via Equation 3.5. Thus, for a known testing set-
up (interaction angle φ) and experimentally measured frequency ratio, the velocity ratio can be
back-calculated. For this reason, the nonlinear acoustic technique is a more robust method than
traditional linear acoustic measurements, as it inherently contains more than one metric for damage
assessment: f2f1 and
β
β0
. Also, the nonlinear acoustic technique is more suitable for damage detection
than traditional linear acoustic approaches, because it is more sensitive to the presence of micro-
flaws.
Nonlinear Wave Generation Parameter, ββ0
The scattered wave has an amplitude proportional to the product of the primary wave amplitudes at
the interaction [28]. The primary waves suffer attenuation as they propagate through the specimen
before they interact, and the scattered wave is further attenuated as it travels to the receiver.
Accounting for the attenuation, the received amplitude of the scattered wave can be described by
the following expression (assuming perfect couplant conditions),
A(k3)age = βageA
(k1)
sentA
(k2)
sent exp
(
−α(k1)Dk1 − α(k2)Dk2 − α(k3)Dk3
)
(3.7)
where,
β ≡ Conversion Efficiency
A
(kn)
sent ≡ Transmitted amplitude of kn (Volts)
α(kn) ≡ Attenuation coefficient of kn (Np/m)
Dkn ≡ Propagation distance of kn (m)
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The conversion efficiency β is a dimensionless parameter which accounts for the fraction of the
interacting waves that is converted to the scattered wave. The propagation distances assume
straight ray paths. The attenuation coefficients were measured (Chapter 2). Normalizing the
amplitude by the attenuation,
A∗(k3)age =
Ak3age
exp
(−α(k1)Dk1 − α(k2)Dk2 − α(k3)Dk3) = βageA(k1)sentA(k2)sent (3.8)
If changes in the couplant conditions between testing set-ups are small enough to be neglected,
then the transmitted amplitudes of the primary waves (A
(k1)
sent and A
(k2)
sent) will be the same for all
tests performed. Thus, βage can be normalized by the virgin β0 to characterize the level of aging,
βage
β0
=
A
∗(k3)
age
A
∗(k3)
0
(3.9)
By way of the formulation, the attenuation is thus accounted for, and the nonlinear wave generation
parameter represents the conversion efficiency of the energy transferred from the primary wave
interaction to produce the scattered nonlinear wave. Thus, this parameter is a good indicator of
the material’s inherent nonlinear behavior.
3.3.3 Specimen Preparation
Six gyratory compacted asphalt concrete specimens were prepared in the same manner (using
the same mix design and aging method) as was done in the linear acoustic characterization (see
Section 2.2) to obtain specimens at aging levels of 0, 12, 24, 28, 32, and 36 hours. The cylindrical
specimens (150 mm height and 150 mm diameter) were created by compacting the aged mixtures
with a servo-controlled gyratory compactor (IPC Servopac) at a temperature of 155◦C. Each of the
cylinders was cut to obtain a 5 cm thick cylinder.
Appropriate angles were then cut into the cylinders so that the transducers could be mounted
directly on the flat faces of the specimen. Figure 3.2 shows the geometry and dimensions of the
extracted test samples from each of the cylindrical compacted gyratory specimens. The specimens
were cut so that transducers could be mounted incidentally on the faces and transmit two primary
waves (k1 and k2) to interact at 31
◦ to produce a nonlinear scattered shear wave, which is received
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at -42◦ with respect to k1. These angles were chosen based on virgin specimen properties (with the
considerations in Section 2.2.2) and used for all six specimens. Table 3.1 contains the measured
and computed values for all aged specimens.
Figure 3.2: Test specimens (a) gyratory compacted and (b) test specimens with different levels of oven
aging. The angles at which these specimens were cut was such that the sending and receiving transducers
could be incidentally mounted and positioned at the appropriate angles as in Figure 3.3. Extracted from
McGovern et al. [31]
3.3.4 Experimental Set-Up and Procedure
The velocities used to calculate the velocity ratio were computed using the mean velocities across
140 - 200 kHz. The specimen dimensions were cut so that k1 and k2 propagated a distance of 5
Figure 3.3: Schematic diagram of the ultrasonic data collection system illustrating the angle of interaction
of the two longitudinal waves and the location of the shear transducer to receive the generated scattered
shear wave. The blue and red regions denote the areas of signals k1 and k2, respectively, due to beam spread.
The region where they overlap is the volume of interaction. Extracted from McGovern et al. [31]
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cm, and k3 propagated a distance of 4 cm. A plastic template was created using a 3-D printer to
ensure reproducibility of transducer placement between tests. The asphalt concrete specimen was
mounted on screws threaded through the plastic template to minimize the contact surface between
the specimen and the template. All specimens were tested at room temperature (≈23◦C).
A pulser-reciever (Ritec RPR 4000) was used to generate and amplify a 15-cycle sinusoidal
signal at f1 = 200 kHz. This signal (k1) was sent to a transmitting dilatational wave transducer
(Panametrics V413, center frequency 500 kHz). A function generator (Krohn-Hite Model 5920)
was used to generate an 8-cycle sinusoidal wave which swept from f2 = 110 kHz to 180 kHz in
1 kHz increments. This signal (k2) was amplified using a gated amplifier (Ritec GA-2500A) and
sent to another transmitting dilatational wave transducer (Panametrics V413, center frequency 500
kHz). The number of cycles in each toneburst was chosen to ensure the intersection of the primary
dilatational waves in the specimen. See Figure 3.3 (b) for the orientation of the transducers. The
scattered shear wave (k3) was received by a shear transducer (Panametrics V1548, center frequency
100 kHz), filtered/amplified by a 4-pole Butterworth filter (Krohn-Hite model 3945), and sent to
the computer for data acquisition.
Table 3.1: Dilatational and shear mean velocities (between 140 - 200 kHz) and corresponding frequency
ratio f2f1 and scattered wave angle γ for an interaction angle ϕ of 31
◦. For time-of-flight calculations, the
shear velocity at the scattered wave frequency f3 is also presented. Extracted from McGovern et al. [31]
44
Data aquisition consisted of three steps: (1) operating the two sending transducers simultane-
ously, (2) individually operating only the first sending transducer, and (3) individually operating
only the second sending transducer. To obtain the nonlinear scattered wave, the signals obtained
from steps (2) and (3) subtracted from the signal obtained from the signal obtained in step (1).
The remaining signal will now be referred as the difference signal. The difference signal (con-
taining the scattered shear wave), resulting from the nonlinear interaction of the two intercepting
waves, is very low in amplitude due to: (1) low conversion efficiency of the interaction between
the two primary dilatational waves, (2) inherent dispersion in the asphalt concrete (especially at
high frequencies), and (3) the presence of the dominating (large amplitude) primary waves in the
imperfect subtraction. To expand on (3), a portion of the signal energy is lost in the conversion
to the nonlinear scattered wave; this leads to the signal resulting from the addition of the signals
obtained when the dilatational transducers are operated individually being larger than the signal
obtained from the two longitudinal transducers are operated simultaneously. To circumvent the
low amplitude and maximize the ability to detect the scattered wave, a high sample rate (50 MHz)
was used in order to avoid trigger jitter as suggested by Johnson and Shankland [32, 33], and an
average of 500 waveforms was taken to mitigate the scattering affects. For each aging level, 10
independent measurements were taken, which required removal of the three sensors, removal of the
used couplant, and subsequent application of new couplant, and reposition of the three sensors.
3.3.5 Experimental Results
To ensure that the received wave is a nonlinear wave resulting from interaction between the primary
waves in the specimen, selection criteria (proposed by Johnson and Shankland [32, 33]) are used.
Once it is verified that the nonlinear wave results from the primary wave interaction within the
bulk of the sample, the data from the specimens at different aging levels can be compared.
Amplitude Criterion
To satisfy the amplitude criterion, the amplitude of the nonlinear signal must be proportional to
the product of the amplitude of the primary dilatational waves. An experiment was conducted
where it was observed that as the voltage of the primary waves was increased, the amplitude of the
nonlinear signal also increased in a manner proportional to the amplitudes of the primary waves.
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Directionality Criterion
To satisfy the directionality criterion, the propagating direction of the scattered wave must match
the propagating direction predicted by theory. The geometry of the samples were selected using the
virgin parameters shown in Table 3.1, which were calculated using Equations 3.5 and 3.6. As a re-
sult, since the scattered nonlinear wave was received, the directionality criterion was satisfied. Care
was taken to ensure that even though the scattered wave angle γ deviated from the virgin scattered
wave angle, it still struck the transducer face, by choosing the testing parameters (frequencies) to
minimize this deviation.
Frequency Criterion
To satisfy the frequency criterion, the frequency of the nonlinear scattered wave must match the
frequency predicted by theory (i.e. f3 = f1 − f2 at the appropriate f2f1 ). The experimental set-up
is based on virgin specimen properties; therefore, for each aged specimen, the frequency ratio at
which interaction takes place will vary. To verify that the nonlinear interaction takes place at the
predicted frequency ratio, the amplitude of the nonlinear scattered wave can be monitored as f2
is swept and f1 is held constant. The maximum amplitude of the nonlinear scattered wave should
occur when f2 reaches the frequency where
f2
f1
matches the ratio predicted by the theory.
The amplitude of the scattered wave can be measured by taking the fast Fourier transform (FFT)
of the difference signal and recording the amplitude at the appropriate frequency (f3) as f2 was
swept. Since the nonlinear scattered wave frequency f3 changes with the amount of aging of the
specimen, instead of monitoring the f3 amplitude via taking the FFT, a 4th-order Butterworth
bandpass (30 - 90 kHz) filter was used. These filter limits ensured that the primary waves were
filtered out as well as any very low frequencies. Recording the difference wave amplitude over a
relatively wide band of frequencies (instead of a discrete point as is done with the FFT method)
ensured that even when f3 changed (with aging), the k3 amplitude could still be monitored. It
was verified that filtering with such a broadband filter and taking the FFT yielded nearly the same
results for the amplitudes.
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For the different specimens, the nonlinear frequencies were theoretically predicted to be: (f3)0 =
60 kHz, (f3)12 = 58 kHz, (f3)24 = 55 kHz, (f3)28 = 55.4 kHz, (f3)32 = 49.8 kHz, and (f3)36 = 47.2
kHz. Accordingly, for the chosen angle of interaction, the nonlinear scattered wave should reach a
maximum amplitude in the different specimens when:
(
f2
f1
)
0
= 0.700,
(
f2
f1
)
12
= 0.710,
(
f2
f1
)
24
=
0.724,
(
f2
f1
)
28
= 0.738,
(
f2
f1
)
32
= 0.751, and
(
f2
f1
)
36
= 0.764.
Figure 3.4: Experimentally obtained amplitude of scattered shear wave, i.e., difference signal, (f3 = f1−f2)
as f2 is swept from 110 kHz to 180 kHz (
f2
f1
= 0.55 to 0.90) and f1 is held constant at 200 kHz. This
analysis was performed for all specimens to obtain the data shown in Figure 3.5. The plot shown above is
from the specimen aged 12 hours and shown as a representative case. The blue dashed line represents the
experimentally observed maximum and the red dashed line represents the predicted maximum. Extracted
from McGovern et al. [31]
Data collected from the specimen aged 12 hours is shown in Figure 3.4 as a representative
example of the measured amplitude of the filtered difference signal (i.e., the nonlinear scattered
wave amplitude). As f2 is swept, the nonlinear wave amplitude reaches a maximum at
f2
f1
= 0.68
(f2 = 136 kHz). This is close (≈ 4% difference) to the predicted value of f2f1 = 0.71 (f2 = 142 kHz).
Theoretically, the amplitude of the received shear wave should vanish when f2 deviates from
136 kHz, because the theory assumes the test sample material to be isotropic and homogeneous
and the two interacting longitudinal waves to be monochromatic. The width of the amplitude
curve shown in Figure 3.4 is likely due to wave scattering induced by the presence of the random
aggregate structure, which leads to different propagation paths of the wave energy, beam spread of
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Figure 3.5: Experimentally observed frequency ratio at which maximum nonlinear wave amplitude oc-
curs. The location of the amplitude was predicted via the theory (see Equations 3.5 and 3.6) using the
experimentally recorded dilatational and shear velocities. Extracted from McGovern et al. [31]
the primary waves, and to the large interaction volume. The primary wave beam spread will cause
the waves to interact at angles at and about the intended interaction angle, resulting in a band
of interactions in lieu of the theoretically predicted discrete interaction angle. The relatively large
interaction volume and the asphalt concrete structure, i.e., aggregate - binder matrix, may also
have the effect of smearing the theoretical frequency ratio over a range of values centered about
the theoretically predicted value [34].
The frequency ratios at which the maximum nonlinear wave amplitudes occurred were recorded
from all the measured data and plotted as a function of amount aged in Figure 3.5. The theoretical
prediction was calculated using the mean of the measured velocities across 140 to 200 kHz and
is denoted by the dashed line. The measured amplitudes of the scattered waves for the different
Table 3.2: Frequency ratio at which the maximum nonlinear wave amplitude occurs obtained by experiment
and theoretically predicted. Extracted from McGovern et al. [31]
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Figure 3.6: Time domain records required to obtain the nonlinear scattered shear wave. (a) record obtained
when both sending transducers were operated simultaneously, (b) record obtained when sending transducers
were operated one at a time and the received waveforms added, and (c) nonlinear scattered wave, i.e., the
difference signal, obtained from subtracting the signals obtained from operating the sending transducers
individually from the signal obtained when operating the two sending transducers simultaneously. The
records are all normalized by the maximum amplitude of the record in (b). The difference signal was scaled
up 25 times. Extracted from McGovern et al. [31]
aged specimens do each reach a maximum close to the theoretical predictions. Please see Table
3.2. for a summary of these results. The largest deviation from the theoretical prediction is for 24
hours (8.65% difference). Even though the 36 hours had a low percent difference (1.18%), it had the
highest standard deviation amongst the measurements. There is a statistically significant observable
trend for the experimentally observed frequency ratio as a function of aging, similar to that which
was observed in the linear characterization (see Chapter 2). This makes sense, considering that the
frequency ratio is an indicator of the linear acoustic properties, i.e., the velocity ratio cScL .
Time-of-Arrival
The signals were also viewed in the time domain to see if a time separation existed. If the nonlinear
signal originated from the equipment, e.g. the function generator, amplifiers, transducers, etc.,
a separation in time between the primary waves and the difference signal should not exist. In
other words, the nonlinear signal inherent to instrumentation should arrive at the same time as
the primary waves. However, when the difference signal is due to nonlinear response in the asphalt
concrete, a time separation should exist. The theoretical time of arrival of the difference signal, i.e.,
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scattered wave, can be calculated assuming mean velocities, see Table 3.1, and a straight ray-path
analysis.
Figure 3.7: Nonlinear wave generation parameter, β, normalized with parameter, β0, corresponding to the
virgin, i.e., unaged, mixture. For each aging level, each independent measurement required removal of the
three sensors, removal of the used couplant, and subsequent application of new couplant, and reposition of
the three sensors. Extracted from McGovern et al. [31]
As a representative example, Figure 3.6 shows a set of time domain records obtained from
the asphalt concrete specimen aged 36 hours (a) when both sending transducers are operating
simultaneously, (b) when the sending transducers are operated individually one at a time, and
(c) the resulting scattered wave, i.e., the difference signal. The theoretical arrival time for the
difference signal is found to be 81.5 µs, which matches closely (≈8.8% difference) with the observed
arrival time of 74.9 µs. Note, the stochastic nature of the asphalt concrete causes some disparities
in the independent measurements, as even a slight variation in the placement of the transducers
can alter the travel paths of the waves.
Volume of Interaction
The volume of interaction is a function of the specimen dimensions and transducer beam diver-
gence (see Figure 3.3) for an illustration of the interaction region). Considering the beam divergence,
as the angle between the transducer centerline and the point where the signal is half its strength,
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a characteristic length of the volume of interaction can be estimated at the point where the two
primary beams intersect. The most limiting case corresponds to the specimen aged 24 hours, which
corresponds to the longest wavelengths. Comparing this characteristic length with the number of
possible signal wavelengths within the region of interaction, the characteristic length of the volume
of interaction is always greater than 3.5 times the largest signal wavelength, i.e., k2, for the entire
test sample set.
The Nonlinear Wave Generation Parameter, β
Recall, the nonlinear wave generation parameter, β, is an indicator of the conversion efficiency
of the energy transferred from the primary waves interacting to produce the scattered nonlinear
wave (Equation 3.9). Figure 3.7 shows β normalized by β0 (corresponding to the virgin mixture).
The normalized parameter decreases with increased amount of aging until 24 hours, where after
it exponentially increases with increasing aging. Again, a similar trend was observed in the linear
characterization (see Section 2.3.5).
Due to the nature of the experimental set-up (based on virgin parameters), the scattered wave will
not always hit the received transducer in the optimal manner (i.e. incidentally and in the center);
thus, the experimentally measured beta parameter will be affected by this. Specifically, it may
increasingly be an underestimate as aging increases, since the scattered wave hits the transducer
increasingly off-center and at an angle as aging increases.
The attenuation increases drastically with aging (see Figure 2.11). If attenuation is not accounted
for, it can dominate the observable trend of the nonlinear wave amplitude with respect to aging.
Accounting for attenuation (see Section 2.2.2) reveals that the asphalt concrete exhibits increasingly
strong nonlinear behavior with aging. This is further evidenced by the fact that the nonlinear
scattered wave can still be detected even with such a strong counteracting effect of attenuation.
The above results show that the increasing nonlinear behavior of AC with oxidative aging level
can be exploited via nonlinear acoustics, specifically non-collinear wave mixing, as a means to
assess the pavement. While these results demonstrate the feasibility of using such a technique,
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in its current form, it is not very practical for field use. The next chapter will address this by
modifying the technique to be practical for in-situ field use.
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Chapter 4
One-Sided Approach for Field Assessment
In the previous chapter, it was demonstrated that the non-collinear wave mixing technique can be
used successfully to estimate the amount of oxidative aging by means of two metrics: the nonlinear
wave generation parameter ββ0 and the frequency ratio
f2
f1
at which interaction occurs. However,
the technique requires that the test be performed on specimens cut to a geometry dictated by
the ideal sensor placement for through-transmission wave propagation. For use in the field, this
would require removal (coring) of a portion of the pavement and subsequent cutting for testing.
To be truly non-destructive, the method should be extended such that it can be performed on the
pavement in-situ with only access to one side (i.e. the surface). Since most of the damage is located
at the top, a non-destructive technique to evaluate the surface and subsurface (i.e. directly below
the surface in the bulk of the medium) of the pavement would prove useful in assessing the level of
damage and aid in the decision making process of maintenance and rehabilitation of the pavement.
In this chapter, the non-collinear wave mixing method from Chapter 3 is modified to be one-
sided so that it can be employed readily in the field. This is done by mixing critically refracted
longitudinal subsurface waves (waves which propagate close and parallel to the surface), which
are generated via transducers mounted on angle wedges are used in lieu of incidentally mounted
transducers. A brief introduction to subsurface waves will be presented, including some basic
background theory. The nonlinear damage characterization curve is also introduced. This curve is
damage trajectory, where the two nonlinear parameters
(
β
β0
, f2f1
)
are plotted against each other for
various levels of oxidation. This curve only needs to be generated once for a particular mixture,
and can then be used as a reference plot. Practitioners can take field measurements
(
β
β0
, f2f1
)
of the
pavement, and plot it against the nonlinear damage characterization curve to determine the level
of oxidation. This chapter will conclude with a discussion on two proposed approaches for field use
and some blind studies which were performed to validate the methods.
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4.1 Critically Refracted Longitudinal Subsurface Waves
Critically refracted longitudinal (or subsurface longitudinal) waves are longitudinal bulk waves
that travel nearly parallel to the free surface of a bulk medium [18]. Subsurface waves have the
advantage that they propagate in the bulk of the medium (i.e. right below the surface) and can still
be detected at the surface. These waves can be generated by employing angle wedge transducers set
to an angle close to or equal to the critically refracted angle governed by Snell’s law [11]. Prior to
1979, others [35–37] had observed what at times was termed the “fast surface wave” which traveled
at the speed of a bulk wave and arose when the incident angle was set above the critical angle;
however, not much was done in the way of theoretical analysis. The first theoretical studies on the
beam pattern of longitudinal subsurface waves were performed by Basatskaya and Ermolov [38]
in 1979. They also studied the resulting beam pattern when the incident angle was set slightly
above and below the first critical angle and made recommendations on how to utilize these waves
to best inspect defects in materials. In 1988, Pilarski and Rose [39] demonstrated the feasibility of
using subsurface longitudinal waves to characterize materials. Langenberg et al. [40] were the first
to perform a numerical study of the wave field of subsurface longitudinal waves in 1990. In 1991,
Junghans and Bray [41] experimentally characterized the subsurface longitudinal wave beam profile
generated by high-angle longitudinal wave probes. From 1996 to 2001, a number of studies utilizing
subsurface waves to measure residual stresses in various mechanical components and materials were
performed by Bray and others [42–44] using acoustoelastic theory. Most recently (2013), Chaki and
Demouveau [45] experimentally and numerically characterized the beam profile of the longitudinal
subsurface wave. The results from their study revealed that the displacement amplitude of the
critically refracted longitudinal wave reaches a maximum at an incident angle slightly larger (≈ 1◦)
than the critical angle.
The two names, “critically refracted longitudinal waves” and “subsurface longitudinal waves,” will
be used interchangeably. Longitudinal subsurface waves have the properties of a bulk longitudinal
wave while still able to be detected at the surface. In contrast to surface waves, subsurface waves
have the advantage that they are insensitive to surface defects and exist well into the bulk of the
material [18]. Thus, subsurface waves can be employed to measure the bulk of material right below
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Figure 4.1: A subsurface longitudinal wave is generated when θinc is set close to the first critically refracted
angle. Extracted from McGovern et al. [46]
the surface where the most aging in the asphalt concrete pavement is present. Critically refracted
longitudinal waves are generated at the first critical angle governed by Snells law [11],
[θinc]Critical =
[
sin−1
(
cwedge sin θR
cL
)]
θR=90◦
(4.1)
where cwedge and cL are the dilatational velocities in the wedge and medium, respectively, and θR is
angle of the dilatational wave with respect to the vertical (θR = 90
◦ for critically refracted waves).
Please refer to Figure 4.1, which shows a schematic of the set-up which can be employed to generate
subsurface dilatational waves via transducers mounted on angle wedges.
Basatskaya and Ermolov [38] found that the beam pattern of the subsurface wave is comprised
of many lobes. At the critically refracted angle, most of the energy in the main lobe is contained
at the surface, but the maximum displacement occurs at an angle below the surface (e.g., ≈ 18◦
below the surface for steel). See Figure 4.1. Note, the portion of the wave on the free surface is not
purely longitudinal due to the boundary conditions (i.e., stress-free surface). When the incident
angle is slightly larger than the critical angle, the main lobe becomes narrower, and the maximum
displacement moves closer to the surface. As the angle is further increased beyond the critical
angle, the side lobes start to dominate in amplitude over the main lobe. For incident angles slightly
smaller than the critical angle, the main lobe moves away from the surface. Chaki et al. [45] verified
these results via a numerical study and found that the energy of the subsurface wave is maximum
at the surface for an incident angle of 1◦ greater than the first critical angle.
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4.2 Effect of Incident Angle on Beam Profile
Theoretical and experimental studies [18, 38–40, 45] have discussed the dependence of the beam
profile upon deviations of the incident angle from the critical angle. This change in beam profile
are now explained with regards to the aged AC sample set (same sample set as in Chapters 2 and
3, i.e., 0, 12, 24, 28, 32, and 36 hours) by way of two examples. Table 4.1 contains the critical
angles for the AC sample set.
Consider the case where a plastic wedge with an incident angle of θcr,virgin is used, where θcr,virgin
corresponds to the first critical angle for the unaged virgin asphalt concrete sample. Let this same
angle be used over the entire aged sample set. Recall that the velocities increase with increased
aging from 0 to 24 hours, after which the velocities decrease with increased aging (Figure 2.13).
This corresponds to a similar trend in the first critical angles, where the first critical angle decreases
from 0 to 24 hours, after which it increases with increased aging. Therefore, if an incident angle
of θcr,virgin is used over the entire sample set, the following observations can be made. For the
samples aged 12 and 24 hours, the maximum displacement ray of subsurface wave will move closer
to the surface, since their first critical angles are lower than that of the virgin sample. However,
there is a counteracting effect: the main lobe of the ultrasonic beam becomes smaller in amplitude,
Table 4.1: Theoretically predicted critical angle + 1◦ based on Snell’s law, and the experimentally deter-
mined critical angle + 1◦.
56
narrower, and the side lobes become more dominant. For the specimens aged beyond 24 hours (e.g.,
28, 32, and 36 hours), the first critical angles are higher than the virgin sample. This means that
for an incident angle of θcr,virgin, the main lobe will increasingly move farther from the surface with
increased aging. However, the main lobe also becomes wider, which combined with the already
high beam spread means that a portion of the wave may still propagate parallel to the surface, in
effect being a highly attenuated subsurface wave.
Now consider the case where the critical angle corresponding to the 36 hours aged specimen,
θcr,36, is used across the entire asphalt concrete sample set. For the specimens aged 32 hours and
36 hours, a subsurface wave propagating nearly parallel to the surface will be generated, since the
two have very similar dilatational velocities (<100 m/s difference for the 100 to 250 kHz range).
The rest of the specimens (aged 0 to 28 hours) have critical angles much lower than θcr,36, with the
farthest deviation being for the 24 hours aged specimen, where θcr,36 - θcr,24 ≈ 29◦. As previously
mentioned, the farther the incident angle is moved above the first critical angle, the more the side
lobes begin to dominate. This means that any subsurface waves received at the surface of the
specimens aged 0 to 28 hours are probably due to the side lobes.
4.3 Non-Collinear Wave-Mixing of Subsurface Waves
Two subsurface waves can be transmitted such that they interact and generate a third scattered
shear wave, which propagates in the same plane as the two subsurface waves, i.e., close to the
surface. Just as in Chapter 3, two dilatational waves will be interacted to produce a scattered
shear wave with a difference frequency. Implementing the non-collinear wave mixing technique in
this way allows for the nonlinear scattered wave to be received by a transducer mounted on the
same side of the medium as the sending transducers. Thus, this technique is especially advantageous
when there is only access to one side of the medium being assessed, such as the top surface of an
AC pavement. In the case of aged AC, the appropriate incident angle (i.e., critical angle + 1◦)
varies with aging level since the velocities depend on the level of aging. The determination of the
incident angle will be addressed in subsequent sections.
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4.4 Nonlinear Damage Characterization Curve
The “nonlinear damage characterization curve” is a reference plot where ββ0 is plotted versus
f2
f1
for AC specimens with various levels of oxidative aging. Thus, it represents a trajectory of aging
for a particular mixture in a two-dimensional space defined by the f2f1 and
β
β0
parameters. The
following scenario is envisioned: a practitioner can take some field measurements on the pavement
and determine the level of oxidative aging of the pavement based on where the measurement(s)
lie with respect to the reference curve. The pavement mixture-type must be identified in order
to select the appropriate curve; however, if this information is not known, measurements could be
taken at the bottom of an extracted core, presuming that the bottom of the core is protected and
thus shares characteristics similar to the virgin mix.
To minimize experimental error, the nonlinear damage characterization curve should be generated
in laboratory conditions by characterizing the AC specimens via the non-collinear wave mixing
technique across a sufficient sample size of oxidatively aged AC specimens. Also, to minimize
experimental error, the dilatational and shear velocities and corresponding attenuations should be
obtained in the laboratory for the entire sample as was done in Chapter 2. The dilatational velocities
are used to obtain the appropriate incident angles of the wedges (1◦ above the first critical angle).
The attenuations are used in conjunction with the received nonlinear scattered wave amplitude to
determine the value of ββ0 ; the details of which were described in Section 3.3.2.
As noted above, the manner in which the non-collinear wave mixing is carried out is the same as
in Chapter 3; however, now angle wedges are employed. The major assumption here is that the ββ0
is not affected by such a change in the testing set-up. Hence, as will be discussed later, one crucial
and primary goal of this portion of the study should be to verify that the ββ0 can be determined
using this one-sided set-up.
Each nonlinear damage characterization curve only needs to be generated once for a particular
mixture type in the laboratory. A library of nonlinear damage characterization curves can be
generated for different mixture designs, e.g., different binders, aggregate gradations, aggregate
types, etc.. Thus, for use in the field, all that needs to be known a priori is the type of mixture. It is
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important that the laboratory testing set-up used to generate the nonlinear damage characterization
curve is kept consistent with that used in the field (the same testing apparatus, filtering, signal
gains, etc.) for comparison purposes, since all the data obtained is normalized by the data received
from the virgin specimen. Any inconsistencies in the testing apparatus, procedure, or data post-
processing will render subsequent comparisons with the virgin data invalid.
4.5 Implementation of Wave-Mixing Technique when the Linear
Acoustic Properties are Unknown
If the linear acoustic properties are known, Snell’s law can be used to determine the appropriate
incident wedge angle. This can be readily done in laboratory-type conditions. Presumably, however,
in the field there is no prior knowledge of the oxidative aging level of the asphalt concrete, rendering
the appropriate incident angle unknown. Here, two systematic approaches are proposed to address
the issue of the unknown incident critical angle, and evidence supporting the validity of the two
methods is presented. These two methods will allow the technique to be employed by practitioners
in the field for pavement inspection, where the only preexisting knowledge of the pavement is its
mixture-type. Once the incident angle is known, the velocities and attenuations can be determined,
as will be shown.
4.5.1 Method 1: Iterative Incident Angle Technique
For this method, the critical refracted angle is found iteratively. From this point forward, this
method will be referred to as the “Iterative Angle” technique. The Iterative Angle technique
contains a way to find the appropriate incident angle to generate subsurface dilatational waves, as
well as a way to estimate the necessary linear parameters (i.e., velocities and attenuations). Once
the critical refracted angle and linear parameters are found via this technique, then the subsurface
non-collinear wave-mixing technique can be employed as usual.
Determination of the Critical Angle
The determination of the first critical angle (the incident angle at which the subsurface wave travels
parallel to the surface) can then be found experimentally via an iterative process. Two transducers
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Figure 4.2: Schematic of the pitch-catch set-up used to obtain experimental measurements of dilatational
velocity and attenuation. A sending and receiving transducer are both mounted on wedges set to the
same incident angle to generate and receive a critically refracted longitudinal subsurface wave, respectively.
Extracted from McGovern et al. [46]
mounted on variable angle wedges are set-up in a pitch-catch configuration so that one sends a
square-wave at the appropriate frequency (i.e., in the range of f2 to f1) and the other receives
the signal.1 Both wedges are set to the same incident angle. Please see Figure 4.2. The distance
between the wedges should be chosen sufficiently small to try to avoid any interference with bulk
waves which may be generated via mode conversion from the wedges and reflected back from
discontinuities or large inhomogeneities in the bulk of the medium.
The wedge angle is varied and the amplitude is recorded at each angle. When changing the
angle, care should be taken to not disturb the couplant conditions, which will affect the amplitude
measurement. The wedges used in the study were limited to an incident angle of 75◦. To avoid any
interference with waves other than the subsurface wave, the amplitude should be taken from the
beginning portion of the signal, as most of the energy in the first arriving signal should correspond
to the fastest (i.e., dilatational) wave which travels the shortest path (i.e., closest to the surface).
A parabola can then be fitted to the amplitude measurements, which are plotted with respect to
the incident angle. The maximum of the parabola corresponds to the ideal incident angle to use in
the testing set-up. This angle subtracted by 1◦ corresponds to the first critical angle.
1A square-wave is a convenient choice, because it is comprised of many frequencies, thus generating a wide-band
signal. Alternatively, frequency-dependent measurements could be taken by performing a frequency sweep with
sinusoidal waves.
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Velocities and Attenuations
Once the ideal incident angle is known, the velocity and attenuation of the mixture can be found.
The dilatational velocity can be found either using Snell’s law (assuming critical refraction), or
by measuring the time-of-flight of the subsurface waves via the pitch-catch set-up with the angle
wedges set to the ideal incident angle. The dilatational attenuation can also be found by utilizing
the pitch-catch configuration to measure subsurface wave amplitudes over a range of frequencies.
See Figure 4.2. Similar to the testing set-up described in the previous section, the distance between
the wedges should be chosen sufficiently small, and the beginning portion of the signal should be
windowed to ensure that the velocity and attenuation measurements correspond to the first-arriving
subsurface dilatational wave.
Shear Attenuation Estimation using Empirical Relationship
For the shear wave attenuation, subsurface shear waves are not used due to uncertainty in how
the stress-free surface boundary condition affects the propagation and detection of the shear wave.
Recall the relationship between the aging level and global stiffness: the stiffness increases with age
until a critical point, after which it decreases with increasing age. In Chapter 2, Section 2.3.5,
this relationship was discussed in some detail. It was observed that the global stiffness, which is
directly proportional to the velocity, can be directly related to the micro-flaw population. As the
micro-flaw population increases, the velocity decreases. The attenuation is also directly related to
the micro-flaw population; the attenuation increases with the micro-flaw population. Thus, the
shear wave attenuation is directly related to the micro-flaw population. Based on this reasoning, a
relationship between the shear wave attenuation and the longitudinal wave velocity was empirically
found using the attenuations and velocities from the measurements in Chapter 2. See Figure 4.3.
This relationship was found to be,
αS(60kHz ≤ f ≤ 90kHz) ≈ −0.031cL + 152.991 (4.2)
The longitudinal velocity is denoted by cL and is the mean longitudinal velocity from 120 to 200
kHz. Above 120 kHz, the longitudinal velocity is non-dispersive. This empirical relationship is
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Figure 4.3: Empirically derived relationship between the longitudinal velocity and the shear attenuation
coefficient. This relationship is only valid for the specific asphalt concrete mixture and aggregate gradation
used in this study. Extracted from McGovern et al. [47]
only valid for the AC mixture-type of the sample set used in this study, for αS in a frequency
range of 60 to 90 kHz (which corresponds to the range of the nonlinear wave frequencies in this
study), and for the longitudinal velocity above the frequency at which it becomes non-dispersive
(i.e., frequency independent). There is very little variation between 60 and 90 kHz for αS . The
longitudinal velocity was related to the shear attenuation instead of the longitudinal attenuation,
because although αL is proportional to αS , the proportionality constant is not the same across the
entire sample set of aged specimens.
Shear Attenuation Estimation using Rayleigh Wave Measurements
An alternate method to finding the shear wave attenuation is through the use of surface waves,
otherwise known as Rayleigh waves. A Rayleigh wave is a combination of dilatational and shear
waves. Consequently, the attenuation coefficient of a Rayleigh wave can be written in terms of the
dilatational and shear wave attenuation coefficients [48].
αRλR = CαLλL + (1− C)αSλS (4.3)
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where,
C =
16ζ2(1− η2)
η2(3η4 − 16η2 − 16ζ2 + 24)
η =
kS
kR
≈ 0.87 + 1.12ν
1 + ν
ζ =
kL
kS
(4.4)
Where the subscripts R, L, and S, denote Rayleigh, longitudinal, and shear waves respectively, k
denotes the wavenumber, λ denotes the wavelength, ν is the Poissons ratio, and α is the attenuation
coefficient, which has units of Nepers per unit length. Recall, the dilatational attenuation coefficient
is already estimated via the use of subsurface waves. For the frequency range used in this study
(f3 < 100 kHz), the Poissons ratio varies from 0.4 to 0.5 as a function of aging [13, 19]. At this
range, the (1−C) term in Equation 4.3 dominates over the C term and the following approximation
can be made,
αRλR ≈ (1− C)αSλS (4.5)
Thus,
αS ≈ αRλR
(1− C)λS (4.6)
The Rayleigh wavelength can be found by recording the velocity and dividing it by the frequency
of the transmitted wave. The shear wavelength can be estimated via the velocity (λ = c/f) by
considering that for a Poissons ratio between 0.4 to 0.5 the Rayleigh velocity varies from 0.94 cS to
0.95 cS ; thus, an estimate can be made for the shear wavelength by considering the shear velocity
to be cR/0.945, so that Equation 4.6 simplifies to,
αS ≈ 0.945αR
(1− C) (4.7)
Please refer to Viktorov [48] for a detailed discussion on Rayleigh waves and the above equations.
Rayleigh waves can be generated most efficiently by employing angle wedges set to an incident
angle at the third critically refracted angle. This angle can be found in a manner similar to the
Iterative Angle method as described in a previous subsection. Note, in order to generate the
Rayleigh wave via wedges in AC, the ultrasonic velocity in the wedge must be slower than the
velocity in AC. The ultrasonic velocity of the more aged specimens is very low, so wedges should
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be made of a material with a sufficiently low velocity. This may be a difficult material to find:
typically, very low-velocity materials also have high ultrasonic attenuation coefficients. Rayleigh
waves can also be generated by other means, which have the advantage that there is no ambiguity
in choosing an incident angle; however, the efficiency is much lower [48,49].
Non-Collinear Wave Mixing
Once the incident angle and attenuations have been estimated, the non-collinear wave mixing
technique can be performed as usual (see Chapter 3). Prior to taking field measurements, the
virgin nonlinear wave generation parameter β0 should be known, whether it be by laboratory
measurements on a mixture of the same type or via measurements taken using the bottom protected
layer of an extracted field core. Then, the β measured in the pavement can be normalized by β0,
and the point
(
β
β0
, f2f1
)
can be plotted on the reference nonlinear damage characterization curve to
see where it lies to determine the amount of aging.
For every measurement, it is crucial to verify that the selection criteria [32, 33] are satisfied to
ensure that the nonlinear interaction has taken place within the bulk of the material. As per
the frequency criterion, the interaction should only take place at a particular set of primary wave
frequencies (f1 and f2) for a set interaction angle φ. This frequency ratio
f2
f1
will change with
respect the amount of aging of the material, and can be found by identifying the point at which
the nonlinear wave amplitude reaches a maximum as f2 is swept. The
β
β0
parameter is found via
Equation 3.9.
4.5.2 Method 2: Fixed Incident Angle Technique
The determination of the suitable incident angle via an iterative technique can be time-consuming
and tedious. To address this difficulty, a second method, termed the “Fixed Angle” technique is
introduced. In this method, the wedges are set to a predetermined fixed incident angle based on
the AC mixture type for practical and quick implementation in the field. The considerations in
choosing this appropriate fixed angle will be discussed in detail. Once a suitable angle is found for
a particular AC mixture type, it need not be found again. Linear parameters (i.e., velocities and
corresponding attenuations) can also be estimated in the Fixed Angle approach, as will be discussed
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in subsequent text. Once the linear parameters are estimated, then the subsurface non-collinear
wave mixing technique can be employed as usual using the predetermined fixed angle.
Incident Angle
The variable angle wedges should be set to an incident angle such that non-collinear wave mixing
of subsurface dilatational waves can take place, produce a nonlinear scattered shear wave, and that
scattered wave can then be detected at the surface by a receiving transducer for the entire sample
set of aged specimens (0 to 36 hours aged). Since the critical angle is dependent on the dilatational
velocity from Snell’s law, and the velocity varies depending on the aging level, then there are six
distinct critical angles corresponding to each of the six aged specimens, respectively. See Table 4.1
on page 56.
To determine a suitable incident angle to use across the entire set of aged specimens, non-
collinear wave mixing measurements should be performed for various incident angles. For each
measurement, it should be determined if a nonlinear interaction took place by using the selection
criteria developed by Johnson and Shankland [32, 33]. These measurements should be taken with
the goal of determining which angle(s) could be used when there is no prior knowledge of the level
of oxidative aging. Since the material properties over the sample set of aged specimens (from 0
to 36 hours) vary so significantly, it is possible that one incident angle alone may not be sufficient
to take usable measurements across the entire sample set; rather, measurements would need to
be taken using more than one incident angle. Therefore, a goal in the selection of the incident
angle should be to minimize the number of incident angles necessary to characterize the amount
of oxidative aging in asphalt concrete aged in the desired range (e.g., from 0 to 36 hours) for a
particular mixture. This can be a time-consuming and tedious process; however, once performed,
this angle will be a known suitable angle for that particular mixture type over a particular aged
range. This angle will be referred to as θinc from this point forward.
Effect of Incident Angle on Beam Profile
If one incident angle is to be used across the entire sample set, then it stands to reason that at
least a couple of the specimens will be tested at angles that differ (possibly greatly) from their first
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critical angle. Please refer to Section 4.2 for more a detailed discussion on the effect of the incident
angle on the beam profile.
Velocities and Attenuations
In Chapter 3, the experimentally measured attenuations were used to normalize the scattered
nonlinear wave amplitude in order to estimate the inherent nonlinearities. For the Fixed Angle
method, only one incident angle θinc is being used in the generation of the subsurface waves across
the entire aged sample set. From the discussion in Section 4.2 regarding the longitudinal subsurface
beam profile as the incident angle is increased beyond the critical refracted angle, it is apparent
that normalizing the amplitudes by the actual attenuations is an ambiguous task, unless there is
absolute knowledge about the wave path (deviation from traveling parallel to the surface), wave field
(the beam pattern changes with respect to aging), and amount of oxidative aging in the specimen.
Therefore, to assess the amount of oxidative aging in asphalt concrete using the non-collinear wave
mixing method, the “perceived” attenuation (i.e., energy loss at the surface) of the dilatational
waves are measured experimentally, and the loss of the shear wave at the surface is estimated using
Equation 4.2. This process of estimating the energy loss will now be described.
Consider the through-transmission set-up from Figure 4.2 (page 60), where a sinusoidal toneburst
(swept from 120 kHz to 200 kHz) is transmitted through the asphalt concrete specimen via a
dilatational transducer mounted on an angle wedge. The signal propagates through the asphalt
concrete, and it is received by another dilatational transducer mounted on the same side of the
specimen. Both the sending and receiving dilatational transducers are mounted on variable angle
wedges set to the predetermined incident angle θinc and spaced a prescribed distance apart that
corresponds to the distance from the center of the wedge to the center of the region of interaction
in the non-collinear wave mixing set-up. As the wave propagates through the material, it suffers
attenuation due to beam spread and inherent material attenuation (absorption and scattering).
Since the case is being considered where there is only one incident angle across the entire sample
set of aged specimens, the beam profile changes with respect to the amount of aging in the specimen.
Accordingly, since the receiving transducer is placed on the same side of the specimen as the sending
transducer, the perceived attenuation changes with aging as well. This energy loss at the surface
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is a function of the material’s properties (at its aging level), the distance the wave travels, the
incident angle, and the frequency.
µ = µ(f, d, θinc, age) (4.8)
Thus, the received amplitude for a subsurface dilatational wave sent by transducer mounted on an
angle wedge with an incident angle of θinc, received by a transducer mounted on an angle wedge
with the same angle, propagated at a distance D with frequency f can be expressed as,
[Aage(f,D, θinc)]PC = ASente
−µL(f,D,θinc,age)D (4.9)
where the subscript “L” denotes a longitudinal wave and the subscript “PC” denotes the pitch-
catch configuration. Normalizing above equation by the received amplitude through the virgin
specimen, [
Aage(f,D, θinc)
A0(f,D, θinc)
]
PC
=
e−µL(f,D,θinc,age)D
e−µL(f,D,θinc,0)D
(4.10)
So, Equation 4.10 describes the normalized energy loss at the surface in a pitch-catch set-up for
dilatational waves.
The “perceived” energy loss of shear waves through the material must also be estimated. Shear
subsurface waves should not be used to measure the shear wave attenuation due to inaccuracies
arising from interaction with the free surface (e.g., mode conversion into dilatational waves). Fur-
thermore, conventional wedges (e.g., plastic) cannot be used, as very low wedge ultrasonic velocities
would be required to generate subsurface shear waves that would propagate parallel to the surface.
The shear attenuation can be estimated via an empirical relation between the longitudinal veloc-
ity and shear attenuation coefficient, which was presented in Equation 4.2 (page 61). Since this
method only uses one incident angle θinc across the entire sample set, there may be large errors
in the dilatational wave velocity estimate due to a change in the beam profile. The validity of
this technique is based on the principle that the fastest arriving portion of the wave should be the
dilatational component of the wave that travels the most parallel to the surface.
67
Non-Collinear Wave Mixing
Once the mixture-type of the pavement is identified, then θinc is known for that mixture, and the
non-collinear wave mixing technique can be employed as usual. Recalling that the energy loss at
the surface µ is a function of the distance and frequency, the amplitude of the nonlinear scattered
wave can be written (in a similar fashion as Equation 3.7) as,
[
A(k3)age
]
θinc
= βageA
(k1)
sentA
(k2)
sent exp [−µL(f1, D, θinc, age)Dk1 − µL(f2, D, θinc, age)Dk2
−µS(f3, Dk3 , θinc, age)Dk3 ]
(4.11)
The subscripts “L” and “S” denote dilatational and shear waves, respectively. The expression
above can be similarly written for the unaged sample. Normalizing by the amplitude of received
nonlinear scattered wave with the corresponding scattered wave amplitude obtained in the unaged
specimen yields,
[
A
(k3)
age
A
(k3)
0
]
θinc
=
βage
β0
e−µL(f1,Dk1 ,θinc,age)Dk1
e−µL(f1,Dk1 ,θinc,0)Dk1
e−µL(f2,Dk2 ,θinc,age)Dk2
e−µL(f2,Dk2 ,θinc,0)Dk2
e−µS(f3,Dk3 ,θinc,age)Dk3
e−µS(f3,Dk3 ,θinc,0)Dk3
(4.12)
Using the empirical relation from Equation 4.2 as an approximation to estimate the shear wave
attenuation gives,
e−µS(f3,Dk3 ,θinc,age)Dk3
e−µS(f3,Dk3 ,θinc,0)Dk3
≈ e
−αS(cL(age))Dk3
e−αS(cL(0))Dk3
(4.13)
This approximation will be an underestimate, of the perceived attenuation (energy loss at surface),
because the empirical relationship does not account for the beam pattern or the fact that the shear
wave does not necessarily propagate parallel to the surface. Substituting the relationships from
Equations 4.10 and 4.13 into Equation 4.12, and solving for
βage
β0
yields,
βage
β0
≈
[
A
(k3)
age
A
(k3)
0
]
θinc
[
A0(f1, D, θinc)
Aage(f1, D, θinc)
A0(f2, D, θinc)
Aage(f2, D, θinc)
]
PC
(
e−αS(cL(0))Dk3
e−αS(cL(age))Dk3
)
(4.14)
Due to the approximations,
βage
β0
is only an estimate of the actual normalized nonlinear wave
generation parameter. Note that f1 and f2 are known, as the
f2
f1
peak is found experimentally.
Therefore, the primary wave attenuation estimates should be used at the appropriate frequencies.
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Similar to the Iterative Angle technique, it is assumed that the parameters for unaged AC in the
above equations are known prior to taking field measurements, whether by laboratory measurements
performed on specimens of the same mix-type, or measurements performed on test samples made
of the protected bottom layer from extracted field cores. These values should be found using the
same testing set-up as used in the field so as to be consistent with the equations above. Then, the
measured point
(
β
β0
, f2f1
)
can be plotted on the reference curve, where its relative location allows
the estimation of the pavement top layer oxidative aging level.
4.6 Specimen Preparation
Six gyratory compacted asphalt concrete specimens were prepared in the same manner (using the
same mix design and aging method) as done for both linear and nonlinear damage characterization
as discussed in Chapters 2 and 3, respectively. The only difference in specimen preparation for
this portion of the study was in the cylindrical specimen height, which was increased to 180 mm.
The increase in height was done to maximize the surface area of the specimen to accommodate the
positioning of the relatively large, finite dimensions of the angle wedges. Of course, the aggregate
and binder proportions were modified accordingly to maintain a consistent mix design, (e.g., void
content, gradation, etc.) After compaction, each cylinder was cut to obtain a rectangular prism
with dimensions 155 × 175 × 50 mm. See Figure 4.4. For “blind study” measurements (to be
Figure 4.4: Asphalt concrete with different levels of oven aging (a) gyratory compacted and (b) then cut
into prismatic test specimens. Extracted from McGovern et al. [46]
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discussed in later), an additional three specimens were made with oven-aging levels of 18 hours, 26
hours, and 30 hours.
4.7 Experimental Set-Up and Procedures
The experimental set-up was chosen so that it was kept the same for all AC specimens in the
sample set. Therefore, the interaction angle was kept constant across the set. Since the material
properties vary with aging, the scattered wave angle γ was not consistent across the set. Therefore,
determination of the final testing set-up was done following the conditions outlined in Section 3.3.
Figure 4.5: Schematic diagram of the ultrasonic data collection system illustrating the angle of interaction
of the two longitudinal waves and the location of the shear transducer to receive the generated scattered
shear wave. The blue and red regions denote the areas of signals k1 and k2, respectively, due to beam spread.
The region where they overlap is the volume of interaction. Extracted from McGovern et al. [46]
Figure 4.5 shows a schematic of the experimental set-up. Two longitudinal transducers (Pana-
metrics V413, center frequency 500 kHz) were mounted on plastic variable angle wedges. The wedge
angle was set by using a digital protractor with an accuracy of 1◦. The wedges were positioned
such that the interaction angle between the two primary waves was ϕ = 47◦, and both k1 and k2
propagated a distance of 8.2 cm (from the center of the angle wedge to the center of the volume
of interaction) before interacting.2 The scattered nonlinear wave propagated a distance of 4 cm
(from the center of the volume of interaction to the center of the receiving transducer face) and
was received by a third longitudinal transducer (Panametrics V1011, center frequency 100 kHz),
2It was necessary to use a different interaction angle from that used in Chapter 3 (42◦) to accommodate the
positioning of the wedges on the limited surface area of the specimen. This change in interaction angle necessitated
other minor changes in the testing conditions, the considerations of which were discussed in Section 3.3.1.
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which was mounted incidentally on the surface in the path of k3 (γ = -37
◦ to with respect to k1).
The placement of the sending/receiving transducers were based on the angles (ϕ and γ) calculated
for the virgin specimen properties. The same transducer placement was used for all 6 specimens.
Table 4.2 contains the theoretical values for all aged specimens. The velocities used to calculate the
velocity ratio were computed using the mean velocities across 120 - 200 kHz. A plastic template
was created using a 3-D printer to ensure reproducibility of transducer placement between tests.
All specimens were tested at room temperature (≈23◦C).
A 15-cycle sinusoidal signal with a frequency f1 = 200 kHz was generated and amplified with
a pulser-receiver (Ritec RPR 4000) and sent to one of the angle wedge mounted longitudinal
transducers. An 8-cycle sinusoidal wave was generated by a function generator (Krohn-Hite Model
5920) and amplified by a gated amplifier (Ritec GA-2500A). This signal was swept from f2 =
100 kHz to 180 kHz in 1 kHz increments and sent to the other angle wedge mounted longitudinal
transducer. The number of cycles in the tonebursts was chosen to ensure the intersection of the
primary longitudinal waves in the specimen. The received scattered shear wave was filtered by a
Table 4.2: Average dilatational and shear velocities (between 120 - 200 kHz), corresponding frequency ratio
f2
f1
and scattered wave angle γ for an interaction angle ϕ of 47◦. For time-of-flight calculations, the shear
velocity at the scattered wave frequency f3 is also presented. Extracted from McGovern et al. [46]
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4-pole Butterworth filter (Krohn-Hite model 3945), amplified, and sent to the computer for data
acquisition. As in Section 3.3, the data aquistion consisted of three steps: (1) data was collected
while the two transducers were operated simultaneously, (2) data was collected while one transducer
was individually operated, and (3) data was collected while the other transducer was individually
operated. The nonlinear signal was obtained by subtracting the signals from steps (2) and (3) from
the signal obtained in step (1).
The data collection and test set-up remained the same for all of the tests. Only the incident
wedge angle varied by method. To generate the reference nonlinear damage characterization curve,
the incident angles were set to the critical angle using Snell’s law and the known velocities. For the
iterative angle technique, the incident wedge angle was found experimentally (see Section 4.5.1).
For the fixed angle technique, the incident wedge angle was held constant at 73◦ for the entire
sample set of AC specimens (see Section 4.5.2). The determination of this angle will be described
in the following section.
It is worth calling attention to the fact that a longitudinal transducer was used in the reception of
the scattered wave, which is theoretically predicted to be a shear wave polarized in the k1−k2 plane
(hence, parallel to the transducer face). Furthermore, the boundary conditions for a plane, isotropic,
homogeneous media at the surface theoretically prohibit the propagation of surface shear-horizontal
waves. For these reasons, for an isotropic, homogeneous material, e.g., steel, the reception of the
scattered wave would be impossible with such a set-up. Asphalt concrete consists of crushed stone
of different sizes and shapes, randomly distributed and held together by thin films of bituminous
binder. As a result of traveling through a highly heterogeneous media, the resulting shear wave
goes through a significant level of mode conversion and scattering. Therefore, while the wave may
begin its trajectory as a shear wave polarized in the k1 − k2 plane, it does not end as such. This
scattering and mode conversion leads to a spatially-incoherent normal particle displacement at the
surface. When this random normal displacement distribution is averaged over the large aperture of
the receiving transducer (> 1′′), it leads to a temporally-coherent but spatially-incoherent output
signal. The peak amplitude or total power of this signal can be measured to assess the strength of
the resulting shear wave. This allows for the reception of the wave via the longitudinal transducer
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in the aforementioned configuration. For more discussion on shear-horizontal surface waves, please
refer to Appendix E. Maradudin [50, 51] and Maugin [52, 53] are also excellent references for
review/discussions on shear horizontal surface acoustic waves in solids.
4.8 Experimental Results
For all of the following tests, the selection criteria proposed by Johnson and Shankland [32,33] were
used to verify that the nonlinear wave was generated as a result from the interaction between the
two primary waves in the specimen bulk and not the testing apparatus. The details behind this
were discussed in Chapter 3 and will not be repeated here. The collected data was only used after
it satisfied the criteria.
As was done in Chapter 3, the amplitude of the nonlinear scattered wave was monitored as f2
was swept and f1 was held constant. This was done to determine
f2
f1
, since the maximum amplitude
of the nonlinear scattered wave should occur when f2f1 matches the ratio predicted by the theory.
The amplitude was measured by passing the difference signal through a bandpass (30 - 90 kHz)
filter as f2 was swept. The selected bandpass frequency range ensured that the primary waves were
filtered out as well as any very low frequencies.
Generation of the Nonlinear Characterization Curve
Non-collinear wave-mixing measurements were taken on the sample set of specimens, where the
incident wedge angle was set to the 1◦ above the first critical angle (found using Snell’s law), and
the velocities and attenuations were known (from Chapter 2). See Table 4.2. There were two
primary purposes of this set of measurements: 1. to demonstrate the feasibility of the technique for
surface waves by validation against previous results (Chapter 3), and 2. to generate the so-called
nonlinear damage characterization curve (see Section 4.4) to be used for reference in performing
“blind study” measurements.
For the experimental set-up, the nonlinear scattered wave was predicted to reach a maximum
amplitude for each specimen when:
(
f2
f1
)
0
= 0.600,
(
f2
f1
)
12
= 0.613,
(
f2
f1
)
24
= 0.630,
(
f2
f1
)
28
=
0.650,
(
f2
f1
)
32
= 0.664, and
(
f2
f1
)
36
= 0.685.
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Figure 4.6: Experimentally obtained amplitude of scattered shear wave, i.e., difference signal, (f3 = f1−f2)
as f2 is swept from 100 kHz to 180 kHz (
f2
f1
= 0.50 to 0.90) while f1 is held constant at 200 kHz. This
analysis was performed for all specimens to obtain the data shown in Figures 4.7 and 4.9. The plot shown
above is from the specimen oven-aged for 12 hours and shown as a representative case. The dashed blue-
line represents the experimentally observed maximum and the dashed red-line represents the theoretically
predicted maximum (using the experimentally determined velocity data). Extracted from McGovern et
al. [46]
Figure 4.6 shows a representative example of the recorded nonlinear scattered wave amplitude
as f2 was swept. The example shown is from the virgin specimen. The amplitude was predicted
to reach a maximum when f2f1 = 0.6 (f2 = 120 kHz). The experimental data shows that the
amplitude actually reached a peak at f2f1 = 0.575 (f2 = 115 kHz). The theoretical and experimental
values are quite close with only a 4.1% difference (i.e., 5 kHz). The frequency ratios at which
maximum amplitude of the nonlinear signal occurred are plotted as a function of aging in Figure
4.7. The predicted values were calculated using the mean velocities (over 120 kHz - 200 kHz) and
are denoted by the dashed line. The experimentally observed frequency ratios matched closely
with the theoretical predictions as shown in Table 4.3. The largest deviation from the theoretical
prediction is for 24 hours (≈12% error). This deviation is due to uncertainty in measuring the
shear wave velocity, which was difficult due to scattering and mode-conversion as the shear wave
propagated through the specimen.
To further validate that the nonlinear scattered wave was a result of nonlinear wave-mixing inside
the sample and not the testing apparatus, the time-domain records were examined. Nonlinearities
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Figure 4.7: Experimentally observed frequency ratio at which the maximum nonlinear scattered wave
amplitude occurs. The theoretically amplitude was predicted (see Equations 3.5 and 3.6) using the experi-
mentally obtained dilatational and shear velocities. Extracted from McGovern et al. [46]
generated by the testing equipment will have the same arrival time as the primary waves, whereas
nonlinearities arriving from wave-mixing in the specimen will have an arrival time corresponding to
the paths dictated by the transducer placement and scattered wave angle γ (Equation 3.6). Thus,
a time separation between the primary waves and the nonlinear scattered wave should exist, and
experimental time-of-arrival should match with the theoretical time-of-arrival. The theoretical time
of arrival of the difference signal, i.e., scattered wave, can be calculated assuming mean velocities,
see Table 4.2, and a straight ray-path analysis.
Table 4.3: Experimentally obtained and theoretically predicted frequency ratios corresponding to the
maximum amplitude of the scattered wave. Extracted from McGovern et al. [46]
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Figure 4.8 shows the time-domain records for the specimen aged 36 hours as a representative
example. The time-domain records shown are for the cases when: (a) the transducers were operated
simultaneously, (b) the transducers were operated individually and their time-domain records were
summed, and (c) the difference between the records obtained in (a) and (b). The theoretical time
of flight of the nonlinear scattered wave was calculated assuming straight ray paths. The primary
velocities were calculated using the mean longitudinal velocity between 120 kHz 200 kHz. The shear
wave velocity (at the appropriate frequency) was used for the nonlinear scattered wave velocity.
The predicted arrival time (0.0982 ms) of the nonlinear scattered wave matched closely (≈ 4.7%
difference) with the experimentally observed arrival time (0.1028 ms).
Figure 4.8: Time domain records required to obtain the nonlinear scattered shear wave; (a) time record
obtained when both sending transducers were operated simultaneously, (b) time record obtained when send-
ing transducers were operated one at a time and the received waveforms added, and (c) nonlinear scattered
wave, i.e., the difference signal, obtained from subtracting the signals obtained from operating the sending
transducers individually from the signal obtained when operating the two sending transducers simultane-
ously. The theoretically predicted time of arrival (0.0982 ms) for the difference signal matches closely (≈
4.7% difference) with the experimentally observed time of arrival (0.1028 ms). The records are all normalized
by the maximum amplitude of the record in (b). The difference signal was scaled up 6 times. Extracted
from McGovern et al. [46]
Once it was determined that the difference signal satisfied the selection criteria, the nonlinear
wave generation parameter β was computed. Figure 4.9 shows β for all aged specimens normalized
by the average of β0, corresponding to the virgin mixture. The results from this one-sided technique
(denoted by the solid black line) are superimposed on the results from the set-up involving the
incidentally mounted transducers from Chapter 3 (denoted by the dashed blue line). It is observed
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Figure 4.9: Normalized nonlinear parameter, β, versus different levels of oven-ageing via the incidentally
mounted transducer configuration (Chapter 3, dashed blue line) and subsurface waves (solid black line). The
parameter β is normalized with the parameter, β0, which corresponds to the virgin, i.e., unaged, mixture.
Extracted from McGovern et al. [46]
that ββ0 decreases from 0 to 24 hours aging, and increases exponentially from 24 to 36 hours of
aging. The results between the two testing configurations agree quite well, with the exception of
the sample aged for 12 hours. This disparity can be attributed to a non-uniform aging process.
Recall that in the construction of the samples, the loose mixtures were hand-stirred every 12 hours
during the oxidative aging process to promote uniform exposure to the oxygen. Thus, the 12 hour
samples did not benefit from this hand-stirring.
The agreement between the two sets of data in 4.9 demonstrate the validity of using subsurface
waves in the non-collinear wave mixing technique. The interaction angle between this study and
the previous study was changed slightly to accommodate positioning of the angle wedge transducers
on the finite width of the test specimen. In doing so, it is noted that the frequency ratios changed
according to theory (shifted up/down). The nonlinear wave generation parameter remained nearly
the same. This latter observation lends credence to the claim that the nonlinear wave generation
parameter is an inherent material property, and not a function of the testing set-up. This agrees
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Figure 4.10: Generation of the reference curve, i.e., the normalized nonlinear parameter ββ0 versus the
frequency ratio f2f1 . The frequency ratio and normalized nonlinear parameter data, shown in (a) and (b),
respectively, is used to create the nonlinear damage characterization curve in (c).
with expectations, because β is defined as the “efficiency” at which the nonlinear scattered wave
is generated. Of course, normalization is necessary, because relative values of β (not absolute) are
utilized to assess the level of aging. Relative measurements will account for any changes in the
beam profile. The agreement of the results from these two studies indicates that subsurface waves
can be used successfully to characterize oxidative aging in asphalt concrete using the non-collinear
wave mixing technique.
The measurements from Figures 4.7 and 4.9 were used to construct the reference nonlinear
damage characterization curve. Please refer to Figure 4.10. This reference curve was used in the
subsequent studies, which will now be discussed.
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Blind Study using Method 1: Iteratively Determined Incident Angle
For this portion of the study, it was assumed that there was no prior knowledge of the AC sample
other than the mix design. The incident angle was found iteratively for each aged sample. Please
refer to Figure 4.11, which shows amplitude measurements as a function of the incident angle
for the virgin specimen. The maximum of this data corresponds to the incident angle. From a
previous study, it is known that the critical incident angles will be between 43◦ and 79◦ for the
range of oxidative aging (0 to 36 hours) of sample set of AC specimens used in this study. The
measurements were begun by recording the signal for incident angles every 10◦, starting at 40◦.
The amplitude measurement was taken at the beginning portion of the signal, which corresponds
to the first arriving subsurface dilatational wave. Later portions of the signal may include other
modes such as surface waves, or in this case due to the finite dimensions of the sample, shear waves
reflected from the bottom surface.
Figure 4.11: Amplitude of received wave as the incident angle θincident of the variable angle wedges are set
to different angles using the set-up in Figure 4.2. This technique is used to find the first critically refracted
angle when there is no prior knowledge of the material properties. A parabola is fitted to the data to find
the maximum. The R2 of the parabola is 0.95. Extracted from McGovern et al. [47]
This process will now be described by way of an example. Consider the case where measurements
were taken on the virgin specimen (Figure 4.11). After taking the first four measurements (at 40◦,
50◦, 60◦, and 70◦), the amplitudes of the signal were examined at each measurement. From the
first four amplitude measurements, a parabolic trend was observed that peaked at 50◦. The next
two amplitude measurements were taken at 45◦ and 55◦. After these two measurements, the peak
was still observed at 50◦. The next measurements were taken at 47◦ and 53◦, where the observed
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peak was then 53◦. The peak at 53◦ did not shift when subsequent measurements were taken for
the incident angles of 51◦, 52◦, and 54◦. Thus, the optimal incident angle was concluded to be 53◦,
which corresponds to a critically refracted angle of 52◦.
The above procedure was repeated for all specimens until amplitudes were recorded for a sufficient
number of angles. A parabola was then fit to the measurements, and the location (incident angle)
of the maximum amplitude was found to the nearest degree. However, for the specimens aged 32
hours and 36 hours, the first critical angles are near the limitations of the variable angle wedges,
making fitting a parabola to the data unfeasible. Thus, in these cases, the maximum value of the
data was reported. Table 4.4 contains the critical angles found via this technique along with the
theoretically predicted values (via previous velocity measurements).
Table 4.4: Theoretically predicted critical angle + 1◦ based on Snell’s law, and the experimentally deter-
mined critical angle + 1◦. Extracted from McGovern et al. [47]
Once the appropriate incident angle was found, the velocities and attenuations were determined
as described in Section 4.5.1. Tables 4.5 and 4.6 show the dilatational velocity and attenuation
estimates, respectively, using the iterative angle technique, along with the percent errors when
compared against measurements from the more accurate technique (see McGovern et al. [13]). It
is observed that the velocity estimate using Snell’s law yielded smaller errors than the estimate
using the pitch-catch configuration of subsurface waves. Table 4.7 contains the estimated shear
attenuations using the empirical relationship (Equation 4.2) with the velocities obtained via lon-
gitudinal subsurface waves. Also included in Table 4.7 are measurements obtained from the more
accurate technique (see McGovern et al. [13]). These errors are higher than desirable; however,
they are the best available estimate given the testing set-up constraints (e.g., access to only one
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side of the specimen). One major source of error in the linear acoustic measurements arises from
the fact that the beam pattern of subsurface waves is different than that generated by incidentally
mounted transducers. Couplant conditions can also add to errors in the attenuation measurement;
however, multiple independent attenuation measurements were taken to minimize this error. Also,
recall that the attenuation coefficients found in the previous study were done so on a different set
of samples of the same mixture type. Although care was taken to make the samples in a consistent
manner, variations can exist in the random aggregate structure, oxidative aging uniformity of the
mixture, amount of time spent in the oven while mixing the samples, etc.
Table 4.5: Dilatational velocities using a normal incidence through-transmission technique and the proce-
dure outlined in Section 4.5.1. Extracted from McGovern et al. [47]
Once the non-collinear wave-mixing was performed and the nonlinear scattered wave signal (i.e.,
the difference signal) was obtained, Johnson and Shanklands’ [32,33] selection criteria was used to
verify that the nonlinear wave arose from the primary wave interaction. It was verified that all of
the difference signals met the frequency, amplitude, and directionality criterion.
For each sample, the frequency ratio f2f1 at which the maximum nonlinear scattered wave am-
plitude occurred was recorded. The normalized wave generation parameter ββ0 was found for each
specimen using the recorded amplitudes and estimated attenuations as described in Section 4.5.1.
The average of five independent measurements for each specimen is superimposed as red x’s on the
laboratory determined nonlinear characterization curve in Figure 4.12.
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Table 4.6: Dilatational attenuations at different frequencies using a normal incidence through-transmission
technique and the procedure outlined in Section 4.5.1. Extracted from McGovern et al. [47]
Table 4.7: Shear attenuations for different aged amounts at the corresponding f3 frequency using a nor-
mal incidence through-transmission technique and the procedure outlined in Section 4.5.1. Extracted from
McGovern et al. [47]
It is observed that the “blind study” measurements are consistent with expectations as they are
superimposed on the nonlinear damage characterization curve. All of the measurements (0, 12, 24,
28, 32, and 36 hours) fall within the error boxes. The measurement with largest deviation from the
expected trend was for the f2f1 of the sample aged 18 hours; however, the
β
β0
fell within the expected
range. Although care was taken to prepare the samples in a consistent manner, differences in the
sample can arise during the aging process (non-uniformity of the oxidation) and the random nature
of the aggregate structure. The greatest source of error is from the attenuation estimate, as it was
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Figure 4.12: The frequency ratio f2f1 at which maximum amplitude of the nonlinear wave occurs vs. the
nonlinear wave generation parameter β, normalized by the virgin β0 for asphalt concrete specimens subjected
to oven-aging. The figure represents the evolution of the nonlinearities associated with oven-aging. The
trajectory of damage accumulation for an increasing number of hours of oven-aging is mixture dependent.
The solid dots represent an average of 10 independent measurements. The intervals of confidence represent
the maximum and minimum of these 10 independent measurements. These values were obtained via using the
subsurface waves at the respective critical angles for each specimen (Table 4.2) Normalization by attenuation
was done using Equation 3.8, and assuming straight ray path propagation and that the waves propagated
nearly parallel to the surface of the specimen. The red xs represent the average of five measurements taken
from the top surface without any prior knowledge of the specimen aging (only the type of mixture was
known) using the procedure outlined in Section 4.5.1. Extracted from McGovern et al. [47].
done using subsurface waves which is not as accurate as using a through-transmission set-up with
incidentally mounted transducers.
Blind Study using Method 2: Fixed Incident Angle
Again, it was assumed that there was no prior knowledge of the AC sample other than the mix
design. This time, the Fixed Incident angle technique from 4.5.2 was utilized to perform a “blind
study” in the same manner as it would be performed in the field. First, a study was performed
to determine which single incident angle(s), if any, could be used to implement subsurface non-
collinear wave mixing across the entire age range (0 to 36 hours of oven-aging) of the samples in
the set. For each aged specimen, non-collinear wave mixing measurements were taken using all
six incident angles listed in Table 4.2. Five independent measurements were taken for each test.
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Amplitudes of the nonlinear scattered wave signal k3 were recorded by passing the difference signal
(i.e., scattered wave) through a band-pass filter centered about the range of expected f3’s (for 0 to
36 hours) as f2 was swept and f1 was held constant. The amplitude-versus-frequency ratio plots
were then “stacked” to create a surface plot. Figure 4.13 shows surface plots created by using (a)
incident angles set to each respective samples’ critical angle for a baseline comparison, and incident
angles set to the critical angle corresponding to (b) 0 hours aging level (51◦), (c) 24 hours aging level
(44◦), and (d) 36 hours aging level (73◦). The grayscale denotes the normalized amplitude, where
each specimens’ amplitude was normalized by its own maximum (in the range over which f2 swept).
Figure 4.13: Frequency ratio vs. aging level (hours) showing the expected f2f1 ratio based on experimentally
obtained critical angles. The color coded amplitude of the scattered wave is in the axis perpendicular to
the plane. For each aging level sample, these amplitudes are normalized using the maximum value for that
sample (see color bar). This was done to enhance visualization of the results, but prevents comparison of
the difference signal amplitudes among the test specimens. The color code representation in the graph is
a linear interpolation of the values obtained for the discrete levels of aging. At each aging level, along the
dashed vertical lines, the color code is normalized from 0 to 1. Figure (a) was obtained using the correct
critical angle for each aging level for each specimen. Figures (b), (c), and (d) represent the amplitude of the
difference signal when the critical angle for the virgin, 24, and 36 hours of aging, respectively, are used for
all of the specimens. Extracted from McGovern et al. [54] (currently under review).
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Thus, the surfaces reflect the shape of the k3 amplitude and not the absolute magnitude. If this
normalization were instead done using the maximum value of all of the specimens, the normalized
amplitude of the difference signal for the higher aging level specimens would be relatively small
(due to higher attenuations), which would impair the visualization. The expected frequency ratios
are superimposed on the figures and denoted by a solid black line. These expected frequency ratios
correspond to the observed frequency ratios in the baseline figure, Figure 4.13 (a). For the baseline
measurements, it was observed that for the higher aged specimens, there is more of a “spread” in
the frequencies observed. This may be due to nonuniform aging in the mixture of the test sample,
which would have the effect of causing iteractions at various frequencies for the same interaction
angle.
The measurements taken using the incident angles corresponding to 0, 24, and 36 hours are
shown in Figures 4.13 (b), (c), and (d), respectively, as these samples bound the entire sample set.
The samples aged 0 and 36 hours characterize the extremes of the sample set in terms of aging,
and the samples aged 24 and 36 hours characterize the bounds in terms of their respective critical
angles. For the incident angle corresponding both the 0 and 24 hours aged specimen (Figures 4.13
(b) and (c), respectively), it was observed that these incident angles work well for specimens aged
0 to 24; however, they do not work well for specimens aged beyond 24 hours.
For the mixture type and angle wedges used in this study, it was found that an incident angle of
73◦ was the best suited angle to show the nonlinearities across the entire sample set (Figure 4.13
(d)). It is hypothesized that the reason the 73◦ angle works across the entire sample set is due to
interaction of the side-lobes present in the subsurface beam. As the incident angle is moved beyond
the first critical refracted angle, the side lobes begin to dominate [40, 45] as discussed in Section
4.2. The presence of side lobes, along with the large beam spread in the sample, may cause the
scattered wave to be generated and received at the surface for incident angles much larger than the
critical refracted angle. The nonlinearities in the sample aged for 24 hours were most difficult to
observe at this angle due to a relatively low amplitude. However, this was not unexpected, as this
sample’s critical angle has the largest deviation from the incident angle (i.e., 73◦ - 44◦ = 29◦), as
shown in Table 4.2. The nonlinear response in the sample aged 28 hours was slightly more difficult
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to investigate, as multiple pronounced peaks in the frequency spectra of the resultant scattered
wave were observed. This is most likely due to non-uniformities in the aging of the mixture in that
particular test sample.
For the measurements taken using an incident angle of 73◦, the two nonlinear parameters, f2f1
and ββ0 , were found for the entire sample set. The
β
β0
was found by normalizing the scattered wave
amplitude by the experimentally determined energy loss as discussed in Section 4.5.2. Table 4.8
shows the experimentally recorded amplitude ratios. The dilatational velocities were estimated
using a pitch-catch set-up, and the values are shown in Table 4.9. Note the relatively high errors.
Since only one incident angle was used across the entire set (i.e., an angle equal to 73◦, which
corresponds to the critical angle for the 36 hours aged sample), the subsurface wave did not neces-
sarily travel parallel to the surface for the samples that were aged less than 36 hours; consequently,
the measured velocity was an underestimate of the actual velocity. Also, for the specimens with
the lowest amounts of aging (0 to 24 hours), the incident angle is so far beyond the first critical
angle that the side lobes dominate and effectively become the new main lobe. This drastic change
in the beam pattern introduced errors in the velocity measurements (6 - 12%). The shear wave
attenuations were estimated using the empirical relationship with the experimentally estimated
subsurface dilatational velocities. The energy loss at the surface was measured directly using the
technique described in Section 4.5.2.
Table 4.8: Dilatational energy loss and shear attenuation for different aging levels at the corresponding f3
frequency. Extracted from McGovern et al. [54]
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Table 4.9: Dilatational velocities using a normal incidence through-transmission technique. Extracted from
McGovern et al. [54]
The average of five independent measurements for each specimen is superimposed as red x’s
on the laboratory determined nonlinear-characterization curve in Figure 4.14. As expected, the
specimens with the lowest amounts of aging (0 to 24 hours) deviate the most from the laboratory
determined reference curve due to the large deviations in the first critical angle with respect to the
incident angle.
4.9 Comparison of the Two Methods: Iterative Incident Angle
versus Fixed Angle
A comparison between the two methods presented in the previous section will now be made. Both
methods introduce a means to characterize the AC pavement via the one-sided non-collinear wave
mixing approach when the linear acoustic properties are unknown.
The biggest advantage to determining the incident angle via the Iterative Angle technique is
that the normalized nonlinear wave generation parameter ββ0 can be found with some accuracy.
Since the best possible angle (1◦ above the first critical refracted angle) is used to generate the
subsurface wave, normalizing the amplitude to obtain ββ0 can be readily done by using the estimated
attenuations. The disadvantages to Iterative Angle method are that it is time-consuming and more
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Figure 4.14: The frequency ratio f2f1 at which maximum amplitude of the scattered nonlinear wave occurs
vs. the nonlinear wave generation parameter β, normalized by the value corresponding to the un-aged
mixture β0 for asphalt concrete specimens subjected to oven-aging. The figure represents the evolution of
the nonlinearities, i.e., damage, associated with oven-aging. The trajectory of damage accumulation for
an increasing number of hours of oven-aging is mixture dependent. The solid dots represent an average of
10 independent measurements. The intervals of confidence represent the maximum and minimum of these
10 independent measurements. These values were obtained using the subsurface longitudinal waves at the
respective critical angles for each specimen. Normalization by attenuation was done using Equation 4.14,
assuming a straight ray path propagation, and assuming that the waves propagated nearly parallel to the
surface of the specimen. The red xs represent the average of the 10 independent measurements taken from
the top surface without any prior knowledge of the specimen aging (only the type of mixture was known).
Extracted from McGovern et al. [54].
difficult to implement in the field, since determining the incident angle is an iterative process. Of
course, the potential for this procedure to be automated exists with the use of a automated variable
wedges and a simple automated algorithm for choosing the incident angle based on experimental
data. Another potential approach would be the utilization of phase-array transducers to steer the
beam; however, it is difficult to say whether or not phase array transducers would function properly
in a heterogeneous material such as asphalt, since phase array transducers rely on constructive and
destructive interference in the beam patterns to create a steered beam profile. Also, although ββ0
can be calculated using the estimated attenuations, these attenuation estimates are not exact due
to beam spread, the fact that the wave is not ever perfectly parallel to the surface, and variation
in the couplant conditions.
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The biggest advantage of using one Fixed Incident Angle technique, is the ease at which it can
be implemented, rendering it ideal for field use. However, there are drawbacks in terms of its
accuracy. Although the f2f1 ratio metric does not suffer using this method, the estimation of the
β
β0
parameter suffers due to relative larger errors in the attenuation estimates. Another drawback
to fixed angle technique is that although the chosen incident angle may be ideal for a small range
of aged specimens, it is not the best possible angle for generating subsurface longitudinal waves
for the entire aged sample set. This may have the effect of making it more difficult to detect the
nonlinear wave for specimens with critical angles far from the chosen incident angle. Furthermore,
for other AC mixture-types, more than one incident angle may be necessary to achieve a wide
range of aging-assessment. Finally, since the most suitable incident angle is not necessarily being
used, multiple peaks in the frequency ratio versus amplitude curve may be detected which may
complicate the analysis.
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Chapter 5
Corrective Action: Rejuvenator Efficacy
In Chapters 3 and 4, the non-collinear wave-mixing technique was demonstrated to be a practical,
non-destructive tool for the assessment of the level of oxidative aging in asphalt pavements. Upon
determination of the level of oxidative aging in the pavement, engineers may decide to take preven-
tative or corrective measures. The ability to monitor the aging level of the pavement subsequent
to taking corrective action is necessary to assess the effectiveness of the action(s) as well as make
future decisions toward preserving the pavement. Thus, the natural extension to the work pre-
sented in Chapters 3 and 4 is to investigate the feasibility of using the non-collinear wave-mixing
technique to assess the effectiveness of the corrective action. Here, the effectiveness of rejuvenators
to restore the material properties of the aged asphalt back to their original state was studied. This
chapter will begin with a brief discussion on asphalt rejuvenators, followed by the experimental
investigation and a discussion of the results.
5.1 Rejuvenators
The oxidation process increases the asphaltene-to-maltene ratio of the binder, resulting in a stiffer
and more brittle binder. Please refer to Appendix A, which contains the fundamentals of oxidative
aging of asphalt. Rejuvenators, and their efficacy in restoring the properties of aged bitumen to
their original state, tend to be a controversial topic. Past overselling of some rejuvenating products
has caused rejuvenators to gain the not necessarily accurate reputation of being a “snake oil”
type product. [55, 56] However, it is important to remember that the term “rejuvenator” is an
all-encompassing, hence very broad term, which refers to any product that aims to restore the
physical and chemical properties of aged binder. Rejuvenators, therefore, can refer to number of
different products such as refined tallow, waste vegetable or frying oils, waste motor oils, lube
extracts, extender oils, emulsions, soft virgin binders, and “bio-binders” [57–59]. In this study, the
commercial product, Reclamite Asphalt Rejuvenation, manufactured by Pavement Technology, Inc
and donated by the Heritage Group was used. This product claims to reverse the aging effects of
AC pavements by replacing the volatile components (lost during the aging process) [60].
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Rejuvenators are generally applied to the surface of existing pavements; therefore, it is essential
for the rejuvenator to have the ability to penetrate the surface and diffuse through the aged asphalt.
If the rejuvenator lacks this ability, not only will the aged asphalt be unaffected, but the unabsorbed
rejuvenator will reduce skid resistance [61, 62]. To avoid creating slick, over-coated surfaces, it is
often good practice to apply rejuvenators in several coats at a lower application rate [56]. During
the diffusion process, the rejuvenator first forms a low-viscosity layer around the layer of aged
binder which coats the aggregate. Then, the rejuvenator starts to diffuse into the aged binder, thus
softening it. Eventually, all the rejuvenator penetrates into the aged binder and the inner layer
becomes less viscous and the outer layer becomes relatively more viscous as the mixture approaches
a state of equilibrium [61,62]. Oliver [63] found that the rate of diffusion can be increased by adding
diluents or by increasing temperature. Thus, the environment in which the rejuvenator is applied
is a critical consideration, especially in terms of application rate. After a sufficient dwell time, the
performance of the rejuvenator should be evaluated.
Currently, researchers are still pursuing a thorough and quantitative understanding of the effect
of rejuvenators. There exists a need for a more reliable method for determining the effectiveness
of rejuvenating agent(s). The non-collinear wave-mixing technique has been shown [31, 46, 47, 54]
to be a reliable method for assessing the level of oxidation in AC pavements. In this portion of the
investigation, the effectiveness of rejuvenators, i.e., the effective amount of aging of the AC after
rejuvenator application, was assessed via the non-collinear wave mixing technique as a function
of the dwell time. The data collected from the rejuvenator-coated specimens was compared to
the known nonlinear damage characterization curve from Chapter 4 to determine the degree of
restoration the rejuvenator had on the AC as a function of the dwell time. This study will now be
detailed in the following sections.
5.2 Sample Preparation
A set of gyratory compacted asphalt specimens was created with the same mix-design as in Chapters
2 through 4 of 5.9% (by weight of total mixture) PG 64-22 binder with a 4% air void content. Prior
to compaction, all of the loose mixtures were oven-aged for a total of 36 hours at 135◦C. To
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Figure 5.1: Asphalt concrete specimen immediately upon application of rejuvenator (10% by weight of the
binder in the mixture)
encourage uniform aging throughout the specimen, the loose mixture was hand stirred every 12
hours. A gyratory compactor was used to compact the loose mixture into cylinders with a nominal
height of 170 mm and radius of 150 mm. Rectangular specimens were then cut from the gyratory
specimens with dimensions 150 × 175 × 50 mm.
Rejuvenator was applied to one face of each specimen, the amount of which corresponded to 10%
of the binder (by weight of the mixture). Care was taken to apply the rejuvenator in a thin, even
layer across the entire face of the specimen. See Figure 5.1, which shows a specimen immediately
upon being coated with rejuvenator. Each coated specimen was left to soak in the rejuvenator for
a specific amount of time: 3 to 6 days in 1 day increments and, 1 to 8 weeks in 1 week increments,
and 12 weeks for a total of 13 test specimens with different dwell time periods. Once the dwell time
reached the desired amount, the specimen was wiped of any excess rejuvenator, to improve couplant
conditions, and immediately ultrasonically tested. The specimens were weighed before and after
wiping the rejuvenator to determine how much rejuvenator was removed during the wiping process.
Figure 5.2 shows a specimen at a dwell time of 2 weeks.
5.3 Experimental Set-Up
The set-up described in Chapter 4 was utilized in this investigation, as it is representative of field
testing application. Both the Iterative Incident Angle technique (see Section 4.5.1) and the Fixed
Incident Angle technique (see Section 4.5.2) were employed in this study. For the Fixed Incident
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Figure 5.2: Asphalt concrete specimen coated with rejuvenator for a dwell time of 2 weeks.
Angle technique, an incident angle of 73◦ was used as before. Non-collinear wave mixing data
acquisition was performed as usual (see Section 4.7).
5.4 Results
The variability in the surface porosity in localized regions due to the random aggregate structure
caused the rejuvenator to penetrate and act on the specimen in a non-uniform fashion. This non-
uniform penetration is evident in Figure 5.2, which shows a rejuvenator-coated specimen after a
dwell time of 2 weeks. All specimens were coated with rejuvenator at the same time; thus, for
each passing time period, the specimen with the least visible amount of rejuvenator remaining
on the surface was chosen for testing for that time period. The specimen was weighed, wiped
of excess rejuvenator, and weighed again before testing. The amount of rejuvenator lost, i.e.,
unabsorbed rejuvenator wiped from the surface, is shown in Table 5.1. The samples with low
dwell times (i.e., < 5 days) had the greatest rejuvenator loss, because the rejuvenator did not have
time to penetrate fully into the sample. It was observed that the rejuvenator penetrated some
samples quicker than others and not always in a uniform manner. The rejuvenator penetrates the
specimen via gravity and capillary action; thus, variability can be attributed to the porosity of
the structure. Globally, the specimens were all compacted to have the same porosity; however,
the random aggregate structure will cause local variations in the porosity, which attributed to the
variation in the penetration of the rejuvenator.
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Conventional through-transmission linear acoustic measurements, where the sending and receiv-
ing transducers are mounted on opposite sides of the specimen, were not taken on the rejuvenated
samples due to the non-uniformity of the rejuvenator penetration. Through-transmission mea-
surements through the samples would yield average velocity and attenuation values, and not be
representative of the “rejuvenated” portion of the specimen (e.g., near the surface for early dwell
times).
5.4.1 Rejuvenator Efficacy - Iterative Incident Angle Technique
The rejuvenator efficacy was first studied using the Iterative Incident Angle technique from Section
4.5.1. These results will now be discussed.
Determination of Incident Angle
Prior to implementing the non-collinear wave mixing technique, the optimal incident angle was
found experimentally. Please refer to Figure 5.3 and Table 5.1. The experimentally observed
Table 5.1: Rejuvenator lost from wiping excess off the surface for samples of various dwell times, and linear
characterization of the rejuvenator coated samples with different dwell times. Extracted from McGovern et
al. [64]
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optimal angles were found to vary with the dwell time.
Figure 5.3: Experimentally measured critical angles for samples with different dwell times. The blue line
indicates the critical angle for a reference virgin specimen (no rejuvenator). The dashed red lines indicate
the critical angles for specimens subjected to various amounts of aging with no rejuvenator for comparison
purposes. Extracted from McGovern et al. [64]
In Chapter 4, the optimal angle for a virgin specimen (i.e., no rejuvenator or oxidative aging)
was found as 51◦, and the optimal angle for a specimen aged 36 hours (with no rejuvenator) was
found as 73◦. For specimens with a dwell time of 3 to 5 days, the optimal angle approached the
virgin optimal angle with each successive day. For the specimens with a dwell time greater than 5
days, the optimal angles varied about the virgin optimal angle within a ±7◦ range. These angles
were all observed to be closer to the angle corresponding to the virgin sample than that of the 36
hours, indicating that the rejuvenator may be having a restorative effect on the aged specimens.
For the specimens with a dwell time greater than 5 days, largest difference (14.7% difference with
respect to the virgin angle of 51◦) corresponded to the sample with a dwell time of 6 weeks, which
had an experimentally determined optimal angle of 44◦. It is interesting to note that the samples
with 5, 7, and 8 weeks dwell time had incident angles of 56◦ (55◦ for the 7 week sample), which
was larger than the virgin incident angle. This might suggest that the oxidative damage was not
fully reversed. It is possible that the rejuvenator did not penetrate as thoroughly as in the other
samples, leaving areas of unaffected binder.
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Velocities and Attenuations
Once the incident angle was determined, the dilatational velocity and corresponding attenuation
were found using subsurface waves in the pitch-catch configuration as described in Section 4.5.1
(Figure 4.2, page 60). Alternatively, Snell’s law could have been used to calculate the dilatational
velocity. The shear attenuation coefficient was calculated using the empirical relation from Equa-
tion 4.2. Recall, this empirical relation was determined in Chapter 4 via data obtained using bulk
waves in a traditional through-transmission set-up, where sending and receiving sensors were placed
on opposite sides of the specimen (Chapter 2). Subsurface dilatational waves have a different beam
profile than traditional bulk waves, which accounts for discrepancies between the shear attenua-
tion estimate and the actual shear attenuation. Please refer to Table 5.1 for a summary of the
experimentally determined linear acoustic parameters.
At this point, it should be mentioned that the experimentally determined linear acoustic param-
eters (i.e., critical angles, velocities, and attenuations) do not necessarily entirely reflect the state
of the material, because they are largely influenced by the aggregate structure and aging of the
binder. The random aggregate structure and non-uniformity in the binders oxidative aging may
result in measurements which vary with the location of the transducer placement. Also, by nature
of the test, the measurements are indicative only of the state of the material located very close to
the surface, since only the first arriving portion of the signal is used in the calculation. Thus, while
the linear acoustic parameters can be used as an indicator of the amount of aging, they should be
used in conjunction with nonlinear measurements for a more accurate and robust representation of
the material behavior.
Non-Collinear Wave Mixing
Non-collinear wave mixing with subsurface dilatational waves was carried out for each specimen
using the experimentally determined optimal incident angle. The difference signal was checked
against the selection criteria [32, 33] to verify that it was a result of the primary wave interaction
and not the testing equipment.
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Figure 5.4: The Iterative Incident Angle method was used to find the frequency ratio f2f1 at which maximum
amplitude of the nonlinear wave occurs vs. the nonlinear wave generation parameter β, normalized by the
virgin β0. The average of 5 nonlinear measurements of the rejuvenator-coated specimens, denoted by the
red x’s, are superimposed on the reference curve, denoted in black. The reference curve was found in
Chapter 4, and it represents the evolution of the nonlinearities associated with oven-aging. The trajectory
of damage accumulation for an increasing number of hours of oven-aging is mixture dependent. Extracted
from McGovern et al. [64]
The frequency ratio f2f1 and normalized nonlinear wave generation parameter
β
β0
were determined
for each specimen and plotted on the reference nonlinear damage characterization curve. The
reference curve was found in Chapter 4, by measuring the f2f1 and
β
β0
values for AC specimens at
various levels of oxidative aging. Please refer to Figure 5.4, which shows selected data from some
of the rejuvenator coated specimens’
(
f2
f1
, ββ0
)
values superimposed (and denoted by red “x’s”) on
the reference curve. Not all of the data was plotted to facilitate viewing. Table 5.2 contains the
nonlinear parameters
(
f2
f1
, ββ0
)
measured for the entire sample set.
It is observed that beyond 4 weeks of dwell time, the samples have
(
f2
f1
, ββ0
)
values which fall
within error of the nonlinear parameters for the virgin specimen. For the specimen with a dwell
time of 8 weeks, there was a large amount of excess rejuvenator which was wiped off. This may
explain why the nonlinear parameters deviated from the virgin nonlinear parameters further than
the specimens with a lower dwell time of 5 and 6 weeks. For the specimens with a dwell time
of 4 weeks and under, the nonlinear parameters deviated further from the virgin parameters in a
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Table 5.2: Nonlinear characterization of the rejuvenator coated samples with different dwell times. Ex-
tracted from McGovern et al. [64]
manner that may be correlated with the dwell time. From 12 to 4 weeks, the nonlinear parameters
become closer to the virgin parameters with each successive week. This may be an indication that
the rejuvenator takes time to chemically act on the aged binder. It is difficult to know whether the
observed changes in the specimens are due to a composite effect of the rejuvenator (a fairly large
amount of rejuvenator was used) and asphalt concrete, or a result from the rejuvenator chemically
acting on the aged binder.
Figure 5.5 shows some representative selected data that was used to find the frequency ratios f2f1 .
Recall, f2f1 is found by holding f1 constant, monitoring the amplitude of k3 (f3=f1-f2) as f2 is swept,
and determining the point at which k3 reaches maximum. Figure 5.5 (a) shows the amplitude of k3
as f2 was swept for a few selected samples. For some samples (e.g., the samples with dwell times
of 4 days, 1 week, and 2 weeks), the process was relatively straightforward: the peak amplitude
was located with respect to the f2f1 ratio. However, the presence of multiple peaks in some samples
served to complicate the analysis (e.g., the samples with dwell times of 6 days, 4 weeks, 6 weeks,
and 8 weeks).
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Multiple peaks can arise due to non-uniformity of the rejuvenator penetration. The nonlinear
interaction occurs over a finite volume (see Figure 4.5), the size of which is dependent on the beam
spread (hence: frequency, wavelength, and transducer element size) and relative positioning of the
transmitting transducers. Within this interaction volume, the rejuvenator does not necessarily
penetrate and act on the binder in a uniform matter, which may result in pockets of unaffected,
Figure 5.5: Figures (a) and (b) shows the normalized amplitude (A) of the scattered wave with respect
to the dwell time and frequency ratio f2f1 , where (b) depicts A as a color code in the axis perpendicular to
the plane. For each sample, these amplitudes are normalized using the maximum value for that sample,
see normalized bar code of the difference signal. This was done to enhance visualization of the results,
but prevents comparison of the difference signal amplitudes among the test specimens. The color code
representation in the graph are a linear interpolation of the values obtained for the different samples. Please
note that at each dwell time, the color code is normalized from 0 to 1. Extracted from McGovern et al. [64]
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aged binder and pockets of rejuvenated binder. Thus, interactions will occur at different f2f1 ratios,
since the binder properties vary with location within the interaction region. Recall that the ability
of the rejuvenator to penetrate the specimen and act on the binder in a uniform manner depends
on the porosity of the specimen and the aggregate structure; therefore, the uniformity of the
rejuvenation effects is random and specimen dependent. Furthermore, the non-uniformity of the
degree of restoration of the binder will have the effect of lowering the experimentally measured
velocity and increasing the experimentally measured attenuation, because the primary waves and
resulting scattered wave may travel through both areas of unaffected binder and rejuvenated binder
before being received by the receiving transducer.
Figure 5.5 (b) shows the normalized amplitude of the scattered wave k3 with respect to the
dwell time and frequency ratio f2f1 , where the amplitude is depicted as a color code in the axis
perpendicular to the plane. For each sample, these amplitudes are normalized using the maximum
value for that sample (see normalized bar code of the difference signal). This was done to enhance
visualization of the results, but prevents direct comparison of the difference signal amplitudes
among the test specimens. The color code representation in the graph are a linear interpolation of
the values obtained for the different samples. Please note that at each dwell time, the color code
is normalized from 0 to 1. Black lines are superimposed on the plot showing the expected location
of the peaks for unrejuvated virgin and 36 hour aged samples for reference.
A few observations can be made about this plot. For a very short dwell time of 12 week (≈ 4 days),
the peak falls at 0.7, close to that of the 36 hour aged specimen. This indicates that the rejuvenator
has not yet discernibly acted on the binder, and the AC specimen still very much behaves that of
a 36 hour aged specimen. For the following days, multiple peaks begin to appear, one around f2f1 =
0.67 to 0.7 and the other around f2f1 = 0.52, which correspond to 36 hours and 12 - 24 hours aged,
respectively. At 1 week, most of the energy is concentrated around f2f1 = 0.55, which corresponds to
12 - 24 hours aged. From 1 to 4 weeks, there are very broad, and sometimes multiple sets of peaks
around f2f1 = 0.53 to 0.61. From 5 to 8 weeks, most of the energy seems to converge about one peak
centered at f2f1 = 0.59, which corresponds to 0 hours aged (virgin). Note, there is still some energy
at f2f1 = 0.7, which indicates that portions of the binder remain unaffected by the rejuvenator.
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For this reason, measurements were also taken after 12 weeks of dwell time to determine if these
portions of unaffected binder were completely isolated from the rejuvenator, or if the rejuvenator
was still acting on the binder. It was observed that the 12 week sample exhibited two peaks at f2f1
= 0.53 and f2f1 = 0.7; the peak at
f2
f1
= 0.53 was more dominant. The presence of the peak at f2f1 =
0.7 may indicate that portions of the binder do remain unaffected by the rejuvenator. The peak at
f2
f1
= 0.53 corresponds to a sample aged 12 - 24 hours. This may indicate that the rejuvenator did
not fully restore the binder to its original properties. These findings may be specific to the sample.
Whether or not the rejuvenator will fully act on the binder in a uniform manner will depend on
the rejuvenator’s ability to reach all portions of the binder.
Figure 5.6: Velocity ratio, cTcL , for each dwell time as determined by the experimentally measured frequency
ratios, f2f1 . The solid lines denote the values for specimens with no rejuvenator aged 0 hours, i.e., virgin, and
36 hours, respectively.
Using experimentally observed frequency ratios, the velocity ratios can be calculated via Equation
3.5. See Figure 5.6, which shows the velocity ratio, cTcL , as a function of the dwell time. The velocity
ratios were computed by plugging the experimentally obtained frequency ratios into Equation 3.5
and solving for the positive root. Please note that the softening of the binder has a stronger effect
on the dilatational velocity, because the stiffness associated with the shear velocity also depends
upon the aggregates interlocking.
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5.4.2 Fixed Incident Angle Method
The variable angle wedges were set to an incident angle of θinc = 73
◦, which was determined most
suitable for the particular AC mixture used in this study (as discussed in Section 4.5.2).
Velocities and Attenuations
As in the previous method, linear acoustic measurements were taken on each specimen to obtain
dilatational velocity and amplitude measurements prior to carrying out nonlinear measurements, see
Table 5.3. While the linear acoustic parameters, i.e., the velocities and corresponding attenuations,
will be affected by the aging level of the AC specimen [13], these properties are also affected by the
lack of parallelism in the propagation path when the subsurface wave is generated away from the
first critical refracted angle. Thus, for the fixed angle method, these linear acoustic measurements
are not very accurate and are only used as an estimate for the parameters in Equation 4.14.
Figure 5.7: The Fixed Incident Angle method was used to find the frequency ratio f2f1 at which maximum
amplitude of the nonlinear wave occurs vs. the nonlinear wave generation parameter β, normalized by
the virgin β0. The average of 5 nonlinear measurements of the rejuvenator-coated specimens, denoted by
the red x’s, are superimposed on the reference curve, denoted in black. The reference curve was found in
Chapter 4, and it represents the evolution of the nonlinearities associated with oven-aging. The trajectory
of damage accumulation for an increasing number of hours of oven-aging is mixture dependent. Extracted
from McGovern et al. [65]
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Non-Collinear Wave Mixing
Non-collinear wave-mixing measurements were carried out to determine
(
f2
f1
, ββ0
)
for each specimen
exposed to rejuvenator for a prescribed amount of dwell time. Refer to Figure 5.7 and Table 5.3.
The data (denoted by the red “x’s”) consisted of the average of 5 independent measurements and
are superimposed on the corresponding reference nonlinear damage characterization curve for the
mixture used in this study, which is denoted by the solid black lines.
Again, the presence of multiple f2f1 peaks posed difficulties when recording the frequency ratios.
To circumvent this, the lowest f2f1 peak was recorded, as it corresponded to the binder most affected
by the rejuvenator.
Table 5.3: Nonlinear characterization of the rejuvenator coated samples with different dwell times. Ex-
tracted from McGovern et al. [65]
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For specimens with a dwell time of 0 to 7 weeks, it was generally observed that the specimen
exhibited nonlinear properties
(
f2
f1
, ββ0
)
increasingly closer to that of virgin specimens with an
increase in the dwell time. Beyond 7 weeks, the specimen properties also exhibited properties
which corresponded to a binder with a lower stiffness than the virgin binder. This can be seen
in Figure 5.8, which shows the velocity ratio, cTcL , as a function of the dwell time. As before,
the velocity ratios were computed by plugging the experimentally obtained frequency ratios into
Equation 3.5 and solving for the positive root.
Figure 5.8: Velocity ratio, cTcL , for each dwell time as determined by the experimentally measured frequency
ratios, f2f1 . The solid lines denote the values for specimens with no rejuvenator aged 0 hours, i.e., virgin, and
36 hours, respectively. Extracted from McGovern et al. [65]
5.5 Efficacy of Rejuvenators
As discussed in Section 5.1, asphalt rejuvenators can refer to a vast array of products. Only the
commercial rejuvenator, Reclamite Asphalt Rejuvenation (manufactured by Pavement Technology,
Inc. [60]) efficacy was studied here. The non-collinear wave mixing results from both the Iterative
and Fixed Incident Angle techniques indicated that this rejuvenator does indeed act on the binder
to restore its original virgin properties. These results are consistent with findings in past studies,
summarized by Boyer [56]. Reclamite was found to improve the viscosity of aged binder, improve
the resistance to loss of aggregates via the pellet abrasion test, and ultimately prolong the life of
the pavement.
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The restorative effects are evidenced in Figures 5.4 and 5.7, which demonstrate that the reju-
venator has the effect of reversing the damage trajectory. In other words, for a sample with an
oven-aging level of 36 hours, the application of rejuvenator will cause it to traverse the nonlinear
damage characterization curve in reverse, back to that of the 0 hours aged specimen (and possi-
bly beyond). These results are interesting, in that they indicate that the rejuvenator restores the
cohesive properties (perhaps allowing the binder to self-heal) as well as softens (lower the stiffness
of) the binder.
The amount of rejuvenator used in this study (10% of the binder by weight of the mixture)
was selected in order to obtain a thin, even coat. It was observed that rejuvenator restored the
binder to its virgin acoustic properties, then continued to act passed the point of virgin acoustic
properties. Likely, too much rejuvenator was utilized. In practice, this would cause problems with
rutting, excessive deformation; thus, it would be necessary to quantify the appropriate amount of
rejuvenator to apply.
As mentioned in the previous sections, uneven rejuvenator penetration caused pockets of the
aged binder to remain unaffected. This, of course, will lower the efficacy of the rejuvenator when
considering the properties of the pavement as a whole. Thus, it will be necessary to adopt standards
in order to ensure the most efficient application of rejuvenators for the strongest efficacy.
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Chapter 6
Conclusions
This research has addressed the need for a non-destructive method capable of quantifiably assessing
the oxidation level of AC pavements. The results from this study have the potential to lead to a
tool for pavement engineers to use to aid in cost-conscious decision making so that they may take
proactive measures for the extension of pavement life.
The work presented in this report has followed a natural trajectory, starting with an investigation
of the effects of oxidation on the linear acoustic properties (velocities and attenuations) of AC. It
was recognized that oxidation results in the development of a diffuse microflaw population. Since
nonlinear acoustic techniques are inherently more sensitive to damage, non-collinear wave mixing,
a nonlinear acoustic technique, was thus employed. First, a feasibility study was performed, where
samples were cut to the appropriate geometry to allow for incident mounting of the transducers for
bulk wave mixing. The nonlinear acoustic technique was then extended to be applicable for field use
by modifying the set-up to be one-sided, so that all measurements could be taken from the pavement
surface. This was done by mounting the transducers on variable angle wedges and generating and
mixing subsurface waves. Two methods were introduced to determine the appropriate the incident
angle, when no linear acoustic properties are known a priori. Finally, this field approach was
employed on aged AC specimens, treated with a rejuvenation product, to test both the feasibility
of the method and the efficacy of the rejuvenator. The major results and conclusions from these
investigations, which were presented in Chapters 2 through 5 of this report, will now be outlined.
This chapter will conclude with some recommendations for future work.
6.1 Conclusions of Linear Characterization of AC
In Chapter 2, ultrasonic dilatational and shear velocities and corresponding attenuations were
determined for a sample set of AC specimens subjected to various amounts of oxidative aging (0, 12,
24, 28, 32, and 36 hours). Shear wave propagation through such an inhomogeneous and attenuative
medium as asphalt concrete poses difficulties in the measurements. During shear wave propagation,
it suffers distortion, mode conversion, and attenuation due to scattering. These difficulties were
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addressed by utilizing the phase-comparison method to measure the velocities, as it is less sensitive
than other techniques to the effects of distortion. This work is the first to measure and report the
ultrasonic shear velocities and attenuations of asphalt concrete.
With respect to aging level, the average (across frequencies) velocity increased with an increase
in aging, until it reached a critical point of 24 hours, beyond which the velocity decreased with an
increase in aging. The attenuations exhibited a similar trend. From 0 to 24 hours, the average
attenuation coefficient was observed to decrease; beyond 24 hours, the attenuation coefficient in-
creased with an increase in aging level. Thus, for the mix design used in this study, 24 hours of
laboratory oxidative aging appears to be a critical point which divides the oxidative aging behavior
of AC into two regimes. Based on these results, some observations were made. It is important
to realize that the velocity is directly proportional to the stiffness. During oxidative aging, two
major physical changes occur: the binder stiffness increases with aging, and the cohesive strength
of the mastic decreases with an increase in aging. In the first regime, i.e., below 24 hours of aging,
the binder stiffness increase is the dominating mechanism on the global stiffness. In the second
regime, i.e., above 24 hours, the decrease in cohesive strength, which results in the development of
microflaws and consequently decreases the overall stiffness, is the dominating mechanism.
It is concluded that for the mix-design used in this study, that 24 hours is the critical aging level,
beyond which deterioration of the pavement rapidly accelerates. The field-aging time equivalent to
24 hours of intense laboratory oven aging seems to be a proper time to apply preventive pavement
maintenance for this mixture-type. The results from the linear characterization were also necessary
for the implementation of the nonlinear characterization techniques in the succeeding chapter.
Chapter 2 also contains dynamic moduli measurements, which were determined using the velocity
and attenuation measurements. It was observed that the complex moduli calculated via ultrasonics
do not overlap with complex moduli measured from conventional mechanical testing; however, a
correlation does exist. The discrepancies between the two methods are due to the scattering effects
which exist in the ultrasonic testing that are not present in mechanical testing. The shear wave
measurements from the first part of the study eliminated the need for “guessing” Poisson’s ratio,
as is commonly done. Also, in order to eliminate the need for conventional E∗ mechanical testing,
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frequency dependent ultrasonic measurements must be made to calculate frequency dependent
complex moduli. Similar to the velocity and attenuations, it was observed that across all frequencies,
the dynamic modulus increases from 0 hours to 24 hours and decreases from 24 hours to 36 hours.
The results from the linear acoustic characteriztion correlated well with other, unrelated tests
performed on specimens of the same mix/aging conditions in that they all exhibited a “critical
aging time.” These tests include acoustic emission and DC[T] tests.
6.2 Conclusions of Nonlinear Acoustic Characterization of AC
The asphalt concrete specimens, subjected to various amounts of laboratory-induced oven aging
(0, 12, 24, 28, 32, and 36 hours), were assessed using a nonlinear ultrasonic approach involving
the mixing of two dilatational waves. A nonlinear scattered shear wave was observed as a result of
the interaction of two intersecting waves. The nonlinear scattered wave was able to be detected,
even though the material is highly attenuative and dispersive. Criteria were used to confirm that
the detected scattered waves originated via wave interaction in the asphalt concrete and not from
nonlinearities in the testing instrumentation. These criteria, proposed by Johnson and Shankland
[32, 33] include: 1. the frequency criterion: the frequencies must match that predicted by the
theory, 2. the directionality criterion: the wave must propagate in the direction as dictated by the
theory, and 3. the amplitude criterion: the scattered nonlinear wave must be proportional to the
product of the amplitudes of the two primary waves.
Two metrics were used to assess the level of oxidative aging: the frequency ratio f2f1 at which
interaction occurred, and the nonlinear wave generation parameter ββ0 . The nonlinear wave gen-
eration parameter ββ0 was defined to describe the conversion efficiency of energy from the primary
waves into the generation of the nonlinear scattered wave. It was observed that the nonlinearities
exhibited by the asphalt concrete increased exponentially with aging via the use of this nonlinear
wave generation parameter. The observed nonlinear response has the potential of also being used
for assessment of the aging of asphalt concrete, including durability and damage accumulation due
to loading and environmental conditions.
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6.3 Conclusions on One-Sided Approach
The natural extension to the results presented in Chapter 3 is to adapt the testing configuration
for use in the field. This was done by altering the testing set-up to be one-sided by mounting the
sending transducers on variable angle wedges for the generation of longitudinal subsurface waves.
Longitudinal subsurface waves are dilatational waves which propagate close to and parallel to the
surface.
The feasibility of using the non-collinear wave mixing of subsurface dilatational waves as a way
to assess the amount of oxidative aging of asphalt concrete was first demonstrated. Two subsur-
face dilatational waves were mixed, and the resulting nonlinear scattered wave was received by a
transducer placed on the same side. Thus, this technique is truly non-destructive, in that it only
requires access to one side (i.e., the top) of the pavement. The angle wedges must be set to an
angle close to (+1◦) the first critical angle for dilatational waves to be generated, which requires
knowledge of the dilatational velocity of the AC pavement. In this chapter, two methods were
presented, which allow for the non-collinear wave mixing technique to be employed when the only
prior knowledge of the AC pavement is the mixture type. The first method, the Iterative Incident
Angle technique, involves the use of an iterative technique to find the appropriate incident angle.
The second technique, the Fixed Incident Angle technique, involves the use of one fixed incident
angle. For the mix-design and testing set-up used in this study, an incident angle of 73◦ was found
to be suitable for the entire sample set. Although the second technique is less accurate than the
first, it is faster and more practical for field use.
The nonlinear damage characterization curve was also introduced. This curve is generated under
laboratory conditions for a particular mixture type by plotting the two nonlinear parameters ββ0
and f2f1 against each other (
β
β0
vs. f2f1 ) to create a damage trajectory (in the range from 0 to 36
hours of oven-aging). Once this curve is generated for a particular mix-design, it need not be
generated again. The idea is that a pavement engineer could take a ( ββ0 ,
f2
f1
) and plot it against
the appropriate nonlinear damage characterization curve to determine the level of aging. A “blind
study” was performed on specimens using both the Iterative and Fixed Incident Angle Methods to
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validate the use of this curve.
6.4 Conclusions on Rejuvenator Efficacy
An application of the one-sided non-collinear wave mixing method from Chapter 4 would involve the
use of nonlinear ultrasonics to assess and treat asphalt pavement surfaces (such as using penetrating
rejuvenators), to retain material behavior safely in the right-hand side of the lower plateau (healing
region), i.e., in the 0 - 24 hour equivalent oven-aging regime. This would prevent allowing the
pavement surface to age to a condition where permanent damage and the vulnerability towards
large, discrete cracks (such as thermal and block cracks) occur. In Chapter 5, the one-sided non-
collinear wave mixing technique was used to study the efficacy of Reclamite, an asphalt rejuvenation
product.
Asphalt concrete specimens were subjected to 36 hours of laboratory-induced oxidative oven
aging. The aged specimens were then coated with rejuvenator (10% by weight of the binder) and
left to soak in the rejuvenator for a specific amount of time: 3 to 6 days in 1 day increments, and 1
to 8 weeks in 1 week increments. Once the dwell time reached the desired amount, the specimen was
wiped of any excess rejuvenator, to improve couplant conditions, and immediately ultrasonically
tested using non-collinear wave mixing of subsurface waves. The frequency ratio, f2f1 , at which the
interaction took place and the normalized nonlinear wave generation parameter, ββ0 , were recorded
and compared against a reference plot. The reference plot was created using asphalt concrete
samples (with no rejuvenator) subjected to various amounts of oxidative oven aging. It was observed
that the samples with a dwell time of greater than 4 weeks exhibited nonlinear characteristics similar
to the reference virgin specimen. From 0.5 to 4 weeks, the nonlinear parameters become closer to the
virgin parameters, indicating that the rejuvenator takes time to chemically act on the aged binder.
It is difficult to know whether the observed changes in the specimens are due to a composite effect
of the rejuvenator and asphalt concrete, or a result from the rejuvenator chemically acting on the
aged binder. Also, the rejuvenator penetrated the specimens in a non-uniform manner, which had
the effect of acting on the binder non-uniformly. The non-collinear wave mixing technique was able
to capture this behavior.
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6.5 Recommendations for Future Work
Based on the major results presented in this report, there are many potential avenues for beneficial
future work to be performed. Some possibilities are now briefly discussed.
Studies on the shape of the damage trajectory could prove useful. As mentioned, the nonlinear
damage characterization curve must be generated for each mix-design type. It is uncertain which
particulars of the mix design most strongly control the shape of the nonlinear damage characteri-
zation curve, whether it be gradation, binder grade, air void content, etc. On a similar note, the
nonlinear acoustic characterization of damage mechanisms other than oxidation, such as moisture
damage, would prove beneficial. Additionally, the determination of the relationship between the
nonlinear acoustic measurements and mechanical and thermal response of the AC mixture would
be a useful study.
A more immediate study would be the design and implementation of a sensor unit for the em-
ployment of the one-sided non-collinear wave mixing technique. It is envisioned that a number
of the experimental and analysis steps presented herein could be fully automated or further sim-
plified with additional testing, validation, and development of practitioner-friendly equipment and
software. A relatively low-cost, portable test system appears to be feasible, which would provide
practitioners with a new and powerful tool for in-situ evaluation of asphalt pavement surfaces and
strategic timing of preventive maintenance treatments.
To bring such a unit to the field, it would be necessary to take certain steps, which will now
be discussed. Blind studies should be performed with the sensor unit to validate the technique.
These blind studies could be performed in a similar manner as was done in Chapters 4 and 5.
Field validation tests would also be necessary to verify that laboratory results translate well to
the field. It would be necessary to draft and put in place a standard for testing. In order to
specify such a standard, a ruggedness study [66] and repeatability study should be performed. The
ruggedness study provides insight into the various testing factors that have the potential to the
influence results and how much fluctuation of those factors is allowable. A standard would ensure
proper calibration and testing procedures are followed for accurate and repeatable testing. The
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effect of various testing conditions on the nonlinear damage characterization curve should also be
quantified, such as moisture content in the pavement. Finally, as mentioned before, studies on
various mixes and rejuvenation products should be carried out to understand the relationship with
the nonlinear damage characterization curve.
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Appendix A
Oxidative Aging of Asphalt
Figure A.1: Freshly laid pavement section (left) and after 19 months (right) of environmental exposure
at the University of Illinois’ Advanced Testing and Research Engineering Laboratory (ATREL). Figure
extracted from [67].
During the oxidative aging process, AC pavements undergo complex chemical and physical
alterations, resulting in a change in material properties. This is apparent in Figure A.1, which shows
a pavement at the University of Illinois’ Advanced Testing and Research Engineering Laboratory
(ATREL) after it was freshly laid (left) and after 19 months (right). The resulting color change is
very aparent. Perhaps not quite as apparent from the photo is the change in surface texture. The
aim of this chapter is to provide a fundamental background on this phenomena as it pertains to
the primary investigation (nondestructive assessment of oxidative aging level.)
Much of the following discussion was obtained from Petersen [2,68], who describes the chemical
composition and structure of asphalt and the oxidation process in great detail. The reader is
strongly encouraged to review these reports for a complete discussion on the topic. Here, only
the aspects important to the current investigation will be discussed. Since oxidation affects the
binder portion of the composite AC, a fundamental understanding of the structure of asphalt is
thus required. This chapter will begin with a description on the basic structure of asphalt, followed
by a review of the oxidative aging process, where the chemical and physical changes of asphalt
during oxidatation will be presented. Finally, a brief discussion on laboratory long-term aging will
be provided.
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A.1 Basic Structure of Asphalt
Asphalt, at ambient temperatures, is a sticky, viscoelastic substance. At cooler temperatures, it
is more solid and elastic. At warmer temperatures, it liquefies. It may be naturally occurring
or produced via refining crude petroleum during the distillation process. The latter is the most
common source of asphalt in the modern day, owing to the prevalence of oil refineries since the rise
in popularity of automobiles [5].
Asphalt molecules are primarily composed of carbon and hydrogen, with one or more heteroatom
(nitrogen, sulfer, oxygen) and trace amounts of metals (vanadium and nickel). Heteroatoms are
responsible for the polarity and functionality of the molecules, and they contribute largely to
the differences in chemical and physical properties among asphalts from different sources. This
elemental composition of asphalt, however, does not shed much light on its behavioral properties.
Rather, the molecular types and structures govern the physical properties and chemical reactivity
of the asphalt material.
A.1.1 Asphalt Fractions
It is widely accepted that asphalt is a complex colloidal system, and not a solution, consisting of a
varied array of molecular types. Owing to this extremely complex and diverse nature, asphalts are
typically characterized via fractionation schemes, in lieu of separating and identifying the complete
set of molecules. In fractionation schemes, asphalt constituents are grouped based on their chemical
functionalities. Petersen [2, 68] provides more detail on some of these fractionation procedures.
The SARA analysis is one common fractionation scheme [69] used in the petroleum industry,
which separates asphalt into saturates, aromatics, resins, and asphaltenes. Another widely used
fractionation scheme, introduced by Corbett [70], divides asphalt into four functional groups, which,
in order of increasing polarity, are: saturates, napthene aromatics, polar aromatics, and asphaltenes.
Of course, many other fractionation schemes exist [68,71–75], and the two aforementioned contain
overlapping/equivalent functional groups. The fractionation scheme by Rostler and White [71] is
not commonly used in industry; however, fractions from this scheme are commonly referred to in
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the literature when discussing the microstructural makeup of asphalt. The five Rostler and White
fractions are: asphaltenes, nitrogen bases, first acidaffins, second acidaffins, and paraffins.
It is important to note that functional groups are named so to describe the predominant function
of that group; however, each of these groups are highly complex mixtures. Corbett [70] recognized
that all fractions of the binder play an important role in the overall properties. The behavior of
binder is thus the combined total of the individual contributions of the various fractions as well as
their relative interactions. The relative proportions of the various fractions play a key role in the
overall binder material properties. Corbett’s generic asphalt fractions are now briefly outlined.
Saturates The Corbett saturates fraction, sometimes termed the paraffins fraction [71], is a
colorless oil comprised of unpolarized functional groups. It is primarily composed of saturated
hydrocarbons and has a low chemical reactivity.
Napthene Aromatics The Corbett napthene aromatic fraction is a yellow to red liquid, which
contains condensed nonaromatic and aromatic ring systems. This fraction overlaps with Rostler’s
first and second acidaffins fractions.
Polar Aromatics The Corbett polar aromatics fraction is a black solid, which contains highly
condensed aromatic ring systems and heteroatom functional groups. This fraction overlaps with the
resins fraction from the SARA fractionation and Rostler’s [71] Nitrogen bases and first acidaffins
fractions.
Asphaltenes The asphaltene fraction is a brown to black solid. It is insoluble in nonpolar
paraffinic solvents such as n-Butanol, n-Heptane, and n-Pentane; thus, it is insoluble in much of
the remaining fractions of asphalt. This fraction is the most polar of Corbett’s fractions. Many
fractionation schemes of asphalt begin by first partitioning off the asphaltenes fraction.
A.1.2 Molecular Structure of Asphalt
Asphaltenes form molecular agglomerates via molecular association (hydrogen bonding and dipole
interactions) between the polar components of the asphalt. These agglomerates are stabilized and
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dispersed by highly polarized resins (the Corbett polar aromatics fraction), which act as stabilizing
peptizers on the surface of the asphaltenes (see Figure A.2). Thus, asphalt is a colloidal suspension
of molecular agglomerates in oil. These agglomerates are similar in size to polymer molecules
at ambient temperatures. Owing to this structure, asphalts exhibit “polymeric” type properties.
Of course, asphalt differs greatly from polymers in that it contains many molecules of differing
types (polymers are formed of chains of repeating units held together by chemical bonds.) The
bonding forces in the agglomerates are temperature susceptible. At high temperatures, the bonds
are broken, effectively reducing the agglomerate size. At lower temperatures, the bonds again form.
The temperature susceptibility of these bonding forces imputes a temperature dependence on the
asphalt as a whole [77].
Corbett described the function of the asphaltene fraction as the thickener. The saturate and
napthene aromatics fractions serve as the gelling agent to the peptized asphaltenes, and as such,
impart fluidity to the binder.
Figure A.2: Asphalt is a colloidal suspension of asphaltenes (denoted by the black) susepended in oil.
Highly polarized resins (denoted by the gray) act as the stabilizing peptizers on the surface of the asphaltenes.
Extracted from [76].
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If asphaltenes are separated from the asphalt mixture, what remains is a petrolene fraction,
commonly referred to as “maltenes.” The relative proportions of the asphaltenes and maltenes
fractions directly influences the rheological properties of asphalt. A higher asphaltene-to-maltene
ratio results in a stiffer binder.
The rheological properties of asphalt are very important to its structural performance. A durable
asphalt binder is one where the asphaltenes are properly dispersed for compatibility. Compatibility
requires appropriate proportions of each fraction.
Asphalts rheological properties are directly based on the molecular dynamics of the system.
Molecular interactions (or association) restrict motion, resulting in a harder and stiffer binder.
Stronger molecular interactions will result in a higher viscosity. Since the saturate fraction exhibits
only weak interaction forces, it is a relatively low viscosity fluid. Resins, on the other hand, which
contain polarizable aromatic systems and heteroatom functionality, exhibit strong association forces
and hence have a much higher viscosity.
A.2 Oxidative Aging Process
Asphalt experiences its first significant oxidative aging during construction, when it is exposed to
high temperatures (135 to 165◦C) during the mixing process. This is short term aging. In service
conditions, the pavement is exposed to air at much more ambient temperatures. While the process
is slower, over time, it can have significant affects. This is the long term aging process. To prepare
AC samples that reflect the properties of pavements with long term oxidative aging, the standard
procedure is to subject the loose mixture to high-temperature oxygen via a force draft oven. A
study by Braham et al. [20] showed that 24-hours of oven-aging represented approximately 7 years
of field aging (for a similar mixture to the one used in this study).
Balance, i.e., compatibility, in structure of asphalt (well dispersed, appropriate proportions of
fractions) is very important to the performance properties of asphalt, as outlined in the previous
section. A well balanced asphalt is more durable and resistant to the effects of oxidative aging.
Oxidative aging perturbs this balance, and as a result, the asphalt becomes increasingly less resis-
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tant to further oxidation effects: a compounding effect. The rheological properties of the oxidized
binder are altered from their original design state.
A.2.1 Oxidative Hardening
Oxidative hardening is the chief deleterious effect of binder oxidation, which causes an increased
binder stiffness and ultimately leads to pavement embrittlement (reduced cracking resistance, and
reduced self-healing capacity.) It is mainly caused by the introduction of polar chemical functionali-
ties on asphalt molecules, which enhance molecular interactions. The primary physical changes that
contribute to oxidative hardening during oxidation are: 1. the loss of oily components, 2. chemical
reactions with the oxygen (resulting in chemical compositional changes of the asphalt molecules),
and 3. thixotropic effects via molecular structuring. The latter is a reversible phenomenon caused
via molecular structuring of the binder molecules. Asphalt is a thixotropic material and forms
a structure over periods of time, which results in thixotropic, or steric, hardening. Mechanical
loading, such as traffic, breaks these bonds, essentially reversing the phenomenon. For this reason,
steric hardening is typically only observed in rarely traveled and abandoned pavements, and is not
considered to strongly contribute to long term aging effects on well-traveled roadways.
Oxidative hardening during oxidation can chiefly be attributed to the first two listed physical
changes, as these two contribute the most to rheological changes on in-service roads. The first,
the loss of oily components (e.g. the saturates fraction), may be due to volatility or absorption by
porous aggregates. Volatilization, i.e., evaporation of lighter constituents, is a mostly a function of
temperature. Since the oily components impart fluidity to the asphalt, a loss in these components
will serve to increase the viscosity. The resulting effect is a stiffer binder with a lessened capacity
for self-healing.
The second, owing changes in chemical composition of asphalt molecules from reaction with
atmospheric oxygen, affects the molecular dynamics of the binder. Recall that the temperature
dependent properties of asphalt can be attributed to molecular dynamics, where at cold tempera-
tures, molecular association (due to intermolecular bonds) restricts molecular motions. Chemical
reactions between the oxygen and binder also enhances molecular association by forming polar
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functional groups. Ketones and sulfoxides are the major oxidation products (as identified by func-
tional group analysis in Petersen [2]). Carboxylic acids and anhydrides are also formed, but in
much smaller amounts. The types of oxidation products formed do not depend on the source of the
asphalt; however, the concentrations do. An increase in the concentration of these polar functional
groups results in enhanced molecular associations, which restricts the relative flow of the asphalt
molecules and molecular agglomerates under thermal or mechanical stresses. This restricted motion
is the principle characteristic of an embrittled pavement, and causes the asphalt to be susceptible
to fracture and resistant to self-healing.
A.2.2 Asphaltenes-to-Maltenes Ratio
The various fractions have differing degrees of reactivity with oxygen. The saturates fraction is
resistive to oxidation at ambient temperatures, due to low chemical reactivity. The remaining
fractions, however, do react with oxygen (albeit differently). Naphthene aromatics are slightly
reactive; whereas, polar aromatics and asphaltenes are highly reactive with oxygen. The net re-
sult, is that oxidation causes a loss in naphthene aromatics and polar aromatics, while increasing
the asphaltenes fraction. In industry, it is common to quantify this net change in terms of the
asphaltenes-to-maltenes ratio, where maltenes refer to the non-asphaltenes fractions of the asphalt.
It has been recognized that a higher asphaltenes-to-maltenes ratio directly influences the rheology
of the binder and corresponds to a stiffer and more brittle binder. In fact, effective rejuvenators
address the issue of oxidative hardening by softening the aged asphalt via the restoration of the
original asphaltenes-to-maltenes ratio [57,61,78].
While the asphaltene-to-maltene ratio is commonly referred to in the literature as a durability
predictor of asphalt, Petersen stressed an important idea. Experimental results indicate that the
asphalt’s component balance, which controls the sensitivity to the oxidation products, may be more
important than the actual amount of the oxidation product. As a result, not all binders age in the
same manner upon exposure to oxygen. This makes intuitive sense when realizing how chemically
varied asphalt is from source to source. For this reason, Petersen notes that the generic fraction
ratios are not necessarily an accurate predictor of the durability of asphalt with respect to oxditive
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aging.
Regardless, a proper balance of different asphalt constituents is necessary to resist oxidation.
Asphaltenes must be properly dispersed by the resinous components for proper compatibility and
hense durability.
129
Appendix B
Fundamentals of Linear Acoustics in Solid
Media
In order to understand nonlinear acoustics, the fundamentals of linear acoustics must be understood.
The aim of this chapter is to provide the necessary background for the nonlinear theory subsequently
presented in this document; however, it is by no means comprehensive. Several great texts exist,
which provide strong, detailed fundamentals on the subject of acoustics [11, 26, 49, 79–81]. Here,
the linear acoustic wave equation will be derived. Then, some basic fundamental relationships will
be provided.
B.1 The Strain Tensor
The following discussion on the strain tensor will follow closely the discussion presented by Landau
and Lifshitz [26]. Consider a point P in an undeformed body, where its position is defined by the
radius vector r. If the body is then deformed, the position of P is defined by a new radius vector r′.
The radius vectors in the undeformed and deformed cases have components xi and x
′
i, respectively.
The displacement vector can thus be written as,
u = r′ − r (B.1)
or in index notation,
ui = x
′
i − xi (B.2)
Refer to Figure B.1. Now, consider a point Q close to point P in the undeformed body. The
radius vector joining these two points has components dxi. Similarly, these same two points after
deformation of the body will have a vector between them with components dx′i, where,
dx′i = dxi + dui (B.3)
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Figure B.1: Geometry of an arbitrary body in the deformed and undeformed states.
The distance between the two points in the undeformed body is denoted as dl,
dl =
√√√√ 3∑
i=1
dx2i
⇒ dl2 =
3∑
i=1
dx2i
(B.4)
Similarly, for the deformed body, the distance between the two points is denoted by dl′. Along
with Equation B.3,
dl′ =
3∑
i=1
dx
′2
i =
3∑
i=1
(dxi + dui)
2 (B.5)
From this point forward, the Einstein summation convention will be used, where a repeated index
indicates summation. Since the displacement is only a function of the coordinates xi, the following
relationship holds,
dui
dxk
=
∂ui
∂xk
⇒ dui = ∂ui
∂xk
dxk
(B.6)
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Plugging Equations B.4 and B.6 into B.5, and noting that,
∂ui
∂xk
∂ui
∂xl
dxkdxl =
∂ul
∂xk
∂ul
∂xi
dxkdxi (B.7)
yields,
dl′2 = dl2 + 2
[
∂ui
∂xk
+
∂uk
∂xi
+
∂ul
∂xk
∂ul
∂xi
]
dxkdxi (B.8)
The quantity contained in the square brackets is the generalized strain tensor and is denoted by
εik.
εik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
+
∂ul
∂xk
∂ul
∂xi
)
(B.9)
In linear elasticity, the third term is assumed to be small and thus dropped to obtain,
εik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
)
(B.10)
The above expression is the linear strain tensor, and it is symmetric so that εij = εji.
B.2 The Stress Tensor
Please refer to Landau and Lifshitz [26] for a good discussion on the fundamentals of the theory
of elasticity. When an undeformed body is in equilibrium, the net resultant of the forces on that
body are zero. If deformation occurs, the body is no longer in the original state of equilibrium,
and internal forces arise to keep the body in an equilibrium state. These internal forces are termed
internal stresses. The total force on a portion of the body is equal to the summation of all of the
forces on the volume elements dV in that portion of the body. Thus, the total force can be written
as,
F Total =
ˆ
V
FdV (B.11)
where F is the force per unit volume, and FdV is the force on the volume element dV . Using the
divergence theorem, the volume integral from above can be transformed to a surface integral as
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Figure B.2: Components of the stress tensor σik acting on a small rectangular volume element.
long as the vector is the divergence of a second-order tensor. So, Fi must be of the following form,
Fi =
∂σik
∂xk
(B.12)
Then, using the divergence theorem,
ˆ
FidV =
ˆ
∂σik
∂xk
=
˛
σikdfk (B.13)
where df is pointed in the direction of the outward normal, and σik is the stress tensor. Please
refer to Figure B.2, which shows the components of the stress tensor acting on a small rectangular
volume element. To obtain a useful (for the purposes of deriving the nonlinear equations of motion)
expression for the stress tensor, consider the work done on a deformed body by the internal stresses.
The deformation is such that ui changes by a small amount δui. The work done by internal stresses
per unit volume is thus,
δR = Fiδui (B.14)
Using Equations B.12 and B.13 and integrating over the volume of the body yields,
ˆ
δRdV =
˛
σikδuidV −
ˆ
σik
∂δui
∂xk
dV (B.15)
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For an infinite medium, where there is no deformation at infinity, the surface integral in the above
equation goes to zero. Thus,
ˆ
δRdV = −
ˆ
σik
(
∂δui
∂δxk
)
dV
= −
ˆ
σikδ
(
∂ui
∂xk
)
dV
⇒ δR = −σikδ
(
∂ui
∂xk
) (B.16)
From thermodynamics,
dU = TdS − dR (B.17)
where, U is the internal energy, T is temperature, and S is entropy. Using the expression for the
work from Equation B.16,
dU = TdS + σikd
(
∂ui
∂xk
)
(B.18)
For constant entropy, a useful relation for the stress tensor is then,
σik =
dU
d
(
∂ui
∂xk
) (B.19)
When the material is linear elastic, this is equivalent to,
σik =
dU
dεik
(B.20)
B.3 Generalized Hooke’s Law
For a linearly elastic material, the expression in Equation B.20 is linear in εik. The most general
form of Hooke’s law is therefore a linear relationship between the stress and strain tensors,
σik = ciklmεlm (B.21)
where ciklm is the elastic constant (or stiffness) tensor. The elastic constant tensor is a fourth rank
tensor, and for the most general case, has 81 independent components. The number of independent
constants can be reduced by exploiting symmetry. Since the stress tensor σik and strain tensor εlm
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are symmetric, then,
ciklm = ckilm
ciklm = cikml
(B.22)
Furthermore, using energy considerations [26,79] yields,
ciklm = clmik (B.23)
With these conditions, the number of independent elastic constants is reduced to 21 for a general
anisotropic body. The number of elastic constants can be further reduced by considering the crystal
system of the medium. Here, the simplest case of an isotropic material is considered, which has
two independent constants [82]. The components of the elastic constant tensor are shown in matrix
form for an isotropic material below,
[c] =

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 12(c11 − c12) 0 0
0 0 0 0 12(c11 − c12) 0
0 0 0 0 0 12(c11 − c12)

(B.24)
where,
c11 = λ+ 2µ
c12 = λ
(B.25)
and λ and µ are the Lame´ constants. Hooke’s law (from Equation B.21) for a linear, elastic,
isotropic material can then be written in terms of the elastic constants as,
σik = 2µεik + λεjjδik (B.26)
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B.4 Wave Propagation in Linear Elastic Solid Media
The equations of motion are determined by equating the resultant forces acting on a small volume
to the product of the acceleration with the mass per unit volume. Using the expression for the
resultant forces from Equation B.12 and neglecting the body forces yields the equations of motion,
ρ
∂2ui
∂t2
=
∂σik
∂xk
(B.27)
Then, Hooke’s law from Equation B.26 can be plugged into Equation B.27,
ρ
∂2ui
∂t2
= µ
∂2ui
∂x2k
+ (λ+ µ)
∂2uk
∂xi∂xk
(B.28)
Equation B.28 is the three-dimensional linear elastic wave equation for wave propagation in solid
media. It can be written in vector notation as,
ρu¨ = (λ+ µ)∇∇ · u+ µ∇2u (B.29)
B.4.1 Dilatational and Shear Waves
In this manuscript, waves with polarizations in the direction of propagation, i.e., compressional
waves, will be referred to as dilatational or longitudinal waves. Waves with polarizations orthogonal
to the direction of propagation will be referred to as shear or transverse waves.
The following vector identity,
∇2u =∇∇ · u−∇×∇× u (B.30)
can be substituted into Equation B.29 to obtain another form of the linear wave equation as,
ρu¨ = (λ+ 2µ)∇ (∇ · u)− 2µ∇×
(
1
2
∇× u
)
(B.31)
The advantage to this form of the equation is that the dilatational and rotational portions of the
wave are separated. This is realized by noting that the dilatation of the material is defined by∇ ·u
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and the rotation is defined by 12∇× u. Using the following,
∇ ·∇ ≈∇2
∇ · (∇2u) =∇2(∇ · u)
(B.32)
the divergence vector operation can be performed on Equation B.31, which yields,
ρ∇u¨ = (λ+ 2µ)∇2 (∇ · u) (B.33)
Thus, only the dilatational component (∇ · u) remains. The above equation is recognized to be of
the form of the equation of motion in Equation B.27. Therefore, the dilatational velocity given by,
cL =
√
λ+ 2µ
ρ
(B.34)
A similar procedure can be done to obtain the shear wave velocity. Now, the curl operation can be
performed on Equation B.31 to yield,
µ∇2
(
1
2
∇× u
)
= ρ
∂2
(
1
2∇× u
)
∂t2
(B.35)
So that the shear velocity is given by,
cS =
√
µ
ρ
(B.36)
In an infinite, bulk, isotropic, homogeneous medium, only these two types of waves (dilatational
and shear) can exist.
B.4.2 Plane Waves in Infinite Media
A solution to the wave equation from Equation B.28 is a simple harmonic plane wave. The dis-
placement profile of a plane wave propagating through an isotropic medium is given by,
u(r, t) = B0e
i(k·r−ωt+ψ) (B.37)
137
where ψ is the phase shift of the wave, r is the position vector, ω is the angular frequency, t is
time, B0 is the amplitude, and k is the wave vector. The above equation can be written in a more
compact form by defining a complex amplitude A0 = e
iψ so that,
u(r, t) = A0e
i(k·r−ωt) (B.38)
The wave vector points in the direction of the wave propagation. The magnitude of this vector is
the wave number and is related to the medium’s ultrasonic velocity as follows,
k =
ω
c
(B.39)
where, c is the velocity.
B.5 Rayleigh Surface Waves
So far, only bulk waves propagating in an infinite medium have been considered. In that case,
it was shown that only two types of waves can exist: dilatational and shear. Now, the case of a
semi-infinite medium, bounded by a traction free surface is considered. The surface is smooth and
flat, and the medium is still isotropic, elastic, and homogeneous. The traction free surface has the
effect of adding a boundary condition to the equations of motion (Equation B.28) considered in the
previous section. The resulting surface waves have been named Rayleigh waves, after Lord Rayleigh,
who in 1885 wrote about the possibility of two-dimensional wave propagation along a surface [83].
Here, there derivation behind Rayleigh surface waves will be shown, and some important features
of this type of wave will be discussed. This discussion will be primarily drawn from Landau and
Lifshitz [26]; however, there are a number of great references [48,49,80,84] which contain a thorough
discussion on Rayleigh waves.
Consider a monochromatic, plane wave propagating in the x1 direction along a surface x3 = 0 of
a semi-infinite medium with a half space x3 > 0. In order to correspond to a surface wave, solutions
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to Equation B.28 of the following form are sought,
uR = f(x3)e
i(kx1−ωt) (B.40)
where f(x3) is some function that depends on the depth x3. For the solution to correspond to a
surface wave, f(x3) should be such that u decays with depth x3. Substituting uR into Equation
B.28 yields,
∂2f(x3)
∂x23
=
(
k2 − ω
2
c2
)
f(x3) (B.41)
The bracketed quantity, k2 − ω2c , should be greater than zero so that the wave is damped in the
depth of the medium. Then, the solution to the above equation is,
f(x3) = Ae
√
k2−ω2
c2
z
(B.42)
where A is a constant. Then, substituting this into Equation B.40 yields a solution of,
uR = Be
i(kx1−ωt)eκz (B.43)
where,
κ =
√
k2 − ω
2
c2
(B.44)
At the surface x3 = 0, the traction free boundary condition is given by,
σiknˆk|x3=0 = 0 (B.45)
where nˆk is the unit normal vector of the surface. Since the surface lies in the x1 − x2 plane, nˆ is
parallel to the x3 axis, and the boundary condition yields,
σ13 = σ23 = σ33 = 0 (B.46)
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Then, using Hooke’s law from Equation B.26 yields,
ε13 = ε23 = 0
(2µ+ λ)ε33 + λ(ε11 + ε22) = 0
(B.47)
Furthermore, recognizing that the displacement expression in B.43 is independent of x2 yields,
ε23 =
1
2
(
∂u2
∂x3
+
∂u3
∂x2
)
⇒ u2 = 0
(B.48)
This indicates that there is no horizontal motion. Rather, in a Rayleigh wave, all of the particle
motion is confined to the x1 − x3 plane. This can have important consequences, which will be
discussed in Appendix E. For now, the motion of a Rayleigh wave and its characteristics will
be discussed further. Since there is motion in both the x1 and x3 directions, the displacement
vector can be written as a combination of the dilatational uL and transverse uT displacement
vectors. Each of these vectors individually satisfy the wave equation from Equation B.28 with the
appropriate velocities, that is, cL and cS for the dilatational and shear waves respectively. In an
infinite bulk medium, these two waves will propagate independently of each other at their respective
speeds; however, now the boundary conditions at the surface make it such that these two waves
cannot propagate independently. Rather, on the surface, the dilatational and shear components
comprise the Rayleigh wave and propagate as one. Thus, the Rayleigh wave displacement vector
uR must be a linear combination of uL and uS . From Equation B.43, these vectors must be of the
form,
uL = q1e
i(kx1−ωt)eκLx3
uT = q2e
i(kx1−ωt)eκT x3
(B.49)
where κL and κT are defined by substituting cL and cT , respectively, into Equation B.44.
For dilatational motion, the curl of the vector must be zero. For transverse motion, the divergence
of the vector must be zero. This will be used to determine the dilatational and shear displacement
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vectors so that uR can be determined. For the transverse portion,
∇ · uT = 0
⇒ ∂(u1)T
∂x1
+
∂(u3)T
∂x3
= 0
(B.50)
Using the form of uT from Equation B.49 yields,
(u1)T
(u3)T
= −κT
ik
(B.51)
So that the components of the shear wave displacement vector can be written as,
(u1)T = κTae
i(kx1−ωt)eκT x3
(u1)T = −ikaei(kx1−ωt)eκT x3
(B.52)
For the dilatational portion,
∇× uL = 0
⇒ ∂(u1)L
∂x3
− ∂(u3)L
∂x1
= 0
(B.53)
Using the form of uL from Equation B.49 yields,
(u1)L
(u3)L
=
ik
κL
(B.54)
So that the components of the dilatational wave vector can be written as,
(u1)L = kbe
i(kx1−ωt)eκLx3
(u1)L = −iκLbei(kx1−ωt)eκLx3
(B.55)
where b is a constant. Recall, the Rayleigh wave displacement vector is the linear combination of
the dilatational and shear displacement vectors. Therefore, from Equations B.48, B.55, and B.52,
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the components of the Rayleigh wave vector are known in all three directions.
(u1)R = (kbe
κLx3 + κTae
κT x3) ei(kx1−ωt)
(u2)R = 0
(u1 = 3)R = (−iκLbeκLx3 − ikaeκT x3) ei(kx1−ωt)
(B.56)
A few comments will now be made on the nature of this type of wave. The particle motion is
elliptical with the vertical component being larger than the horizontal component. The motion is
also retrograde. For example, the motion is counterclockwise for a wave traveling to the right. Of
course, most of the energy is concentrated as the surface and decays with depth. In an isotropic,
elastic, homogeneous material, Rayleigh waves are non-dispersive. The velocity of a Rayleigh wave
is only slightly smaller than that of the shear wave velocity.
B.6 Elastic Relationships
For an isotropic homogeneous material, only two independent elastic constants are required to fully
characterize the material. Some useful relationships between these elastic constants are presented
below. The bulk modulus K can be written in terms of the Lame´ constants as follows,
K = λ+
2
3
µ (B.57)
The Young’s modulus E in terms of the Lame´ constants and Poisson’s ratio ν is,
E = 2µ(1 + ν)
=
λ(1 + ν)(1− 2ν)
ν
(B.58)
The shear modulus in terms of the λ and ν,
µ =
λ(1− 2ν)
2ν
(B.59)
Obviously, there are many more relationships; since, any of the elastic constants can be determined
as long as two other elastic constants are known.
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Appendix C
Nonlinear Interaction of Elastic Waves:
Collinear and Non-Collinear Wave-Mixing
In linear elastic wave propagation, superposition holds: two or more waves can cross paths and
their resultant (in the region which they crossed paths) is the addition of the two. In nonlinear
wave propagation, two waves which cross paths may result in a third wave (see Figure C.1). In
essence, when waves governed by nonlinear equations of motion cross paths, they may interact
and superposition does not hold. Acoustic nonlinearities in materials can manifest in a variety
of ways, including harmonic generation, wave interaction, changes in velocity with stress, and
nonlinear acoustic resonance to name a few. The theory of elastic wave propagation is simply
an approximation to nonlinear wave propagation. In many cases, this approximation is accurate;
however, in highly nonlinear cases, linearization may not be adequate. Material irregularities such as
micro-cracks, dislocations, regions of plasticity, etc. can lead to large acoustic nonlinearities which
violate conventional linear elastic theory. Thus, one natural application to nonlinear acoustics
is as a means to nondestructively monitor material damage. Of course, the presence of acoustic
nonlinearities in materials is not limited to those with damage; nonlinearities may be inherent to
the material. Nonlinear elastic theory defines two types of nonlinearities: geometrical and material
(or physical) [85, 86]. Geometrical nonlinearities occur from the strain-displacement relationships
and can arise due to large deformations. Material nonlinearities occur from nonlinear stress-strain
relationships.
Many ultrasonic methods have been employed to characterize material nonlinearities. These methods
include: resonance techniques [23, 87–89], acousto-elastic techniques [34, 90], harmonic generation
[91–94], and wave-mixing techniques. The focus here is on the latter. In wave-mixing techniques,
two (or more) waves are transmitted such that they cross paths and interact to produce a third,
scattered wave. The two interacting waves may be collinear or non-collinear. The non-collinear wave
mixing technique has an advantage over other ultrasonic nonlinear techniques (including collinear
wave-mixing) for a variety of reasons: 1. system nonlinearities can be separated from material
nonlinearities in time, 2. nonlinear scattered wave can be isolated from the primary waves, because
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Figure C.1: Simple schematic depicting two primary waves interacting to produce a nonlinear scattered
wave.
it must follow a set of selection rules (to be described later), and 3. the nonlinear scattered wave
will be of a certain, predictable mode (transverse or dilatational) based on the testing parameters.
Much of the theoretical work and interest in wave mixing of elastic waves in solid materials took
place in the 1950s and throughout the 1960s. Beyond 1960 up to the present, there have been a
handful of authors who have applied the theory experimentally and have extended the theory to
account for more complex material behavior; however, interest in wave mixing of ultrasonic waves
has remained relatively low and has only recently picked up again. The relatively low interest may
have been due to limitations in technology and computational power. The general field of nonlinear
acoustics, however, has remained a topic of great interest due to its numerous applications in fields
ranging from seismic [32, 33] to medical [81]. The focus of this chapter will be confined mainly to
non-collinear wave mixing of ultrasonic waves in solid media. It will begin with a brief literature
review on the subject of non-collinear wave mixing of ultrasonic waves in solid materials. Then,
the derivation for the nonlinear equations of motion following the methods described by Landau
and Lifshitz, [26] Gol’dberg [95], and Zarembo and Krasil’nikov [85] will be presented. Solutions
to the nonlinear equation equations of motion and interaction cases will then be provided. Finally,
different interaction cases will be presented and discussed. Note, this theory will be presented
for plane ultrasonic waves propagating in homogeneous, elastic, isotropic materials. Extension of
the theory to include various wave-propagation characteristics (e.g. spherical waves, attenuation,
inhomogeneous materials, etc.) has been treated by various authors [96–100]. Both the classical
and quantum mechanics approach have been used in literature to arrive at the nonlinear elastic
theory. Here, the focus will be on the classical approach.
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C.1 Non-Collinear Wave-Mixing: A Literature Review
The third-order nonlinear equations of motion were first developed in 1951 by Murnaghan [25] by
using equilibrium equations and virtual work. He proposed a set of third-order elastic constants
(TOECs) l, m, and n. Hughes and Kelly (1953) [101] used Murnaghan’s theory to derive expres-
sions for elastic wave velocities in stressed solids. They experimentally measured the TOECs in
polystyrene, iron, and Pyrex glass by measuring the ultrasonic dilatation and shear wave velocities
as a function of applied stress. In 1954, Landau and Lifshitz [26] suggested using the relationship
between the stress tensor and elastic energy function as a way of deriving third-order nonlinear
equations of motion and proposed a different set of TOECs A, B, and C. The two sets of TOECs
are linear combinations of each other. Gol’dberg (1960) [95] derived the nonlinear equations of mo-
tion by using the method described by Landau and Lifshitz. Gol’dberg considered 1-D propagation
of monochromatic waves and the effects of self-interaction.
In 1963, Shiren [102] experimentally observed nonlinear interaction of collinear bulk dilatational
waves in magnesium oxide at microwave frequencies. Shiren confirmed that the results were indeed
from nonlinear interaction, and not from the equipment or at the bonding material or interfaces,
by checking that the frequencies and the wave polarizations matched that predicted by theory.
The presence of the nonlinear wave was not directly detected; however, Shiren verified its existence
by using a phase velocity mismatching technique to check that the nonlinear interaction was sup-
pressed when expected. In 1963, Jones and Kobett [27] solved the third-order nonlinear elastic
equations of motion and developed criteria for the occurrence of a strong scattered wave. They
also demonstrated, by way of example, that the polarization condition must be met for the scat-
tered wave to have a non-zero amplitude. From these resonance and polarization conditions, they
identified the possible bulk wave interaction cases. Rollins (1963) [103] experimentally validated
the work of Jones and Kobett by successfully directly detecting a scattered wave resulting from
interaction of pulsed ultrasonic waves. Rollins observed nonlinear scattered waves in fused silica,
polycrystalline aluminum, and polycrystalline magnesium for the five interaction cases introduced
by Jones and Kobett. Childress and Hambrick (1964) [104] used a quantum-mechanical approach
to derive interaction cases, which verified the results of Jones and Kobett. They suggested that the
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non-collinear wave mixing technique could be useful for measuring the third-order elastic constants.
Taylor and Rollins (1964) [28,29] used a quantum-mechanical approach to derive the scattered wave
displacement amplitudes arising from the different interaction cases and experimentally validated
their results. They also considered the case where three waves were mixed to generate a fourth
wave; however, the intensity of the scattered wave in this case was very low as to be undetectable.
In 1965, Rollins [105] considered the effect of anharmonic properties of materials on the experimen-
tal results of non-collinear wave mixing. He also discussed the possibility of extending the theory to
include single crystals; however, he noted the difficulties involved. Notably, these difficulties include
the fact that in non-collinear wave mixing of single crystals, momentum and energy conservation
conditions are rarely satisfied because the waves do not necessarily propagate as pure modes. He
suggested that a next step to studying non-collinear wave mixing in single crystals would be to
study non-collinear interactions in the basal plane of hexagonal single crystals, because pure mode
waves can propagate in any direction perpendicular to the unique axis. In 1967, Krasil’nikov and
Zarembo [106] presented experimental results on elastic wave interactions in solids. They stud-
ied both harmonic generation and interaction between bulk waves. For the harmonic generation
experiments, they observed a second harmonic generation in shear waves, which does not follow
the nonlinear elastic theory. They attributed the discrepancy to the fact that nonlinear elastic
theory does not consider the presence of dislocations that exist in real, imperfect solid materials.
For the wave interaction experiment, they considered non-collinear wave mixing in an aluminum
block, where they observed a nonlinear scattered wave resulting from the primary wave interac-
tion in the time-domain. To verify that the observed nonlinear scattered wave was a result of the
wave interaction and not from the testing equipment, they studied time-domain records when both
transducers were operated simultaneously and individually. It was observed that the nonlinear
scattered wave disappeared when the transducers were operated individually. They also confirmed
that the nonlinear scattered wave propagated in the direction predicted by theory, by observing
the scattered wave oscilloscope record as the receiving transducer location was varied.
The 1970’s saw a decline in the interest in of non-collinear ultrasonic wave mixing in solids; however,
there are a few notable works from this time period. Zarembo and Krasil’nikov (1970) [85] provided
an excellent review of the nonlinear theory of elastic waves in solids. In their paper, they described
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Gol’dberg’s [95] derivation in greater detail, discussed the possibility of extending the theory to
single crystals, and provided an overview on collinear and non-collinear wave mixing in solids
including experimental results of past studies. Dunham and Huntington (1970) [107] extended
the traditional five-constant nonlinear elastic theory for the case of single cubic crystals. They
then determined third-order elastic constants experimentally for fused silica and NaCl. To obtain
accurate results, they measured the conversion efficiency of the wave interaction. In 1973, Hiki
and Mukai [108] experimentally studied non-collinear wave interactions in a copper single crystal.
They considered two interaction cases: 1. the case where two shear waves interact to produce
a dilatational wave, and 2. the case where a shear and dilatational wave interact to produce
a dilatational wave. In both cases, they verified the existence of the third scattered wave by
changing the interaction volume and observing the change in amplitude of the received signal.
The interaction volume was changed by introducing a delay to one of the primary waves. As the
interaction volume was increased, it was observed that the amplitude increased, as predicted by
theory. They also verified the existence of the scattered wave by checking that the amplitude was
proportional to the product of the amplitudes of the primary waves. Finally, they checked that the
resulting wave matched predicted polarization conditions. The authors noted that measuring the
third-order elastic constants via this method is difficult due to difficulty in accurately obtaining
absolute amplitudes of the waves.
In the late 1980’s and early 1990’s, a few authors were interested in extending the theory to include
materials of a more complex nature. Nazarov et. al (1987) [97] considered nonlinear acoustics
in micro-inhomogeneous media by conducting a theoretical analysis and providing experimental
evidence of acoustic nonlinearities in micro-inhomogeneous materials from other studies. Micro-
inhomogeneous media is defined as media containing inhomogeneities (e.g., different phase, cracks,
dislocations, etc.) which are small compared to the wavelength of the propagating wave. They
concluded that the presence of inhomogeneities in a medium may enhance the medium’s nonlin-
ear acoustic response. Ostrovsky (1991) [109] expanded on his theoretical study of 1987 [97], by
considering models of micro-inhomogeneous material from an acoustical standpoint. In two studies
(1987 and 1989), Johnson and Shankland [32,33] demonstrated the feasibility of non-collinear wave
mixing in rock, which is an inherently nonlinear material due to the presence of microcracks and
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its mesoscopic structure. They introduced a set of selection criteria to verify that the generated
scattered wave originated from the bulk wave interaction and not the testing apparatus. In addi-
tion to the three selection criteria, they demonstrated that the nonlinear scattered wave could be
detected in the time-domain and matched the expected time-of-arrival as predicted by a straight
ray-path analysis. Beresnev (1993) [98] studied interaction of spherical waves, which can be more
realistic in some cases than plane waves. For simplicity, he considered the case where two dilata-
tional spherical waves interact to generate a shear wave with a difference frequency. He obtained
the displacement field (in a single propagation direction) of the scattered wave resulting from the
interaction of two dilatational spherical waves by solving the nonlinear equation of motion via the
same method as Jones and Kobett [27]. For the general case, the resulting solution can only be
analyzed numerically; thus, Beresnev provided a numerical example, where he calculated the direc-
tivity patterns of the scattered wave for varying sizes of an interaction volume. The results showed
that the interaction volume size (as compared to the wavelength) greatly influences the directivity
and shape of the wave pattern, unlike the plane-wave case. McCall (1994) [96] performed a theoret-
ical study on nonlinear interactions of large-amplitude waves with a focus on rocks, which exhibit
highly nonlinear characteristics. He derived the nonlinear equation of motion and solved for the
displacement field with the inclusion of attenuation. In his 1994 dissertation, Liu [110] provided
experimental results from a brief study on non-collinear wave mixing in Berea sandstone. He found
that the recorded frequency ratio of the two primary waves matched closely to that predicted by
the theory. He attributed any discrepancies to the velocity dispersion inherent to stone.
In 1998, Korneev [111] prepared a manuscript in which he presented time-domain solutions for 1-D
nonlinear elastic wave propagation and obtained numerical estimates of the nonlinearities in rocks.
That same year, Korneev et al. [112] prepared an in depth report on nonlinear ultrasonic wave-
mixing, which detailed the derivation of the nonlinear equations of motion and the displacement
field solution as found by Jones and Kobett [27]. They also derived analytical expressions for the
amplitude of the generated nonlinear scattered wave for all of the possible interaction cases. This
work was tedious, and the mathematical expressions were lengthy. As a result, some mathematical
errors were published in the manuscript; however, Korneev and Demcenko recently corrected these
errors and simplified some of the lengthy analytical expressions in a 2013 journal publication [30].
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The study was motivated with seismic applications; therefore, they used sandstone rock for exper-
imental and theoretical calculations. In the newer manuscript, they verified the accuracy of the
corrected analytic expressions by comparing them with numerical solutions of the equations of mo-
tion. In 2001, Gusev [99] identified the wave interaction cases possible in isotropic materials with
hysteretic quadratic nonlinearities. Materials of this type have constitutive relationships in which
the strain lags the stress; equivalently, materials in which the elastic modulus exhibits a “bow-tie”
behavior. This theory differed from the conventional 5-constant theory of Landau and Lifshitz [26]
(for nonlinear elastic materials) in that he used a different form of the energy function to derive the
nonlinear equations of motion. He then solved for the displacement field of the nonlinear scattered
wave and found that the theory predicts more possible interaction cases for materials with hysteresis
of quadratic nonlinearity than nonlinear elastic materials. Notably, collinear interactions between
shear waves are allowed, a forbidden interaction in traditional nonlinear elastic materials. In 2009,
Croxford et al. [113] proposed the use of non-collinear wave mixing for the detection of material
degradation. They applied the method to aluminum samples subjected to varying amounts of either
laboratory induced fatigue damage or plastic deformation. The method consisted of measuring the
amplitude of the generated scattered wave and normalizing it by the amplitudes of the two primary
waves. This normalized parameter was termed the “normalized nonlinearity” by the authors. Ex-
perimental results showed the method to be successful in characterizing the changes in the material
in both cases. In general, as the level of damage due to fatigue/plasticity increased, so did the
normalized nonlinear parameter. The authors also showed time domain records obtained when the
transducers were operated simultaneously and operated separately and summed. Comparison of
the two time domain records clearly showed the presence of the nonlinear scattered wave when
the two transducers were operated simultaneously. The arrival of the scattered wave matched that
predicted by theory.
In recent years, literature focus has been on applications of wave mixing. In 2012 and 2013, Liu
and Tang et al. [114, 115] showed that the acoustic wave parameters, which are linearly related
to Murnaghan’s [25] and Landau and Lifshitz’s [26] higher order constants, can be experimentally
measured using wave mixing. In their report, they used a collision interaction between dilatational
and shear wave to monitor local plastic deformation and fatigued zones in metals. The method
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was shown capable of detecting such zones. In 2014, Koissin et al. [116] used non-collinear wave
mixing to monitor isothermal epoxy curing in an aluminum-adhesive-aluminum laminate. Their
set-up consisted of an immersion tank, where the primary waves propagated through water upon
penetrating the specimen. Such a set-up eliminated the use of angle wedges for generating refracted
waves at the appropriate angles for interaction in the bulk of the specimen. They found that the
wave mixing was sensitive to the material transformations during curing, whereas conventional
linear acoustic techniques were not. They were able to detect several important characteristic
points of the cure process, such as maximal viscosity, gel time, and vitrification time. Also very
recently, Demenko and others [117,118] successfully applied the non-collinear wave mixing method
to estimate the physical aging state of PVC and thermoplastics and to monitor epoxy curing.
They again used the immersion set-up, which enabled them to construct c-scan images. In [118],
the authors noted that the reality of material testing deviates from the assumptions of nonlinear
elasticity, namely the homogeeity condition. They observed that deviation from theory can result
in extra scattered wave beams and potentially a decrease in the signal amplitude. Blanloeuil et
al. [119], via the use of finite elements, found that the non-collinear wave mixing technique could
be applied for the detection of closed cracks.
C.2 The Five-Constant Nonlinear Theory of Elasticity
When a mechanical wave propagates through a material that exhibits nonlinear behavior, it can
undergo nonlinear distortion. There are multiple ways to model this nonlinear distortion, and which
model should be used depends on the origin of the nonlinearity. Generally, most methods involve
the Taylor expansion of a parameter, where some of the higher ordered terms are kept. This of
course differs from traditional linear theory, where the higher order terms are truncated such that
the parameter of interest is linearized. One common derivation technique involves the expansion
of the pressure in a Taylor series about the density to obtain a nonlinear equation of state, i.e.,
the relationship between pressure and density. Of course, a nonlinear equation of state will yield
nonlinearities in the strain through Euler’s equation of force [81]; therefore, one would expect that a
derivation starting with a nonlinear equation of state might result in the same equations of motion
as that in which the derivation starts by using a nonlinear (via Taylor series expansion) constitutive
150
relationship. The consideration of a nonlinear equation of state for the derivation of the nonlinear
equations of motion is widely used in the field of acoustics and is particularly useful when the
change in velocity of the wave and/or the generation of higher harmonics which arise as an acoustic
wave propagates through a nonlinear medium is of interest. For completeness, this derivation is
presented in Appendix D. For the research presented in this manuscript, the nonlinear equations
of motion are derived by considering the origin of nonlinearities as a result of the nonlinear strain
tensor. The derivation follows the method outlined by Landau and Liftshitz [26] (later presented
by Korneev and Demcenko [30].)
An expression for the internal energy is found by Taylor expansion about the strain tensor
invariants. Then, an expression for the wave equation can be obtained by using the internal energy
expression with the relation to the stress tensor. Please refer to Appendix B for a discussion on
the stress and strain tensors. The strain tensor for a nonlinear elastic material was provided in
Equation B.9, and repeated here for readability,
εik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
+
∂ul
∂xk
∂ul
∂xi
)
(C.1)
For the linear elastic case, the third term was assumed small and dropped. To derive the nonlinear
equations of motion, however, the term will be retained. Thus, the origin of nonlinearities in the
resulting equations of motion will arise from nonlinearities in the constitutive relationship. Note,
the strain tensor, even in its nonlinear form, is symmetric. Thus, εij = εji. For constant entropy,
a useful relation for the stress tensor was shown in Equation B.19 and repeated here,
σik =
dU
d
(
∂ui
∂xk
) (C.2)
These two expressions will be used in the derivation of the nonlinear wave equation in the following
sections.
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C.2.1 Internal Energy
The relationship between the internal energy U and the stress tensor σik was presented in Equation
C.2. Therefore, it is necessary to find an expression for the internal energy. Landau and Lifshitz [26]
noted that the adiabatic internal elastic energy is invariant under coordinate transformation and is
only dependent on the deformation of the elastic body. Thus, the internal energy is only a function
of the invariants of the strain tensor.
U = U(I1, I2, I3) (C.3)
where,
I1 = trace(ε) = εii
I2 =
1
2
(
trace(ε)2 − ε · ε) = 1
2
(εiiεjj − εijεji)
I3 = det(ε) =
1
6
eijkelmnεilεjmεkn
(C.4)
where e is the permutation symbol. The permutation symbol has a value of 1 for positive permu-
tations, a value of -1 for backward permutations, and a value of 0 for non-permutations.
eijk =

0, for i = j, j = k, or k = i
+1, for (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
−1, for (i, j, k) ∈ {(3, 2, 1), (1, 3, 2), (2, 1, 3)}
(C.5)
An expression for the internal energy can be obtained by Taylor expanding U about (I1, I2, I3) =
(0, 0, 0) and omitting terms higher than the 3rd degree in εik.
U ≈ U(0, 0, 0) + ∂U
∂I1
|(0,0,0)I1 +
∂U
∂I2
|(0,0,0)I2 +
∂U
∂I3
|(0,0,0)I3 +
∂2U
∂I1∂I2
|(0,0,0)
I1I2
2
+
∂2U
∂I21
|(0,0,0)
I21
2
+
∂2U
∂I31
|(0,0,0)
I31
6
(C.6)
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The expressions for the invariants from Equation C.4 can be plugged into Equation C.6. Thus, U
in terms of the components of the strain tensor is,
U ≈ U(0, 0, 0) +
(
∂U
∂I1
|(0,0,0)
)
εii +
(
∂U
∂I2
|(0,0,0)
)[
1
2
(
ε2ii − ε2ij
)]
+
(
∂U
∂I3
|(0,0,0)
)
ijkε1iε2jε3k
+
(
∂2U
∂I1∂I2
|(0,0,0)
)[
1
4
εll
[
ε2ii − ε2ij
]]
+
(
∂2U
∂I21
|(0,0,0)
)
ε2ii +
(
∂2U
∂I31
|(0,0,0)
)
ε3ii
(C.7)
Equilibrium for the undeformed body implies that U(0, 0, 0) = 0 and ∂U∂I1 = 0. The coefficients
preceding the 2nd degree terms (in εik) are in terms of the linear elastic moduli, and the coefficients
preceding the 3rd degree terms are in terms of the 3rd order moduli. The 2nd order terms from
Equation C.6 are,
∂U
∂I2
= −2µ
∂2U
∂I22
= λ+ 2µ
(C.8)
The µ and λ in the above coefficients are the familiar Lame´ coefficients, where µ is the shear
modulus. The third-order nonlinear constants A, B and C were introduced by Landau and Lifshitz
[26]. The coefficients in front of the 3rd order terms in Equation C.6 can be written in terms of
these constants.
∂2U
∂I2∂I1
= −2A− 4B
∂3U
∂I31
= 2A+ 6B + 2C
∂U
∂I3
= A
(C.9)
These relationships are so that a simple resulting expression for U can be obtained. After some
algebraic manipulation, this expression for U is,
U = µε2ik +
(
1
2
K − 1
3
µ
)
ε2ll +
A
3
εikεilεkl +Bε
2
ikεll +
C
3
ε3ll (C.10)
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Murnaghan [25] also introduced nonlinear elastic constants, which he termed l, m, and n. They
are linearly related to the constants of Landau and Lifshitz.
l = B + C
m =
A
2
+B
n = A
(C.11)
The expression for the strain tensor from Equation C.1 can be used in C.10 to obtain U in terms
of ∂ui∂xk . The internal energy U in terms of
∂ui
∂xk
is then,
U ≈ µ
4
(
∂ui
∂xk
+
∂uk
∂xi
)2
+
(
K
2
− µ
3
)(
∂ul
∂xl
)2
+
(
µ+
A
4
)
∂ui
∂xk
∂ul
∂xi
∂ul
∂xk
+
(
B
2
+
K
2
− µ
3
)
∂ul
∂xl
(
∂ui
∂xk
)2
+
A
12
∂ui
∂xk
∂uk
∂xl
∂ul
∂xi
+
B
2
∂ui
∂xk
∂uk
∂xi
∂ul
∂xl
+
C
3
(
∂ul
∂xl
)3
(C.12)
C.2.2 Generalized Hooke’s Law
Recall that stress tensor is related to the internal energy as shown in Equation C.2. Using the
internal energy from Equation C.12, an expression for the stress tensor in terms of ∂ui∂xk is found as
follows,
σik = µ
(
∂ui
∂xk
+
∂uk
∂xi
)
+ λ
∂ul
∂xl
δik +
(
µ+
A
4
)[
∂ul
∂xi
∂ul
∂xk
+
∂ui
∂xl
∂uk
∂xl
+
∂ul
∂xk
∂ui
∂xl
]
+
(
B + λ
2
)[(
∂ul
∂xj
)2
δik + 2
∂ul
∂xl
∂ui
∂xk
]
+
A
4
∂uk
∂xl
∂ul
∂xi
+
B
2
[
2
∂uk
∂xi
∂ul
∂xl
+
∂uj
∂xl
∂ul
∂xj
δik
]
+ C
(
∂ul
∂xl
)2
δik
(C.13)
The above equation is the generalized three-dimensional Hooke’s law for an isotropic, homogeneous,
nonlinear elastic material. The nonlinearities in this equation are apparent, as it contains the three
higher-order constants that were discussed in the previous section.
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C.2.3 The Nonlinear Equations of Motion
The three-dimensional wave equation for a homogeneous, elastic solid presented in Appendix B and
repeated here,
ρ
∂2ui
∂t2
=
∂σik
∂xk
(C.14)
The expression for the stress tensor from Equation C.13 can be plugged into the wave equation to
obtain the equations of motion for nonlinear elastic materials.
ρ
∂2ui
∂t2
− µ∂
2ui
∂x2k
− (λ+ µ) ∂
2uk
∂xi∂xk
=
(
µ+
A
4
)(
∂2ul
∂x2k
∂ul
∂xi
+
∂2ul
∂x2k
∂ui
∂xl
+ 2
∂2ui
∂xl∂xk
∂ul
∂xk
)
+
(
µ+
A
4
+B + λ
)(
∂2ul
∂xi∂xk
∂ul
∂xk
+
∂2uk
∂xl∂xk
∂ui
∂xl
)
+ (B + λ)
(
∂2uk
∂xl∂xk
∂ul
∂xi
+
∂2ul
∂xi∂xk
∂uk
∂xl
)
+
(
A
4
+B
)(
∂2uk
∂xi∂xk
∂ul
∂xl
)
+ (B + 2C)
(
∂2ui
∂x2k
∂ul
∂xl
)
(C.15)
This version of the nonlinear equations of motion has been termed the five-constant nonlinear wave
equation. The right-hand side can be thought of as a source term. The conventional linear acoustic
wave equation can be recovered by setting the right-hand side to zero. The implications of this
equation on elastic wave propagation will be treated in the following sections.
C.3 Interaction of Two Non-Collinear Intersecting Elastic Waves
Recall that due to the presence of nonlinear terms in the equations of motion, when two monochro-
matic waves interact, a third scattered wave may arise. The scattered wave has a different frequency
and propagation direction than the primary waves. Thus, one of the advantages of non-collinear
wave-mixing, when compared to its collinear counterpart, is the existence of frequency and spatial
separation. In order for a scattered wave to occur, resonance and polarization conditions must be
met. The interaction cases that satisfy resonance conditions and generate a strong scattered wave
for non-collinear wave-mixing were first found by Jones and Kobett [27] in 1963. The following dis-
cussion will primarily follow the work done by Jones and Kobett. Zarembo and Krasil’nikov [85],
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Taylor and Rollins [28, 29], Childress and Hambrick [104], and Korneev et. al [30] also provide
excellent reviews of these conditions. In this section, the basic theory will be reviewed, followed by
a detailed discussion on the resonance and polarization conditions for each interaction case. Due
to the tedious nature of some of the algebra, typos in the literature are not uncommon. It is the
goal of this chapter to correct some of these typos and provide sufficiently detailed calculations so
that anyone who wishes to derive the interaction cases themselves can readily do so.
For interactions to occur, the following must be satisfied,
ω3 = ω1 ± ω2 (C.16)
k3 = k1 ± k2 (C.17)
where, ki is the wave vector for a wave propagating in the ki direction with a frequency ωi. From
the above equations, k3 is the scattered wave with a sum (ω3 = ω1+ω2) or difference (ω3 = ω1−ω2)
frequency generated by interaction between k1 and k2, which are denoted as the primary waves.
Note, to maintain consistency with the literature, the term “primary” will be used to refer to the
waves which interact and should not be confused with the alternative name for dilatational waves.
In other words, primary waves in this context can be either shear or dilatational waves.
Refer back to Equation C.15. The right-hand side (RHS) can be thought of as a source. The
method of successive approximations can be used to write an approximation to the differential equa-
tion in Equation C.15 [27], where the solution depends on the right-hand side. The displacement
is written as follows,
u = u0 + u(1) + u(2) + ... (C.18)
where u0 is the solution to the homogeneous equation, i.e., RHS = 0, u0 + u (1) is the second
approximation, u0 + u (1) + u (2) is the third approximation, and so on. The above summation is
adequate provided that the strain components on the right-hand side of Equation C.15 are small
compared to the strain components on the left-hand side. To solve Equation C.15, the second
approximation will be used. Since u (1) arises due to the system nonlinearity, it represents the
displacement of the scattered wave, and thus from this point forward will be denoted as us. If us
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is small compared to u0, then Equation C.15 can be approximated by plugging in u0 + us on the
left-hand side and u0 on the right-hand side. Since u0 is the solution to the homogeneous equation,
it disappears from the left-hand side and Equation C.15 reduces to,
ρ
∂2usi
∂t2
− µ∂
2usi
∂x2k
− (λ+ µ) ∂
2usk
∂xi∂xk
=
(
µ+
A
4
)(
∂2u0l
∂x2k
∂u0l
∂xi
+
∂2u0l
∂x2k
∂u0i
∂xl
+ 2
∂2u0i
∂xl∂xk
∂u0l
∂xk
)
+
(
µ+
A
4
+B + λ
)(
∂2u0l
∂xi∂xk
∂u0l
∂xk
+
∂2u0k
∂xl∂xk
∂u0i
∂xl
)
+ (B + λ)
(
∂2uk
∂xl∂xk
∂u0l
∂xi
+
∂2u0l
∂xi∂xk
∂u0k
∂xl
)
+
(
A
4
+B
)(
∂2u0k
∂xi∂xk
∂ul
∂xl
)
+ (B + 2C)
(
∂2u0i
∂x2k
∂u0l
∂xl
)
(C.19)
From this point forward, L(ω) and S(ω) will denote dilatational and shear waves, respectively, with
an angular frequency of ω. The polarizations of the shear wave will be denoted by the subscripts ‖
and ⊥. Thus, S‖ denotes a shear wave polarized in the k1−k2 plane, i.e., a shear-horizontal wave,
and S⊥ denotes a shear wave polarized out of the k1 − k2 plane, i.e., a shear-vertical wave. Jones
and Kobett considered the scattered wave which results from the interaction of two non-collinear,
monochromatic, plane waves. The homogeneous solution to Equation C.19 is then,
u0 = A0 cos(ω1t− k1 · r) +B0 cos(ω2t− k2 · r) (C.20)
where A0 and B0 are the amplitude vectors in the direction of the polarization of the wave. The
vector r is the radius vector from the center of the point of interaction to the point of observation.
Another vector r′ is now defined, which is the radius vector of integration inside the interaction
region to the point of observation. Please refer to Figure C.2. The expression for u0 can be plugged
into the right-hand side of Equation C.19. Note, the following trigonometric identity is useful,
sin(u) cos(v) =
1
2
[sin(u+ v) + sin(u− v)] (C.21)
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Figure C.2: Definition of position vectors, where r is the radius vector from the center of the interaction
to the point of observation, r′ is the radius vector from the center of interaction to the integration limit
(within the volume of interaction), and R = r − r′
After some algebraic manipulation, the right-hand side (RHS) of Equation C.19 becomes,
RHS = I+ sin [(ω1 + ω2)t− (k1 + k2) · r] + I− sin [(ω1 − ω2)t− (k1 − k2) · r]
+I(ω1) sin [(2ω1)t− 2k1 · r] + I(ω2) sin [(2ω2)t− 2k2 · r]
(C.22)
where,
I± = −1
2
(
µ+
A
4
)
[(B0 · k1)(k2 · k2)A0 ± (A0 · k2)(k1 · k1)B0 ± (A0 ·B0)(k1 · k1)k2
+ (A0 ·B0)(k2 · k2)k1 ± 2(k1 · k2)(B0 · k1)A0 + 2(k1 · k2)(A0 · k2)B0]
− 1
2
(
K +
µ
3
+
A
4
+B
)
[±(A0 · k1)(k1 · k2)B0] + (B0 · k2)(k1 · k2)A0
+ (A0 ·B0)(k1 · k2)k2 ± (A0 ·B0)(k1 · k2)k1
− 1
2
(
K − 2
3
µ+B
)
[±(k1 · k1)(B0 · k2)A0 + (k2 · k2)(A0 · k1)B0]
− 1
2
(
A
4
+B
)
[(A0 · k2)(B0 · k2)k1 ± (A0 · k1)(B0 · k1)k2
+ (A0 · k2)(B0 · k1)k2 ± (A0 · k2)(B0 · k1)k1]
− 1
2
(B + 2C) [(B0 · k2)(A0 · k1)k2 ± (A0 · k1)(B0 · k2)k1] (C.23)
Iω1 = −1
2
(
K +
7
3
µ+B +
3
4
A
)
(A0 · k1)(k1 · k1)A0 − 1
2
(B + 2C) (A0 · k1)(A0 · k1)k1
− 1
2
(
K +
4
3
µ+B +
A
2
)
(A0 ·A0)(k1 · k1)k1 (C.24)
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Iω2 = −1
2
(
K +
7
3
µ+B +
3
4
A
)
(B0 · k2)(k2 · k2)B0 − 1
2
(B + 2C) (B0 · k2)(B0 · k2)k2
− 1
2
(
K +
4
3
µ+B +
A
2
)
(B0 ·B0)(k2 · k2)k2 (C.25)
The terms containing k1 ± k2 are the scattered wave with a sum/difference frequency of ω1 ± ω2.
The term containing 2k1(2k2) is the harmonic which arises from k1(k2) interacting with itself.
The self-interaction cases were treated by Gol’dberg [95], and is detailed in Chapter D. Since
self-interaction was already treated, Jones and Kobett [27] chose only to consider the terms which
represent interactions between two waves. Thus, Equation C.22 reduces to,
RHS = I+ sin [(ω1 + ω2)t− (k1 + k2) · r] + I− sin [(ω1 − ω2)t− (k1 − k2) · r] (C.26)
In their paper, Jones and Kobett inadvertently omitted the final term in Equation C.23, i.e.,
the term succeeding the coefficient (K + 23µ + B). This error was pointed out by Childress and
Hambrick [104]; however, they too made a slight error (in the dot products involving k1 and k2 in
the last term). This error has been corrected in Equation C.23.
Neglecting the terms in which the primary waves interact with themselves, Equation C.19 can
be rewritten as the standard form for the inhomogeneous vector equation as follows,
∂2u2(r, t)
∂t2
− c2L∇(∇ · us(r, t)) + c2S∇×∇× us(r, t) = 4piq(r, t) (C.27)
where,
4piq(r, t)ρ0 = I
+ sin [(ω1 + ω2)t− (k1 + k2) · r] + I− sin [(ω1 − ω2)t− (k1 − k2) · r] (C.28)
Using the Fourier transform pair,
f(r, ω) =
∞ˆ
−∞
eiωtf(r, t)dt
f(r, t) =
1
2pi
∞ˆ
−∞
e−iωtf(r, ω)dω
(C.29)
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Equations C.27 and C.28 can be written in the frequency domain. The calculation for the trans-
formation of the left-hand side of Equation C.27 is fairly straight forward. To calculate q(r, ω) on
the right-hand side, use is made of Euler’s formula,
sin(x) =
eix − e−ix
2i
(C.30)
and Dirac’s delta function, ˆ ∞
−∞
δ(x)dx = 1 (C.31)
δ(x) =

0, for x 6= 0
∞, for x = 0
(C.32)
where a useful expression for Dirac’s delta function is,
δ(x− α) = 1
2pi
ˆ ∞
−∞
eip(x−α)dp (C.33)
So that the Equations C.27 and C.28 can be written in the frequency domain as follows,
−ω2us(r, ω)− c2L∇(∇ · us(r, ω)) + c2S∇×∇× us(r, ω) = 4piq(r, ω) (C.34)
where,
q(r, ω) =
I+
4iρ0
[
e−i(k1+k2)·rδ(ω + ω1 + ω2)− ei(k1+k2)·rδ(ω − ω1 − ω2)
]
+
I−
4iρ0
[
e−i(k1−k2)·rδ(ω + ω1 − ω2)− ei(k1−k2)·rδ(ω − ω1 + ω2)
] (C.35)
Recall that this interaction term, q(r, ω), is composed of the product of the amplitude vectors, A0
and B0, of the primary waves. Therefore, this term should only be non-zero in the region within
which the interaction between the primary waves takes place. Outside of this region, q(r, ω) should
be zero. The region where the primary beams intersect will be referred to as the region (or volume)
of interaction and denoted by V .
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The solution of Equation C.34 can be written in the form,
us(r, ω) =
ˆ
V
G(r, r′, ω)q(r, ω)dV (C.36)
The term G(r, r′, ω) is a second-order tensor. The above equation is a solution to Equation C.34
within the infinite region as long as the assumption is made that u(r, ω) decreases at least as fast
as 1r for large r. The tensor G(r, r
′, ω) is the familiar Green’s function, which is defined in the
infinite region as,
G(r, r′, ω) =
1
c2L
GL
(
r, r′,
ω
cL
)
+
1
c2S
GT
(
r, r′,
ω
cS
)
(C.37)
where GL and GT are the dilatational and shear terms, respectively. These terms are given by,
GL
(
r, r′,
ω
cL
)
=
I
1− i
(
ω
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)
R(
ω2
c2L
)
R2
− RR
R2
3− i
(
ω
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)
R−
(
ω2
c2L
)
R2(
ω2
c2L
)
R2

×
exp
[
i
(
ω
cL
)
R
]
R
GT
(
r, r′,
ω
cS
)
=
−I
1− i
(
ω
cS
)
R−
(
ω2
c2S
)
R2(
ω2
c2S
)
R2
+ RR
R2
3− i
(
ω
cS
)
R−
(
ω2
c2S
)
R2(
ω2
c2S
)
R2

×
exp
[
i
(
ω
cS
)
R
]
R
(C.38)
where I is the identity tensor, R = r − r′, and R = |R|. See Figure C.2. The expressions in C.38
can be simplified by considering the point of observation to be in the far field, i.e., large r so that(
ω
cL
)
R >> 1 and
(
ω
cS
)
R >> 1 for all r′ in the interaction region. The expressions can be further
simplified by considering |r′| << |r| so that R ≈ r − rˆ · r′, where rˆ = r|r| is the unit vector in the
r direction.
GL
(
r, r′,
ω
cL
)
≈ rˆ · rˆ
r
exp
[
i
(
ω
cL
)
r
]
exp
[
−i
(
ω
cL
)
rˆ · r′
]
GT
(
r, r′,
ω
cS
)
≈ I − rˆ · rˆ
r
exp
[
i
(
ω
cS
)
r
]
exp
[
−i
(
ω
cS
)
rˆ · r′
] (C.39)
Thus, G(r, r′, ω) can be found by plugging in Equation C.39 into Equation C.37. The expression
obtained for G(r, r′, ω) and q(r, ω) (from Equation C.26) can be plugged into C.36 to obtain
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us(r, ω). The inverse Fourier transform (Equation C.29) can then be taken of us(r, ω) to find
us(r, t). Finally, the expression for the displacement of the scattered wave is,
us(r, t) =
I+ · rˆ
4pic2Lρ0
rˆ
|r|
ˆ
V
sin
[(
ω1 + ω2
cL
rˆ − k1 − k2
)
· r′ − (ω1 + ω2)
(
r
cL
− t
)]
dV
+
I− · rˆ
4pic2Lρ0
rˆ
|r|
ˆ
V
sin
[(
ω1 − ω2
cL
rˆ − k1 + k2
)
· r′ − (ω1 − ω2)
(
r
cL
− t
)]
dV
+
I+ − (rˆ · I+)rˆ
4pic2Sρ0|r|
ˆ
V
sin
[(
ω1 + ω2
cS
rˆ − k1 − k2
)
· r′ − (ω1 + ω2)
(
r
cS
− t
)]
dV
+
I− − (rˆ · I−)rˆ
4pic2Sρ0|r|
ˆ
V
sin
[(
ω1 − ω2
cS
rˆ − k1 + k2
)
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(
r
cS
− t
)]
dV
(C.40)
The four terms in Equation C.40 are termed the volume factors. The first and second terms are
dilatational waves with a frequency of ω1 + ω2 and ω1 − ω2, respectively. The third and fourth
terms are shear waves with a frequency of ω1 + ω2 and ω1 − ω2, respectively.
The argument for the sin term within the integral for each volume factor term is of the form,
(
ω1 ± ω2
c
· rˆ − k1 ± k2
)
· r′ − (ω1 ± ω2)
(r
c
− t
)
During the integration over r′, the second term will remain constant. The first term, however, will
oscillate between fixed limits depending on the size of the region and on how the waves fit within
that region. This is true, unless there is a direction rˆ = rˆs for which the integrand is constant so
that,
ω1 ± ω2
c
· rˆs − k1 ± k2 = 0 (C.41)
This is called the resonance condition. Thus, when the resonance condition is satisfied at rˆ = rˆs,
the amplitude of the scattered wave is directly proportional to the size of the interaction region and
does not oscillate. In directions where rˆ 6= rˆs, the amplitude of the scattered wave will oscillate
and the magnitude will depend on the integration limits. In these directions, the wave has the
characteristics of a diffracted wave. Therefore, the resonance conditions for the scattered waves for
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Figure C.3: Two intersecting waves k1 and k2 which interact to produce a scattered wave with (a) a sum
frequency ω3 = ω1 + ω2 or (b) a difference frequency ω3 = ω1 − ω2. for the difference frequency case, the
angle γ between k1 and k3 is negative to denote a clockwise rotation of γ.
all four volume factors in Equation C.40 are as follows,
ω1 + ω2
cL
rˆs − (k1 + k2) = 0
ω1 − ω2
cL
rˆs − (k1 − k2) = 0
ω1 + ω2
cS
rˆs − (k1 + k2) = 0
ω1 − ω2
cS
rˆs − (k1 − k2) = 0
(C.42)
The angle at which the primary waves interact is denoted as ϕ. See Figure C.3. For non-collinear
waves,
−1 < cos(ϕ) < 1 (C.43)
The direction of propagation of the scattered wave k3 is described by the angle γ. For consistency,
k2 and k3 propagate in directions which are described by angles measured with respect to k1. The
sum frequency case is relatively straightforward, as k3 = k1 + k2. See Figure C.3 (a). For the
difference frequency case, k3 = k1−k2, the scattered wave propagates in the direction corresponding
to a clockwise rotation of γ, i.e., −γ. See Figure C.3 (b). Thus, when performing the vector algebra,
it is important to keep the sign notation consistent throughout the calculation.
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A note on the sign of γ...
A few comments should be made on the sign of γ to avoid confusion. Since ϕ is restricted
to angles within the range of ±pi, sum frequency interactions will always result in a
positive γ, whereas difference frequency interactions will always result in a negative γ.
This will now be shown.
Since a positive rotation is defined as a counterclockwise rotation from k1, k1 can be
chosen to lie along the x-axis so that the vector components are,
k1 =
 k1
0

k2 =
 k2 cosϕ
k2 sinϕ

k3 =
 k1 ± k2 cosϕ
±k2 sinϕ
 , for k3 = k1 ± k2
(C.44)
The angle between k1 and k3 is of course denoted by γ, so that,
k1 · k3 = k1k3 cos γ (C.45)
Since cosine is an even function, nothing is known yet of the sign of γ from the above
equation. The sign of the cross-product of k1 and k3 will indicate the direction of
rotation.
k1 × k3 = det

ıˆ ˆ
k1 k1 ± k2 cosϕ
0 ±k2 sinϕ
 = ±(k1k2 sinϕ)kˆ (C.46)
where +/− correspond to the sum/difference cases, respectively. Since 0 < ϕ < pi,
then sinϕ is always positive. Thus, for the difference frequency case, the cross product
between k1 and k3 yields a vector pointing in the −(k1k2 sinϕ)kˆ direction, which indi-
cates a clockwise rotation. Conversely, the sum frequency case yields a counterclockwise
rotation.
In order for interaction to be possible for a given set of waves, resonance conditions must be
satisfied. In addition, polarization conditions must be met for the scattered wave to have a non-
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zero amplitude. Polarization conditions will be discussed later. The resonance conditions shown
in Equation C.42 be discussed in more detail in the following subsection. From Figure C.3, some
useful geometric relations can be summarized. The notation is such that k = |k|. For both the
sum and difference frequency cases,
k1 · k2 = k1k2 cosϕ (C.47)
For the sum frequency case (Figure C.3 (a)),
k3 = k1 + k2
k23 = k
2
1 + k
2
2 + 2k1k2 cosϕ
k22 = k
2
1 + k
2
3 − 2k1k3 cos γ
cos γ =
k1 + k2 cosϕ
k3
sin γ =
k2
k3
sinϕ
(C.48)
For the difference frequency case (Figure C.3 (b)),
k3 = k1 − k2
k23 = k
2
1 + k
2
2 − 2k1k2 cosϕ
k22 = k
2
1 + k
2
3 − 2k1k3 cos γ
cos γ =
k1 − k2 cosϕ
k3
sin γ = −k2
k3
sinϕ
(C.49)
The relationships above will be used repeatedly when checking whether or not the resonance and
polarization conditions are satisfied. The results from the next few sections are broadly summarized
in Tables C.1, C.2, C.3, and C.4, which are located at the very end of this chapter for referencing
convenience.
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C.3.1 Satisfying the Resonance Conditions
Neglecting the polarization conditions for the moment (this will be discussed later), there are four
sets of interacting primary waves that must be considered:
L(ω1) + L(ω2)
L(ω1) + S(ω2)
S(ω1) + L(ω2)
S(ω1) + S(ω2)
where L(ω) and S(ω) denote dilatational (longitudinal) and shear (transverse) waves, respectively
with a frequency of ω. Note that the 2nd and 3rd cases are reciprocals, but they will still be
considered separately. Without any loss of generality, the frequencies are defined such that ω1 > ω2.
Each case must be individually checked to determine which, if any, of the four resonance conditions
(Equation C.42) are satisfied. If a particular resonance condition is satisfied, the angles ϕ and γ
(see Figure C.3) and corresponding valid frequency range can be determined. The procedure for
determining if the resonance conditions are met will now be discussed in detail for each case. First,
the case where two shear waves interact will be considered, as it is the simplest.
Interaction of S(ω1) + S(ω2)
Here, the case is considered where two transverse waves S(ω1) and S(ω2) cross paths at an angle
ϕ. Thus, from Equation C.47,
|k1| = ω1
cS
, |k2| = ω2
cS
k1 · k2 = ω1ω2
c2S
cosϕ
(C.50)
All four resonance conditions from Equation C.42 must be checked to determine if they can be
satisfied. If a resonance condition is satisfied, it means that the scattered wave k3, with the
corresponding type for that resonance condition, has a possibility of being generated via interaction
between the two primary waves k1 and k2.
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Consider the first resonance condition, which corresponds to a dilatational scattered wave with
a sum frequency ω3 = ω1 + ω2. Squaring both sides, recalling that rˆs is a unit vector, and using
the relations in Equation C.50,
[
ω1 + ω2
cL
]2
rˆ2s = (k1 + k2)
2
⇒
[
ω1 + ω2
cL
]2
= |k1|2 + |k2|2 + 2|k1||k2| cosϕ
⇒
[
ω1 + ω2
cL
]2
=
(
ω1
cS
)2
+
(
ω2
cS
)2
+ 2
(
ω1
cS
)(
ω2
cS
)
cosϕ
So that,
cosϕ =
c2S
c2L
+
1
2
(
ω1
ω2
+
ω2
ω1
)(
c2S
c2L
− 1
)
(C.51)
Since 0 < ω2ω1 < 1, 0 <
cS
cL
< 1, and −1 < cosϕ < 1, Equation C.51 is only true when,
cL − cS
cS + cL
<
ω2
ω1
< 1 (C.52)
This means that the case where two shear waves interact to produce a scattered dilatational wave
with a sum frequency is possible, so long as the frequency ratio ω2ω1 is within the correct bounds (and
the polarization condition is met). Now the direction of the scattered wave can be determined. Refer
to Figure C.3. The direction of the scattered wave is described by γ, which is the angle between
k1 and k3. Remember, it is useful to refer back to Figure C.3 and note the sign convention,
particularly in the difference frequency cases. The sin and cos expressions from Equation C.48
yield the following expression for γ,
tan γ =
sin γ
cos γ
=
|k2| sinϕ
|k1|+ |k2| cosϕ (C.53)
So that,
tan γ =
ω2 sinϕ
ω1 + ω2 cosϕ
(C.54)
Now, consider the second resonance condition from Equation C.42, which corresponds to a di-
latational scattered wave with a difference frequency ω3 = ω1 − ω2. Similar to the first case, both
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sides are squared and the relations in Equation C.50 are used to obtain,
[
ω1 − ω2
cL
]2
rˆ2s = (k1 − k2)2
⇒
[
ω1 − ω2
cL
]2
= |k1|2 + |k2|2 − 2|k1||k2| cosϕ
⇒
[
ω1 + ω2
cL
]2
=
(
ω1
cS
)2
+
(
ω2
cS
)2
− 2
(
ω1
cS
)(
ω2
cS
)
cosϕ
So that,
cosϕ =
c2S
c2L
+
1
2
(
ω1
ω2
+
ω2
ω1
)(
1− c
2
S
c2L
)
(C.55)
Now, in order for this to be physically realizable, the above must be satisfied for 0 < ω2ω1 < 1,
0 < cScL < 1, and −1 < cosϕ < 1. For this reason, the second resonance condition cannot be
satisfied for the case of two interacting shear waves. The third and fourth resonance conditions
yield similar results: neither is satisfied for the case of two interacting transverse waves. So, out of
the four possible scenarios considered for the interaction between two shear waves, only the case
where they interact to produce a dilatational wave with a sum frequency satisfies the resonance
conditions.
The same procedure as was shown in the above example can be used to determine if the resonance
conditions are met for all 54 possible interaction cases. For completeness, the rest of the results
will now be presented. The complete summary of these results is contained in Table C.1 on page
200.
Interaction of L(ω1) + L(ω2)
Here, the case where two dilatational waves L(ω1) and L(ω2) cross paths at an angle ϕ. Thus,
|k1| = ω1
cL
, |k2| = ω2
cL
(C.56)
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Following the same procedure as before, it is found that only the fourth resonance condition (scat-
tered shear wave with a difference frequency) is satisfied. The corresponding parameters are,
cosϕ =
c2L
c2S
+
1
2
(
1− c
2
L
c2S
)(
ω1
ω2
+
ω2
ω1
)
tan γ =
−ω2 sinϕ
ω1 − ω2 cosϕ
cL − cS
cL + cS
<
ω2
ω1
< 1
(C.57)
Interaction of L(ω1) + S(ω2)
For a dilatational wave with frequency ω1 interacting with a shear wave with frequency ω2,
|k1| = ω1
cL
, |k2| = ω2
cS
(C.58)
This case satisfies all of the resonance conditions except for the third one. For the first resonance
condition,
cosϕ =
cS
cL
+
1
2
ω2
ω1
(
cS
cL
− cL
cS
)
tan γ =
cLω2 sinϕ
cSω1 + cLω2 cosϕ
0 <
ω2
ω1
<

2cS
cL−cS for 0 <
cS
cL
≤ 13
1 for 13 <
cS
cL
< 1
(C.59)
For the second resonance condition,
cosϕ =
cS
cL
− 1
2
ω2
ω1
(
cS
cL
− cL
cS
)
tan γ =
−cLω2 sinϕ
cSω1 − cLω2 cosϕ
0 <
ω2
ω1
<
2cS
cL + cS
(C.60)
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Finally, for the fourth resonance condition,
cosϕ =
cL
cS
− 1
2
ω1
ω2
(
cL
cS
− cS
cL
)
tan γ =
−cLω2 sinϕ
cSω1 − cLω2 cosϕ
cL − cS
2cL
<
ω2
ω1
<
cL + cS
2cL
(C.61)
Interaction of S(ω1) + L(ω2)
Now the case is considered where a dilatational wave with frequency ω2 interacts with a shear wave
with frequency ω1. This case is the reciprocal case to the one just considered. The difference comes
from geometry and the fact that the frequencies were defined such that ω1 > ω2. For this case,
|k1| = ω1
cS
, |k2| = ω2
cL
(C.62)
Only the first resonance condition is satisfied,
cosϕ =
cS
cL
+
1
2
ω1
ω2
(
cS
cL
− cL
cS
)
tan γ =
cSω2 sinϕ
cLω1 + cSω2 cosϕ
cL − cS
2cS
<
ω2
ω1
<

1 for 13 <
cS
cL
< 1
otherwise does not satisify resonance condition
(C.63)
Refer to Table C.1 on page 200, which contains a summary of the resonance conditions for all 54
potential interaction cases.
C.3.2 Satisfying the Polarization Condition
Once it is determined that the resonance condition can be satisfied, the amplitude of the scattered
wave should be calculated. Under certain conditions, the calculations may yield a zero amplitude;
thus, in order for a scattered wave to exist, both resonance and polarization conditions must
be satisfied. The amplitude calculations are carried out in the same manner for all cases. The
procedure for obtaining the amplitude will be presented in detail for all of the cases which have been
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shown to satisfy the resonance conditions. See Table C.1. First, the case where S(ω1) + S(ω2) →
L(ω1 + ω2) will be discussed, followed by the case where L(ω1) + S(ω2)→ S(ω1 − ω2), as they are
the most computationally comprehensive and representative. Discussions on the rest of the cases
will follow. Diligence should be taken when defining k1, k2, A0, B0, and C0, and their respective
dot products to avoid potential errors.
Jones and Kobett [27] briefly discussed the polarization conditions; however, they did not check
every case, nor did they consider shear-vertical and shear-horizontal polarized waves separately.
Korneev et. al [30] considered the polarization conditions in more detail and provided expressions
for the amplitudes. This section will closely follow their method. In total, there are 8 non-collinear
cases which satisfy both the polarization and resonance conditions. Expressions for the amplitudes
were calculated for all 8 cases and are summarized in Table C.2. The cases each have an associated
assigned number to facilitate future reference. Table C.4 summarizes the interaction cases which
meet both the resonance and polarization conditions. The calculations for each of the amplitude
expressions will now be presented in detail. From this point forward, the coefficients of Equation
C.15 will be renamed in a more succinct manner as follows,
C1 = µ+
A
4
, C2 = µ+
A
4
+B+λ, C3 = B+λ, C4 =
A
4
+B, C5 = B+2C (C.64)
It was shown in the previous sub-section, that a strong scattered wave is generated when a direction
is found such that rˆ = rˆs so that first term in the sin argument goes to zero for the volume factors
in Equation C.40. Carrying out the integration, the expressions for the four types of scattered
waves, which have met resonance conditions, are listed below:
L(ω1 + ω2) : us(rˆs, t) =
I+ · rˆs
4pic2Lρ0
rˆs
|r|V sin
[
(ω1 + ω2)
(
t− |r|
cL
)]
L(ω1 − ω2) : us(rˆs, t) = I
− · rˆs
4pic2Lρ0
rˆs
|r|V sin
[
(ω1 − ω2)
(
t− |r|
cL
)]
S(ω1 + ω2) : us(rˆs, t) =
I+ − (I+ · rˆs)rˆs
4pic2Sρ0|r|
V sin
[
(ω1 + ω2)
(
t− |r|
cS
)]
S(ω1 − ω2) : us(rˆs, t) = I
− − (I− · rˆs)rˆs
4pic2Sρ0|r|
V sin
[
(ω1 − ω2)
(
t− |r|
cS
)]
(C.65)
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At this point, nothing has been said about the polarization of the shear waves, i.e., whether they
are polarized in or out of the k1 − k2 plane. The particles in the wave oscillate in the direction of
the polarization. The scattered wave displacements in Equation C.65 can therefore be written as
the vector projection onto Cˆ0, which is the unit vector in the direction of the polarization. The
amplitude of the wave is then proportional to the projection onto Cˆ0. Therefore, the amplitudes
for the scattered waves are,
L(ω1 + ω2) : Amplitude =
(
I+ · rˆs
4pic2Lρ0
V
)
rˆs · Cˆ0
|r|
L(ω1 − ω2) : Amplitude =
(
I− · rˆs
4pic2Lρ0
V
)
rˆs · Cˆ0
|r|
S(ω1 + ω2) : Amplitude =
(
I+ − (I+ · rˆs)rˆs
4pic2Sρ0|r|
V
)
· Cˆ0
S(ω1 − ω2) : Amplitude =
(
I− − (I− · rˆs)rˆs
4pic2Sρ0|r|
V
)
· Cˆ0
(C.66)
The polarization condition is met when the amplitude is non-zero. There are certain interaction
cases where, even though the resonance condition is satisfied, the amplitude is zero. If the polariza-
tion condition is not satisfied, the interaction will not take place. This section will now examine each
of the cases which have already been shown to satisfy resonance conditions in detail and amplitude
expressions will be provided. Table C.2 contains a summary of these amplitude expressions.
Interaction of S(ω1) + S(ω2)→ L(ω1 + ω2)
First, consider the case where two shear waves interact to produce a scattered dilatational wave.
For this case, the expression for the scattered wave is given as the first expression in Equation C.65.
From the resonance condition (Equation C.42),
rˆs = (k1 + k2)
[
cL
ω1 + ω2
]
(C.67)
And,
k1 =
ω1
cS
kˆ1, k2 =
ω2
cS
kˆ2, k3 =
ω1 + ω2
cL
rˆs, (C.68)
where kˆ1 and kˆ2 are unit vectors pointing in the k1 and k2 directions, respectively. It is useful
to refer to Figure C.4, which shows the geometry of the interaction for the cases where the shear
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Figure C.4: Geometry of two shear waves k1 and k2 polarized (a) out of the k1−k2 plane and (b) in the
k1 − k2 plane, which interact to produce a scattered dilatational wave k3. The geometry shown is for the
sum frequency (ω3 = ω1 +ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors pointed in
the direction of the particle oscillation, i.e., wave polarization.
waves are polarized out of the the k1 − k2 plane (Figure C.4 (a)) and in the k1 − k2 plane (Figure
C.4 (b)). First, let both shear waves be polarized out of the k1 − k2 plane,
S⊥(ω1) + S⊥(ω2)→ L(ω1 + ω2)
Along with the dot products defined in Equations C.47 and C.48, the following dot products can
be defined based on the geometry in Figure C.4 (a),
A0 ⊥ k1 ⇒ A0 · k1 = 0,
B0 ⊥ k2 ⇒ B0 · k2 = 0
C0 · rˆs = C0
A0 · k2 = 0, B0 · k1 = 0
A0 ·B0 = A0B0
(C.69)
Using the expression for rˆs from Equation C.67, the following useful dot products can be found,
k1 · rˆs = (k21 + k1k2 cosϕ)
[
cL
ω1 + ω2
]
k2 · rˆs = (k22 + k1k2 cosϕ)
[
cL
ω1 + ω2
] (C.70)
By substituting magnitudes from Equation C.68 and the dot products listed in the last two equa-
tions into Equation C.23, an expression for I+ · rˆs can be found (after some algebraic simplification)
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as,
I+ · rˆs = −A0B0
2
(
ω1ω2
ω1 + ω2
)
cL
c4S
[
C1
(
2ω1ω2 + (ω
2
1 + ω
2
2) cosϕ
)
+C2 cosϕ
(
ω21 + ω2 + 2ω1ω2 cosϕ
)] (C.71)
which can then be plugged into the corresponding expression, i.e., the first one, for the dis-
placement vector us(rˆs, t) in Equation C.65 to obtain,
us(rˆs, t) =
−A0B0
8piρ0
(
ω1ω2
ω1 + ω2
)(
1
cLc4S
)
rˆs
|r|V
× [C1 (2ω1ω2 + (ω21 + ω22) cosϕ)+ C2 cosϕ (ω21 + ω2 + 2ω1ω2 cosϕ))] (C.72)
Since the polarization of the scattered wave is in the same direction as the wave propagation, i.e.,
a dilatational wave,
rˆs · Cˆ0 = 1 (C.73)
So that the amplitude of Equation C.66, for the case where the shear waves are polarized out of
the k1 − k2 plane is,
Amplitude = − A0B0
8piρ0|r|
(
ω1ω2
ω1 + ω2
)(
1
cLc4S
)
V
× [C1(2ω1ω2 + (ω21 + ω22) cosϕ) + C2(ω21 + ω22 + 2ω1ω2 cosϕ) cosϕ] (C.74)
Now, let the shear waves be polarized in the k1 − k2 plane,
S‖(ω1) + S‖(ω2)→ L(ω1 + ω2)
Refer to Figure C.4 (b) for the geometry. The expressions for rˆs, k1, and k2 are the same as for
the S⊥ case (see Equations C.67 and C.68). Now, in addition to the dot products in Equations
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C.47 and C.48, the dot products are,
A0 · k1 = 0, B0 · k2 = 0
A0 · k2 = A0k2 cos
(pi
2
− ϕ
)
= A0k2 sinϕ
B0 · k1 = B0k1 cos
(pi
2
+ ϕ
)
= −B0k1 sinϕ
A0 ·B0 = A0B0 cosϕ
A0 · rˆs = (A0k2 sinϕ)
(
cL
ω1 + ω2
)
B0 · rˆs = (−B0k1 sinϕ)
(
cL
ω1 + ω2
)
(C.75)
Which after some algebra, yields an expression for I+ · rˆs,
I+ · rˆs = −A0B0
4
(
cL
c4S
)(
ω1ω2
ω1 + ω2
)
(ω21 + ω
2
2 + 2ω1ω2 cosϕ)
× [2C1 cos(2ϕ) + C2 cos2 ϕ+ C3 sin2 ϕ] (C.76)
As was true in the last case, the polarization of the scattered wave is in the same direction as the
wave propagation so that rˆs · Cˆ0 = 1. Then from Equation C.66,
Amplitude = − A0B0
8piρ0|r|
(
ω1ω2
ω1 + ω2
)(
1
cLc4S
)
V (ω21 + ω
2
2 + 2ω1ω2 cosϕ)
× [2C1 cos(2ϕ) + C2 cos2 ϕ+ C3 sin2 ϕ] (C.77)
At this point, it is worth mentioning that the cases where the primary shear waves have polarizations
of different types fail the polarization condition. In other words, the cases where,
S‖(ω1) + S⊥(ω2)→ L(ω1 + ω2)
S⊥(ω1) + S‖(ω2)→ L(ω1 + ω2)
yield zero amplitude scattered waves. It is noted that the amplitude expressions presented in
Equations C.77 and C.74 differ slightly from those presented by Korneev et al. [30]. Particularly,
the expressions in Korneev appear to be scaled by a factor of
c2S
c2L
when compared to the expressions
in Equations C.77 and C.74. It is the author’s hope that sufficient detail has been given for the
calculations so that the reader may carry out the computations should they wish to check them.
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Figure C.5: Geometry of one dilatational and one shear k1 and k2 polarized out of the k1 − k2 plane,
which interact to produce a scattered shear wave k3. The geometry shown is for the difference frequency
(ω3 = ω1 − ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors pointed in the direction
of the particle oscillation, i.e., wave polarization.
Other differences between Korneev’s results and the results presented here will be noted as they
occur.
Interaction of L(ω1) + S⊥(ω2)→ S(ω1 − ω2)
Now consider the case where a dilatational wave interacts with a shear wave polarized out of the
k1 − k2 plane. See Figure C.5. The dot products (in addition to those presented in Equations
C.47) and C.49 are as follows,
A0 · k1 = A0k1, B0 · k2 = 0
A0 · k2 = A0k2 cosϕ, B0 · k1 = 0
A0 ·B0 = 0
(C.78)
The corresponding expression for us(rˆs, t) is the fourth expression in Equation C.66. Since the
direction of propagation of the scattered shear wave is orthogonal to the polarization, rˆs · Cˆ0 = 0.
Therefore, the second term in the numerator of the amplitude expression (Equation C.66) goes to
zero, and the amplitude is proportional to I− · Cˆ0. The expression for I− is found by plugging in
the dot products from Equation C.78 into Equation C.23 to obtain,
I− =
−A0
2
(
ω1ω2
c2Lc
2
S
)[
C1
(
2cLω2 cos
2 ϕ− cSω1 cosϕ
)− ω1cSC2 cosϕ+ cLω2C5]B0 (C.79)
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So that the amplitude is,
Amplitude =
−A0
8piρ0|r|
(
ω1ω2
c2Lc
4
S
)
V
[
C1
(
2cLω2 cos
2 ϕ− cSω1 cosϕ
)− ω1cSC2 cosϕ+ cLω2C5] (B0·Cˆ0)
(C.80)
The dot product of B0 and Cˆ0 depends on the polarization of the scattered shear wave.
B0 · Cˆ0 =

0 for S‖(ω1 − ω2)
B0 for S⊥(ω1 − ω2)
(C.81)
Thus, only the case where the scattered shear wave is polarized in the same plane as the primary
shear wave meets the polarization condition.
L(ω1) + S⊥(ω2)→ S⊥(ω1 − ω2)
Amplitude =
−A0B0
8piρ0|r|
(
ω1ω2
c2Lc
4
S
)
V
[
C1
(
2cLω2 cos
2 ϕ− cSω1 cosϕ
)− ω1cSC2 cosϕ+ cLω2C5]
(C.82)
At this point it is clear that for all of the cases involving shear waves, every shear wave i.e., primary
and scattered, must be polarized in the same direction for the polarization condition to be met.
It is worth pointing out the fact that although the interaction between L(ω1) and S⊥(ω2) were
shown to satisfy the first two resonance conditions, i.e., L(ω1±ω2), the fact that I− · rˆs = 0 means
it fails the polarization condition for these cases as the amplitudes go to zero. This is not true for
the case where the primary shear wave is polarized in the k1−k2 plane, i.e., S‖(ω2), which will be
shown later.
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Interaction of L(ω1) + L(ω2)→ S(ω1 − ω2)
For the case where two dilatational waves interact to produce a shear wave with a difference
frequency (see Figure C.6), in addition to Equations C.47 and C.49, the dot products are,
A0 · k1 = A0k1, B0 · k2 = B0k2
A0 · k2 = A0k2 cosϕ, B0 · k1 = B0k1 cosϕ
A0 ·B0 = A0B0 cosϕ
(C.83)
The corresponding expressions for us(rˆs, t) and the amplitude are the fourth expressions in Equa-
tions C.65 and C.66, respectively. So far, nothing has been said of the polarization of the scattered
shear wave. Since the amplitude is proportional to I− · Cˆ0 and rˆs · Cˆ0, it is apparent that the shear
wave perpendicular to the k1 − k2 plane fails the polarization condition, since both I− · Cˆ0 = 0
and rˆs · Cˆ0 = 0. Thus, the shear wave must be polarized in the k1 − k2 plane.
L(ω1) + L(ω2)→ S‖(ω1 − ω2)
For a shear wave polarized in the k1−k2 plane, the amplitude is proportional only to I− · Cˆ0 since
rˆs · Cˆ0 = 0. Then, referring to Figure C.6 (a), the dot products with the polarization vector Cˆ0
Figure C.6: Geometry of two dilatational waves k1 and k2, which interact to produce a scattered shear
wave k3 polarized (a) in the k1 − k2 plane and (b) out of the k1 − k2 plane. The geometry shown is for
the difference frequency (ω3 = ω1 − ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors
pointed in the direction of the particle oscillation, i.e., wave polarization.
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are,
A0 · Cˆ0 = A0 cos(pi
2
+ γ) = −A0 sin γ
k1 · Cˆ0 = −k1 sin γ
B0 · Cˆ0 = B0 sin(ϕ− γ)
k2 · Cˆ0 = k2 sin(ϕ− γ)
(C.84)
However, it is more convenient if the arguments of the trigonometric functions are only in terms of
the interaction angle ϕ. The following trigonometric identity is useful,
sin(γ + ϕ) = sin γ cosϕ+ cos γ sinϕ (C.85)
The above trigonometric identity can be used along with the geometric relationships in Equation
C.49 so that the dot products from Equation C.84 can be written in terms of the interaction angle
as,
A0 · Cˆ0 = k2A0
k3
sinϕ
k1 · Cˆ0 = k1k2
k3
sinϕ
B0 · Cˆ0 = B0k1
k3
sinϕ
k2 · Cˆ0 = k2k1
k3
sinϕ
(C.86)
The wave number magnitudes k1 =
ω1
cL
, k2 =
ω1
cL
, k3 =
ω1−ω2
cS
, and the dot products from the
equations listed above can be plugged into the amplitude from Equation C.66. After some algebra,
Amplitude =
A0B0
8piρ0|r|
(
ω1ω2 (ω1 + ω2)
cSc4L
)
V cosϕ sinϕ [2C1 + C2 + C3] (C.87)
This amplitude expression agrees with that published by Korneev et. al [30].
Interaction of L(ω1) + S‖(ω2)→ L(ω1 + ω2)
Now, the case where a dilatational wave interacts with a shear wave to produce a dilatational
wave with a sum frequency is considered. The shear wave is polarized in the k1 − k2 plane. It was
shown previously that the case where L(ω1)+S⊥(ω2)→ L(ω1+ω1) fails the polarization condition.
Referring to Figure C.7, the dot products are,
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Figure C.7: Geometry of a dilatational wave k1 and shear wave k2 polarized in the k1 − k2 plane,
which interact to produce a scattered dilatational wave k3. The geometry shown is for the sum frequency
(ω3 = ω1 + ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors pointed in the direction
of the particle oscillation, i.e., wave polarization.
A0 · k1 = A0k1, B0 · k2 = 0
A0 · k2 = A0k2 cosϕ
k1 ·B0 = k1B0 cos
(pi
2
+ ϕ
)
= −k1B0 sinϕ
A0 ·B0 = −A0B0 sinϕ
(C.88)
The dot products defined above are in addition to those in Equations C.47 and C.48. The scattered
wave direction vector is,
rˆs = (k1 + k2)
1
k3
(C.89)
where k1 =
ω1
cL
, k2 =
ω2
cS
, and k3 =
ω1+ω2
cL
. The dot products with the scattered wave direction
vector rˆs are,
rˆs · Cˆ0 = 1
rˆs · k1 = (k21 + k1k2 cosϕ)
1
k3
rˆs · k2 = (k1k2 cosϕ+ k22)
1
k3
rˆs ·B0 = −k1B0
k3
sinϕ
rˆs ·A0 = (A0k1 +A0k2 cosϕ) 1
k3
(C.90)
From Equation C.66,
Amplitude =
A0B0
8piρ0|r|
(
ω1ω2
ω1 + ω2
)(
1
c4Lc
3
S
)
V sinϕ
× [C1(2β + 3d) + C2β + C3(β + d) + C5d]
(C.91)
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where,
β = α cosϕ+ 2d cos2 ϕ
α = 2c2Sω
2
1 + c
2
Lω
2
2
d = cLcSω1ω2
(C.92)
This expression agrees with that published by Korneev [30].
Interaction of L(ω1) + S‖(ω2)→ L(ω1 − ω2)
Figure C.8: Geometry of a dilatational wave k1 and shear wave k2 polarized in the k1 − k2 plane, which
interact to produce a scattered dilatational wave k3. The geometry shown is for the difference frequency
(ω3 = ω1 − ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors pointed in the direction
of the particle oscillation, i.e., wave polarization.
The case is now considered where one dilatational wave interacts with a shear wave polarized
in the k1 − k2 plane to generate a dilatational wave with a difference frequency. See Figure C.8.
From the resonance condition,
rˆs = (k1 − k2)
(
1
k3
)
(C.93)
In addition to the dot products in Equations C.47 and C.49, the dot products are,
A0 · k1 = A0k1, B0 · k2 = 0
A0 · k2 = A0k2 cosϕ, B0 · k1 = −B0k1 sinϕ
A0 ·B0 = −A0B0 sinϕ
(C.94)
where k1 =
ω1
cL
, k2 =
ω2
cS
, and k3 =
ω1−ω2
cL
. The amplitude corresponds to the second expression in
Equation C.66. Since rˆs · Cˆ0 = 1, the amplitude is proportional to I− · rˆs. Using Equation C.93,
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the dot products with rˆs are,
rˆs · k1 = (k21 − k1k2 cosϕ)
1
k3
rˆs · k2 = (k1k2 cosϕ− k22)
(
1
k3
)
rˆs ·A0 = (A0k1 −A0k2 cosϕ) 1
k3
rˆs ·B0 = −B0k1
k3
sinϕ
(C.95)
Using the dot products defined above yields an amplitude of,
Amplitude =
−A0B0
8piρ0|r|
(
ω1ω2
ω1 − ω2
)(
1
c4Lc
3
S
)
V sinϕ
× [C1(2β − 3d) + C2β + C3(β − d)− dC5]
(C.96)
where,
d = cLcSω1ω2
β = α cosϕ− 2d cos2 ϕ
α = 2c2Sω
2
1 + c
2
Lω
2
2
(C.97)
This expression does not agree with that presented by Korneev [30].
Interaction of L(ω1) + S‖(ω2)→ S‖(ω1 − ω2)
Now the case is considered where a dilatational wave with frequency ω1 and shear-horizontal wave
with frequency ω2 interact to product a shear-horizontal scattered wave with a difference frequency.
See Figure C.9. In addition to Equations C.47 and C.49, the dot products are,
A0 · k1 = A0k1, B0 · k2 = 0
A0 · k2 = A0k2 cosϕ, B0 · k1 = −Bk1 sinϕ
(C.98)
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Figure C.9: Geometry of a dilatational wave k1 and shear wave k2 polarized in the k1 − k2 plane, which
interact to produce a scattered shear wave k3 polarized in the k1 − k2 plane. The geometry shown is for
the difference frequency (ω3 = ω1 − ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors
pointed in the direction of the particle oscillation, i.e., wave polarization.
The amplitude corresponds to the fourth expression in Equation C.66. Since Cˆ0 · rˆs = 0, the
amplitude is proportional to I− · Cˆ0. The dot products with Cˆ0 are,
Cˆ0 · k1 = −k1 sin γ
Cˆ0 · k2 = k2 sin(ϕ− γ)
Cˆ0 ·A0 = −A0 sin γ
Cˆ0 ·B0 = B0 cos(ϕ− γ)
(C.99)
The following trigonometric identities are useful,
sin(ϕ± γ) = sinϕ cos γ ± cosϕ sin γ
cos(ϕ± γ) = cosϕ cos γ ∓ sinϕ sin γ
(C.100)
Making use of the above trigonometric identities and the geometric relationships from Equation
C.49,
Cˆ0 · k1 = k1k2
k3
sinϕ
Cˆ0 · k2 = k2k1
k3
sinϕ
Cˆ0 ·A0 = A0k2
k3
sinϕ
Cˆ0 ·B0 = (B0k1 cosϕ−B0k2) 1
k3
(C.101)
183
Using the dot products defined above and the magnitudes k1 =
ω1
cL
, k2 =
ω2
cS
, and k3 =
ω1−ω2
cS
yields
an amplitude of,
Amplitude = − A0B0
8piρ0|r|
(
ω1ω2
ω1 − ω2
)(
1
c3Lc
4
S
)
V
[−C1(2c2Lω22 − c2Sω21 − d cosϕ− 2α)
+C2α+ C3(ω
2
1c
2
S sin
2 ϕ) + C5(d cosϕ− c2Lω22)
] (C.102)
where,
d = cLcSω1ω2
α = (d− c2Sω21 cosϕ) cosϕ
(C.103)
The expression presented here differs from the expression in Korneev. In particular, Korneev’s
expression is scaled by a factor of
c2L
c2S
with respect to the expression above.
Interaction of S‖(ω1) + L(ω2)→ L(ω1 + ω2)
Now the case is considered where a shear-horizontal wave with frequency ω1 and a dilatational
wave with frequency ω2 interact to product a dilatational scattered wave with a sum frequency.
See Figure C.10. In addition to the relations in Equations C.47 and C.48, the dot products are,
Figure C.10: Geometry of a shear wave k1 polarized in the k1 − k2 plane and a dilatational wave k2,
which interact to produce a scattered dilatational wave k3. The geometry shown is for the sum frequency
(ω3 = ω1 + ω2) case. The amplitude vectors A0, B0, and C0, are the unit vectors pointed in the direction
of the particle oscillation, i.e., wave polarization.
A0 · k1 = 0, B0 · k2 = B0k2
A0 · k2 = A0k2 sinϕ, B0 · k1 = Bk1 cosϕ
(C.104)
From resonance,
rˆs =
k1 + k2
k3
(C.105)
184
with the magnitudes k1 =
ω1
cS
, k2 =
ω2
cL
, and k3 =
ω1+ω2
cL
. The amplitude corresponds to the first
term in Equation C.66. Since rˆs ·Cˆ0 = 1, the amplitude is proportional to I+ ·rˆs. The dot products
with rˆs are,
rˆs · k1 = (k21 + k1k2 cosϕ)
1
k3
rˆs · k2 = (k1k2 cosϕ+ k22)
1
k3
rˆs ·A0 = A0k2
k3
sinϕ
rˆs ·B0 = (B0k1 cosϕ+B0k2) 1
k3
(C.106)
Thus,
Amplitude =
−A0B0
8piρ0|r|
(
ω1ω2
ω1 + ω2
)(
1
c4Lc
3
S
)
V sinϕ
× [C1(2α+ 3d+ 2d cos2 ϕ) + αC2 + C3(α+ d) + dC5] (C.107)
where,
d = cScLω1ω2
α = (c2Lω
2
1 + 2c
2
Sω
2
2 + 2d cosϕ) cosϕ
(C.108)
The above expression agrees with that published in Korneev [30].
C.4 Collinear Wave-Mixing
Recall that for the non-collinear wave-mixing, the condition −1 < cosϕ < 1 was set so that the
interactions were non-collinear. A special case can now be considered by letting cosϕ = ±1 so
that the primary interacting waves are collinear. Note, cosϕ = −1 indicates a collision of k1 and
k2, i.e., propagating in opposite directions. With this new collinear condition, it is necessary to
check the resonance and polarization conditions for each case in the same manner as was done in
the non-collinear cases. The results will be summarized in Tables C.2, C.3, and C.4. Since this
process was heavily detailed in the previous section, the results here will be presented in a more
succinct manner to avoid repetitiveness. For the following discussion, reference will be made to
the resonant conditions in Equation C.42. The term “collision” will be used to describe the cases
where the primary waves are propagated in opposite directions. Note, only the amplitudes for the
cases which were not already treated in the non-collinear section will be presented in this section.
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The amplitudes from the analogous non-collinear cases are still applicable for the collinear cases,
because no restrictions were made on cosϕ during the amplitude calculations. Unlike the non-
collinear cases, however, not all of the collinear cases will necessarily have ranges for the frequency
domain. Rather, in some cases, since the interaction angle is a discrete value i.e., cosϕ = ±1, there
will be an expression, rather than a range, for the valid frequency ratio.
Prior to examining the various interaction cases, it is useful to discuss the general nature of
collinear wave mixing. Recall that for wave-mixing to occur, the conditions in Equations C.16 and
C.17 must be satisfied. They are repeated here for readability.
k3 = k1 ± k2
ω3 = ω1 ± ω2
Squaring both sides of the first equation, using the relation ki =
ωi
ci
, and dividing by ω21, after some
simple algebra yields,
(
ω2
ω1
)2
[c−23 − c−22 ]± 2
(
ω2
ω1
)
[c−23 − c−11 c−12 cosϕ] + [c−23 − c−21 ] = 0 (C.109)
Consider the interaction between two waves of the same type. Then, for an isotropic medium
c1 = c2 = c so that,
(
ω2
ω1
)2
[c−23 − c−2]± 2
(
ω2
ω1
)
[c−23 − c−2 cosϕ] + [c−23 − c−2] = 0 (C.110)
If the waves are propagating collinearly in the same direction, then cosϕ = 1, and
(
ω2
ω1
± 1
)2
[c−23 − c−2] = 0 (C.111)
Since by definition ω1 > ω2, then it must be true that c3 = c. Thus, if the two primary waves of the
same type are propagating collinearly in the same direction, then they may only produce a third
wave of the same type. This is an important conclusion which highlights one of the advantages of the
non-collinear wave-mixing. Namely, that in non-collinear wave-mixing there is modal separation.
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Now consider the case where two primary waves of the same type in an isotropic medium collide
collinearly such that cosϕ = −1. Now Equation C.110 becomes,
(
ω2
ω1
)2
[c−23 − c−2]± 2
(
ω2
ω1
)
[c−23 + c
−2] + [c−23 − c−2] = 0 (C.112)
Imposing the conditions that 0 < ω2ω1 < 1, c > 0, and c3 > 0 yields,
c3 =
c(ω1 ± ω2)
ω1 ∓ ω2 (C.113)
The above expression is true over a wide range of frequencies. Thus, for the case where two
primary waves of the same type collide collinearly and interact, the resulting scattered wave does
not necessarily have to be of the same type.
In the above analysis, the condition that the medium was non-dispersive was inherently imposed,
because the velocities were assumed to be independent of the frequency. This is important to keep
in mind, because in materials where the velocity is a function of the frequency, the condition that
c1 = c2 will not necessarily be true if the primary waves have different frequencies. This can be
shown by performing a similar analysis as the previous two scenarios. For example, two primary
waves of the same type are propagated such that they interact collinearly in a dispersive medium.
The dispersion present is such that the velocity increases with increasing frequency. Therefore,
c1(ω1) ≥ c2(ω2)
⇒ c3 = c1c2(ω + 1 + ω2)
ω2c1 + ω1c2
(C.114)
The above expression for c3 is true over a range of frequencies and is not necessarily equal to c1
or c2. Therefore, the scattered wave does not necessarily have to be of the same type as the two
primary waves in a dispersive medium. A similar analysis could be performed for materials with
other “real” world complexities, such as anisotropy, inhomogeneities, etc.
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Collinear Interaction of L(ω1) + L(ω2)
First, the case is considered where two dilatational waves are propagated in the same direction so
that,
cosϕ = 1
k1 =
ω1
cL
kˆ1, k2 =
ω2
cL
kˆ2
k1 · k2 = k1k2
(C.115)
All four resonance conditions from C.42 must be checked. For the first resonance condition,
k3 =
ω1 + ω2
cL
rˆs = (k1 + k2)
1
k3
which yields,
k3 =
ω1 + ω2
cL
=
ω21
c2L
+
ω22
c2L
+
2ω1ω2
c2L
Thus, the first resonance condition is satisfied. A similar check for the other three resonance
conditions yield that the second resonance condition is also satisfied; however, the third and fourth
resonance conditions are not satisfied. The polarization conditions should then be checked for
the two cases where the resonance conditions are satisfied. For the first resonant condition, the
amplitude corresponds with the first expression in Equation C.66. Since rˆs · Cˆ0 = 1, the amplitude
is proportional to I+ · rˆs, where,
rˆs = (k1 + k2)
1
k3
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The relevant dot products are then,
A0 · k1 = A0k1, B0 · k2 = B0k2
A0 · k2 = A0k2, B0 · k1 = B0k1
A0 ·B0 = 0
rˆs · k1 = (k21 + k1k2)
1
k3
rˆs · k1 = (k1k2 + k22)
1
k3
rˆs ·A0 = (A0k1 +A0k2) 1
k3
rˆs ·B0 = (B0k1 +B0k2) 1
k3
(C.116)
Thus, the corresponding amplitude for the first resonance condition is,
Amplitude = −A0B0
8piρ0
(
1
c5L
)
ω1ω2 (ω1 + ω2) [4C1 + 2C2 + 2C3 + C4 + C5] (C.117)
The direction of propagation for the scattered wave can be found by solving for the angle γ between
k1 and k3 as,
k2 = k3 − k1
⇒
(
ω2
cL
)2
=
(
ω1 + ω2
cL
)2
+
(
ω1
cL
)2
− 2
(
ω1
cL
)(
ω1 + ω2
cL
)
cos γ
⇒ cos γ = 1
This result reveals that for the case of two dilatational waves propagating in the same direction, it
is possible for them to interact and produce a third dilatational wave with a sum frequency which
propagates in the same direction as the primary waves. Following the same steps as for the first
resonance condition, the amplitude for the second resonant case is,
Amplitude =
A0B0
8piρ0
(
1
c5L
)
ω1ω2 (ω1 − ω2) [4C1 + 2C2 + 2C3 + C4 + C5] (C.118)
Similar to the first resonant condition, cos γ is found to yield a propagation direction in the same
direction as the primary waves.
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Recall, that for non-collinear wave-mixing, i.e., −1 < cosϕ < 1, this interaction failed the
resonance condition. Thus, two dilatational waves can only interact to produce a third dilatational
wave (with sum or difference frequency) if they are propagating collinearly. This illustrates the
importance of determining whether or not the various collinear cases satisfy the resonant and
polarization conditions separately from the non-collinear cases.
Collision of L(ω1) + L(ω2)
Now, consider the case where L(ω1) and L(ω2) propagate in opposite directions such that they
collide, so that,
cosϕ = −1
k1 · k2 = −k1k2
(C.119)
For this case, only the fourth resonant condition, i.e., scattered shear wave with a difference fre-
quency, is satisfied. To keep the system physically realizable cS < cL, and by definition ω2 < ω1,
so that from the fourth resonant condition,
(
ω1 − ω2
cS
)2
=
(
ω1
cL
)2
+
(
ω2
cL
)2
+ 2
ω1ω2
c2L
⇒ ω1
ω2
=
cL − cS
cL + cS
(C.120)
The amplitude of this scattered wave corresponds to the fourth expression in Equation C.66. Since
Cˆ0 · rˆs = 0, the amplitude is proportional to I− · Cˆ0. When the shear wave is polarized out of the
k1 − k2 plane, Cˆ0 is perpendicular to the primary wave number vectors and their corresponding
amplitude vectors and consequently fails the polarization condition. However, when the shear wave
is polarized in k1−k2 plane, its direction is such that it’s not necessarily collinear with k1 and k2,
cos γ =
1
2cLcSω1
(
c2L(ω1 − ω2) + c2S(ω1 + ω2)
)
(C.121)
In order to be physically realizable, the above equation must be −1 < cos γ ≤ 1. In other words,
the case where cos γ = −1 is not possible. The amplitude for this case was already determined in
the non-collinear section. See Case 1 in Table C.2.
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Collinear Interaction of L(ω1) + S(ω2)
For the case where a L(ω1) and S(ω2) propagate collinearly, only the second resonant condition
(scattered wave of L(ω1−ω2) is satisfied. Vector algebra can be used to determine cos γ as follows,
(
ω2
cS
)2
=
(
ω1
cL
)2
+
(
ω1 − ω2
cL
)2
− 2ω1(ω1 − ω2)
c2L
cos γ
⇒ cos γ = c
2
S(2ω
2
1 − 2ω1ω2 + ω22)− c2Lω22
2c2Sω1(ω1 − ω2)
(C.122)
In order for the system to be physically realizable i.e., cs < cL, then −1 ≤ cos γ < 1 must be true.
Thus, the scattered dilatational wave has the possibility of propagating in a direction opposite to
the primary waves or even at an angle; however, it cannot propagate in the same direction as the
primary waves. This is true for shear waves polarized both in and out of the plane. The amplitude
for this case corresponds to the second amplitude expression Equation C.66. Since rˆs · Cˆ0 = 1,
the amplitude is proportional to I− · rˆs. The relevant dot products (whether the shear wave is
polarized in or out of the plane) are then,
A0 · k1 = k1A0
B0 · k2 = k2B0
A0 · k2 = B0 · k1 = B0 ·A0 = 0
rˆs · k1 = (k21 − k1k2)
1
k3
rˆs · k2 = (k1k2 − k22)
1
k3
rˆs ·A0 = (A0k1 −A0k2) 1
k3
rˆs ·B0 = 0
(C.123)
so that the resulting amplitude is,
Amplitude = −A0B0V
8piρ0|r|
(
ω1ω2
ω1 − ω2
)(
1
c4Lc
3
S
)
(cSω1 − cLω2)2[C1 + C2] (C.124)
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Of particular interest might be the case where the scattered wave propagates in a direction
opposite to that of the primary waves. For this case,
cos γ = −1
⇒
(
ω2
cS
)2
=
(
ω1
cL
)2
+
(
ω1 − ω2
cL
)2
+ 2
ω1(ω1 − ω2)
c2L
(C.125)
Solving for ω2ω1 , it is seen that the above interaction will only take place for,
ω2
ω1
=
2cS
cL + cT
(C.126)
This case is particularly interesting, because it implies that a pulse-echo type experimental set-up
could be employed with the sending/receiving sensor(s) mounted on one side. Since shear waves
travel slower than dilatational waves, the system could be set up in the following manner: the
shear wave S(ω2) is generated, and a dilatational wave L(ω1) is generated after a delay time.
The delay time corresponds to the difference in travel time of the shear and dilatational wave to
interact at a predetermined location. The dilatational wave will “catch up” to the shear wave,
interact, and generate a scattered dilatational wave L(ω1 − ω2), which propagates in the opposite
direction. The scattered wave can then be received by the same transducer used to generate the
dilatational primary wave. The delay time tdelay can be determined for the chosen interaction
distance dinteraction,
tdelay = dinteraction
(
1
cS
− 1
cL
)
(C.127)
It is clear from the above equation that a scanning method can be used, where the delay time can
be varied to scan along the depth of the specimen.
Typically, the primary waves are sinusoidal pulse trains in order to have a large volume of
interaction. As the scattered wave is generated and propagated back (γ = 180◦), it is possible that a
portion of one or both of the primary wave pulse trains are still propagating in the forward direction
(γ = 0◦). The scattered dilatational wave L(ω1 − ω2) will then collide with L(ω1) and/or S(ω2).
Collision between two dilatational waves can produce a shear wave with a difference frequency.
Collision between a dilatational wave and a shear wave (with a lower frequency) can produce a
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shear wave with a difference frequency. If ω2ω1 > 0.5, then the collision between L(ω1 − ω2) and
S(ω2) will not interact, because ω2 > ω1 − ω2. A collision between L(ω1) and L(ω1 − ω2) may
result in a scattered shear wave with a difference frequency, i.e., S(ω2). This is noticeably the same
frequency as the primary wave. In practice, filters are used to filter out the primary waves; thus,
implementing a filter would get rid of any effects from waves resulting from collision. However, the
energy from this interaction will result in a slightly diminished amplitude of the received scattered
wave of interest L(ω1 − ω2).
Collision of L(ω1) + S(ω2)
For the case where L(ω1) and S(ω2) propagate in opposite directions, the first and the fourth
resonance conditions are satisfied; however, the first condition fails the polarization condition. For
the fourth resonance condition, the amplitude is proportional to I− · Cˆ0. If the shear wave is
polarized out of the plane, then Cˆ0 · k1 = Cˆ0 · k2 = Cˆ0 ·A0 = Cˆ0 ·B0 = 0, and the polarization
condition is not satisfied. If the shear wave is polarized in the plane, the relevant dot products are
then,
k1 ·A0 = A0k1
k2 ·B0 = k1 ·B0 = 0
k2 ·A0 = −A0k2
A0 ·B0 = 0
(C.128)
which yield a non-zero amplitude as follows,
Amplitude =
(
A0B0
8piρ0|r|
)
V
(
1
c4Lc
3
S
)(
ω1ω2
ω1 − ω2
)
(cSω1 − cLω2)2(C1 + C2) (C.129)
The direction of propagation for the scattered wave is then,
(
ω2
cS
)2
=
(
ω1
cL
)2
+
(
ω1 − ω2
cS
)2
− 2
(
ω1
cL
)(
ω1 − ω2
cS
)
cos γ
⇒ cos γ = c
2
Lω1 + c
2
Sω1 − 2c2Lω2
2cLcS(ω1 − ω2)
(C.130)
The expression for cos γ is true for −1 ≤ cos γ ≤ 1; however, it should always be verified that the
expression meets the conditions 0 < ω2 < ω1 and 0 < cS < cL.
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Collinear Interaction and Collision of S(ω1) + L(ω2)
For a shear wave with frequency ω1 propagating collinearly with a dilatational wave with frequency
ω2, none of the resonant conditions are satisfied. Therefore, it is concluded that interaction is not
possible and the cases where they collide must be checked.
If the two waves collide, only the first resonant condition is satisfied. Since rˆs · Cˆ0 = 1, the
amplitude is proportional to I+ · rˆs. For the shear wave polarized either in or out of the plane, the
relevant dot products are,
k1 ·A0 = k2 ·A0 = 0
A0 ·B0 = 0
k2 ·B0 = B0k2, k1 ·B0 = −B0k1
A0 · rˆs = 0
B0 · rˆs = (B0k2 −B0k1) 1
k3
k1 · rˆs = (k21 − k1k2)
1
k3
k2 · rˆs = (k22 − k1k2)
1
k3
(C.131)
Plugging the dot products into C.23 and dotting it with Cˆ0 yields an amplitude of zero. Thus, the
polarization condition fails and no interaction will take place.
Collinear Interaction and Collision of S(ω1) + S(ω2)
When two shear waves are propagated collinearly, the third and fourth resonant conditions are
satisfied. It is therefore necessary to check these two cases to determine if polarization conditions
are met. For both cases, it can be determined that the direction of propagation is same as the
primary wave vectors, i.e., cos γ = 1. Since rˆs · Cˆ0 = 0, the amplitudes for both cases are
proportional to I · Cˆ0. If the shear waves are polarized in the k1 − k2 plane, the relevant dot
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products for both cases are,
A0 · k1 = A0 · k2 = B0 · k1 = B0 · k2 = 0
A0 ·B0 = A0B0
Cˆ0 ·A0 = A0, Cˆ0 ·B0 = B0
Cˆ0 · k1 = Cˆ0 · k2 = 0
(C.132)
which yield an amplitude of zero, i.e, the polarization conditions fail. The same is true for the
case where the shear waves are polarized out of the k1 − k2 plane. Since none of the resonant and
polarization conditions are satisfied, it is concluded that shear waves propagated collinearly will
not interact.
For the case where the two shear waves collide, only the first resonant condition is satisfied;
however, it fails the polarization condition. So, the collision of two shear waves will not produce a
scattered wave.
C.5 General Form of the Amplitude Expression
In order to understand the roles of the various acoustic parameters on the amplitude of the scattered
wave, it is worthwhile to spend some time bringing the amplitude expressions into the same general
form. The general form of the amplitude expressions can be written as,
Amplitude = −
(
A0B0
8piρ0|r|V
)(
ω31
c53
)
[c1C1 + c2C2 + c3C3 + c4C4 + c5C5] (C.133)
where the ci terms are non-dimensional coefficients, and the Ci terms are made up of the material
elastic constants (see Equation C.64). The amplitudes found in the previous two sections can
all be manipulated such that they fit this form. This can be done by algebraically rearranging
the amplitude expressions found in the previous two sections and introducing the non-dimensional
terms,
a =
ω2
ω1
c =
cS
cL
(C.134)
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The notation used for the above ratios is the same as that used by Jones and Kobett [27] and
Johnson and Shankland [32, 33]. This was done for all of the amplitude expressions for both the
collinear and non-collinear cases. The amplitude expressions are written in this general form in
Table C.2 on page 201.
C.6 Strong Scattered Wave
When designing an experimental set-up to detect a nonlinear scattered wave via non-collinear wave
mixing, some steps can be taken in order to maximize the amplitude of the scattered wave to aid
detection efforts. Recall that all of the amplitude expressions can be written such that they are of
a similar form (see Equation C.133), which is a linear combination of the coefficients C1, C2, C3,
C4, and C5 preceded by the term
(
− A0B0
8piρ0|r|c53
)
V ω31. The amplitude of the scattered wave will be
proportional the size of the volume of interaction V , the product of the amplitude of the primary
waves A0B0, and the primary wave k1 frequency ω1 cubed. Thus, a large interaction region, high
primary wave input voltage, and high primary wave frequencies will all yield a higher scattered wave
amplitude. Of course, in highly attenuative material, it is important to consider that attenuation
generally increases with increasing frequency, and thus is a counteracting affect.
The amplitude expressions are also a function of the material constants (Lame´’s constants and
the TOECs), frequency ratio, and velocity ratio. If the material constants are known (hence, the
velocity ratio is known), then it is worthwhile to plot amplitude expression as a function of the
frequency ratio. In doing so, one can determine for which frequency ratio the maximum scattered
wave amplitude can be generated, and the proper testing set-up can be implemented. Furthermore,
some of the amplitude expressions contain zeros, which would place an additional constraint on the
experimental set-up, as the polarization condition is unsatisfied at these points. The zero points
can (and should) be determined even if the material constants are unknown.
C.6.1 Numerical Example
Korneev [30] provided numerical results for the interaction angle φ, scattered wave angle γ, and
amplitude coefficient (see expressions in Table C.2, page 201) for values belonging to polyvinyl
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chloride. For comparison, the same set of elastic constants will be used here. The values they used
were,
λ = 3.64 GPa, µ = 1.83 GPa
A = −15.86 GPa, B = −12.95 GPa, C = −20.48 GPa
ρ0 = 1350
kg
m3
ω1 = 2pi × 1 MHz
Using these values, the interaction angle can be found from the expressions in Table C.1 (page
200). Then, the amplitude can be found as a function of the frequency ratio using the expressions
from Table C.2 (page 201). It should be mentioned that Korneev plotted the results corresponding
to the approximation that the TOECs were much larger than Lame´’s constants so that Lame´’s
constants could be neglected. While this approximation is fine for the majority of the cases, it does
have the potential to significantly alter the shape of the amplitude plot. Such is the case for Cases
2 and 3, where L(ω1) + S‖(ω2)→ L(ω1 ± ω2). Refer to Figures C.11 through C.15, which contain
the interaction angles, scattered wave angle, and amplitudes as a function of the frequency ratio
for the values above.
Figure C.11: Numerical results for (a) Case 1 and (b) Case 2 as a function of the frequency ratio ω2ω1 using
the expression from Table C.2. The angle between the primary waves is ϕ, and the resulting scattered wave
angle is γ.
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Figure C.12: Numerical results for (a) Case 3 and (b) Case 4 as a function of the frequency ratio ω2ω1 using
the expression from Table C.2. The angle between the primary waves is ϕ, and the resulting scattered wave
angle is γ.
Figure C.13: Numerical results for (a) Case 5 and (b) Case 6 as a function of the frequency ratio ω2ω1 using
the expression from Table C.2. The angle between the primary waves is ϕ, and the resulting scattered wave
angle is γ.
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Figure C.14: Numerical results for (a) Case 7 and (b) Case 8 as a function of the frequency ratio ω2ω1 using
the expression from Table C.2. The angle between the primary waves is ϕ, and the resulting scattered wave
angle is γ.
Figure C.15: Numerical results for amplitude (top) for Case 10: (L(ω1) + L(ω2) → L(ω1 − ω2)) as a
function of the frequency ratio ω2ω1 using the expression from Table C.2. The primary waves are collinear,
cosϕ = 1, and the resulting scattered wave angle is cos γ = 1.
C.6.2 Selection Criteria for the Received Nonlinear Scattered Wave
Johnson and Shankland [32, 33] reported waves of mixed frequencies as a result of nonlinear in-
teraction in crystalline rock. In order to confirm that the nonlinear wave originated from the
nonlinear interaction between bulk waves in the rock, and not from the testing apparatus, they
proposed three selection criteria: 1. Frequency criterion: the frequency of the observed nonlinear
signal must match that predicted by theory, 2. Amplitude criterion: the amplitude of the nonlinear
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signal must be proportional to the product of the primary waves, and 3. Directionality criterion:
the trajectory of the nonlinear wave must match that predicted by theory. The first criterion is
of course based on ω3 = ω1 ± ω2. The second criterion is based on the general form that the
amplitude expressions take (see Table C.2). The third criterion is based on the direction found for
γ (see Table C.1). Recall, one of the advantages of using the non-collinear wave mixing technique
is the time-separation between the primary and nonlinear scattered waves. Thus, in addition to
the three criteria, a time-of-flight criterion can be used, assuming a straight ray path for all trav-
eling waves. In practice, it is essential to verify all measurements against these criteria. Systems
inherently contain nonlinearities, which if not accounted for, can complicate the results and cause
an erroneous analysis of the data.
Table C.1: Non-collinear interaction cases which satisfy the resonance conditions, where ϕ and γ are defined
in Figure C.3.
Primary
Waves
Nonlinear
Scattered
Wave
cosϕ*** tan γ
Valid Frequency Range*
Lower Upper
L(ω1) L(ω2) S(ω1−ω2)
c2L
c2S
+
1
2
(
1− c
2
L
c2S
)(
ω1
ω2
+
ω2
ω1
)
−ω2 sinϕ
ω1 − ω2 cosϕ
cL − cS
cL + cS
1
L(ω1) S(ω2)**
L(ω1+ω2)
cS
cL
+
1
2
ω2
ω1
(
cS
cL
− cL
cS
)
cLω2 sinϕ
cSω1 + cLω2 cosϕ
0
{ 2cS
cL−cS for 0 <
cS
cL
≤ 13
1 for 13 <
cS
cL
< 1
L(ω1−ω2)
cS
cL
− 1
2
ω2
ω1
(
cS
cL
− cL
cS
)
−cLω2 sinϕ
cSω1 − cLω2 cosϕ
0
2cS
cL + cS
S(ω1−ω2)
cL
cS
− 1
2
ω1
ω2
(
cL
cS
− cS
cL
)
−cLω2 sinϕ
cSω1 − cLω2 cosϕ
cL − cS
2cL
cL + cS
2cL
S(ω1) L(ω2)** L(ω1+ω2)
cS
cL
+
1
2
ω1
ω2
(
cS
cL
− cL
cS
)
cSω2 sinϕ
cLω1 + cSω2 cosϕ
cL − cS
2cS
{
1 for 13 <
cS
cL
< 1
Otherwise not satisfied
S(ω1) S(ω2) L(ω1+ω2)
c2S
c2L
+
1
2
(
ω1
ω2
+
ω2
ω1
)(
c2S
c2L
− 1
)
ω2 sinϕ
ω1 + ω2 cosϕ
cL − cS
cS + cL
1
* In order to be physically realizable, the velocities and frequencies are defined such that cS < cL and ω2 < ω1; thus, 0 <
cS
cL
< 1
unless otherwise noted.
** Not all shear wave polarizations satisfy the polarization conditions.
*** These values are for non-collinear wave-mixing, −1 < cosϕ < 1
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Table C.2: Amplitude expressions for cases which satisfy both the resonance polarization conditions, where
ϕ and γ are defined in Figure C.3.
Case
Primary Waves
Nonlinear
Scattered
Wave
Amplitude Expression *
1
L(ω1) + L(ω2) S‖(ω1−ω2) D
(
ω31
c5S
)
ac
4
(1 + a) cosϕ sinϕ [2C1 + C2 + C3]
2
L(ω1) + S‖(ω2)
L(ω1 + ω2)
D
(
ω31
c5L
)
a
c3(1 + a)
sinϕ [C1(3ac+ 2β) + C2β + C3(ac+ β) + C5ac]
where, β = (2c
2
+ a
2
) cosϕ+ 2ac cos
2
ϕ
3
L(ω1 − ω2)
D
(
ω31
c5L
)
a
c3(1− a) sinϕ [C1(2β − 3ac) + C2β + C3(β − ac)− C5ac]
where, β = (2c
2
+ a
2
) cosϕ− 2ac cos2 ϕ
4
S‖(ω1−ω2)
D
(
ω31
c5S
)
ac
1− a
[
−C1(a2 − c2 − 2β − d) + C2β + C3c2 sin2 ϕ+ C5d
]
where, d = ac cosϕ− a2; β = (ac− c2 cosϕ) cosϕ
5
S‖(ω1) + L(ω2) L(ω1 + ω2)
D
(
ω31
c5L
)
a
c3(1 + a)
sinϕ
[
C1(3ac+ 2ac cos
2
ϕ+ 2β) + C2β + C3(ac+ β) + C5ac
]
where, β = (1 + 2a
2
c
2
+ 2ac cosϕ) cosϕ
6
L(ω1) + S⊥(ω2) S⊥(ω1−ω2) D
(
ω31
c5S
)
ac
[
C1(2a cos
2
ϕ− c cosϕ)− C2c cosϕ+ C5a
]
7
S‖(ω1) + S‖(ω2) L(ω1 + ω2)
D
(
ω31
c5L
)
a
c4(1 + a)
(1 + a
2
+ 2a cosϕ)
[
C1 cos(2ϕ) + C2 cos
2
ϕ− C3 sin2 ϕ
]
8
S⊥(ω1) + S⊥(ω2) L(ω1 + ω2)
D
(
ω31
c5L
)
a
c4(1 + a)
[
C1(2a+ (1 + a
2
) cosϕ) + C2(1 + a
2
+ 2a cosϕ) cosϕ
]
9**
L(ω1) + L(ω2)
L(ω1 + ω2)
D
(
ω31
c5L
)
a(1 + a) [4C1 + 2C2 + 2C3 + C4 + C5]
10**
L(ω1 − ω2) D
(
ω31
c5L
)
a(1− a) [4C1 + 2C2 + 2C3 + C4 + C5]
11**
L(ω1) +S‖/⊥(ω2) L(ω1 − ω2) D
(
ω31
c5L
)
a
c3(a− 1) (c
2 − 2ac+ a2) [C1 + C2]
* Note: D = − A0B0
8piρ0|r|
V ; a =
ω2
ω1
; c =
cS
cL
** Only collinear interaction i.e., cosϕ = 1, is possible
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Table C.3: Collinear interaction cases which satisfy both the resonance and polarization conditions, where
ϕ is the angle between primary waves k1 and k2 and γ is the angle between k1 and k3.
Primary Waves Nonlinear Scattered Wave cosϕ** cos γ** Valid Frequency Range*
L(ω1) L(ω2)
L(ω1 + ω2) 1 1 0 <
ω2
ω1
< 1
L(ω1 − ω2) 1 1 0 <
ω2
ω1
< 1
S(ω1 − ω2) -1
c2L(ω1 − ω2) + c2S(ω1 + ω2)
2cLcSω1
ω2
ω1
=
cL − cS
cL + cS
L(ω1) S⊥(ω2) L(ω1 − ω2) 1
c2S(2ω
2
1 − 2ω1ω2 + ω22)− c2Lω22
2c2Sω1(ω1 − ω2)
ω2
ω1
=
2cS
cL + cS
L(ω1) S‖(ω2)
L(ω1 − ω2) 1
c2S(2ω
2
1 − 2ω1ω2 + ω22)− c2Lω22
2c2Sω1(ω1 − ω2)
ω2
ω1
=
2cS
cL + cS
S‖(ω1 − ω2) -1
c2Lω1 + c
2
Sω1 − 2c2Lω2
2cLcS(ω1 − ω2)
ω2
ω1
=
c2L − c2S
2cL(cL + cS)
* In order to be physically realizable, the velocities and frequencies are defined such that cS < cL and ω2 < ω1; thus, 0 <
cS
cL
< 1
unless otherwise noted.
** These values are for collinear wave-mixing, where cos x = 1 indicates propagation in the same direction and cos x = −1 indicates
propagation in the opposite direction i.e,collision.
Table C.4: Collinear interaction cases which satisfy both the resonance and polarization conditions, where
ϕ is the angle between primary waves k1 and k2 and γ is the angle between k1 and k3.
Primary Waves
Nonlinear Scattered Wave
ω3 = ω1 + ω2 ω3 = ω1 − ω2
L S‖ S⊥ L S‖ S⊥
L(ω1) L(ω2) → × × →
←
!
0
L(ω1) S‖(ω2) ! × ×
→
!
! 0
L(ω1) S⊥(ω2) 0 × × 0 0 !
S‖(ω1) L(ω2) ! × × × × ×
S⊥(ω1) L(ω2) 0 × × × × ×
S‖(ω1) S‖(ω2) ! × × × × ×
S⊥(ω1) S⊥(ω2) ! × × × × ×
S‖/⊥(ω1) S⊥/‖(ω2) 0 × × × × ×
! Satisfies both resonance and polarization conditions
→/← Collinear/collision interaction possible
×/0 Does not satisfy resonance/polarization conditions
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Appendix D
Harmonic Generation and the Self-Interaction
of Plane Elastic Waves
For completeness, the nonlinearities which manifest from propagation of a single acoustic wave,
termed “self-interaction,” through a nonlinear medium will now be discussed. While self-interaction
of acoustic waves was not directly utilized for the investigations presented in this manuscript, for
the reader who wishes to have a more conceptual understanding of nonlinear acoustics, a good
discussion on harmonic generation is warranted.
Consider the case where a single, monochromatic sinusoidal wave is transmitted at time t0 = t = 0
into a linear, elastic, isotropic, non-dispersive medium. If there is no attenuation, at a much later
time t1 >> t0, the wave will look exactly the same as it did at t0. In other words, a wave
which propagates through a linear, elastic medium will retain its shape. If the same wave is now
propagated through a nonlinear elastic medium, distortion will occur. This distortion arises from
self-interaction of the wave and can give rise to the presence of harmonics.
Self-interaction of elastic waves is not the same as collinear wave mixing. Collinear wave mixing
involves the interaction between two or more waves propagating in the same direction; whereas,
self-interaction refers to the interaction of a wave with itself to generate a second wave. Collinear
wave-mixing was treated in Section C.4. Here, self-interaction will be treated separately than
harmonic generation; however, it should be emphasized that these two nonlinear manifestations
are not necessarily independent phenomena. Self-interaction simply describes the generation of at
least one other wave, which may be a harmonic of the same type. Thus, harmonic waves are a
special case of self-interaction in solid media. In this chapter, harmonic generation will be discussed
first for the case of wave propagation in fluid media, followed by a discussion on the more general
self-interaction phenomenon in solids. Harmonic generation is discussed in fluids, rather than solids,
because the derivation is relatively straightforward, and the implications of the resulting equation
can be extended to solids, which will be shown.
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D.1 Harmonic Generation
Please refer to Appendix B for the fundamentals of linear acoustics. The following derivations can
be found in many acoustic textbooks. The reader is referred to references [11,49,81,84].
Wave propagation in fluids is governed by the behavior of the particle velocity, pressure, and
density as a function of time and location. Once functions for these parameters are established
for the appropriate initial and boundary conditions, the wave motion can be determined. Three
equations are used to determine the governing wave equations: 1. an equation of motion, which
characterizes the particle velocity in terms of pressure and density, 2. a continuity equation, which
is expresses the conservation of mass, and 3. an equation of state, which relates the pressure and
density. This derivation will begin with the equation of state,
P = P (ρ) = P0 + p
ρ = ρ0 + ρ
′
(D.1)
where ρ is the acoustic density, p is the acoustic pressure, P is the instantaneous pressure, ρ′ is
the perturbed density, and the parameters with the subscript “0” denote ambient terms. The
instantaneous pressure can be expanded in a Taylor series about ρ0 as,
P = P (ρ0) + ρ
′P ′(ρ0) +
1
2
ρ′2P ′′(ρ0) +H.O.T.
⇒ p = ρ′P ′(ρ0) + 1
2
ρ′2P ′′(ρ0) +H.O.T.
(D.2)
Truncating terms higher than the second order and rewriting yields,
p ≈ As+ B
2
s2 (D.3)
where,
A = ρ0P
′(ρ0) = ρ0c20
B = ρ20P
′′(ρ0)
s =
ρ− ρ0
ρ0
(D.4)
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Note, s is the condensation. The parameter of nonlinearity is the ratio of the coefficients preceding
the condensation terms as follows,
B
A
=
ρ0
c20
(
∂2P
∂ρ20
)
ρ0
(D.5)
The following relation can be obtained from the conservation of mass,
ρ
ρ0
=
1
(1 +∇u) (D.6)
The above equation can be algebraically manipulated to obtain,
∇u
1 +∇u = −
ρ− ρ0
ρ0
(D.7)
For small pressure waves and displacements, the following approximation can be made for propa-
gation along the x-axis,
s ≈ −∂u
∂x
(
1− ∂u
∂x
)
(D.8)
Plugging the condensation approximation into Equation D.3 and truncating terms higher than the
second order yields,
p ≈ −A
[
∂u
∂x
+ βn
(
∂u
∂x
)2]
(D.9)
where βn is the Beyer parameter
1 defined by,
βn = 1 +
B
2A
(D.10)
From the 1-D Euler’s equation,
−∂p
∂x
= ρ0
∂2u
∂t2
(D.11)
So that using the above equation with Equations D.9 and D.3 yields,
∂2u
∂t2
− c20
∂2u
∂x2
= −2βn∂
2u
∂x2
∂u
∂x
(D.12)
1This parameter βn is not the same as the nonlinear wave generation parameter
β
β0
(introduced in Chapter 3
and used throughout the manuscript). In fact, the Greek letter “β” was chosen to instill a sense of familiarity. In
this manuscript, the Beyer parameter will always have the subscript “n” to distinguish it from the nonlinear wave
generation parameter from Chapter 3.
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The above equation is the 1-D nonlinear wave equation. So far, the analysis has been restricted to
liquids; thus, the nonlinearity parameter defined in Equation D.10 is only true for liquids. In solids,
a 1-D nonlinear equation can be shown to be of the same form as Equation D.12, where the only
differences are in the definitions of the constants c0 and βn. For the details on this derivation, the
reader is referred to Breazeale [120]. For an isotropic, homogeneous, solid material, the constants
from Equation D.12 are,
βn|solid = −
(
4C1 + 2C2 + C3 + 2C4 + C5
ρ0
+ 3
)
c0|solid = −
√
λ+ 2µ
ρ0
(D.13)
where, C1 through C5 are defined in Equation C.64, and c0 is now the bulk dilatational velocity.
Equation D.12 can be rearranged to the following form,
∂2u
∂t2
= c20
[
1− 2βn∂u
∂x
]
∂2u
∂x2
(D.14)
Now, the nonlinear wave equation has a similar form to the linear 1-D wave equation (see Equation
B.28, Appendix B) with the notable difference being the presence of the Beyer parameter βn.
Clearly, if βn = 0, the linear 1-D wave equation is recovered. As the wave propagates through the
nonlinear medium, the nonlinearities have therefore effectively changed the velocity of the wave to
be of the form,
c(p) = c0
√
1− 2βn∂u
∂x
(D.15)
Now, the speed of the wave is a function of the pressure of the wave. Some approximations can
now be made to express this equation in a more convenient manner. Equation D.9 can be satisfied
(up to the second order in p) for,
∂u
∂x
= − p
A
+ βn
( p
A
)2
(D.16)
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Figure D.1: Schematic showing an acoustic wave at three different snapshots in time t0, t1, and t2 as it
propagates through a nonlinear elastic medium and suffers distortion. At t2, a sawtooth wave is formed,
which is known as a shock formation.
Plugging this into Equation D.15 yields,
c(p) ≈ c0
√
1 +
2pβn
A
− 2
(
pβn
A
)2
≈ c0
[
1 +
pβn
A
] (D.17)
Equation D.17 provides insight into how the wave distortion will occur. Since the speed of the
wave depends on the pressure of the wave, the compressional (p > 0) and rarefactional (p < 0)
portions of the wave will move at different speeds. Particularly, the compressional portions of the
wave will have a wave speed c(p) > c0, and the rarefactional portions of the wave will have a wave
speed c(p) < c0. This nonuniform movement will cause distortion of the wave shape. This is best
illustrated visually. Refer to Figure D.1, which contains a schematic of the pressure wave as it
propagates and undergoes distortion at different snapshots in time. Initially at time t0 = 0, the
wave is a simple monochromatic sine wave. As the wave propagates through the nonlinear medium,
a snapshot at time t = t1 > t0 shows that it begins to suffer a slight distortion as the peaks move
quicker (and thus arrive earlier in time) than the troughs. Eventually, at time t = t2 > t1, the
peaks “catch up” with the troughs. The point at which this occurs is known as a shock formation,
and the wave is a sawtooth wave. These distortion effects are stronger for higher amplitudes.
Clearly, the frequency domain of the undistorted monochromatic sine wave will be different than
the frequency domain of the distorted wave. In fact, the differences between the frequency domains
of these two waves is the presence of harmonics in the distorted waveform. This can be conceptually
realized by noting that although the wave changes shape as it suffers distortion, the points where
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Figure D.2: The time-domains (left) and frequency-domains (right) of a (a) monochromatic sine wave
pulse with a frequency of ω, and a (b) sawtooth wave. The distortion of the sinusoidal wave into a sawtooth
wave results in higher order harmonics.
p = 0 retain the original velocity c0 (see Equation D.17). Thus, the zero-crossing points remain the
same, and the higher frequencies that are introduced must be integer multiple harmonics. Figure
D.2 shows the time-domain and corresponding frequency domain of a monochromatic sine wave
and a sawtooth wave. The frequency domain was found by taking the fast fourier transform (FFT)
of the signal. As expected, the frequency domain for the monochromatic sine wave contains a single
peak at the wave’s fundamental frequency; whereas, the frequency domain for the sawtooth wave
contains peaks at the fundamental frequency as well as the higher-order harmonics.
D.2 Self-Interaction of Plane Waves
The more general case of self-interaction of acoustic waves in a nonlinear elastic solid medium
will now be discussed. Gol’dberg [95] was the first to carry out the derivation for the nonlinear
equation of motion in the manner proposed by Landau and Lifshitz [26]. In doing so, he considered
the implications of these equations on wave propagation. The following discussion will closely follow
Gol’dberg’s discussion.
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The nonlinear equations of motion are presented in Equation C.15. Gol’dberg considered the
special case of plane waves propagating in the x1 direction such that,
u(x1, t) = u1(x1, t)ˆı+ u2(x1, t)ˆ+ u3(x1, t)kˆ (D.18)
Where ıˆ, ˆ, and kˆ, are unit vectors in the x1, x2, and x3 directions, respectively. Note that the
displacement components are only a function of time t and the direction of propagation x1. The
equations of motion from C.15 are then reduced to,
ρ0
∂2u1
∂t2
− (λ+ 2µ)∂
2u1
∂x21
= α
∂2u1
∂x21
· ∂u1
∂x1
+ β
[
∂2u2
∂x21
· ∂u2
∂x1
+
∂2u3
∂x21
· ∂u3
∂x1
]
ρ0
∂2u2
∂t2
− µ∂
2u2
∂x21
= β
[
∂2u2
∂x21
· ∂u1
∂x1
+
∂2u1
∂x21
· ∂u2
∂x1
]
ρ0
∂2u3
∂t2
− µ∂
2u3
∂x21
= β
[
∂2u3
∂x21
· ∂u1
∂x1
+
∂2u1
∂x21
· ∂u3
∂x1
] (D.19)
where,
α = 4C1 + 2C2 + C3 + 2C4 + C5
β = C1 + C2
(D.20)
and the constants C1 through C5 are the same as were defined in Equation C.64. As noted by
Gol’dberg, the above equations are different than those that arise from the linear approximation in
that the dilatational and shear waves do not necessarily propagate independently of one another
as they do in the linear case. Interaction can occur, which of course, was treated in Section C.4.
Gol’dberg specifically considered self-interaction by way of an example. Recall that self-interaction
of the primary waves manifested via the terms I(ω1) and I(ω2) in Equation C.22, however, was
neglected such that only interactions between the two primary waves were considered.
D.2.1 Propagation of a Single Shear Wave
Gol’dberg considered a case where a single shear wave polarized in the x2 propagates in the x1
direction,
u1 = u3 = 0
u2 6= 0
(D.21)
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Plugging these values into Equations D.19 yields,
β
[
∂2u2
∂x21
· ∂u2
∂x1
]
= 0⇒ ∂
2u2
∂x21
· ∂u2
∂x1
= 0
ρ0
∂2u2
∂t2
− µ∂
2u2
∂x21
= 0
(D.22)
However, the first equation cannot be true; therefore, a single shear wave does not satisfy the
equations. In fact, in order to satisfy the equations of motion from Equation D.19, a dilatational
wave must also exist. Another important implication of these results is the fact that a single shear
wave will not generate harmonics for materials nonlinear in strain to the second-order.
D.2.2 Propagation of a Single Dilatational Wave
If, instead, a single dilatational wave is considered,
u2 = u3 = 0
u1 6= 0
⇒ ρ0∂
2u1
∂t2
− (λ+ 2µ)∂
2u1
∂x21
= α
∂2u1
∂x21
· ∂u1
∂x1
(D.23)
The above equation is the same as 1-D nonlinear wave equation from Equation D.12. This example
illustrates that self-interaction is the basis of harmonic generation in solids. Self-interaction was
also evident in Equation C.22 from the following terms,
I(ω1) sin[(2ω1t− 2k1 · r)]
I(ω2) sin[(2ω2t− 2k2 · r)]
(D.24)
At the time, however, these terms were neglected. It is now noted that these terms generate waves
with twice the frequency, which propagate in the same direction as the primary wave. Thus, these
terms correspond to harmonics generated by the primary wave.
210
Appendix E
Detection of Shear-Horizontal Waves at the
Surface
In many non-destructive testing applications, it is necessary to perform measurements in a one-
sided configuration, where all of the sensors are mounted on the same surface. One obvious example
is for the case of the work performed in this manuscript, which involves the assessment of asphalt
pavements. In pavements, there is only access to one side: the surface. Taking a core of the
pavement for the purposes of characterization is destructive, and thus by definition, is not a non-
destructive test. Therefore, if a non-destructive method such as non-collinear wave-mixing is to be
utilized, both the sending transducers and receiving transducer should be mounted on one side.
Clearly, the scattered wave which results from the interaction between the two primary waves for
one-sided non-collinear wave mixing should be detectable at the surface. Detectability is directly
dependent on the amplitude and direction of the displacement at the surface, as well as the polar-
ization of the crystal in the sensor itself (for piezoelectric transducers). A dilatational transducer
will readily record displacements which are normal to the surface; whereas shear transducers will
detect waves at the surface which are polarized in the same direction as the transducer’s crystal.
Hence, if a wave propagates at the surface such that its polarization is parallel to the surface, it can
be detected as long as the receiving shear polarized transducer is oriented appropriately. A wave of
this type will be referred to as a shear-horizontal surface wave. Shear-horizontal (SH) surface waves
propagate along the surface and have a polarization orthogonal to the normal surface vector,i.e.,
in the plane of the surface.
Traditional linear elastic theory, however, does not support the propagation of such shear-
horizontal polarized waves on a flat, smooth surface of an isotropic semi-infinite medium [84].
Rather, SH waves do not exist according to linear elasticity, because they are unstable. Devia-
tions from the aforementioned conditions (planar, isotropic, homogenous, etc.) can allow for the
existence of surface shear-horizontal polarized waves. These deviations have been termed “pertur-
bations,” whereby the boundary conditions are altered enough to allow for SH waves. Maugin [51]
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provides an excellent, in-depth discussion on various conditions which allow SH waves to at the
surface. This discussion will draw primarily from Maugin’s work. The reader is encouraged to
read the section on surface waves in Appendix B prior to this section for prerequisite knowledge.
First, it will be shown that SH waves do not exist in classical linear elastic theory. Then, some
perturbation methods will be discussed. Finally, the importance of SH surface waves to the current
study will be discussed [50,121].
E.1 SH Waves in Traditional Linear Elastic Theory
As stated above, SH surface waves are not supported in classical linear elasticity theory. This was
shown in Appendix B. See Equation B.48. Here it will be revisited in the context of the existence
of SH surface waves. Recall that the problem was formulated as a surface wave polarized as a
shear horizontal wave which propagates along the surface x3 = 0 of a semi-infinite medium with
a half-space x3 > 0. From the assumed form of the displacement field and traction free boundary
condition, the problem was formulated and is restated here [51],
d2f(x3)
dx23
=
(
k2 − ω
2
c2
)
f(x3)[
df(x3)
dx3
]
x3=0
= 0
(E.1)
where the f(x3) is the amplitude function, which is only a function of the coordinate x3. The
solution of this Equation is,
f(x3) = A exp
(
x3
√
k2T − k2
)
(E.2)
From the traction free boundary condition,
A
√
k2T − k2 = 0 (E.3)
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In order for a wave to exist, it must have a non-zero amplitude A 6= 0. Therefore, to satisfy the
traction free boundary condition, the following must be true,
√
k2T − k2 =
√
ω2
c2S
− k = 0
⇒ ω = kcS
(E.4)
This, however, corresponds to a bulk shear wave which skims the surface, not a surface wave. In
fact, it is the second expression in Equation E.1 arising from the traction free boundary condition
that inhibits the propagation of SH surface waves. If SH surface waves are to exist, the boundary
condition must be perturbed enough to allow for
[
df(x3)
dx3
]
x3=0
6= 0.
E.2 Perturbation Methods
Perturbation methods operate on the theory that bulk shear waves propagating very close to the
surface (“surface skimming” bulk waves) are converted to SH polarized surface waves by perturbing
the boundary conditions [53]. Here, the focus will be limited to mechanical-type perturbations,
where the boundary conditions themselves are altered. There are, however, other “nonmechanical”
type perturbation methods, where the interaction with other fields, such as electric and magnetic
fields, allow for the existence of a SH surface wave.
E.2.1 Love Waves
In 1911, Love [122] considered the propagation of SH waves in a semi-infinite half-space overlaid
by a thin solid layer. The motivation arose from the observation that SH surface waves existed
during seismic events (earthquakes), even though they were predicted not to exist in linear elasticity.
Love hypothesized that these waves were a consequence of the inhomogeneous construction of the
earth’s mantle. He modeled this inhomogeneous structure by considering a superficial layer, which
would have the effect of “trapping” the SH waves and propagating them via multiple reflections in
the layer. Thus, the thin layer acts as a waveguide and changes the boundary conditions. What
was once the traction free surface, is now the interface between the substrate and superficial layer.
Now, rather than traction free boundary conditions, continuity of displacement and traction must
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Figure E.1: Superficial layer of thickness T rigidly bonded to a semi-infinite bulk isotropic medium.
be satisfied at the interface.
Now the problem will be formulated as a SH wave propagating in the thin layer of thickness T ,
which is rigidly adhered to a semi-infinite isotropic medium. Please refer to [84] for an excellent
discussion on this topic. The interface between the two layers is at x2 = 0, so that the top of
the superficial layer is at x2 = −T . See Figure E.1. Considering only the displacements in the x3
direction,
u
(1)
3 = u
(1)
3 (x1, x2, t), u
(1)
1 = u
(1)
2 = 0
u
(2)
3 = u
(2)
3 (x1, x2, t), u
(2)
1 = u
(2)
2 = 0
(E.5)
where the superscripts (1) and (2) denote the superficial layer and substrate, respectively. The
equations of motion are,
∇2u(1)3 =
(
c
(1)
S
)−2 ∂2u(1)3
∂t2
∇2u(2)3 =
(
c
(2)
S
)−2 ∂2u(2)3
∂t2
(E.6)
The boundary conditions are such that there should be continuity at the interface of the two layers
and the superficial layer should have a traction free surface as follows,
τ
(1)
23 = 0 for x2 = −T
τ
(1)
23 = τ
(2)
23 , u
(1)
3 = u
(2)
3 for x2 = 0
(E.7)
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where the shear components of the stress tensor have been replaced with the more familiar τ
notation for shear stress components. The solutions take the form,
u
(1)
3 = U(x2)
(1)ei(kx1−ct)
u
(2)
3 = U(x2)
(2)ei(kx1−ct)
(E.8)
To obtain,
d2U (1)
dx22
+
(
β(1)
)2
U (1) = 0
d2U (2)
dx22
−
(
β(2)
)2
U (2) = 0
(E.9)
where, (
β(n)
)2
= k2
 c2(
c
(n)
S
)2 − 1
 (E.10)
The solutions are then,
u
(1)
3 = A1e
i(kx1−β(1)x2−ωt) +A2ei(kx1+β
(1)x2−ωt)
u
(2)
3 = B1e
i(kx1−β(2)x2−ωt)
(E.11)
This represents plane waves propagating back and forth within the layer. A few important obser-
vations should be made. In order for the above to be possible, the superficial layer should have
a shear wave speed smaller than that of the substrate below. Also, since the thin layer is acting
as a waveguide, there are multiple modes and dispersion. As the wavelength becomes large with
respect to the thickness T of the top layer, the velocity of the wave propagating in the top layer
approaches that of the velocity in the substrate.
E.2.2 Inhomogeneous Substrate
A natural extension to the boundary conditions imposed in the derivation of Love waves is to
consider the case where the substrate has properties which vary with depth [50,52,123–126]. Now,
rather than a discontinuity in material properties as was the case for the generation of Love waves,
the material properties gradually vary with depth in a continuous (smooth) manner. This was first
explored by Bhattacharya [123] in 1970. For the case where the shear modulus µ varies with depth
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x2, the problem can be reformulated [53] as shown below,
∇2ui + ∂ (µui)
∂x2
= c−2S
∂2ui
∂t2[
dui
dx2
]
x2=0
= 0
(E.12)
Notice that now the field equation, rather than the boundary condition, is perturbed. This system
supports the propagation of surface SH waves.
E.2.3 Deviations from a Flat Surface
The last two cases involved deviations from the homogeneous condition via perturbing the bound-
ary condition or field equations. Here, the deviation from a smooth, flat surface is considered. One
obvious deviation from a flat surface is that of a curved surface. The reader is referred to Vik-
torov [127], who provides a comprehensive review on the work done on surface waves on curved
surfaces. The principle idea is that an analogy can be drawn between a wave propagating around the
circumference of a cylinder and Love waves. For both scenarios, the waves exhibit the characteristic
that the velocity increases with increasing distance from the surface into the depth. Furthermore,
waves propagating along cylinders exhibit dispersion, because there is a characteristic length, i.e.,
the radius, associated with the geometry. Thus, like the case of the Love waves, the curved surface
can support the existence of SH surface waves.
Another type of deviation from idealized conditions is that from a smooth surface. Various types
of this “un-smooth” nature have been considered [53], including periodic grating [128], grooves [51],
and a randomly rough surface [129, 130]. For these cases, the direction of the surface unit normal
vector is perturbed. For the idealized smooth case, the surface unit normal vector points in the −x2
direction. See Figure E.1. Under perturbed conditions, the surface unit normal vector does not
always point in the −x2 direction; rather, it is a function of x1 and possibly x3. For the case where
the surface only varies along x1, the free surface is now at x2 = ζ(x1), where ζ is some function
describing the roughness. For the case of one-dimensional gratings, the boundary condition is [53],
[
dui
dx2
− ∂ζ
∂x1
∂ui
∂x1
]
x2=ζ(x1)
= 0 (E.13)
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In 1979, Auld and Yeh [128] performed a theoretical study on SH wave propagation on a corrugated
surface. They found that presence of the gratings have the capability of supporting surface SH
waves. They also reported that the corrugated surface has the effect of a stop band filter with
a bandwidth proportional to the teeth height. Duparc and Maradudin [129] recognized that a
randomly rough surface can be regarded as the superposition of an infinite number of randomly
oriented diffraction gratings with varying periods and amplitudes. The randomly rough surface is
observed in “real” materials, where even the most carefully prepared specimen will contain at least
a small degree of roughness on some scale.
E.3 Applicability to Current Study
For the current study, the motivation behind understanding the conditions under which the
existence of SH surface waves are possible arises from Case 1 of the non-collinear wave mixing cases
(see Table C.2) via the use of subsurface waves. Refer to the experimental set-up used in Chapter 4,
where subsurface waves were interacted to enable a completely one-sided testing set-up. Subsurface
waves are generated through the use of transducers mounted on angle wedges set to an angle close
to the first critical refracted angle so that they propagate close and parallel to the surface. Recall
that the primary waves consist of two dilatational subsurface waves, which interact to produce a
scattered shear wave. The scattered shear wave is polarized in the plane parallel to the surface
and is therefore an SH wave. It was shown in the previous subsections that perturbations in the
boundary conditions can result in the capability of supporting the propagation of an SH surface
wave. Asphalt concrete is a highly complex material. As such, the boundary conditions are highly
perturbed when compared to those of the idealized flat, smooth, isotropic, homogeneous medium.
In fact, the mode conversion resulting from the scattering effects is so great that a wave of any
polarization can be detected at the surface (as long as it is close to the surface).
To test this hypothesis, a small study was performed. A shear polarized transducer was inciden-
tally mounted to the small face of a prismatic asphalt concrete specimen so that it generated an SH
wave close to the surface. A receiving transducer was placed on the surface corresponding to the
largest face of the specimen. It was observed that a signal was detectable whether a dilatational
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transducer or shear transducer was used. This indicated that the high presence of scattering causes
mode conversion. Furthermore, based on the perturbation methods presented in the previous sub-
sections, asphalt concrete should be able to support the propagation of a SH surface wave; however,
the high amount of scattering induced mode conversion will result in a highly complex displace-
ment field. For this reason, a dilatational transducer can be used as the receiving transducer in a
one-sided configuration.
An isotropic material, such as steel, however, might pose some difficulty if the geometry is such
that it fits the idealized flat, smooth conditions. For the case of a steel, if it was desired to propagate
a surface SH wave, one of the perturbation methods above would have to be utilized. One of the
most easily implemented might be to rigidly adhere a superficial layer to the surface of the steel
specimen so that the propagation of a Love wave is possible.
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Appendix F
Pulse-Inversion Technique for Non-Collinear
Wave Mixing
One way to extract the nonlinear scattered wave from the time domain difference signal and improve
the signal-to-noise ratio, is to use the pulse-inversion technique. This technique relies on the fact
that a 180◦ phase shift in the primary waves will correspond to a 360◦ or 0◦ phase shift in the
nonlinear scattered wave (for sum and different waves, respectively). The pulse-inversion technique
is often implemented in harmonic generation applications [131] and has also been implemented in
collinear wave-mixing [132] applications; however, it has yet to be implemented in non-collinear
wave-mixing. In addition to filtering the data, the pulse-inversion technique has the potential
to improve quality of the received scattered wave signal. The pulse-inversion technique, with its
applications in non-collinear wave mixing, will now be explained in further detail.
F.1 Theory
Consider the non-collinear wave interaction (see Appendix C) of two waves, termed primary waves,
which have amplitudes written as,
y1(r, t) = A1 sin [(k1r − ω1t+ φ1)]
y2(r, t) = A2 sin [(k2r − ω2t+ φ2)]
(F.1)
where k is the wave vector, r is the displacement vector, ω is the circular frequency, t is time, and
φ is the phase. The subscripts “1” and “2” denote the first and second primary wave, respectively.
The third scattered wave, which results from interaction, has an amplitude written as follows,
y3(r, t) = A1A2 sin[(k1 ± k2) · r − (ω1 ± ω2)t+ φ3] (F.2)
where the plus or minus terms are positive for sum frequency cases and negative for difference
frequency cases. At the nodes, the sin argument is zero, and expressions for the primary wave
219
phases can be found as,
φ1 = ω1t− k1 · r
φ2 = ω2t− k2 · r
(F.3)
Similarly for the nonlinear scattered wave,
φ3 = (ω1 ± ω2)t− (k1 ± k2) · r (F.4)
which, from the expressions in Equation F.3, is equivalent to,
φ3 = φ1 ± φ2 (F.5)
In terms of phase difference (shift),
∆φ3 = ∆φ1 ±∆φ2 (F.6)
Thus, for a 180◦ phase shift for the primary waves,
∆φ1 = ∆φ2 = 180
◦ (F.7)
∴ ∆φ3 =

0◦ difference frequency
360◦ sum frequency
(F.8)
A 180◦ phase difference corresponds to an out-of-phase wave, whereas 0◦ and 360◦ are in-phase.
F.2 Implementation
The data collection scheme would be as follows: 1. Collect time record of interaction between two
primary waves, 2. Invert pulses of two primary waves and collect time record, 3. Add records from
Steps 1 and 2. Since signals shifted 180◦ will cancel each other out, the resulting signal from Step
3 would solely consist of the nonlinear scattered wave.
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To implement this method, the amplitude-inverting equipment must be precise. In other words,
the 0◦-phase and 180◦-phase signals must be nearly identical mirror images (about the time axis) of
each other. If the amplitudes are not perfectly inverted, there will be residue of the primary waves,
and filtering will still be required. Relatedly, there should be no time delay between the two signals.
A check should be performed on measurements of the output signal and the inverted output signal
of the equipment to verify that they do indeed cancel, or nearly cancel, when summed.
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