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We investigate the superfluid (SF) to Bose glass (BG) quantum phase transition using extensive
quantum Monte Carlo simulations of two-dimensional hard-core bosons in a random box potential.
T = 0 critical properties are studied by thorough finite-size scaling of condensate and SF densities,
both vanishing at the same critical disorder Wc = 4.80(5). Our results give the following estimates
for the critical exponents: z = 1.85(15), ν = 1.20(12), η = −0.40(15). Furthermore, the probability
distribution of the SF response P (ln ρsf) displays striking differences across the transition: while it
narrows with increasing system sizes L in the SF phase, it broadens in the BG regime, indicating an
absence of self-averaging, and at the critical point P (ln ρsf + z lnL) is scale invariant. Finally, high-
precision measurements of the local density rule out a percolation picture for the SF-BG transition.
Introduction— The interplay between disorder and inter-
actions in condensed matter systems, while intensively
studied during the last decades, remains today puzzling
in many respects for both experimental and theoretical
investigations [1]. First raised by experiments in the late
1980s on superfluid 4He in porous media [2, 3], the the-
oretical question of interacting bosons in the presence of
disorder has been addressed at the same time by several
pioneer works [4–8]. It was then rapidly understood that
for two dimensional (2D) bosons with repulsive interac-
tion, superfluidity is robust to weak disorder.
A breakthrough came with the thorough study of the
critical properties of the quantum (T = 0) phase tran-
sition between superfluid (SF) and localized Bose-glass
(BG) regimes by Fisher et al. [8]. In particular, a gener-
alization of the Josephson scaling relations [9] was given,
thus predicting new critical exponents (see first line of
Tab. I). Following this work a great endeavour has been
made, using exact numerical techniques such as quan-
tum Monte Carlo (QMC) [10–26] or the density matrix
renormalization group (DMRG) [27–29], in order to ex-
plore in detail the phase diagram of the disordered Bose-
Hubbard model. Nevertheless, a general consensus re-
garding the precise values of the critical exponents at
the SF-BG transition is still lacking, despite huge ana-
lytical [6, 8, 30–36] and numerical [12–20, 24–26] efforts.
At the same time a wealth of new experiments have
been developed, using different techniques and setups:
(i) ultracold bosonic atoms in a random potential [37–
40]; (ii) strongly disordered superconducting films where
preformed Cooper pairs can localize [41–44]; (iii) impu-
rity doped quantum magnets at high field [45–49]. They
all have shed a new light on the problem of boson localiza-
tion but raised important theoretical questions, regard-
ing e.g. the precise nature of the critical point [32–35],
the inhomogeneous character of the SF and BG phases
[41, 42, 50, 51].
In this Letter, we address two important issues of the
Bose glass problem using the most advanced available
exact numerical technique, namely the stochastic series
expansion (SSE) QMC method. The quantum critical
behavior at the onset of boson localization and the deli-
cate estimate of the critical exponents are first discussed.
Then the inhomogeneous nature of the SF and BG phases
is addressed through the study of the probability distri-
bution of the SF response which shows strikingly differ-
ent properties when increasing lattice sizes. Shrinking
in the SF phase, it clearly broadens in the BG regime,
thus indicating the absence of self-averaging [52]. We
also demonstrate that all sites remain compressible, rul-
ing out a percolation picture. Our conclusions are sup-
ported by careful ground-state (GS) simulations through
the so-called β-doubling scheme, disorder averaging over
a very large number of realizations, detailed error bar
evaluation, and systematic finite-size scaling analysis.
Model and Quantum Monte Carlo approach— We con-
sider hard-core bosons at half-filling on a two-dimensional
square lattice, described by
H = −t
∑
〈ij〉
(
b†i bj + b
†
jbi
)
−
∑
i
µib
†
i bi, (1)
where hopping between nearest neighbours is fixed to
t = 1/2, and the random chemical potential µi is drawn
from a uniform distribution [−W,W ], i.e. half-filling is
statistically achieved, on average [53]. This model, also
relevant to describe many aspects of strongly disordered
superconductors [4, 5, 41, 42, 50, 54], exhibits a quantum
(T = 0) phase transition between a Bose condensed SF
and a localized BG regime at sufficiently strong disor-
der [13, 15, 19].
The intrinsic difficulties to simulate with QMC meth-
ods the low temperature properties of such a strongly
disordered quantum system are twofold: (i) accessing
ground-state (GS) properties means very long equilibra-
tion and simulation times; (ii) statistical uncertainties
of the measured physical observables originate from both
MC sampling with Nmc steps and random sample to sam-
ple fluctuations with Ns samples. Therefore, the simula-
tion time grows very fast as L2 × β × Nmc × Ns which
limits the largest system size L reachable. The strategy
we adopt to tackle this problem, using the SSE algo-
rithm [55], is as follows (simulation details are discussed
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Figure 1. Scaling analysis of the SF ρsf (top) and BEC ρ0
(bottom) densities. Solid lines show best fits to the universal
scaling functions Eqs. (2) and (3) for the full data set with
z ' 1.85, W sfc ' 4.8, W 0c ' 4.79, z + η ' 1.42, νsf ' 1.1,
ν0 ' 1.2, and Gsf|0 3rd order polynomials. The distance from
the critical point Wc = 4.80(5) (grey area), when rescaled by
L−1/ν with ν = 1.2, yields a perfect data collapse (insets).
in the supplementary material [56]). First we use the β-
doubling scheme to speed up equilibration towards very
low temperature [56–58], after what we perform for each
sample a number of measurement steps Nsmc (sample de-
pendent) large enough that the SF density is efficiently
measured [56]. This procedure is then repeated for a very
large number of disorder realizations Ns = O(104). We
have noticed that GS convergence is in practice extremely
hard to achieve rigorously for all samples, as some sam-
ples may exhibit finite-size gaps smaller than the infrared
cutoff of the β-doubling expansion, which is fixed on av-
erage. Nevertheless, we have checked that intrinsic MC
errors induced by such a slow GS convergence remain
smaller than statistical errors. The results, at βt = 2h
with h = 7 for L = 12 up to h = 9 for the largest sizes,
can therefore be safely interpreted as T = 0 ones [56].
Finite-size scaling— Motivated by the fact that previous
works disagree on the values of the critical parameters
(see [13, 15, 19] and Tab. I), we now discuss our deter-
mination of these parameters by the finite-size scaling
approach for disorder averaged QMC estimates of the SF
and Bose condensed densities.
The ordered regime is characterized by a finite SF den-
sity ρsf , efficiently estimated using the winding number
fluctuations in the QMC algorithm [59]. In the vicinity
of the 2D quantum critical point, the finite-size scaling
of the SF density is
ρsf(L) = L
−z Gsf [L1/ν(W −Wc)], (2)
where z is the dynamical critical exponent, ν the corre-
lation length exponent, Wc the critical disorder, and Gsf
a universal function.
Beyond the SF response, one can also probe Bose-
Einstein condensation (BEC), occurring in 2D at T = 0
where U(1) symmetry can be broken. The BEC density
ρ0 =
∑
ij Gij/N
2, obtained from the equal time Green’s
function [60] Gij = 〈b†i bj〉, plays the role of the order
parameter, with a critical scaling
ρ0(L) = L
−z−η G0[L1/ν(W −Wc)]. (3)
Our QMC data are very nicely described by the above
scaling forms, as shown in Fig. 1 for both SF and BEC
densities. Strikingly, BEC and SF densities vanish at the
same disorder strength Wc = 4.80(5). The values of the
critical exponents are given in Table I. This determina-
tion results from fits of our data set by Taylor expanding
the scaling functions Gsf and G0 around Wc up to an order
large enough that the goodness of fit is acceptable (3rd
order in Fig. 1, see [56]). We have performed a careful
error analysis using the bootstrap approach in order to
estimate statistical errors of the fit parameters, as well as
potential systematic errors by fitting over various ranges
of disorder strengths and sizes [56]. This results in con-
servative uncertainties for the estimates of the critical
parameters, as visible in Tab. I.
We observe a good agreement with the predicted
bounds from Fisher et al. [8] for ν = 1.20(12) ≥ 1 and
η = −0.40(15) ≤ 0. Regarding the more debated ques-
tion of the dynamical exponent [32], while still compati-
ble with z = 2 within error bars our best estimate gives
a smaller number z = 1.85(15), in agreement with a re-
cent careful estimate for quantum rotors [25]. Comparing
with other studies in Tab. I, our results, obtained with
much larger system sizes, agree within error bars with
Ref. [15], whereas results in Refs. [13, 19] are probably
biased due to finite temperature effects and too small
disorder averaging.
z ν η Wc Reference
2 ≥ 1 ≤ 0 Fisher et al. [8]
0.5(1) 2.2(2) n.a. 2.5 Makivic´ et al. [13]
2.0(4) 0.90(13) n.a. 4.95(20) Zhang et al. [15]
1.40(2) 1.10(4) −0.22(6) 4.42(2) Priyadarshee et al. [19]
1.85(15) 1.20(12) −0.40(15) 4.80(5) This work
Table I. Various estimates of critical exponents and disorder
strength Wc for the 2D SF–BG transition of model Eq. (1).
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Figure 2. Histogram of QMC estimates for ln ρsf performed over Ns ∼ 104 disordered samples for each size L. (a) In the SF
regime W = 4, distributions get narrower with increasing L whereas in the BG phase (d) for W = 4.95 they broaden. At
criticality Wc = 4.8 (b-c) the broadening stops above L = 20 and P (ln ρsf + z lnL) displays a good collapse using z = 1.85.
The insets show the ratio R = ρavgsf /ρtypsf vs. system size L.
Distributions and absence of self-averaging in the BG—
In order to go beyond the analysis of the critical proper-
ties based on disorder averaged observables, we now turn
to the much less studied issue of distributions. The ques-
tion of a possible broadening of the responses, linked to
the issue of self-averaging, has not been studied for 2D
bosons, although it may be crucial as discussed for disor-
dered Ising models [61–63] and strongly disordered super-
conductors [41, 42, 50]. Here we focus on the probability
distribution P (ln ρsf), obtained by building histograms of
QMC estimates for ln ρsf over Ns independent samples,
with Ns ≈ 2× 104 for L ≤ 22 and Ns ≈ 104 for L ≥ 24,
shown in Fig. 2 for three values of the disorder strength.
In the SF regime (panel (a) W = 4 < Wc) the distribu-
tion narrows upon increasing the size L, thus demonstrat-
ing that the SF response is self-averaging in the ordered
phase. Conversely, as visible in panel (d) for the BG
regime at W = 4.95 > Wc, P (ln ρsf) broadens when L
increases, and moves towards large negative values, as ex-
pected in the thermodynamic limit where the SF stiffness
vanishes. We therefore expect a difference between aver-
age and typical SF densities in the BG: as shown in the
insets of Fig. 2, the ratio R = ρavgsf /ρtypsf clearly increases
with L in the BG regime (d) whereas it goes to 1 in the
SF phase (a). At the critical point Wc = 4.8 (panels (b-c)
of Fig. 2), the histograms first broaden for small sizes and
then, above L = 20 the curves appear self-similar, simply
shifted relative to each other. This absence of broadening
at large scales is also visible in the inset (b) where the ra-
tio R tends to saturate to a constant value. The shift of
the distributions can be corrected for by adding z lnL to
ln ρsf using our best estimate z = 1.85. Indeed, as shown
in Fig. 2 (c) P [ln(Lzρsf)] yields a collapse onto a scale
invariant distribution, particularly good above L = 20.
The fact that all distributions at Wc are identical up to
a shift suggests that, while typical and average SF densi-
ties scale differently in the BG regime, their critical scal-
ings are described by the same exponents. Indeed, the
typical SF density, defined as ρtypsf = exp(ln ρsf) (where
(· · · ) stands for disorder averaging), can be analyzed us-
ing a scaling hypothesis similar to the average Eq. (2),
but including additional irrelevant corrections [64]
ρtypsf (L) = L
−z
(
Gtypsf [L1/ν(W −Wc)] + cL−y
)
. (4)
Because of the presence of irrelevant corrections, a fit of
our data set by Eq. (4) with a polynomial Gsf is unsta-
ble unless we fix the critical parameters Wc, z and ν to
our best estimates (Tab. I). The crossing of ρtypsf × Lz vs
W plotted in Fig. 3 (a) displays a non-negligible drift,
well captured by irrelevant corrections in Eq. (4) with
y = 0.97(4). A nice way to achieve a scaling plot for
the typical SF density is then to divide ρtypsf by its value
at Wc, this in order to cancel out the irrelevant cor-
rections ∼ L−y. Next, a rescaling of the length L by
the correlation length ξ = |W − Wc|−ν with ν = 1.2
and Wc = 4.8, gives an almost perfect collapse, with-
out any additional adjustable parameters, as shown in
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Figure 3. Typical SF density (a) plotted as ρtypsf × Lz vs. W
where the crossing at Wc = 4.8 has a visible drift, captured
by Gtypsf [L1/ν(W −Wc)] + cL−y with fixed ν = 1.2 and z =
1.85, and an estimated irrelevant exponent y = 0.97(4). In
panel (b), ρtypsf /ρ
typ,Wc
sf plotted against L|W −Wc|ν exhibits
an almost perfect collapse of the data for 4 ≤ W ≤ 5.5 and
12 ≤ L ≤ 32 with no additional parameters.
4Fig. 3 (b) for 4.0 ≤ W ≤ 5.5 and all available system
sizes 12 ≤ L ≤ 32. This demonstrates that the quan-
tum critical behaviours of average and typical SF den-
sities are similar, in particular their critical exponents
zavg = ztyp = 1.85(15) and νtyp = νavg = 1.20(12).
Coming back to the distributions, the drift observed
for the typical stiffness in Fig. 3 (a) is related to the
transient (irrelevant) broadening of P (ln ρsf) observed
at small sizes in Fig. 2 (b). In order to take such a
crossover into account and get rid of irrelevant correc-
tions, we study the broadening of P (ln ρsf) using the
corrected standard deviation (StD) σ˜ln ρsf = σln ρsf − σc,
where σc is the StD at criticality. This is plotted in Fig. 4
vs. L|W −Wc|ν = L/ξ, where a very good collapse of
the data is achieved without any adjusted parameters.
In the SF regime, σ˜ converges towards −σc as 1/√N
(dashed curve), a consequence of self-averaging. More
interestingly, the BG phase features an opposite qualita-
tive behavior with σ˜ growing with system size, as (L/ξ)ω
(full line). A careful study of such very broad distri-
butions hits the limits of our numerics, leading to quite
large statistical errors, despite the very large number of
samples Ns = O(104), but nevertheless allows to esti-
mate the exponent ω = 0.5(2). We interpret this result
as follows: The prediction [54] that the stiffness is dom-
inated by quasi 1D paths suggests that one may under-
stand the global SF response ρsf as a purely local quan-
tity in the BG insulator. Moreover, an analogy [42, 50]
between the BG and the disordered phase of the ran-
dom transverse-field Ising model [61], as supported by
recent 1D results [65], suggests that the BG is governed
by directed-polymer physics in dimension 1+1 [66]. This
predicts an exponent ω = 1/3 [67] for local quantities
which is compatible with our estimate.
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Figure 4. Corrected standard deviation of the logarithm of
the SF response σ˜ln ρsf = σln ρsf − σc vs. system size in units
of the typical length scale ξ = |W −Wc|−ν . In the SF phase
W < 4.8, σ˜ tends to −σc as 1/L (dashed line), whereas in
the BG regime W > 4.8, σ˜ grows as Lω (full black line) with
ω = 0.5(2). Inset: zoom on the BG regime.
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Figure 5. Local particle (hole) densities ρi (1−ρi) plotted vs.
local chemical potentials |µi|. Small blue (orange) points show
QMC results of Ns = 150 samples of size 16 × 16 measured
at βt = 1024 with Nmc = 10
5 steps. The red data points
show averages over windows of the chemical potential of size
µ − 0.1 ≤ µi ≤ µ + 0.1 and the clean (W = 0) result is
shown by the dashed line, yielding exactly zero for |µ| > 2 for
Min(ρi, 1 − ρi) [68]. The inset quantifies the incompressible
fraction, i.e. the fraction of sites with ρi = 0 or ρi = 1 as a
function of MC steps showing that in the exact limit of infinite
Markov chains the incompressible fraction tends to zero.
Local density and absence of percolation— Finally, we
want to discuss some microscopic properties of the
insulating BG state. For this we focus on the local
bosonic density ρi = 〈b†i bi〉, shown in Fig. 5 in the BG
regime (W = 5) for 16× 16, at low enough temperature
βt = 1024 such that the total number of bosons does
not fluctuate (see [56]). Clearly, the average behavior
is always compressible, which contrasts with the clean
case where the system is incompressible whenever
|µ| > 2 [68]. Furthermore, the fraction of incompressible
sites with ρi = 0 or 1 decreases with the number of MC
steps and seems to vanish in the exact limit (inset).
This shows that percolation through compressible sites
is present even in the BG phase, at least from such
a single particle view, and is therefore not related to
the SF-BG transition, in contrast with some recent
discussions [51, 69].
Conclusions— Large-scale QMC simulations of the
SF-BG transition supplemented by finite-size scaling
show that SF and BEC densities disappear at the
same critical disorder strength Wc ≈ 4.8, with critical
exponents z ≈ 1.85, ν ≈ 1.2, and η ≈ −0.4. The SF
density distribution becomes infinitely broad upon in-
creasing system size in the BG insulator, a characteristic
signature of the absence of self-averaging supporting
the fact that the SF density is a purely local quantity
at strong disorder. Our results also rule out a classi-
cal percolation scenario of incompressible sites in the BG.
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7SUPPLEMENTARY MATERIAL
This supplementary material provides additional infor-
mation about our results and details the simulation and
data analysis methods. We discuss in detail how finite
temperature QMC results are used to access ground-state
information, how we perform our careful error analysis
and how we extract our best estimates for the critical ex-
ponents of the transition. We also analyze the problem
of large autocorrelation times for the superfluid density
in the Bose glass phase.
I. β-DOUBLING SCHEME AND GROUND-STATE
CONVERGENCE
The stochastic series expansion (SSE) being a finite
temperature method, it is important to perform calcu-
lations at low enough temperatures to capture ground
state (GS) properties. In order to accurately study this
GS convergence, we have used the β-doubling scheme [1]
which consists in performing simulations at exponentially
decreasing temperatures by doubling the inverse temper-
ature β as long as we still see a change of the disorder
average between the two previous temperatures.
This β-doubling trick allows us to determine the in-
verse temperature βt at which we should perform the sim-
ulations for every system size and every disorder strength
in order to ensure that we are really investigating the GS
properties. In Fig. 6 we show for two disorder strengths:
W = 4 in the superfluid (SF) and W = 5 in the Bose
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Figure 6. Disorder average of ρsf (top) and ρ0 (bottom) as
a function of inverse temperature βt for different disorder
strengths and system sizes. Open symbols are for simula-
tions with Nmc = 10
3 Monte Carlo steps and filled symbols
(L = 16, W = 5 ) for Nmc = 10
4 Monte Carlo steps. The
averages for different number of MC steps are in full agree-
ment. The average densities saturate to their T = 0 value
(indicated by the dashed lines) at a finite βt which will be
used to perform the production ground-state simulations.
glass (BG) results of β-doublings for SF and BEC densi-
ties, both averaged over ∼ 103 random samples for three
system sizes (L = 16, 24, 32). We nicely see that GS-
converged expectation values are reached when satura-
tion is achieved. From this β-doubling study, we have
fixed for the production simulations βt = 27 for L = 12
and up to βt = 29 for L = 32 to study the quantum
(T = 0) superfluid - Bose glass phase transition.
It is worth noticing that in the right panel of Fig. 6
we also show the β-doubling data for L = 16 and W = 5
with a bigger number of MC steps, Nmc = 10
4, which
are in perfect agreement with the results for Nmc = 10
3.
This feature will be further discussed below.
Note that the β-doubling scheme can be implemented
efficiently in SSE by replicating (and inverting) the oper-
ator string at inverse temperature βt to obtain an oper-
ator string twice as long as an efficient starting point at
the inverse temperature 2βt, thus minimizing the equili-
bration time of the Markov chain at 2βt. This method is
also used to speed up the thermalization process for all
our production runs.
Nevertheless, the notion of GS convergence appears to
be quite subtle when monitoring various observables. In-
deed, the temperature at which a given disordered sample
is effectively in its GS, i.e. below the finite size gap, is
strongly tied to the disorder realization, and contribu-
tions from low energy excited states depend on the phys-
ical observable which is measured. For example, the total
number of particles Nbosons = 〈
∑
i ni〉 is a good quantum
number and therefore has to be locked in the GS to an
integer number. In the Bose glass (BG) regime, where
very small finite size gaps are expected, the histogram of
Nbosons obtained over several hundreds of samples slowly
evolves when varying the temperature towards a collec-
tion of δ-peaks, but only for very large β, as shown in
Fig. 7 (right panel). Interestingly, the fraction of sam-
ples that are not fully converged to their GS (inset of
Fig. 7 right), as far as the total number of bosons is con-
cerned, remain sizeable while the disorder average super-
fluid (SF) or Bose-Einstein condensate (BEC) densities
appear well converged to their T = 0 values, as shown in
the left panel of Fig. 7. There we see that for N = 8× 8,
the average SF and BEC densities appear converged in
temperature for βt ≥ 128 while the actual fraction of
samples withNbosons locked is less than 30% for βt = 128.
BEC and SF densities converge much faster to their
T = 0 values than Nbosons. This undoubtedly facili-
tates the GS simulations as we can stop the β cooling
procedure at not too large inverse temperature, as far
as SF and BEC densities are concerned. Nevertheless,
one should still pay attention to potential systematic bias
that may be introduced by rare disorder realizations that
may have not fully converged to their GS values for ρsf
and ρ0. To do so, we fit the β-doubling curves of ρsf—0
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Figure 7. Left panel: Disorder averaged ρsf and ρ0 as a function of inverse temperature βt for different number of Monte Carlo
steps NMC for a system of size N = 8× 8 at disorder strength W = 5, averaged over several hundreds of samples. The curves
for different number of MC steps are in full agreement. Right panel: particle number histogram for several hundreds of disorder
realizations and different temperatures for systems size N = 8 × 8. The inset shows the fraction of disorder samples that are
actually locked in a sector of fixed number of bosons as a function of the inverse temperature.
as a function of temperature to the following form
ρsf|0(β) = ρsf|0(β →∞)−Asf|0 exp
(−β/βsf|0) , (5)
which turns out to describe quite well our results with
the following fitting parameters
Asf ≈ 2
L2
,
A0 ≈ 1
L2
,
βsf =β0 ≈ 0.1L2.
(6)
With this simple phenomenological description, we have
checked the stability of our scaling analysis, and con-
cluded that our results do not change upon the inclusion
of such a correction term (see Fig. 12). Note that the
correction is small enough so that the corrected result is
still within the error bar as guaranteed by our conver-
gence check in Fig. 6.
II. ERROR BARS AND EVALUATION OF
SYSTEMATIC ERRORS
Monte Carlo (MC) results for disordered systems have
two sources of statistical errors: (i) Statistical fluctua-
tions of the Monte Carlo result for each random sam-
ple, which can be reduced by generating longer Markov
chains. (ii) Statistical fluctuations of the disorder average
over random samples which can be reduced by including
more realizations.
A. MC error vs. disorder fluctuations
It is crucial to distribute the available computer time
efficiently over the different competing tasks (large β,
number of MC steps, number of random samples) in order
to maximize the overall precision. Therefore, we compare
the MC error bar to the error bar stemming from disorder
averaging. We choose a minimal number of 1000 MC
measurements in order to assure that the Markov chain
is much longer than the autocorrelation times of ρ0 and
ρsf and it is not allowed to perform less MC steps as this
leads to wrong results and introduces a systematic error.
Figure 8 shows clearly that MC fluctuations within
one disorder realization are much smaller than the er-
ror bar stemming from the fluctuations between disorder
realizations. Indeed, we see that while MC fluctuations
with Nm = 100 are of the same order of magnitude that
sample-to-sample fluctuations, making Nm = 1000 mea-
surement steps is enough to keep MC errors much smaller
than fluctuations due to random configurations.To fur-
ther illustrate in a more quantitative way the fact that
disorder fluctuations are much bigger than MC fluctua-
tions, we show in Fig. 9 the full distribution of ln(ρsf) ob-
tained for a system of linear size L = 16 with Ns ≈ 20000
samples at disorder strength W = 5 (BG regime) on
which we have superimposed histograms of ∼ 300 − 400
MC averages over 103 MC steps for 5 representative sam-
ples. Hence, it appears more efficient to perform a rela-
tively modest number of MC steps ∼ 103, in order to be
able to sample more disorder realizations. Note that the
MC error is nevertheless included in our data analysis as
discussed below.
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Figure 8. Example of 10 disorder realizations for a system of size N = 16 × 16 at disorder strength W = 4.6 (SF regime).
The upper (lower) panel shows the SF (BEC) density measured for each disordered sample with 10 independent consecutive
bins, each with a different number of MC Steps Nm = 10
2, 103, 104 (different symbols). It is clear that for Nm ≥ 103 the MC
fluctuations are smaller than fluctuations between disordered samples.
B. Disorder fluctuations
The problem of increasing variances in the BG phase
leads to a sampling issue which can be tackled for finite
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Figure 9. Distribution of ln(ρsf) for system size N = 16×16 at
disorder strength W = 5 (BG). The black circles curve is the
full distribution over ≈ 20000 disordered samples, multiplied
by a factor of 20 for graphical reasons. The colored lines are
the histograms of ∼ 300 − 400 MC bins of Nm = 103 steps,
shown for 5 representative disordered samples. The spread
of the MC bin distributions is clearly much smaller than the
spread stemming from disordered samples.
systems by using a very large number of disorder real-
izations. In order to estimate how many samples should
be used to obtain a reliable and converged result, we
calculate running means as a function of the number of
disorder realizations.
Figure 10 shows the estimated averages and error bars
of both SF and BEC densities for increasing number of
disorder realizations for different system sizes and dis-
order strengths. Seemingly, averages over around 1000
disorder realizations are not fully converged and for the
smaller system sizes, at least some 10000 disordered sam-
ples are needed for a converged result, while for larger
systems, at least 5000 disordered samples are required.
To be safe, we choose to reach ∼20000 disorder realiza-
tions for the smaller sizes L ≤ 22 and ∼10000 for system
sizes L ≥ 24.
In addition, a very large number of disorder realiza-
tions are also needed to correctly sample the distributions
of ln(ρsf) since they broaden with increasing system size,
as shown in the main text. This further justifies our
choice of such very large numbers of samples (see also
Ref. [2] for a related discussion).
C. Bootstrap analysis
For our scaling analysis of ρ0 and ρsf it is crucial to
take into account the correct error bars of our results for
every system size and disorder strength. While the aver-
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Figure 10. Disorder average of the superfluid density ρsf and the Bose condensed density ρ0 as a function of number of disorder
realizations for different system sizes (N = 16× 16, 32× 32) and disorder strengths. A number of samples Ns  103 appears
necessary to avoid unconverged disorder averages.
age value is simply given by the disorder average of the
MC averages, the total error bar can be estimated using a
bootstrap approach. For this, we generate a set of boot-
strap samples by randomly selecting a subset {iB} from
the Ns realizations with replacement (selecting in total
Ns realizations from the ensemble with replacement) and
drawing a Gaussian random number distributed accord-
ing to
p(x) =
1√
2piσMC
e−(x−ρ)
2/(2σ2MC) (7)
for each selected sample, which we then average over
{iB}. This is repeated many (typically ≈ 1000) times
and the standard deviation of the result is indeed an ac-
curate estimator of the total error bar. We have also
checked that the MC error is smaller than the disorder
fluctuations so that the final results are unchanged if it
is neglected (see Fig. 12).
In order to determine error bars of the critical disorder
strength Wc and the critical exponents, a second level
of bootstrap analysis is introduced, which performs mul-
tiple fits by a gaussian resampling of our results for ρ0
and ρsf within the previously determined error bars. The
standard deviation of the such obtained fit results repre-
sent the statistical error of the final results (see Fig. 12
and table II)
III. OVERCOMING LARGE
AUTOCORRELATION TIMES FOR ρsf
A. Dynamical increase of the number of MC steps
For disorder realizations which exhibit a particularly
small value of the superfluid density ρsf, which is mea-
sured in the SSE by counting the winding number fluctu-
ation of worldlines, we find that autocorrelation times be-
come larger and the change between the 0 winding num-
ber sector to nonzero winding numbers takes more MC
steps. For these cases, we decide dynamically to perform
additional blocks of 1000 MC steps until the final result
is reliable and the total simulation time is much longer
than the autocorrelation time, involving simulations with
up to 105 MC steps. This method gives reliable access
to small values of ρsf, which would be estimated to be 0
otherwise, which is not expected for our finite size sam-
ples.
We set the 105 MC steps limit for computing time rea-
sons and the rare disorder realizations needing more steps
are evaluated to zero stiffness. These realizations cannot
be used for the discussion on the distributions of ln(ρsf),
nor the typical stiffness. However, they can be included
in the calculation of the average stiffness as neglecting
them would induce systematic errors. In fact, our anal-
ysis leads us to speculate that these samples have been
simulated at a too high temperature and are not con-
verged to the GS.
There are several possibilities which we all explored
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Figure 11. Histogram of ln(ρsf) in SF (panel a) and BG (panel b) phase for a system of size N = 24 × 24 when the number
of MC steps is fixed to 103 (red) and when it is dynamically adjusted as described in the text (black). c) Fraction of disorder
realizations having needed Nmc Monte Carlo steps for the same system size and disorder strengths.
and found little dependence of our results on the
particular choice. i) Adding samples of vanishing
ρsf to the data set and performing the data analysis
described before. This corresponds to approximating the
distribution of ρsf by a distribution with a cut-off at the
minimal stiffness observed in the ensemble and a delta
peak at zero. Clearly this is an incorrect estimation as
the correct distribution vanishes at zero and the delta
peak is both due to insufficient simulation time and too
high temperature, thus introducing a (small) systematic
error. ii) Extrapolation of the distributions of ln(ρsf)
towards zero by a power law tail (straight line in the
plots in figure 11) but since this is the least properly
sampled part of the distribution a reliable extrapolation
cannot be achieved. iii) The replacement of the non
physical zero values by half the value of the cut-off (i.e.
the minimal computed stiffness for every couple (L,W )).
This corresponds to approximating the small ρsf tail
of the distribution by a box distribution and is only
justified by the very small weight of the approximated
part of the distribution. We used this last solution for
checking the stability of our scaling analysis and found
that our results are not dependent on whether these
samples are included or not. Hence, to treat on equal
footing the typical and average stiffness, we decided to
neglect them, as the introduced bias is much smaller
than our overall uncertainty.
Future work could try to adress this problem by invest-
ing more computer time in samples with small values of
ρsf. We have found that these samples are typically not
completely converged in the GS and it should be explored
if one can solve the problem by reducing the temperature
iteratively in such samples.
B. Improved sampling of the full stiffness
distributions
A comparison of results obtained with only Nm fixed
to 1000 MC steps to results obtained with our dynamic
Markov chain length method are displayed in Fig. 11
for a system in the SF (though strongly disordered)
regime (panel a) and inside the BG phase (panel b). It
is clear that our dynamical adjustment of the MC steps
allows for much smaller SF stiffnesses to be computed,
especially inside the BG phase. The implementation of
this procedure allows for the distribution of ln(ρsf) to
be accurately sampled and hence, for an appropriate
estimation of the standard deviation of ln(ρsf). Without
this method, the broadening of the distributions for
growing system sizes inside the BG phase (described
in the main text) could not have been investigated
quantitatively, nor even qualitatively observed.
IV. CRITICAL EXPONENTS
Q0 (×100) Qsf (×100)
Lmin [4.6; 5] [4.65; 5] [4.7; 5] [4.6; 5] [4.65; 5] [4.7; 5]
12 8.7 13.3 16.2 4.5 4.25 11
16 7 15.2 13.5 4 5 9.2
20 21.3 39.75 33.8 37.5 39.25 39.5
Table II. Quality of the fits of the critical parameters from the
Bose condensed density (Q0) and from the superfluid density
(Qsf ), corresponding to the parameters shown in table 1 in
the main text and figure 12 for different windows of disorder
and of system size [Lmin; 32].
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We have discussed above how the statistical error on
the critical disorder strength and the critical exponents
may be obtained. However, we believe that the system-
atic error due to small system sizes which may require
corrections to scaling in our scaling analysis is in fact
dominant, as results change slightly if the size of the fit
window in system size or included disorder strengths is
varied.
Therefore, we have performed a systematic analysis of
this systematic error and give error bars that represent
the total fluctuation of our results. This is represented
in Fig. 12.
In order to quantify the quality of our fits, we calculate
the sum of squared residuals
χ2 =
∑
i
(
(ρisf|0 − fit(Wi, L))/σi
)2
(8)
and obtain the probability Q of finding a χ2 greater or
equal than this value given the fit by
Q =
1
Γ(ndof/2)
∫ ∞
χ2/2
dyyndof/2−1e−y, (9)
as explained in Ref. 3.
The corresponding qualities of fit Q for each window
in size and included disorder strengths are shown in table
II. There are two reasons why the qualities of fit are sys-
tematically larger for the window [20; 32]. First, reducing
the number of system sizes included in the analysis while
keeping the bigger sizes means that there is less size dy-
namics, hence the fact that no drift term is included in
the fits becomes more justified. Secondly, the bigger sys-
tem sizes have slightly bigger relative error bars so the
corresponding χ2 is smaller and the quality of fit Q larger
as these two quantities are very sensible to the error bars.
Consequently, we treat all fit windows on equal footing
to estimate averages and uncertainties and do not give a
bigger weight to the estimates obtained with Lmin = 20.
In figure 12 we plot the critical parameters with their
error bars, obtained from a bootstrap analysis with 100
bootstrap samples, for every window in system size and
included disorder strength corresponding to table II. For
comparison, the critical exponents and critical disorder
strength estimates, with their error bars, given upon in-
cluding the corrections to the systematic errors due to
temperature convergence and the Monte Carlo error bars
are also shown (open symbols). It is clear that including
the correction of the possible systematic errors does not
change the final estimations of the critical parameters as
well as their error bars, which are quite large.
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