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Abstract
We study approximation methods for the Muskhelishvili integral equations on curves with corner points
and establish necessary and su1cient conditions for their stability. c© 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Let D be a domain in the complex plane C bounded by a simple closed curve . This paper
deals with the approximate solution of the Muskhelishvili equation. Such equations often arise in
applications, especially in plane elasticity theory. Thus a state of plane strain is de7ned by the
displacement vector
U =U(x; y) = (u(x; y); v(x; y)); (x; y)∈D;
satisfying the Lam9e equation for static equilibrium in D
:U + (	+ ) grad divU = 0; (1)
where 	 and  are the Lam9e constants [7,18,20,23,24,26,31]. We recall that the 7rst boundary value
problem involves determination of the elastic equilibrium of a solid occupying domain D when
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the boundary displacements are known. The second boundary problem also deals with the static
equilibrium, but in this case the stress vector is given on the boundary . As was mentioned by
Muskhelishvili (see e.g., [23,26,31]) both of these problems can be reduced to the determination of
two functions ’= ’(z) and  =  (z) which are analytic in the domain D and such that
 (t) + k’(t) + Jt’′(t) = f(t); t ∈; (2)
where constant k depends on the problem considered. Thus for the 7rst boundary value problem one
has
k =−	+ 3
	+ 
=−(3− 4) (3)
and
k =−3− 
1 + 
(4)
for plane deformation and for plane strain-state, respectively. The parameter  (0¡¡ 12) in (3),
(4) is usually referred as the Poisson constant. For the second boundary value problem k = 1.
Problem (2) has a solution if and only if the right-hand side of Eq. (2) meets the additional
relation
Re
∫

f(t) dt = 0 (5)
and condition (5) is assumed always throughout this paper.
A lot of eLort has been spent on the numerical treatment of these 7rst and second boundary
problems of elasticity theory. For instance, in [12] double layer potential operators were used for
approximating the solution of the 7rst boundary value problem on polygons. Another very popular
method is based upon approximating the boundary condition (2) by Fourier series [1,4,6,18]. Here
we shall not discuss approximation methods which are based on direct discretization of Eq. (1), but
only those connected with boundary integral equations.
The function ’ satis7es the so-called Muskhelishvili equation
R’(t) ≡ −k’(t)− k
2i
∫

’() d log
J− Jt
− t −
1
2i
∫

’() d
J− Jt
− t = f0(t); (6)
where
f0(t) =−12 f(t) +
1
2i
∫

f() d
− t ;
which has a solution if condition (5) holds [10,11,23,26]. The integral equation (6) can also be
adopted for the numerical solution of the boundary value problem (1).
Another boundary value problem closely associated with the Muskhelishvili equation is the bihar-
monic problem in plane—viz., to 7nd u= u(x; y); (x; y)∈D; z = x + iy de7ned by
:2u(x; y) = 0; (x; y)∈D;
u(x; y) = F0(x; y);
@u
@
= F1(x; y); (x; y)∈;
(7)
where  denotes the outward normal derivative to the boundary : This problem arises not only in
plane elasticity theory [22,25], and its numerical solution has received considerable attention. Thus
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in [19] the domain D is supposed to be polygonal and approximate solutions are constructed by
discretization of the Poincare–Steclov operator. A boundary element method for biharmonic problem
was presented in [9]. However, the invertibility of the integral operators used in [9] depends on the
geometry of the boundary ; so this approach cannot be used in some extreme cases. We remark that
corresponding integral equations were studied in [5,8,13], with the 7rst of these papers containing a
complete survey of results.
It is also notable that approximate solutions of (7) can be derived by using the Muskhelishvili
equation, which has a number of advantages. For instance, there exists no critical geometry, and
cases of smooth and piecewise smooth boundaries can be treated in the same way. It is also very
important to note there is a well-developed theory of approximation methods for integral operators,
analogous to those of Eq. (6).
Let us 7rst make some remarks about the case of smooth boundaries. If  is a smooth curve,
then the integral operators of (6) possess only weak singularities and are compact in the related
spaces, and the theory of approximation methods for equations with compact operators has been
developed for a long time. However, even in that relatively simple situation, the analysis of the
main approximation methods for Eq. (6) remains incomplete, and we know of only a few treatments
[18,27,28]. Moreover, there is no stability analysis given there. More recent papers [1,4] deal with
approximation methods based on Fourier expansions. Then, the domain D is supposed to be the unit
disk or has been transformed into the unit disk by a suitable conform mapping. In [6] the authors
use quadratic splines on the unit circle and also discuss how to approximate conformal mappings of
polygonal domains onto the unit disk.
In the present paper, we consider some numerical methods to solve Eq. (6) under the assumption
that  is a simple closed curve with a 7nite number of corner points. In this case the integral
operators in (6) are noncompact, which generates additional di1culties with both Fredholm properties
of corresponding operator and the stability of the approximation methods (see later).
Let c1; c2; : : : ; cl denote the corner points of : The corresponding angles between semi-tangents
will be denoted by !1; !2; : : : ; !l; respectively. Thus, we suppose that
!j ∈ (0; 2); !j = ; j = 1; 2; : : : ; l:
Let p and j; j = 1; 2; : : : ; l denote 7xed real numbers satisfying p¿ 1 and
− 1
p
¡j ¡ 1− 1p; j = 1; 2; : : : ; l (8)
and let  be the weighted function
= (t) =
l∏
j=1
|t − cj|j ; t ∈:
Other notation needed includes Lp(; ); 1¡p¡+∞ for the weighted Lebesgue space endowed
with the norm
‖f‖:=
(∫

|f(t)(t)|p|dt|
)1=p
and W 1p(; ) for the Sobolev space of functions derivatives of which belong to Lp(; ):
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We recall that success in studying approximation methods for operators having more or less com-
plicated structure often depends on our ability to use a localizing technique. In addition, applicability
of approximation methods to an operator A implies the invertibility of A: It is known that the op-
erator R is Fredholm with index zero in some spaces W 1p(; ) [10,11]. However, it is irreversible.
There are also well-developed techniques for studying approximation methods for operators acting
on the spaces Lp(; ) [17,29,30], but using them for W 1p(; ) encounters a number of di1culties.
Here we prefer to proceed as follows. First, we study the behaviour of the operator R in the spaces
Lp(; ) and obtain Fredholm conditions for R in Lp(; ): Then, we consider another operator R˜
which is invertible on Lp(; ) and such that the solution of the equation
R˜x = y (9)
coincides with a solution of Eq. (6). After that, we apply approximation methods to Eq. (9), and
simultaneously obtain approximate solutions for Eq. (6). As far as we know, the operator R˜ was
7rst used for an approximate solution of the Muskhelishvili equation (6) by Perlin and Shalyukhin
[27,28]. However, their papers do not contain any analysis of applicability of the approximation
methods presented.
Our study is based on the local principle, originally proposed by Allan to investigate complex
structures (see [2,17,29]). The original proof of that principle essentially uses the theory of analytic
functions. It is not directly applicable in real algebras, so here we provide another version better
suited to our purposes.
2. On invertibility of the operator R in Lp(; )
This section is devoted to investigating the Fredholm properties of the operator R in the spaces
Lp(; ); where  is a piecewise Lyapunov curve. However, we start with studying the operator R
on special curves: thus, let $;!; $∈ [0; 2); !∈ (0; 2) refer to the curve
$;! = 1 ∪ 2;
where
1:=ei($+!)R+; 2:=ei$R+
and 1 is directed to 0 but 2 is directed away from 0. Given p∈ (1;+∞) and  satisfying inequality
(8), we consider the weighted Lebesgue spaces Lp($;!; ) and Lp(R+; ) of measurable functions
endowed with the norms
‖f‖p;;! =
(∫
$; !
|f(t)|p|t|p|dt|
)1=p
and
‖f‖p; :=
(∫
R+
|f(t)|ptpdt
)1=p
;
respectively.
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Let us further introduce the set L2p(R+; ) of all pairs (f1; f2)T; f1; f2 ∈Lp(R+; ) and the
norm
‖(f1; f2)T‖:=(‖f1‖pp; + ‖f2‖pp;)1=p;
together with a mapping % : Lp($;!; )→ L2p(R+; ) de7ned as follows:
%(f) = (%1(f); %2(f))T
with
%1(f)(s) = f(sei($+!));
%2(f)(s) = f(sei$);
for all s∈R+: It is clear that % is a linear isometry from Lp($;!; ) onto L2p(R+; ): In addition, the
mapping A → %A%−1 is an isometric algebra isomorphism of L(Lp($;!; )) onto L(L2p(R+; )):
In the space Lp($;!; ) we consider the corresponding Muskhelishvili operator
R!x(t) ≡ −kx(t)− k2i
∫
$;!
x() d log
J− Jt
− t −
1
2i
∫
$;!
x() d
J− Jt
− t : (10)
As mentioned earlier, local principles are a very powerful tool for studying Banach algebras [17,29,30].
In the present paper we are going to use some results of [17], but the local principle we need is
well adapted to complex algebras. At the same time most of the operators under consideration be-
long to real algebras Ladd(X ) of additive continuous operators acting on a Banach space X; and
below we formulate a version of Allan’s local principle which works in the case of real algebras
as well.
Let A be a real or complex Banach algebra with identity such that the center of A contains
a subalgebra B isomorphic to a real algebra CR(K) of all real-valued continuous functions on a
compact set K; and let  : B → CR(K) be the corresponding isomorphism. Assume K is the
maximal ideal space of CR(K) (As it is well known K can be identi7ed with K). If x∈K; then
by Ix we denote the smallest closed ideal of A containing  −1(x); that is
Ix = closA
{
r∑
k=1
 −1(xk)ak : r ∈N; ak ∈A; xk ∈ x
}
:
Theorem 1. Let the algebras A;B; CR(K) be as above. If a∈A; then a is left (right; resp.;
two-sided) invertible in A if and only if ax:=a + Ix is left (right; resp.; two-sided) invertible in
A=Ix for all x∈K.
Proof. Note that the initial proof of Allan’s local principle uses theory of analytic functions and
is not applicable in the present situation [2;17]. An alternative approach is based on the Gohberg–
Krupnik local principle [15]; which applies whether the initial algebra is complex or real. Such an
approach was established in [29] for the proof of Allan’s local principle in the case where A and
B were supposed to be C∗-algebras. A little thought shows that the method also remains valid for
real algebras.
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The last result allows us to simplify the investigation of Fredholmness for the operator R. Let z be
a point of ; and ˆz denote the curve which consists of the semi-tangents to  at the point z with the
orientation that of : By $z we denote the angle between the real axis and that semi-tangent directed
away from z: Then, z:=ˆz− z: For the sake of simplicity, we will write $j for z= cj; j=1; 2; : : : ; l
where cj are the corner points of :
Theorem 2. Let  be a simple closed piecewise smooth curve in the complex plane C. Then the
operator R is Fredholm if and only if the operators R!j : Lp($j;!j ; j)→ Lp($j;!j ; j) are invertible
for all j = 1; 2; : : : ; l.
Let us point out important steps of the proof. By Bp(; ) we denote the smallest closed real
subalgebra of Ladd(Lp(; )) which contains the operators
(K1;’)(t) =
1
2i
∫

’() d
J− Jt
− t ; (11)
(K2;’)(t) =
1
2i
∫

’() d ln
J− Jt
− t ; (12)
the operator of the complex conjugation
(V.)(t):=.(t); t ∈
and operators of multiplication by continuous functions. The algebra Bp(z; z), where
z =
{
j if z = cj;
0 if z = cj; j = 1; 2 : : : ; l;
is de7ned analogously.
We mention two useful properties of the algebra Bp(; ) :
(i) The algebra Bp(; ) contains the ideal Kadd(Lp(; )) of all compact operators on Lp(; ):
(ii) For any real valued continuous function f the operator fA− AfI; A∈Bp(; ) is compact.
Due to these properties one can consider the algebra Bp(; ):=Bp(; )=Kadd(Lp(; )) and local-
ize it over  via Allan’s local principle. It leads to local algebras Bp(; )z ; z ∈ with canonical real
algebra homomorphisms /z : Bp(; ) → Bp(; )z ; z ∈: Simultaneously, we localize the algebra
Bp(z; z) over z that leads to local algebras Bp(z; z)w with canonical homomorphisms 1w :
Bp(z; z) → Bp(z; z)w; w∈z: It turns out that the algebras Bp(; )z and Bp(z; z)0 are topo-
logically isomorphic, and the isomorphism sends /z((Kj;)) into 10((Kj;z)); j=1; 2; /z((V))
into 10((Vz)); and /z((fI)) into 10((f(z)I)) for each continuous function f: However, the
algebra Bp(z; z)0 possesses the so-called homogenization property. This property allows us to ob-
tain a locally equivalent representation of Bp(z; z)0 and, consequently, conditions of invertibility
of the element (R)z in the algebra Bp(; )z : Note that a description of the corresponding ho-
momorphism between the algebras Bp(; )z and Bp(z; z)

0 can be found in [17, pp. 286–289],
although algebras considered there diLer from used above.
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Remark 3. The algebra Bp(z; z) admits another representation based on using an ideal Np() of
the algebra of Mellin convolution operators. 2 However, the de7nition used here allows us to avoid
introducing a number of nonrelevant constructions.
Let M be the Mellin transform
(Mf)(z) =
∫ +∞
0
x1=p+−zi−1f(x) dx; z ∈R:
The inverse Mellin transform will be denoted by M−1, i.e.,
(M−1f)(x) =
1
2
∫ +∞
−∞
xzi−1=p−f(z) dz; x∈R+:
It turns out that the integral operators in (10) are isometrically isomorphic to Mellin convolution
operators
(M(b)f)(4) = ((M−1bM)f)(4) =
∫
R+
k
(4
s
)
f(s)
ds
s
; k =M−1b; 4∈R+ (13)
with function k being of a special form. The function b = Mk is called the symbol of the Mellin
convolution operator (13), and plays an important role in investigating properties of this operator.
Let K˜1; K˜2 : Lp($;!; )→ Lp($;!; ) be the integral operators of the left-hand side of (10)—viz.,
(K˜1’)(t) =− 12i
∫
$;!
’() d
J− Jt
− t ; (14)
(K˜2’)(t) =− 12i
∫
$;!
’() d ln
J− Jt
− t : (15)
Given ∈ (0; 2) we consider the Mellin convolution operators M;N : Lp(R+; ) → Lp(R+; );
where
(M(’))(4) =
1

∫ +∞
0
(4
s
) sin 
(1− (4=s)ei)2’(s) ds (16)
and
(N(’))(4) =
1
2i
∫ +∞
0
’(s) ds
s− 4ei : (17)
Lemma 4. The operators K˜1; K˜2 : Lp($;!; ) → Lp($;!; ) are isometrically isomorphic to the
block Mellin operators
Kˆ1 =
(
0 e−i2$M!
−e−i2($+!)M2−! 0
)
∈L(L2p(R+; )); (18)
Kˆ2 =
(
0 12 [N! −N2−!]
1
2 [N! −N2−!] 0
)
∈L(L2p(R+; )); (19)
respectively.
2 For the de7nition of Np() we send the reader to [17, p. 50].
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Proof. Let (f1; f2)T be a vector of L2p(R+; ); and let f˜ 1(t); f˜ 2(t); t ∈$;! denote the following
functions:
f˜ 1(t) =
{
f1(s) if t = sei($+!);
0 if t = sei$:
f˜ 2(t) =
{
0 if t = sei($+!);
f2(s) if t = sei$:
Then %−1 : L2p(R+; )→ Lp($;!; ) can be written in the form
(%−1(f1; f2)T)(t) = f˜ 1(t)51(t) + f˜ 2(t)52(t);
where 5j ; j = 1; 2 is the characteristic function of the curve j; j = 1; 2: Let K be an integral
operator on Lp($;!; ); i.e.;
(Kf)(t) =
∫
$;!
f()K(t; ) d:
Then the operator %K%−1 : L2p(R+; )→ Lp($;!; ) is a matrix operator of the form
%K%−1 =
(
K˜11 K˜12
K˜21 K˜22
)
(20)
with
K˜ jlfl = %j
(∫
l
f˜ l()K(t; ) d
)
; j; l= 1; 2: (21)
Now we set K = K˜1 and 7nd the entries of the corresponding matrix (20). For instance; we have
K˜
1
12f2(4) = %1
(∫
2
f˜ 2()
(
J− Jt
(− t)2 d−
1
− t d J
))
=
1
2i
∫ +∞
0
f2(s)
(
(se−i$ − 4e−i($+!))ei$
(sei$ − 4ei($+!))2 −
e−i$
sei$ − 4ei($+!)
)
ds
=
e−i2$

∫ +∞
0
(4
s
) sin!
(1− (4=s)ei!)2 f2(s)
ds
s
:
Thus; K˜
1
12 is a Mellin convolution operator M! de7ned by (16). Analogously;
K˜
1
11 = 0; K˜
1
22 = 0; K˜
1
21 =−e−i2($+!)M2−!
and we arrive at representation (18). Representation (19) for the operator K˜2 can be obtained by
using the same formulas (20) and (21); completing the proof.
Let V be the operator of complex conjugation on the space Lp(R+; ); i.e.,
(V.)(t) = .(t)
and let V˜ : L2p(R+; )→ L2p(R+; ) stand for the diagonal operator diag(V; V ): Then from the Lemma
4 we immediately obtain the following result.
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Proposition 5. The operator R! is isometrically isomorphic to the operator A! ∈Ladd(L2p(R+; ));
A! =A+BV˜ (22)
with
A=
(
0 e−i2$M!
−e−i2($+!)M2−! 0
)
and
B=
( −kI k2 [N! −N2−!]
k
2 [N! −N2−!] −kI
)
:
Thus A! is a block Mellin operator with conjugation. Methods of investigation of operators like (22)
are well developed and can be used here as well.
Lemma 6. Let M and N; ∈ (0; 2) be the operators de:ned by (16) and (17); respectively.
Then
VMV =−M2−; VNV =−N2−: (23)
The proof of relations (23) follows immediately from the de7nition of the operators V; M and
N:
Lemma 7. The operator R! : Lp($;!; )→ Lp($;!; ) is invertible if and only if the block Mellin
operator
A˜! =


0 e−i2$M! −kI k2 [N! −N2−!]
−e−i2($+!)M2−! 0 k2 [N! −N2−!] −kI
−kI k2 [N! −N2−!] 0 −ei2$M2−!
k
2 [N! −N2−!] −kI ei2($+!)M! 0

 (24)
is so.
Proof. From Proposition 5 the operators R! and A! are invertible only simultaneously. However;
any operator of form (22) is invertible if and only if the operator(
A B
V˜BV˜ V˜AV˜
)
possesses the same property. Using identities (23) we obtain the result.
Proposition 8. The operator R! : Lp($;!; )→ Lp($;!; ) is invertible if and only if the function
F(y) =
[y2 sin2 !− k2 sinh2(2− !)y][y2 sin2 !− k2 sinh2 !y]
sinh4 y
(25)
does not vanish for all y∈R+ i(1=p+ ).
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Proof. The operators R! and A˜! are simultaneously invertible. However; A˜! is a matrix Mellin
operator. The condition of invertibility for such operators are well known; e.g.; (see [17]). First; we
have to 7nd the symbol of A˜!; so we compute the symbols of the operators M andN; ∈ (0; 2):
The symbol of the operator M is the function m(z) = (Mk1)(z); where
k1(x) =
1

x sin 
(1− xei)2 :
Therefore; via formula (3.194.6) of [16] we get
m(z) =
sin 

∫ +∞
0
x(1+1=p+−zi)−1
(1− xei)2 dx
=− eisin  z + i(1=p+ )
sinh (z + i(1=p+ ))
e−(−)(z+i(1=p+)); z ∈R:
Setting = ! and y = z + i(1=p+ ) we 7nd
m!(y) =−e−i! sin! ysinh y e
−(!−)y; y = z + i(1=p+ ); z ∈R:
Analogously;
n!(y) =
sinh(− !)y
sinh y
; y = z + i(1=p+ ); z ∈R:
Thus the symbol of A˜! can be represented in the form
Sym A˜!(y) =


0 e−i2$m!(y) −k kn!(y)
−e−i2($+!)m2−!(y) 0 kn!(y) −k
−k kn!(y) 0 −ei2$m2−!(y)
kn!(y) −k ei2($+!)m!(y) 0

 : (26)
Let us remember that a matrix Mellin operator is invertible if and only if the determinant of its sym-
bol does not vanish [17]. We calculate the determinant of the symbol A˜!: Expanding the determinant
of (26) by the 7rst two rows yields
det Sym A˜!(y)
= (m!(y)m2−!(y))2 − k2e−i2!m22−!(y) + k2m2−!(y)m!(y)n2!(y)
+ k2m!(y)m2−!(y)n2!(y)− k2ei2!m2!(y) + k4(1− n2!(y))2
= sin4 !
y4
sinh4 y
− k2 sin2 ! y
2
sinh2 y
e−2(−!)y − 2k2 sin2 ! y
2
sinh2y
sinh2 (− !)y
sinh2 y
− k2 sin2 ! y
2
sinh2 y
e−2(!−)y + k4
(
1− sinh(− !)y
sinh2 y
)2
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= k4
sinh2(2− !)y sinh2 !y
sinh4 y
+
y4 sin4 !
sinh4 y
− 2k2 y
2 sin2 !
sinh4 y
(sinh2(− !)y cosh2 y + sinh2 y cosh2(− !)y)
=
[y2 sin2 !− k2 sinh2(2− !)y][y2 sin2 !− k2 sinh2 !y]
sinh4 y
:
Thus the right-hand side of (25) represents the determinant of the symbol of A˜!:
Consequently, invertibility of the Muskhelishvili operator R! in Ladd(Lp($;!; )) depends on
whether the function
g9;:(z) = k2 sinh2 9(z + i:)− (z + i:)2 sin2 9; z ∈R
has any zeros when :=1=p+ and 9=! or 9=2−!: The behaviour of this function was studied
by Duduchava [11], who inter alia proved a result which for convenience is formulated here as a
lemma.
Lemma 9 (Duduchava [11]). Let k be the coe;cient of the boundary problem (2). If ¡9¡ 2;
then the transcendent equation
k sin 9:= :|sin 9| (27)
has only one solution := :′9 in the interval (0; 1) such that
1
2
¡:′9 ¡

9
: (28)
If 0¡9¡; then Eq. (27) does not have any solutions in the interval (0; 1):
Remark 10. A result analogous to Lemma 9 has been presented by Lewis [21].
From Proposition 8 and inequality (28) of Lemma 9 we immediately obtain the following result.
Corollary 11. There exists :′! ¿
1
2 such that the operator R! : Lp($;!; )→ Lp($;!; ) is invert-
ible for all p and  satisfying the inequality
0¡
1
p
+ ¡:′!: (29)
The principal signi7cance of this corollary is that it provides us with conditions of invertibility of
the local operators R!j ; j = 1; 2; : : : ; l appearing in Theorem 2.
With each operator R of form (6) we can now associate the symbol of R—viz.,
Sym R(t; z) =


Sym A˜!j(z); z ∈R if t = cj; j = 1; 2; : : : ; l;(−k 0
0 −k
)
otherwise:
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Theorem 12. Let :′!j ; j = 1; 2; : : : ; l be de:ned as in Corollary 11 for every corner point cj; j =
1; 2; : : : ; l; and let
:′ = min
16j6l
{:′!j}:
If
0¡ max
16j6l
{
1
p
+ j
}
¡:′; (30)
then the operator of Muskhelishvili
R : Lp(; )→ Lp(; )
is Fredholm and
indLp(;) R= 0:
Proof. The 7rst assertion follows from Theorem 2 and Corollary 11. For the second assertion we
mention that the index of the operator R is equal to the winding number of the curve L:=det Sym(t; z);
t ∈; z ∈R around the origin. Homotopy arguments shows that in the case where R is Fredholm
the winding number of the curve L is zero.
Theorem 13. There exist : and :′; :¡ 12 ¡:
′ such that; if
:¡ min
16j6l
{
1
p
+ j
}
6 max
16j6l
{
1
p
+ j
}
¡:′; (31)
then the operator R is Fredholm in both Lp(; ) and W 1p(; ) and has the same index ; = 0 in
each of these spaces.
Proof. As we have seen from Theorem 12; R is a Fredholm operator with the index ; = 0 in all
spaces Lp(; ) with p and = (1; 1; : : : ; l) satisfying inequality (30). On the other hand there
exists a :∈ (0; 12) such that R is a Fredholm operator with the index ; = 0 in all spaces W 1p(; )
with p and  satisfying the inequality [10;11]:
:¡ min
16j6l
{
1
p
+ j
}
¡ 1: (32)
Comparing inequalities (30) and (32) completes the proof.
Thus the operator R is Fredholm in both families of the Banach spaces and its index vanishes.
Nevertheless, it is not invertible in each of the spaces mentioned, so none of the approximation
methods can be applied to R immediately. However, the operator R can be corrected in such a
way that the consequent operator is already invertible. Moreover, some additional conditions ensure
correspondence between solutions of the respective equations. To be more precise, we consider the
operator
R1 = R+ T; (33)
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where T = T1 if k is de7ned by (3) or (4), and T = T2 if k = 1, with
(T1’)(t) =
1
2i
∫

’() d

and
(T2’)(t) =
1
2i
∫

’() d

+
1
t
1
2i
∫

(
’()
2
d+
’() d
J2
)
:
Theorem 14. Let  be piecewise smooth curve; and let j; j = 1; 2; : : : ; l satisfy conditions (31).
Then the operator
R1 : Lp(; )→ Lp(; )
is invertible; and if f∈W 1p(; ) and
Re
∫

f(t) dt = 0;
then the solution of the equation
R1’= f0 (34)
is simultaneously a solution of the Muskhelishvili equation (6).
Proof. Let us consider the operator R1 in the space W 1p(; ): As was established in [31]; the
homogeneous equation
R1’= 0
has only the trivial solution in the spaces of diLerentiable functions. Since T is a compact operator
on W 1p(; ); we have [14]
indW 1p(;) R1 = indW 1p(;) R;
so indW 1p(;) R1 = 0 and R1 : W
1
p(; ) → W 1p(; ) is invertible. Because of the condition (31) the
operator R1 : Lp(; ) → Lp(; ) is Fredholm and has the same index zero. However; the space
W 1p(; ) is dense in Lp(; ): Since the indices of R1 are the same in both W
1
p(; ) and Lp(; )
the dimensions of null spaces of R1 are equal as well [14]; so dimKer R1|Lp(;) = 0 and R1 is
invertible in Lp(; ):
Corollary 15. The operator R1 is invertible in the space L2():
The last results allow us to apply and investigate diLerent approximation methods for the operator
R1; and simultaneously obtain approximate solutions of the Muskhelishvili equation (6).
3. Approximation methods for Muskhelishvili equation on an angle
Let $;!; $∈ [0; 2); !∈ (0; 2); ! =  be de7ned as above. In this section we examine the
stability of approximation methods based on piecewise constant splines for the equation
R!x = y; x; y∈Lp($;!; ); (35)
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where R! is de7ned by (10). It will be seen later that corresponding methods represent the so-called
local models, which are of great importance in studying approximation methods for the equa-
tions given on general piecewise smooth contours. More precisely, the stability conditions of ap-
proximation methods for equation (6) can be formulated in terms of the local models
mentioned.
Let S$;!n refer to the smallest closed subspace of Lp($;!; ) which contains all the functions
.˜
(n)
k (t) :=




1 if t ∈ ei$
[
k
n
;
k + 1
n
)
;
0 otherwise;
k¿ 0;


1 if t ∈ ei($+!)
[
k
n
;
k + 1
n
)
;
0 otherwise;
k ¡ 0:
(36)
Approximate solutions of equations (35) will be sought in the form
xn(t) =
∑
k∈Z
>(n)k .˜
(n)
k (t); t ∈$;!; (37)
where .˜
(n)
k (t); k ∈Z are de7ned by (36). For the determination of the coe1cients >(n)k ; k ∈Z of (37),
we use diLerent algebraic equations. However, let us 7rst recall some notions and special operators.
The dual space of Lp($;!; ) is Lq($;!;−) where 1=p + 1=q = 1; and by 〈·; ·〉 we denote the
semi-linear form
〈f; g〉:=
∫
$;!
f(t)g(t)|dt|; f∈Lp($;!; ); g∈Lq($;!;−):
3.1. Galerkin method
To determine the coe1cients >(n)k ; k ∈Z of (37) by the Galerkin method, one applies the following
system of algebraic equations:〈
R!xn; .˜
(n)
j
〉
=
〈
y; .˜
(n)
j
〉
; j∈Z: (38)
Let us de7ne the Galerkin projection operators L˜n; n∈N from Lp($;!; ) onto S$;!n by the relations
(L˜nf)(t):=n
∑
j∈Z
〈f; .˜(n)j 〉.˜
(n)
j (t); n∈N: (39)
Then the system of algebraic equations (38) is equivalent to the following operator equations:
L˜nR!L˜nxn = L˜ny; n∈N: (40)
De.nition 16. A sequence {An}; An : im L˜n → im L˜n is called stable if there exists n0 such that for
all n¿ n0 the operators An : im L˜n → im L˜n are invertible and
sup
n¿n0
‖A−1n L˜n‖¡+∞:
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Our task now is to study the stability of the sequence {L˜nR!L˜n}. To this end we identify the operators
L˜nR!L˜n; n∈N with some operators approximating Mellin convolution operators on L2p(R+; ).
Let 5[0;1) = 5[0;1)(t) be the characteristic function of the interval [0; 1): Given numbers n∈N and
j = 0; 1; 2; : : : we introduce the functions .nj : R+ → C by
.nj(t):=5[0;1)(nt − j)
and consider the smallest closed subspace Sn of Lp(R+; ) which contains all the functions .nj; j=
0; 1; 2; : : : : The Galerkin projection operator Ln : Lp(R+; )→ Sn is de7ned by
(Lnf)(t):=n
+∞∑
j=0
(f;.nj).nj(t);
where
(f; g):=
∫ +∞
0
f(t)g(t) dt:
Remark 17. In the sequel we use diagonal operators diag(Kn; : : : ; Kn) with an operator Kn; but for
the sake of brevity we denote these operators by the same symbol Kn.
Lemma 18. The operators L˜nR!L˜n; n∈Ladd(Lp($;!; )) are isometrically isomorphic to the op-
erators LnA!Ln; n∈Ladd(L2p(R+; )) where A! is de:ned by (22).
Proof. Let % : Lp($;!; ) → L2p(R+; ) be the mapping introduced in Section 2. The operator
%L˜nR!L˜n%−1 can be represented as the product
%L˜nR!L˜n%−1 = (%L˜n%−1)(%R!%−1)(%L˜n%−1):
Then applying the easily veri7ed equality
%L˜n%−1 = diag(Ln; Ln); n∈N
as well as Lemma 4 and Proposition 5; we obtain the result.
As a next step, we consider the space lp; of all sequences {>j}+∞j=0 of complex numbers >j such
that
‖{>j}‖plp;  =
+∞∑
j=0
|>j|p(j + 1)p ¡+∞;
so that l2p;:=lp; × lp;:
Further, following [17] we consider the operators En : lp; → Sn and E−n : Sn → lp; de7ned by
En : {>j} →
+∞∑
j=0
>j.nj(t);
E−n :
+∞∑
j=0
>j.nj(t)→ {>j}:
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Lemma 19 (de Boor [3]). The series
∑+∞
j=0 >j.nj(t) converges in Lp(R+; ) if and only if the se-
quence {>j} belongs to the space lp . In addition; there exist constants C1; C2 such that∣∣∣∣∣∣
∣∣∣∣∣∣
+∞∑
j=0
>j.nj
∣∣∣∣∣∣
∣∣∣∣∣∣6C1n−(1=p+)‖{>j}‖; (41)
‖{>j}‖6C2n(1=p+)
∣∣∣∣∣∣
∣∣∣∣∣∣
+∞∑
j=0
>j.nj
∣∣∣∣∣∣
∣∣∣∣∣∣ : (42)
It follows from (41) to (42) that the linear operators En and E−n are bounded, such that
‖En‖6C1n−(1=p+);
‖E−n‖6C2n(1=p+)
and
sup
n∈N
‖En‖‖E−n‖¡+∞: (43)
An immediate consequence of Lemma 19 is the connection between the stability of the sequence
{L˜nR!L˜n} and the invertibility of the operator E−1L1A!L1E1 in Ladd(l2p;).
Lemma 20. The sequence {L˜nR!L˜n} is stable if and only if the operator E−1L1A!L1E1 : l2p; → l2p;
is invertible.
Proof. From Lemma 19 the sequence {L˜nR!L˜n} is stable if and only if the sequence {LnA!Ln} is
stable; what is equivalent to the stability of the sequence {E−nLnA!LnEn}; since the operators E±n
are invertible (E−1n = E−n) and their norms satisfy inequality (43).
Let M(b) be the Mellin convolution operator (13) and k = M−1(b): We consider the operator
G(b) = E−nLn(M−1bM)LnEn : lp; → lp;: The matrix representation of this operator is
G(b) =
(∫ j+1
j
∫ r+1
r
k
( t
s
) ds
s
dt
)+∞
j; r=0
;
which evidently does not depend on n: Recalling representation (22) for the operator A! we have
that the operators E−nLnA!LnEn are independent of n: Hence the sequence {E−nLnA!LnEn} is stable
if the operator E−1L1A!L1E1 is invertible.
Thus the applicability of the Galerkin method to the operator R! depends on invertibility of the
operator B!=E−1L1A!L1E1: At present there are no eLective methods for the treatment of invertibility
problems for such objects. Nevertheless, the operator B! belongs to a very famous operator algebra,
so we are able to study its Fredholm properties.
Proposition 21. Let :′! refer to the real number de:ned in Corollary 11. Then the operator B! is
Fredholm in all spaces l2p; with p and  satisfying inequality (29); and its index vanishes.
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Proof. The operator B! can be represented in the form
B! =
(
0 G(b1)
G(b2) 0
)
+
( −kI G(b3)
G(b3) −kI
)(
JV 0
0 JV
)
; (44)
where JV ({>j}) = { J>j} and b1 = e−2i$m!(y); b2 = e−2i($+!)m2−!(y); b3 = kn!(y); y = z
+ i(1=p + ); z ∈R. The functions b1; b2; b3 are continuous on R; possess a total 7nite variation
and vanish at in7nity. Therefore by [17] the operators G(bj); j = 1; 2; 3 belong to the algebra of
Toeplitz operators alg T (PCp;) (cf. [17; Theorem 2.1; p. 69]); and the symbols of G(bj) are
symG(bj) =M(bj); j = 1; 2; 3: (45)
Let us further mention that the operator B! has form (22) with the operator JV instead of V˜ : Hence;
to study its Fredholm properties we can apply the same methods as for operator (22). First; we
consider the operators JVG(b)j JV ; j = 1; 2; 3: Taking into account that operator B! = G1 + G2 JV is
Fredholm if and only if the operator
B˜! =
(
G1 G2
JVG2 JV JVG1 JV
)
;
is Fredholm; and the equalities
JVG(bj) JV = G(b˜j); j = 1; 2; 3; (46)
where b˜j(z) = bj(−z); z ∈R; we have that
Sym B! = A˜!; (47)
where A˜! is de7ned by (24). The operator B! is Fredholm if and only if its symbol is invertible.
However; conditions of invertibility of the operator A˜! have been established in Corollary 11.
Corollary 22. The operator B! considered as one acting on the space l2:=l20 is Fredholm for any
!∈ (0; 2); and its index vanishes.
3.2. A quadrature method
Let n∈N and let :; D be real numbers such that 0¡: = D¡ 1: We de7ne points (n)j and t(n)j ; j∈Z
by
(n)j :=


j + :
n
ei$ if j¿ 0;
−j + :
n
ei($+!) otherwise:
(48)
t(n)j :=


j + D
n
ei$ if¿ 0;
−j + D
n
ei($+!) otherwise:
(49)
Let us consider the integral∫
$; !
.() d:
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We approximate it by the quadrature rule∫
$;!
.() d ≈
∑
j∈Z
.((n)j ):
(n)
j ; j∈Z; (50)
where
:(n)j :=


1
n
ei$ if j¿ 0;
1
n
ei($+!) otherwise:
(51)
Let Rp($;!; ) represent the class of Riemann integrable functions on $;!: The functions of this
class are Riemann integrable on each 7nite subarc of $;!; and their norms
‖f‖Rp($;!;):=‖f‖Lp($;!;) +

+∞∑
j=0
sup
t∈ei$[ j; j+1)
|f(t)|p


1=p
+
( −1∑
j=−∞
sup
t∈ei($+!)[ j; j+1)
|f(t)|p
)1=p
are supposed to be 7nite. As in the Galerkin method, approximate solutions xn(t) of Eq. (35) are
sought in form (37), but now the unknown coe1cients >(n)k ; j∈Z are de7ned from another system
of algebraic equations.
Let K˜1; K˜2 be the integral operators of (14) and (15). We evaluate both parts of Eq. (35) at
the points t(n)k ; k ∈Z; and then we approximate K˜1 Jxn(t(n)k ) and K˜2xn(t(n)k ) in the left-hand sides of
obtained relations by the quadrature formula (50). As a result, we arrive to the following system of
algebraic equations for determination of the unknown coe1cients >(n)k ; k ∈Z :
−k>(n)k −
k
2i
∑
j∈Z

 :(n)j
(n)j − t(n)k
− :
(n)
j
(n)j − t(n)k

 >(n)j
− 1
2i
∑
j∈Z

((n)j − t(n)k ):(n)j
((n)j − t(n)k )2
− :
(n)
j
(n)j − t(n)k

 >(n)j = y(t(n)k ); k ∈Z; (52)
where :(n)j ; j∈Z are de7ned by (51).
Let BQ!;n : l2p; → l2p; be the operator which corresponds to the left-hand side of system (52).
Immediate calculations show that it can be represented in the form
BQ!;n = B
Q;1
n + B
Q;2
n
JV ; (53)
where
BQ;sn =
(
BQ;s11 B
Q;s
12
BQ;s21 B
Q;s
22
)
; s= 1; 2
and
BQ;111 = B
Q;1
22 = 0;
BQ;112 =
(
e−2i$ sin!

k − D
((j + :)− (k − D)ei!)2
)+∞
k; j=0
;
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BQ;121 =
(
−e
−i2($+!) sin!

k + D
((j + 1− :)− (k + D)e−i!)2
)+∞
k; j=0
;
BQ;211 = B
Q;2
22 =−kI;
BQ;212 =
(
k
2i
[
1
(j + :)− (k − D)ei! −
1
(j + :)− (k − D)e−i!
])+∞
k; j=0
;
BQ;221 =
(
k
2i
[
1
(j + 1− :)− (k + D)ei! −
1
(j + 1− :)− (k + D)e−i!
])+∞
k; j=0
:
By B˜
Q
!;n; B˜
Q
!;n : im L˜n → im L˜n; n∈N we denote the operators which correspond to the quadrature
method (37), (52). Then using the isomorphism % as well as the operators En; E−n; we have that the
sequence {B˜Q!;n} is stable if and only if the operator sequence {BQ!;n} is stable.
Lemma 23. Let {B˜Q!;n} be as above. Then the following assertions are true:
(i) The sequence {B˜Q!;n} is stable if and only if the operator
BQ!:=B
Q
!;1 (54)
is invertible.
(ii) The operator BQ! : l2p; → l2p; belongs to the algebra of Toeplitz operators alg2×2 T (PCp;);
and is Fredholm if and only if the operator B! : l2p; → l2p; is Fredholm. If the operator BQ!
is Fredholm; then it has the same index as the operator B!:
Proof. To prove the 7rst claim we only need to note that the operators BQ!;n : l2p; → l2p; are
independent of n: Then we can proceed as in the proof of Lemma 20. For the second assertion we
consider the operator
B! − BQ! =
(
0 G(b1)− BQ;112
G(b2)− BQ;121 0
)
+
(
0 G(b3)− BQ;212
G(b3)− BQ;221 0
)(
JV 0
0 JV
)
:
Recall that each of the functions b1; b2 and b1 has total 7nite variation and vanishes at in7n-
ity. Therefore by Lemma 2.1 and Proposition 2.11 of [17; p. 65]; each of the operators G(b1) −
BQ;112 ; G(b2) − BQ;121 ; G(b3) − BQ;221 and G(b3) − BQ;221 is compact; so there exists a compact operator
K ∈Kadd(l2p;) such that
BQ! = B! + K: (55)
However; from the proof of Proposition 21; B! ∈ alg2×2 T (PCp;): Therefore; by [15] the operator
BQ! belongs to the same algebra alg2×2 T (PCp;); and is Fredholm if and only if the operator B! is
Fredholm. Equality (55) also implies the equality of indices of BQ! and B!.
Let us mention some immediate consequences of Lemma 23.
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Proposition 24. Let :′! refer to the real number de:ned in Corollary 11. Then the operator B
Q
! is
Fredholm in all spaces l2p; with p and  satisfying inequality (29); and its index vanishes.
Corollary 25. The operator BQ! considered as one acting on the space l2:=l20 is Fredholm for any
!∈ (0; 2); and its index vanishes.
4. Approximate solution of Muskhelishvili equation on curves with corner points
In this section we give conditions of stability of quadrature and Galerkin methods for the Muskhe-
lishvili equation on curves with corner points. Let 9 : R→  be a 1-periodic parametrization of ;
and let sj; j = 1; 2; : : : ; l+ 1 be real numbers such that s1 ¡s2 ¡ · · ·¡sl+1 = s1 + 1 and
9(sj) = cj; j = 1; 2; : : : ; l:
We also assume that the function 9 satis7es the following two conditions:
(i) 9 is twice continuously diLerentiable on each interval (sj; sj+1); j = 1; 2; : : : ; l;
(ii) the derivatives 9′ and 9′′ possess 7nite one-sided limits 9′(sj ± 0); 9′(sj ± 0); j=1; 2; : : : ; l such
that
|9′(sj + 0)|= |9′(sj − 0)|:
Without loss of generality we may assume that the parametrization 9 : R →  of the curve 
possesses the following property:
cj = 9(j=l); j = 1; 2; : : : ; l:
In the sequel we consider only those natural numbers n which admit the representation n= kl with
k ∈N.
Let [9(j=n); 9((j + 1)=n)); j = 0; 1; : : : ; n− 1 denote the half-open subarc of  with starting point
tj = 9(j=n) and with the end point tj+1 = 9((j+1)=n); and let .
(n)
j ; j=0; 1; : : : ; n−1 be the functions
.(n)j (t) =
{
1 if t ∈ [9(j=n); 9((j + 1)=n));
0 otherwise:
By Sn we denote the linear span of the system {.(n)j (t); j = 0; 1; : : : ; n − 1}. Approximate solution
of the Muskhelishvili equation (6) will be sought in the form
xn(t) =
n−1∑
j=0
>(n)j .
(n)
j (t) (56)
and to determine the unknown coe1cients >(n)j ; j=0; 1; : : : ; n−1 we will use Galerkin and quadrature
methods.
We start by introducing spline projections on the weighted space Lp(; ). Let g∈Lq(; −1);
1=p+ 1=q= 1; so we may consider the following functional on Lp(; ):
(f; g) =
∫ 1
0
f(9(s))g(9(s)) ds; f∈Lp(; ):
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Then the Galerkin projection Ln : Lp(; )→ Sn can be de7ned by
(Ln f; g) = (f; g) (57)
for all f∈Lp(; ) and for all g∈ Sn . The projections Ln possess a number of remarkable properties.
Lemma 26. (i) The sequence {Ln } converges strongly to the identity operator I on Lp(; ).
(ii) If f is a continuous function on ; then
‖Ln fI − fLn ‖L(Lp(;)) → 0 as n → +∞:
The proof of these results can be found in [17,29].
In the Galerkin approximation method we de7ne the unknown coe1cients >(n)j ; j = 0; 1; : : : ; n− 1
of (56) from the system of algebraic equations
(R1xn; .
(n)
j ) = (f0; .
(n)
j ); j = 0; 1; : : : ; n− 1; (58)
where the operator R1 is de7ned in (33) and f0 is the right-hand side of equation (6). This system
of algebraic equations is obviously equivalent to the operator equation
Ln R1xn = L

n f0; xn ∈ Sn : (59)
With each corner point cr; r=1; 2; : : : ; l of  we associate an operator B!r =B$r;!r : These operators
are de7ned as the operator B! in (44), but the parameters ! and $ are replaced by !r and $r;
respectively. We recall that !r is the angle between corresponding semi-tangents to  at the point
cr; and $r is the angle between the left semi-tangent to  at the point cr and the real axis.
Theorem 27. Let r; r=1; 2; : : : ; l and p∈ (1;∞) satisfy inequality (31). Then the Galerkin method
(56); (59) is stable if and only if the operators B!r ∈Ladd(l2p;r); r = 1; 2; : : : ; l are invertible.
It is notable that condition (31) ensures that the operators B!r ; r=1; 2; : : : ; l are Fredholm. How-
ever, the invertibility of these operators should be studied separately.
Let us 7nally consider a quadrature method for the Muskhelishvili equation. Note that by Tn we
denote a “suitable” approximations for the corresponding compact operator T of (33), such that
‖Tn‖ → 0 as n →∞.
We choose real numbers D; : such that 0¡D = :¡ 1 and set
t(n)j :=9((j + D)=n); 
(n)
j :=9((j + :)=n); j = 0; 1; : : : ; n− 1:
The unknown coe1cients >(n)j of the approximate solution (56) of the Muskhelishvili equation (6)
are de7ned from the following system of algebraic equations:
−k>(n)k −
k
2i
n−1∑
j=0

 :(n)j
(n)j − t(n)k
− :
(n)
j
(n)j − t(n)k

 >(n)j
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− 1
2i
n−1∑
j=0

((n)j − t(n)k ):(n)j
((n)j − t(n)k )2
− :
(n)
j
(n)j − t(n)k

 >(n)j + (Tnxn)(t(n)k ) = f0(t(n)k ); k ∈Z; (60)
where :(n)j = 9((j + 1)=n)− 9(j=n).
To formulate the conditions of stability of the above approximation method we associate with
each corner point cr; r = 1; 2; : : : ; l an operator B
Q
!r ; r = 1; 2; : : : ; l: Note that these operators B
Q
!r are
de7ned by formula (54) in which ! and $ should be replaced by !r and $r , respectively.
Theorem 28. Let r; r=1; 2; : : : ; l and p∈ (1;∞) satisfy inequality (31). Then the Galerkin method
(56); (60) is stable if and only if the operators BQ!r ∈Ladd(l2p;r); r = 1; 2; : : : ; n− 1 are invertible.
The proof of Theorems 27 and 28 follows using localization methods. Let us 7rst point out some
relevant results. Let A denote the set of all sequences {An} of all additive bounded operators An :
im Ln → im Ln such that AnLn → A and (AnLn )∗ → A∗ strongly as n →∞; where A is an operator
in Ladd(Lp(; )). We also consider a set J of all sequences having the form {Ln TLn +Gn}; where
T ∈Kadd(Lp(; )) and where Gn : im Ln → im Ln and ‖Gn‖ → 0 as n → ∞: The set A together
with the natural operations of linear space and the norm
‖{An}‖= sup
n∈N
‖An‖
becomes a real Banach algebra, and J is a closed ideal of A.
The following result is widely used for proving stability of approximation methods [17].
Theorem 29. Let {An}∈A and let AnLn → A strongly. The sequence {An} is stable if and only
if the operator A is invertible in Ladd(Lp(; )) and if the coset {An}◦:={An}+J is invertible in
the quotient algebra A=J.
Proof of Theorems 27 and 28. Let {An} denote any of the operator sequences corresponding to the
Galerkin method (59) or to the quadrature method (60). It is obvious for the Galerkin method (59);
and for (60) it can be shown that AnLn → R1 and (AnLn )∗ → R∗1 strongly as n →∞: We recall that
condition (31) provides invertibility of the operator R1; so it remains to establish the invertibility of
the coset {An}◦. To this end we use Theorem 1. The algebra
B:={{Ln fLn }◦: f∈CR()}
is isomorphic to the real algebra of real valued functions CR() on the compact ; and by Lemma 26
the algebra B is in centre of A: This allows us to show that for the Galerkin method (59) the coset
{An}◦ is invertible if and only if all the operators B!r ; r=1; 2; : : : ; l are invertible. For the quadrature
method (60) the coset {An}◦ is invertible if and only if only if all the operators BQ!r ; r = 1; 2; : : : ; l
are invertible.
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