The spectrum of the anomalous dimensions of the composite operators (with arbitrary number of fields n and derivatives l) in the scalar φ 4 -theory in the first order of the ǫ -expansion is investigated. The exact solution for the operators with number of fields ≤ 4 is presented. The behaviour of the anomalous dimensions in the large l limit has been analyzed. It is given the qualitative description of the structure of the spectrum for the arbitrary n.
Introduction
The subject of this paper is to study the critical scalar φ 4 -model in first order in ǫ -expansion. In recent papers [1, 2] the spectrum of the anomalous dimensions of the composite operators have been investigated in N-vector model (first order in ǫ). Due to mixing of the operators the general problem is not tractable already in one-loop level. In [1, 2] the solution has been obtained for the operators with two and three fields where this difficulty does not present in full. In our view main problem appeared already in scalar theory is the mixing of the operators, the "N-vector complication" being not principial. (Note, that the problem of calculation of the spectrum of the anomalous dimensions for the composite operators in scalar φ 4 theory is equivalent those for O(N) symmetric and traceless ones in N-vector theory.) By this reason we confine ourselves by consideration of spatially symmetric and traceless composite operators in scalar φ 4 -theory. Using approach different from one in [1, 2] we succeeded in obtaining the exact solution for operators with four fields. Some properties of the latter is appeared to be inherent in spectrum for arbitrary n. (We prove that all nonzero eigenvalues of the spectrum for given n are appeared as either the accumulating points or the exact eigenvalues of infinite degeneracy in the spectrum on (n + k) level.)
The organisation of this paper is as follows. In Sect.2 we give the full description of the canonical conformal spatially symmetric and traceless composite operators. This extend the well know solution for the case of two fields [4] and give in this special case the same result. The similar problem has been considered recently by F.Wegner and S.Kehrein [2] . In Sect.3 we calculate the counterterms in first order in coupling constant and formulate main equations. These equations were obtained in [1, 2] in a different manner. In Sect.4 it is shown how the known solutions of the eigenvalue problem for the operators with two [3] and three [2] fields can be obtained in the frame of our approach. Sec.5 is devoted to the investigation of the eigenvalue problem for the operators with four fields. In Sec.6 we prove some statement about structure of spectrum valid in general case and discuss the qualitative picture of the distribution of the eigenvalues.
Spatially symmetric and traceless composite operators.
The composite operator is a local functional of the field φ(x) which contains n fields and l spatial derivatives acting on these fields. We suppose that all indices of the derivatives are "free" i.e. operator have as many tensor indices as a derivatives. We consider only the spatially symmetric and traceless composite operators Ψ i 1 i 2 ...i l (x).
It is useful to introduce the "scalar" operators Ψ(x, u) ≡ Ψ i 1 ...i l u i 1 ...u i l where u i is the D-dimensional vector. For the sake of brevity we shall call Ψ(x, u) by composite operator also. It is easy to understand that every composite operator Ψ(x) with n fields is defined by the total symmetric "coefficient functions" of n arguments ψ(z 1 , ..., z n ) in the following way:
Ψ(x, u) = ψ( ∂ ∂a 1 , ..., ∂ ∂a n )Φ(x; a 1 , ..., a n ) am=0 ; (2.1) where Φ(x; a 1 , ..., a n ) ≡ P (u, ∂ ∂v )
.
(2.2)
P -projector on subspace of traceless tensors. The explicit expression for function P (u, v) have form [5] :
here µ = (D − 2)/2, and D -the dimension of space. The integrand function is defined on the complex z-plane with three horizontal cuts, going from the points
The integration contour is shown on fig.1 .
In the case when operators have as many tensor indices as a derivatives, function ψ(z 1 , ..., z n ) is the gomogeneous symmetric polynomial of its n arguments.
A basis for the vector space of symmetric, gomogeneous polynomials of degree l is generated by product
where m 1 + 2m 2 + 3m 3 + ... + nm n = l and m i ≥ 0. The polynomials s n (z 1 , ..., z n ) are the standard symmetric polynomials. The generating function for these polynomials is
All composite operators are divided in two following sets. The operators from first set may be represented as a ∂ i ...∂ k Ψ s 1 ...sm and for operators from second set it is impossible (nonderivative operators). The operators ∂ i ...∂ k Ψ s 1 ...sm and Ψ s 1 ...sm have the equal anomalous dimensions.
The operators from first set have the "coefficient functions" ψ(z 1 , ..., z n ) of the following structure
To extract all these operators, it is convenient to introduce the restriction
A basis for the vector space of symmetric , gomogeneous polynomials of degree l with this restriction is generated by product
where 2m 2 + 3m 3 + ... + nm n = l and m i ≥ 0 (and we keep in mind the restriction s 1 = 0). In Sec.4 it will be shown that to obtain the spectrum of the anomalous dimension is enough to know the block of the mixing matrix describing the renormalization on the conformal operators. So we give the full description of the conformal operators.
Let x → x ′ (x) be the coordinate transformation of the general form and φ → φ ′ is the special field transformation of the form :
Here ∆ is a constant which is called the canonical field dimension (for the φ 4 -model ∆ = (D−2)/2). For the infinitesimal transformations (2.3) one obtains
The transformations (2.4) generate the following transformations of the composite operators
For the infinitesimal conformal transformations one has:
where a i , ω ik = −ω ki , λ, b k are (constant) group parameters. Summation over repeated indices will be understood throughout. The composite operator is called canonically conformal one if the transformation law of this operator for conformal α has the form:
or in equivalent form,
The requirement of the conformal invariance of the Ψ(x; u) leads to the following expression for the canonical dimension ∆ Ψ = n∆ and to the differential equation for the symmetric and gomogeneous function ψ(z 1 , ..., z n ) (see Appendix A):
In the φ 4 theory ∆ = (D − 2)/2 and D = 4 − 2ǫ. For ǫ = 0 ∆ = 1 and therefore eq. (2.8) turns into
Let us consider the following transformation of ψ →ψ
It is not difficult to obtain the explicit form of this transformation. If the function ψ(z 1 , ..., z n ) has the form
then for the functionψ(z 1 , ..., z n ) we obtain
The equation (2.9) in the terms ofψ takes the more simple form:
For some purpose it is necessary to generalize this consideration. Let us suppose that composite operator is builded from a different "elementary fields":
and each φ i has the simple transformation law with respect to the general coordinate transformation:
The requirement of the conformal invariance of the Ψ(x; u) leads to the equation on the function ψ(z 1 , ..., z n ) (now this function is not symmetric):
Let ψ →ψ be the following transformation
14)
The equation (2.13) on the function ψ also turns into the simple one on the functionψ
This equation show that functionψ is translation invariant and the solutions of this equation are described in [2] . Taking into account eq. (2.11) we conclude that the space of the conformal operators is equivalent to the vector space C(n, l) of symmetric , gomogeneous and translation invariant polynomials of n variables. A basis for it is generated by product
where 2m 2 + 3m 3 + ... + nm n = l and m i ≥ 0. The polynomials p i (z 1 , ..., z n ) can be obtained from the following formula:
The generating function D(n, x) for dimC(n, l) has the form:
The one-loop counterterms.
Let us consider the renormalization of the set of the operators described above. The renormalized operator is defined as ( [6, 7] ):
where Q ik is the mixing matrix, which is found from the requirement of the finiteness of the Green functions of the operator [Ψ i (φ)] R . Matrix of the anomalous dimensions γ ik Ψ connects with the mixing matrix (in the MS-scheme) by formula:
ǫ , where (3.2)
n k -number of fields φ in the operator Ψ k (φ) and γ φ (g) -the anomalous dimension of field. Our immediate goal now -the calculation of the mixing matrix Q ik . Since our consideration restricted by first order of perturbation theory it is necessary to calculate only two diagrams, shown on Fig.2 (where the black dot denotes the operator insertion and the external lines -φ-arguments). It is convenient to do all calculation in the terms of the generating function for the composite operator. To avoid a misunderstanding, it should be stressed that all equalities with the generating functions Φ(x; a 1 , . . . , a n ) is understood in the sense of the equalities of the coefficient of the expansion in the power series on a i of the right and left sides.
Let us calculate the diagram (a). It has the following expression in the momenta representation (p = p s + p m ) :
We need to extract the ǫ pole contributions (D = 4 − 2ǫ) to the coefficients of the expansion of this integral in sources a i . In the final formula this expression will be stand under sign of the projector and due to evident property:
it is possible to drop all terms proportional to v 2 . Thus for singular part of the diagram (a) one obtains :
1
The singular part of the diagram (b) is calculated in the similar way. Finally, we obtain counterterms generated by the first and second diagrams respectively:
where Φ(x; a 1 , ...,â i , ...,â k , ...,â m , ..., a n ) means that we exclude from Φ(x; a 1 , . . . , a n ) the fields with "source"â. The second diagram generates new type of operators
Thus, one can see, that the class of the operators defined in Sec.1 is unclosed under renormalization and must be enlarged by the inclusion of the operators with all possible ∂ 2 φ-insertions. Let us consider the counterterms for the operator with one ∂ 2 φ-insertion. It is possible two variants:
1. ∂ 2 φ-insertion get inside a diagram: in this case the operator ∂ 2 "erase" a line in a loop, and we get the zero contribution, 2. ∂ 2 φ-insertion is external with respect to the diagram: in such case the answer is the same as for the operator without ∂ 2 φ-insertion.
It is easy to understand, that the counterterms for the operators with k ∂ 2 φ-insertions consist of those of with k and (k+1) ∂ 2 φ -insertions. This means that mixing matrix Q ik for the set of the operators in question has "block triangular" form, block on diagonal being induced by (a)-diagram, and off-diagonal ones -by (b)-diagram. It should be noted that this property is disappeared in the next order of the perturbation theory.
It is evident that the eigenvalue problem for Q ik is reduced to the eigenvalue problem for the "main diagonal block". The renormalization of the composite operator with coefficient function ψ is given by formula:
where [Φ(x; a 1 , ..., a n )] R = Φ(x; a 1 , ..., a n )+ (3.8)
where dots denote the counterterms type of (3.6).
In the result we receive the following eigenvalue problem:
By using of the Fourier transformation φ(x) = dqe iqx φ(q) we obtain
The corresponding composite operator Ψ(x; u) has in virtue of (3.2) the follow anomalous dimension:
It should be noted that eq. (3.10) defines the eigenvalues of the mixing matrix Q ik only. The exact eigenvectors contain the admixture of the operators with ∂ 2 φ -insertions defined by the counterterms (3.6) which can be reconstructed recurrently.
4 Solution for the cases of two and three fields.
We consider the equation (3.10) from previous part
It is useful to reformulate problem in terms of a functionψ(z 1 , ..., z n ). To do this we perform in equation (4.1) the transformation (2.10) from the Sec.2. After transformation (2.10) one obtains
For some purpose the equivalent form of (4.2) is more useful
The important properties of the spectrum have been established in [1, 2] . The spatial symmetry group of H is the SL(2, C) [1] . Let us define the action of the SL(2, C)-group on the functions in the following way
where g ∈ SL(2, C), g = a b c d and ad − bc = 1. It is not hard to check (using the representation (4.3)) that operators H and S(g) commute for all g. The group SL(2) has a three generators The operator H has the same set of eigenvectors as S (as a commuting operators) Sψ = lψ =⇒ Hψ = λψ
The functionψ satisfies the equation
and, consequently,ψ is the gomogeneous polynomial of the degree l. From the equalities
it is seen that operators S + and S − are the standard rising and lowering operators. Then the subspace of the eigenvectors of H with some eigenvalue λ is the SL(2) -module generated by highest weight vectorψ (vacuum vector),i.e. vector space spanned by linear combinations of monomials in the S + applied toψ. The highest weight vectorψ is defined by the equation S −ψ = 0 or in the coordinate form
This equation is the same equation (2.11) from first part and we obtain the following correspondence: the highest weight vectorψ represents the canonically conformal composite operator and all other vectors from SL(2) -module represent a derivatives of this operator. We obtain that all composite operators with the same anomalous dimension are divided into two sets. The operators from first set are the canonically conformal ones and those from second set are a derivatives of a conformal operators. In this sense the spectrum of anomalous dimensions is generated by the conformal operators. Now we have the eigenvalues problem (4.2) for the functionsψ(z 1 , ..., z n ) satisfying the following restrictions:
1.ψ(z 1 , ..., z n ) is the total symmetric function, 2.ψ(z 1 , ..., z n ) is the gomogeneous polynomial of degree l, 3.ψ(z 1 , ..., z n ) is the translation invariant function.
The vector space C(n, l) of symmetric , gomogeneous and translation invariant polynomials of degree l have been considered in Sect.2.
The case n = 2 is trivial. The generating function D(2, x) for the dimC(2, l) has the form (2.16):
and we obtain that C(2, l) have nonzero dimension only for even l. For even l dimC(2, l) = 1 and the basis polynomial isψ
It is evident that this eigenfunction correspond to the zero eigenvalue. The case n = 3 is more complicate. We consider this case in detail because the same methods we will be used in the case n = 4.
All functions which vanishes if any two arguments coincide correspond of the eigenvalue λ = 0 and have the follow general form
It is evident that the difference D(n, x) − D 0 (n, x) (see (2.16)) is the generating function for the dimensions of the spaces of the polynomials, which do not vanish if any two arguments coincide.
In the case n = 3
Thus we obtain that in vector space C(3, l) exist only one eigenvector which does not vanish if any two arguments coincide. Let us put in the equation (4.3) for n = 3 z 1 = z 2 = z then we obtain the equation on the function of the two variablesψ(z, z, z 3 )
The functionψ(z, z, z 3 ) has the simple form:
(the constantψ(1, 1, 0) is not equal to zero because the functionψ(z, z, z 3 ) ≡ 0). If we substitute this function in integral equation we obtain the eigenvalue
The "true" eigenfunctionψ(z 1 , z 2 , z 3 ) can be reconstructed with the help of equation (4.3).
5 Solution for the case of four fields.
Let us consider the case n = 4. At first, as in the case n = 3, we calculate the dimension of the space of polynomials not vanishing at coinciding of any two arguments. According to (2.16),(4.7)
Thus one obtains that in vector space C(4, l) there exist L eigenvectors for l = 2L which not vanishes if any two arguments coincide and L − 1 such eigenvectors for l = 2L + 1 (L ≥ 1). Let us put in equation (4.3) for n = 4 z 1 = z 2 and introduce the function of one variable ψ(z):
Using the symmetry properties ofψ one can obtain
Then equation (4.3) takes the following form:
where ψ(1) = 0 for odd l. The function ψ(z) inherits the some properties ofψ:
1. ψ(z) is the polynomial of degree l.
It is useful to rewrite the equation (5.2) as the functionally-differential equation. For this purpose we introduce the new function F (z):
Immediately from definition we obtain
In virtue of the property ψ(z) = z l ψ(
) the function F (z) also have the nice symmetry property
It is easy obtain from eq. (5.2) that
In terms of function F (z) eq. (5.2) takes the form:
where F (z) is the polynomial of degree (l+1) and F (0) = 0.
The eigenfunctions with eigenvalues λ = 1.
Let us put λ = 1. Then we obtain the functional equation:
The solutions of this equation differs for the cases odd and even l but they have one common property: for all these solutions ψ(1) = 0. Let us consider at first the case of odd l (l = 2L + 1)
It is easy to check by direct calculation that functions
are the solutions of (5.6) if the following conditions are fulfilled a is odd and 3a + 2b = 2L + 3 , a + b ≤ L.
The parameters a and b take the following values:
therefore the dimension of the eigenspace with λ = 1 is equal to M for L = 3M + r (r = 0, 1, 2). In the case of the even l (l = 2L) the equation
with the help of the ansatz
(where G(z) = G(1 − z)) reduces to the one for odd case
The solutions are:
where a is odd and 3a
(from the condition ψ(1) = 0 follows that F (z) is polynomial of the degree ≤ 2L − 1 and therefore a + b ≤ L − 2) and
The dimension of the eigenspace with λ = 1 is equal to M-1 for L = 3M + r (r = −1, 0, 1) and M > 1.
The solutions for the nondegenerate eigenvalues.
In this Section we limit ourselves to the determination of the nondegenerate eigenvalues (λ = 1). In this case we obtain the interesting result -the equation (5.4) on the function F (z) with symmetry property (5.3) for λ = 1 is equivalent to the linear differential equation of the third order
where µ ≡ 2 λ−1 and
The derivation of this equation we give in Appendix B.
In the case of odd l ψ(1) = F (1) = 0, and consequently P (z) = 0. The corresponding gomogeneous equation has the respectively simple solutions. For generality we shall consider case of the arbitrary l (real or complex). This equation belongs to the Fuchs class and have three singular points z = 0, z = 1, z = ∞. In the neighbourhood of the singular point z 0 = ∞ the solution of this equation has the simple form
where the functionF (z) is regular in the point z 0 , i.e.F (z) = ∞ n=0F n (z − z 0 ) n . The expansion of F (z) in the vicinity of the point z 0 = ∞ can be written in the similar way
whereF (z) = ∞ n=0F n z −n . For the point z 0 = 0 one obtains the following characteristic equation
and therefore α = 0 , α = l − µ , α = l + 1 + µ. In virtue of the evident symmetry (z −→ 1 − z) of the equation (5.11) the characteristic equation for the point z 0 = 1 is the same as for point z 0 = 0. Let us look for the solutions in the form F (z) = f (z (1 − z) ). The eq. (5.11) with P (z) = 0 in terms of the variable t = z(1 − z) is rewritten as
The solutions of this equation have the form
Eq.(5.12) leads to the simple recurrent relations for the coefficients f n :
Substituting the corresponding values for α we obtain three solutions:
These solutions (with normalization f 0 = 1) can be represent in terms of generalized hypergeometric function:
First we consider the case of the odd l (l = 2L + 1). In this case we can obtain the exact solution of the problem and moreover this exact solution give us the key for the understanding of the structure of the spectrum for all l.
The eigenvalue µ is defined by the following requirement: for given µ the polynomial solution must exist. (The requirement ψ(1) = 0 decrease the degree of the polynomial f (t) by one (f (t) = L n=1 f n t n )). The requirement of the polynomiality immediately leads to the following set of eigenvalues: 
On the other hand, the dimension of the vector space of the gomogeneous, symmetric and translation invariant polynomials C(4, 2L + 1), which does not vanish if any two arguments coincide, is equal to L−1. Hence, going from eq. (4.3) to eq. (5.2) we got one additional solution. This fact has simple explanation. There are functions ψ(z) which cannot be obtained from anyoneψ(z 1 , ..z 4 ) ∈ C(4, 2L + 1) by procedure described in Sec.5. It is not hard to understand which solution must be deleted from spectrum. As seen from eq. Unlike the case l = 2L + 1 we are failed to obtain the analytical expression for the spectrum when l = 2L. However, the numerical calculations reveal some interesting properties of spectrum.
In the corse of calculation we find the following facts. First of all, as and for odd case there exists solution of eq.(5.11) with µ = 2, (λ = 0) (it is the exact result for both cases) which does not correspond to any solution of eq.(4.3) and consequently must be deleted from the spectrum.
Further, let us pick out the following intervals on the real axis:
which lay in the intervals I 1 , I 2 and I 3 correspondingly. The others nonzero eigenvalues are situated by the following way: µ
The set of zero eigenvalues is described in Sec.5.1
In the course of a numerical calculations we have observed the following properties of eigenvalues :
Beginning with L = 7 {µ 2 (m)} tends to its limit monotonically also.
3. At the increasing L a new eigenvalues appear close enough to the ends of intervals I ± i , to left one for positive µ, and to right one for negative. In other words
here i-fixed, and L = 3M + r. 6 The general structure of spectrum
In the previous section the spectrum of the anomalous dimension for the case n = 4 has been described. Though we have failed to obtain the analytical expression for all eigenvalues we have note that in the limit l → ∞ the structure of spectrum is strongly simplified. In this section we consider the structure of the spectrum for nonzero eigenvalues for arbitrary n. All eigenvectors with λ = 0 were obtained in [2] .
In paper [2] it has been shown, that the eigenvalue problem (4.3) is equivalent to one for the hermitean positive definite operator H.
a j a n−j 
We will say that the vector from the Fock space belongs to the n-level, if it contains n creation operators. (Note, that the number of the creation operators is equal to the number of the variables in the functionψ(z 1 , . . . , z n ).) It is evident from eq (6.1) that subspace of the vectors from n level is invariant subspace of the operator H. Now we prove the following theorem.
Theorem: Any eigenvalue of the operator H from the n-level appears on the (n + i)-level either as a accumulation point of the spectrum or as the exact infinitely degenerate eigenvalue.
At first, we prove the following simple Lemma.
Lemma: Let for hermitean matrix A there exist vector φ (||φ|| = 1) and number λ such that
Then at least for one eigenvalue λ A of matrix A the following inequality |λ A − λ| ≤ ǫ is fulfilled. Indeed,
This Lemma admits the evident generalization. If for hermitean matrix A there exist set of orthogonal vectors φ k (||φ k || = 1) and number λ such that
Then matrix A has at least k eigenvectors with eigenvalues λ k such that |λ k − λ| ≤ (k + 1)ǫ.
Let vector ψ n belongs to n-level and
Let us transfer the vector ψ n from n level to (n + i) one in according with the following formula
in || ≤ (n + 2)! · j we obtain:
where constant C(k, n, i) depends only from k,n and i. For the sake of brevity we explain this statement on the concrete example.The generalization is straightforward. Let us choose the initial vector in the form:
It is evident that only two terms from H, namely H † 0 H 0 and H † p H p , give the nonzero result at acting on the vector f n+1 . Therefore we obtain
Thus for the any eigenvector ψ n and arbitrary ǫ it is possible to choose such p, that ||(H − λ)f n+1 || ≤ ǫ.
Therefore (see Lemma), we conclude that on n + 1 level there exists the eigenvector with eigenvalue λ n such that |λ−λ n | ≤ ǫ. Acting on this vector sufficiently enough times by the operator S − one obtains the conformal vector ζ (S − ζ = 0) with the same eigenvalues (Sζ = lζ, l ≤ p + k). Analogously, considering the orthogonal vectors a p−m (S + ) m ψ n (k, m ≪ p) we can prove the existence on the n+1 level m conformal eigenvectors with the eigenvalues λ i , for which λ (|λ−λ i | ≤ C/ √ p).
Let us prove theorem. Let suppose that λ has the finite degeneracy and is not the accumulation point of the spectrum on n + i level. Then there exists the number δ such that the distance from λ to any other points of spectrum is greater than δ. On the other hand, using described above procedure (choosing large enough p) one can state that on the (n + i) level operator H has at least M eigenvectors with the eigenvalues λ i for which |λ i − λ| < ǫ. Moreover, M always can be chosen greater than N, that contradicts to the initial assumption.
Let us demonstrate how this theorem can be applied for the qualitative explanation of the spectrum's structure. Let us begin from level n = 2. In this case only one nonzero eigenvalues (equal to one) exists.In the according with the mentioned above on the level n = 3 there are the sequence of the eigenvectors with the eigenvalues λ l = 1 +
, tends to 1 at l → ∞ (see Sec. 4). Analogously, on level n = 4 for even l there exist the sequences of the eigenvalues which converge to λ k = 1 +
at l → ∞, and for odd l the corresponding eigenvalues λ k have the infinite degeneracy. Moreover, in the both cases in the spectrum the infinitely degenerate eigenvalue λ = 1 from the level n = 2 is present.
In the result the qualitative structure of spectrum can be described in the following way. Every eigenvalue λ n = C n 2 for eigenvector (a † 0 ) n ψ 0 from the level n, (Sψ n = 0), is a founder of the whole "genealogical tree". On the level n + 1 it generate infinite sequence of the eigenvalues. At l → ∞ this sequence tends to its "ancestor" λ n . On the level n + 2 every eigenvalue from this sequence generates own analogous one, which converges already to its "ancestor" at l → ∞ and so on. The results for levels n = 2, 3, 4 allows us to formulate the hypothesis that the representative from this sequence exist for every l. It should be stressed that there exist the sequences of the eigenvalues which has not "ancestor" (µ 2 (k) for example).
Note, that analogously observations have been made by S.Kehrein (private communication) on the base of numerical calculation.
Thus, "almost every" eigenvalue can be coded by the set of natural numbers describing its position on the "genealogical tree". transformation law (1) in more compact form
In virtue of the locality L α , this differential operator can be written in the form L α (u, s) = i e ipx α i (p)l i (u, s, p, q)dp , q For the operators Ψ(x, u) it is not difficult to calculate the l i (u, s, p, q). On the one hand δ α Ψ(x, u) = ψ( ∂ ∂a 1 , ..., ∂ ∂a n )δ α Ψ(x; a 1 , ..., a n ) am=0 and δ α Ψ(x; a 1 , ..., a n ) = i dpe ipx α i (p) .., a n )
In last equality we have used the Fourier transformation φ(x) = dqe iqx φ(q). From these formulae we obtain δ α Ψ(x, u) = i dpe ipx α i (p) This equation allows us to determine the exact form of the composite operator in according with its transformation property. For the canonically conformal composite operator l i must coincide with (A.4) for conformal α. From this requirement the definite restrictions on the l i (u, s, p, q) follow: 
