The maxima-finding is a fundamental problem in computational geometry with many applications. In this paper, a volume first maxima-finding algorithm is proposed. It is proved that the expected running time of the algorithm is N + o(N) when choosing points from CI distribution, which is a new theoretical result when the points belong to d(>2) dimensional space. Experimental results and theoretical analysis indicate that the algorithm runs faster than the Move-To-Front maxima-finding algorithm.
Introduction
The maxima-finding, a fundamental problem in computational geometry, is closely related to the convex hull problem and arises in many applications such as Pareto-optimality in bargaining games or multi-criteria optimization, linear programming, unbounded knapsack problem and statistical decision theory [1] . Given a set S of N points in the ddimensional Euclidean space E d (d ≥ 2) with coordinates x 1 , x 2 , . . . , x d . A point p 1 dominates a point p 2 if and only if x i (p 2 ) ≤ x i (p 1 ) for i = 1, 2, . . . , d. A point p in S is a maximal element of S if there does not exist any point q in S such that q dominates p and q ̸ = p [2] . The set of all maximal elements of S is the set of maxima of S. The maxima-finding problem is to find such a set -the maxima of S. Kung et al. showed that any algorithm that solves the maxima problem in two and three dimensions requires Ω(N log N) time in the comparison-tree model. By the divide-and-conquer approach, they presented an algorithm to find all maxima for a set of N points in E d , whose running time is O(N log N points from a 2-dimensional CI distribution, then with probability 1 − N −Ω(logN) , the MTF algorithm can find the maxima using only N + O(N 6/7 log 4 N) expected time [5] . For the cases that the input points are chosen from higher dimensional spaces or from some other distributions, the conjecture is still open.
The maxima-finding problem has recently been studied in many areas. For example, as the skylines in data queries are just the set of minima in a given set of points, a number of maxima-finding algorithms have been proposed alone with studies of skyline queries, some of which are the BNL (Block Nested Loops) algorithm [6] , the SFS (Sort Filter Skyline) algorithm [7] , and the LESS (Linear Elimination Sort for Skyline) [8] . The SFS and LESS algorithms both can be considered as improved versions of the BNL algorithm. But they require the data to be topologically sorted in the beginning where just the sorting phase of the data set will cost Ω(N log N) expected time.
In this paper we propose a new heuristic maxima-finding algorithm using the volume first (VF) heuristic instead of the Move-To-Front. Our experimental results show that it runs faster than the MTF algorithm. It can also be proven that the VF algorithm runs in N + o(N) expected time when choosing points from CI distribution. More specifically we will prove that the expected running time of the VF algorithm is only N + O(N 2/3 log 4 N) in the 2-dimensional space, which is better than the existing theoretical result of the MTF algorithm, and
The rest of the paper is organized as follows. In Section 2 we introduce and discuss the VF algorithm and then in Section 3 we analyze the experiment results and show that the VF algorithm runs faster than the MTF algorithm. The expected running time of the algorithm is derived in Section 4. We address in the last section that for the non-CI distribution points the problem is still open.
A volume first maxima-finding algorithm
Given a set S of N points in a d-dimensional space, many of the points in S are in general not the maximal points when N is large, while some particular points may quickly dominate many of those points. This insight has been used in the MTF algorithm. Inspired by the MTF algorithm, in this note we propose a new maxima-finding algorithm, which is called the VF algorithm, by using a volume first heuristic. The algorithm is easy to implement, very efficient for CI distributions and somewhat robust for points sets from other distributions.
The VF algorithm introduced is an on-line algorithm that maintains a temporary maxima sequence with a volume first heuristic. Its primary data structure is the sequence T of (indexes of) current maxima. The sequence T is originally empty, and at the conclusion of the algorithm it contains the maxima of S. The algorithm examines all input points in a random order. As the algorithm examines the input point Q , it compares Q with every point R in T . If R dominates Q , then the next of the input points is examined, as Q cannot be maximal. If Q dominates R, then R is removed from T . If Q is dominated by no R in T , then Q is inserted to a suitable position of T according to the volume of Q . In this paper we define the volume of a point to be the product of its coordinates' distribution functions in every dimension. Formally, given a point p with coordinates x 1 , x 2 , . . . , x d , and let F i (x i ) = Pr(X ≤ x i ) be coordinates' distribution functions in every dimension, where i = 1, 2, . . . , d and the volume of p is equal to
region. This makes the product look like the volume of a cube that is determined by the point and the origin. Intuitively the bigger the volume of a point is, the more dominant power it owns. Therefore Q is inserted to T according to the descending order of the point volumes. In this way the maxima near the front of the sequence T tend to be more powerful to dominate the other points. They can quickly dominate most of input points which are not in the final output. If we do not know what the coordinate distribution function is, in some dimension of input points, we can simply set F i (x) = x for these dimensions.
Although such a volume of a point is not good as the original one, it can make powerful points near the front of the sequence T . The pseudocode of the algorithm is described as follows: 
Experimental data
An interesting question is how fast the VF algorithm is. Obviously the algorithm runs in O(N 2 ) time since T can contain at most i − 1 points when p i is examined. This is the same upper bound as the MTF algorithm has. However we believe that the VF algorithm has a better performance and moreover we will see that it is better than MTF from two aspects: experiment and theoretical analysis.
In experiment, we generate 10 input point sets, S 1 , S 2 , . . . , S 10 with the same size N = 100000. Every coordinate of points is a double floating number in [0, 1] created randomly and the points are of dimension 5.
), where i = 1, . . . , 10 and k = 1, . . . , N, and let 
denote the average number of point comparisons used for VF algorithm and, correspondingly, let
for MTF algorithm. Fig. 2 shows the experimental results by CVF d,n and CMTF d,n . It can be concluded from the figure that the VF algorithm has a better running performance than the MTF algorithm, if the point number n is small. And the average number of point comparisons of both algorithms tends to be the same constant as n increases. Bentley et al. [4] conjectured that the MTF algorithm runs in N + o(N) expected time. This inspired us to give the following conjecture:
Conjecture 1. The VF algorithm finds the maxima of N points chosen from a d-dimensional CI distribution in O(N) time and it uses N + o(N) point comparisons for any fixed dimensionality d.
We prove this conjecture in the following section. It can be seen from the proof that the VF algorithm has a better theoretical result than the MTF algorithm does. 
Theoretical proof of the expected running time complexity
We introduce a method similar to the one presented in the literature [5] to prove Conjecture 1, where the idea is to adopt the probabilistic and amortized techniques. More specifically we prove the following: 
The N −Ω(log N) term can be thought of as being a super-polynomially small probability since it is smaller than N −k for any constant k. It is the same probability as in Golin's proof of the Bentley's conjecture given in [5] . Like the discussion made in [5] , we assume that each coordinate of the input points is uniformly distributed in [0, 1] . Under the same probability and input point condition, the VF algorithm uses only N + O(N 2/3 log 4 N) point comparisons which is better than the MTF algorithm which uses N +O(N 6/7 log 4 N) point comparisons. Note that there is no proved result for the MTF algorithm when the dimension is greater than 2. When the points are chosen from any CI distribution, it is not difficult to prove the same result by modifying the techniques through a mapping from CI distribution to [0, 1] uniform distribution. The approach to construct such a mapping is described as follows: 
Our main result is Theorem 1. To give a formal proof of its validity we need to make a careful preparation, starting from the 2-dimensional case. 
Proof of the theorem in 2-dimensional space

Random regions and variables
Let p 1 , p 2 , . . . , p N be the input points listed in the order in which they are examined in 2-dimensional space. We partition the area of input points into three regions, A, B, C , dependent upon the parameter α as shown in Fig. 3 , where α > 0.
We also need some random variables which are functions of the input points and the regions. Set
In the above F C is the index of the first point in C (if there is no such point, then F C = N); N B C is the number of points found in the region B ∪ C ; M i is the number of maxima in the point set {p 1 , . . . , p i }; M is the largest of the M i , it is an upper bound on the number of point comparisons that can be performed while examining any point to see if it is a maximal point.
Proofs of Lemmas 1-3 Lemma 1. The number of point comparisons performed by VF algorithm, when running on a sequence of N d-dimensional points,
Proof. We partition the input sequence
We will show that the number of point comparisons performed while examining each subsequence can be expressed by functions of random variables Since the number of points in subsequence p 1 , p 2 , . . . , p F C is F C , the total number of point comparisons needed to examine this subsequence is at most M · F C . After examining this subsequence the point p F C will be inserted into T and be located in the frontmost position of T , because the volume of point P F C is the largest one currently. After that, the frontmost position of T can only be replaced by other points in C , since the points in T are listed according to the descending order of points' volume and only the points in C can have larger volumes. Thus the frontmost point of T will always be in C . When examining Lemma 2. Let X 1 , X 2 , . . . , X n be 0 − 1 random variables, and let Pr( Let t = log(ε) > 0, and because ε ≥ e 2 , the above inequality
. , p N be a sequence of N 2-dimensional points chosen from the uniform distribution over the unit square. Then
Proof. We first prove
Suppose that q is a point chosen from the uniform distribution over the unit square. Then we see that
Continuing the above proof, the probability q ∈ B ∪ C is
N B C is a binomially distributed random variable with parameters N and p, and
By Lemma 2, setting ε = e 2 implies that
. The second inequality is thus proved. Now we turn to the last one: we first show that Lemma 2 can be applied in our discussion. Let p 1 , p 2 , . . . , p N be the input points listed in the order in which they are examined. For a fixed i ≤ N, let 
it is seen that the VF algorithm examines the point p k and then examines the point p l . If p k is a maximal point then the probability of p l is a maximal point is less than the case that p k is not a maximal point. An example of the point set in 2-dimensional space is seen from Fig. 4 , where the black points denote the current maximal points, U denotes the area of input points, V and V ′ denote the shadow regions in Fig. 4 (a) and (b), respectively, and Area(V ′ ) ≤ Area(V ). It can be seen from the figure that
. This explain that we can use Lemma 2 to prove the final inequality of Lemma 3. [9] . We do not know what constant implicit in the Θ() notation is, but we can set this constant to δ,
It is known that the expectation of
Substituting µ and ε into Lemma 2, we get
Proof of Theorem 1 when d = 2 using Lemmas 1 and 3
Proof. In Lemmas 1 and 3, the constants implicit in the Ω() notation are dependent only upon α. These two lemmas separate the deterministic part of the analysis from the probabilistic part. Inserting the probabilistic bounds of Lemma 3 into the deterministic one of Lemma 1 yields that the VF algorithm performs In the next subsection, we will use the same methods to prove Theorem 1 when the dimension d = 3.
Proof of Theorem 1 in 3-dimensional space
Random regions and variables
Let p 1 , p 2 , . . . , p N be the input points listed in the order in which they are examined in 3-dimensional space. We also partition the area of input points into three regions, A, B, C , dependent upon the parameter α as shown in Fig. 5 . The area of input points is [0
In the above the random variables F C , N B C , M i , M are defined in the same manner as in Section 4.1.1.
Proof of Lemma 4
Lemma 4. Let α > 0, p 1 , p 2 , . . . , p N be a sequence of N 3-dimensional points chosen from the uniform distribution over the unit cube. Then
Proof. First we prove
Suppose that q is a point chosen from the uniform distribution over the unit cube. To bound F C = min 1≤i≤N {i :
Second, we prove
The expectation of N B C is 3N
Next we prove the final inequality given in Lemma 4,
, if N is large enough, ε will ≥e 2 . Substituting µ and ε into Lemma 2, we get
Proof of Theorem 1 when d = 3 using Lemmas 1 and 4
Proof. The proof is similar to the 2-dimensional case. Lemmas 1 and 4 separate the deterministic part of the analysis from the probabilistic part. Inserting the probabilistic bounds of Lemma 4 into the deterministic one of Lemma 1 yields that the VF algorithm performs We now have proven Theorem 1 when the dimensions are d = 2 and d = 3, and found a general method to prove those inequations. In the following subsection, we will prove Theorem 1 for any dimension d (>2) to finish the theoretical proof of the expected running time.
Proof of Theorem 1 in d-
dimensional Space (d > 2)
Random regions and variables
Let p 1 , p 2 , . . . , p N be the input points listed in the order in which they are examined in d-dimensional space and d > 2. We again partition the area of input points into three regions, A, B, C , dependent upon the value of parameter α. The area of input points is [0, 1] d . Let the coordinates be
In the above the random variables F C , N B C , M i , M are defined in the same manner as in Section 4.1.1. 
Proof of Lemma 5
Suppose that q is a point chosen from the uniform distribution over the unit hypercube. To bound F C = min 1≤i≤N {i :
Second, we prove Combining all the above discussion a complete theoretical proof of Theorem 1 is thus done.
Conclusion
In this paper we presented a volume first maxima-finding algorithm. Experimental data and theoretical analysis show that it runs faster than the MTF algorithm, if the points are chosen from CI distribution. Under such distribution, we also proved that with probability 1 − N −Ω(log N) , the expected running time of this algorithm is only N + O(N In the paper random inputs are chosen from CI distribution. How well does the VF algorithm work when the points are chosen from a non-CI distribution would be an interesting question. We tried to consider the problem, but we could not make it. We therefore leave it as an open question in this note.
