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Abstract
This paper concerns the Cauchy problem of the two-dimensional (2D) nonhomogeneous incompressible
nematic liquid crystal flows on the whole space R2 with vacuum as far field density. It is proved that the
2D nonhomogeneous incompressible nematic liquid crystal flows admits a unique global strong solution
provided the initial data density and the gradient of orientation decay not too slow at infinity, and the
initial orientation satisfies a geometric condition (see (1.3)). In particular, the initial data can be arbitrarily
large and the initial density may contain vacuum states and even have compact support. Furthermore,
the large time behavior of the solution is also obtained.
Keywords: nonhomogeneous incompressible nematic liquid crystal flow; strong solutions; vacuum;
temporal decay
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1 Introduction
Liquid crystals can form and remain in an intermediate phase of matter between liquids and solids. When
a solid melts, if the energy gain is enough to overcome the positional order but the shape of the molecules
prevents the immediate collapse of orientational order, liquid crystals are formed. The lack of positional order
is a shared property of liquid crystals and liquids; on the other hand, liquid crystals are anisotropic (like
solids). The nematic liquid crystals exhibit longrange ordering in the sense that their rigid rod-like molecules
arrange themselves with their long axes parallel to each other. Their molecules float around as in a liquid,
but have the tendency to align along a preferred direction due to their orientation. The hydrodynamic theory
of the nematic liquid crystals was first derived by Ericksen and Leslie during the period of 1958 through 1968
(see [8,18]). A brief account of the Ericksen-Leslie theory on nematic liquid crystal flows and the derivations
of several approximate systems can be found in the appendix of [27]. For more details on the hydrodynamic
continuum theory of liquid crystals, we refer the readers to the book of Stewart [38].
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In this paper, we investigate the global existence of solutions to the following two dimensional (2D)
simplified version of nematic liquid crystal flow in the whole space R2, which describes the motion of a
nonhomogeneous incompressible flow of nematic liquid crystals: (see, e.g., [25, 26]):
̺t + div(̺u) = 0,
̺ut + ̺u · ∇u− ν∆u +∇P = −λdiv(∇d ⊙∇d),
dt + (u · ∇)d = γ(∆d+ |∇d|
2d),
div u = 0, |d| = 1,
(1.1)
where ̺(x, t) : R2 × (0,+∞) → R is the density, u(x, t) : R2 × (0,+∞) → R2 is the unknown velocity field
of the flow, P (x, t) : R2 × (0,+∞) → R is the scalar pressure and d : R2 × (0,+∞) → S2, the unit sphere
in R3, is the unknown (averaged) macroscopic/continuum molecule orientation of the nematic liquid crystal
flow, div u = 0 represents the incompressible condition, and ν, λ and γ are positive numbers associated to
the properties of the material: ν is the kinematic viscosity, λ is the competition between kinetic energy and
potential energy, and γ is the microscopic elastic relaxation time for the molecular orientation field. The
notation ∇d⊙∇d denotes the 2× 2 matrix whose (i, j)-th entry is given by ∂id · ∂jd (1 ≤ i, j ≤ 2).
We consider the Cauchy problem for (1.1) with the initial conditions
̺(x, 0) = ̺0(x), u(x, 0) = u0(x), d(x, 0) = d0(x), |d0(x)| = 1, in R
2 (1.2)
for given initial data ̺0, u0, and d0. Since the concrete values of ν, λ and γ do not play a special role in our
discussion, for simplicity, we assume that they are all equal to one throughout this paper.
The above system (1.1)–(1.2) is a simplified version of the Ericksen-Leslie model [8,18], but it still retains
most important mathematical structures as well as most of the essential difficulties of the original Ericksen-
Leslie model. Mathematically, system (1.1)–(1.2) is a strongly coupled system between the nonhomogeneous
incompressible Navier-Stokes equations (see, e.g., [24, 32, 35, 40]) and the transported heat flows of harmonic
map (see, e.g., [2, 16, 41]), and thus, its mathematical analysis is full of challenges.
There is a huge literature on the studies about global existence and behaviors of solutions to (1.1). The
important progress on the global existence of strong or weak solutions in multi-dimension has been made by
many authors, refer to [7, 9, 21, 22, 42] and references therein. However, since the system (1.1) contains the
incompressible Navier-Stokes equations as a subsystem, one cannot expect, in general, any better results than
those for the Navier-Stokes equations. In the homogeneous case, i.e., ̺ ≡ constant, Lin-Lin-Wang in [26]
established that there exists global Leray–Hopf type weak solutions to the initial boundary value problem for
system (1.1)–(1.2) on bounded domains in two space dimensions (see also [11]). The uniqueness of such weak
solutions is proved by Lin-Wang [30], see also Xu-Zhang [43] for related works. When the space dimension
is three, Lin-Wang [31] obtained the existence of global weak solutions very recently when the initial data
(u0, d0) ∈ L
2 ×H1 with the initial director field d0 maps to the upper hemisphere S
2
+. The global existence
of weak solutions to homogeneous system (1.1)–(1.2) with general initial data in dimension three is still an
open problem. There are also some studies on the homogeneous incompressible nematic liquid crystal flows,
we refer the readers to [10, 27, 28, 33] and references therein.
In the non-homogeneous case, i.e., the density dependent case, when the initial data away from vacuum,
recently, Li [22] established the global existence of strong and weak solutions to the two-dimensional system
(1.1)–(1.2) provided that the initial orientation d0 = (d01, d02, d03) satisfies a geometric condition
d03 ≥ ε0 for some positive ε0 > 0. (1.3)
In the presence of vacuum, if the initial data is small (in some sense) and satisfies the following compatibility
2
conditions
−µ∆u0 +∇P0 + λdiv(∇d0 ⊙∇d0) = ̺
1
2
0 g0 (1.4)
in a bounded smooth domain Ω ⊆ R2, and (P0, g0) ∈ H
1(Ω) × L2(Ω), Wen-Ding [42] obtained the global
existence and uniqueness of the strong solutions to the system (1.1)–(1.2), see also [9, 21] for related works.
It should be emphasized the possible appearance of vacuum is one of the main difficulties, which indeed leads
to the singular behaviors of solutions in the presence of vacuum, such as the finite time blow-up of smooth
solutions [12].
It is not known in general about the existence of global strong solutions to the problem (1.1)–(1.2) in
two-dimension without the geometric condition (1.3) or the compatibility condition (1.4) imposed on the
initial data. This problem is rather interesting and hard to investigate. Indeed, it should be noted that the
previous studies on the heat flow of a harmonic map [2] indicate that the strong solution of a harmonic map
can be blow-up in finite time. In our case, since the system (1.1) contains the heat flow of a harmonic map as
a subsystem, we cannot expect that (1.1) have a global strong solution with general initial data. This makes
the analysis rather delicate and difficult.
It should be noticed that when d is a constant vector and |d| = 1, the system (1.1) reduces to the
nonhomogeneous incompressible Navier–Stokes equations, which have been discussed in numerous studies
[4, 6, 15, 32, 36] and so on. In the case when ̺0 is bounded away from zero, Kazhikov [15] established the
global existence of weak solutions. Danchin [6] obtained the existence of local and unique strong solutions in
the so-called critical Besov space. When the initial data may contain vacuum states, Lions [32] obtained the
the global existence of weak solutions. Choe-Kim [4] proposed a compatibility condition and established the
local existence of strong solutions under some suitable smallness conditions. The global existence of strong
solutions on bounded domains were established by Huang-Wang [14]. Recently, inspired by Li-Liang [19],
Lu¨-Shi-Zhong [36] established the global existence of strong solutions to the 2D Cauchy problem of the
incompressible Navier-Stokes equations on the whole space R2 with vacuum as far field density. However, the
global existence of strong solution with large data to the 2D Cauchy problem (1.1)–(1.2) with vacuum as far
field density is still open. In fact, this is the main aim of the present paper.
Before formulating our main result, let us first define precisely what we mean by strong solutions.
Definition 1.1 If all derivatives involved in (1.1) for (̺, u, P, d) are regular distributions, and equations (1.1)
hold almost everywhere in R2 × (0, T ), then (̺, u, P, d) is called a strong solution to (1.1).
Without loss of generality, we assume that the initial density ̺0 satisfies∫
R2
̺0dx = 1, (1.5)
which implies that there exists a positive constant N0 such that∫
BN0
̺0dx ≥
1
2
∫
R2
̺0dx =
1
2
, (1.6)
where BR , {x ∈ R
2||x| < R} for all R > 0.
Now, we state our main result as follows:
Theorem 1.2 For constants q > 2, a > 1, assume that the initial data (̺0, u0, d0) satisfies (1.3), (1.5), (1.6),
and ̺0 ≥ 0, ̺0x¯a ∈ L1(R2) ∩H1(R2) ∩W 1,p(R2), ̺
1
2
0 u0 ∈ L
2(R2), ∇u0 ∈ L
2(R2),
div u0 = 0, d0 ∈ L
2(R2), ∇d0x¯
a
2 ∈ L2(R2), ∇2d0 ∈ L
2(R2), |d0| = 1,
(1.7)
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where
x¯ , (e+ |x|2)
1
2 ln2(e+ |x|2).
Then the Cauchy problem (1.1)–(1.2) has a unique global strong solution (̺, u, P, d) satisfying that for any
0 < T <∞, 
0 ≤ ̺ ∈ C([0, T ];L1(R2) ∩H1(R2) ∩W 1,q(R2)),
̺x¯a ∈ L∞(0, T ;L1(R2) ∩H1(R2) ∩W 1,q(R2))
̺
1
2u,∇u, t
1
2∇u, t
1
2 ̺
1
2 u, t
1
2∇P, t∇P, t
1
2∇2u, t∇2u ∈ L∞(0, T ;L2(R2)),
∇d,∇dx¯
a
2 ,∇2d, t
1
2∇2d, t
1
2∇dt, t
1
2∇3d ∈ L∞(0, T ;L2(R2)),
∇u ∈ L2(0, T ;H1(R2)) ∩ L
q+1
q (0, T ;W 1,q(R2)),
∇P ∈ L2(0, T ;L2(R2)) ∩ L
q+1
q (0, T ;Lq(R2)),
∇2d ∈ L2(0, T ;H1(R2)), ∇dt,∇
2dx¯
a
2 ∈ L2(R2 × (0, T )),
̺
1
2ut, t
1
2∇ut, t
1
2∇dt, t
1
2∇2dt ∈ L
2(R2 × (0, T )),
t
1
2∇u ∈ L2(0, T ;W 1,q(R2)),
(1.8)
and
inf
0≤t≤T
∫
BN1
̺(x, t)dx ≥
1
4
(1.9)
for some positive constant N1 depending only on ‖̺
1
2
0 u0‖L2(R2), N0, and T . Moreover, the solution (̺, u, P, d)
has the following temporal decay rates, i.e., for all t ≥ 1,‖̺
1
2ut(·, t)‖L2(R2) + ‖dt(·, t)‖H1(R2) + ‖∇u(·, t)‖L2(R2) + ‖∇
2d(·, t)‖L2(R2) ≤ Ct
− 12 ,
‖∇2u(·, t)‖L2(R2) + ‖|∇d||∇
2d|(·, t)‖L2(R2) + ‖∇P (·, t)‖L2(R2) ≤ Ct
−1,
(1.10)
where C depends only on initial datums.
Remark 1.3 When d is a constant vector and |d| = 1, the system (1.1) turns to be the nonhomogeneous
incompressible Navier–Stokes equations, and Theorem 1.2 is similar to the results of [36]. Roughly speaking,
we generalize the results of [36] to the incompressible nematic liquid crystal flows.
Remark 1.4 Our Theorem 1.2 holds for arbitrarily large data which is in sharp contrast to [9,21,42] where the
smallness conditions on the initial data is needed in order to obtain the global existence of strong solutions.
Moreover, the compatibility condition (1.4) on the initial data is also needed in [9, 21, 42]. It seems more
involved to show the global existence of strong solutions with general initial data. This is the main reason for
us to add an additional geometric condition (1.3).
Remark 1.5 Compared with [22], there is no need to impose the absence of vacuum for the initial density.
Furthermore, it should be pointed out that the large time asymptotic decay with rates of the global strong
solution in (1.10) is completely new for the 2D nonhomogeneous nematic liquid crystal flows.
We now make some comments on the analysis of the present paper. Using some key ideas due to [24, 35],
where the authors deal with the 2D incompressible Navier–Stokes and MHD equations, respectively, we first
establish that if (̺0, u0, d0) satisfies (1.5)–(1.7), then there exists a small T0 > 0 such that the Cauchy problem
(1.1)–(1.2) admits a unique strong solution (̺, u, P, d) in R2 × (0, T0] satisfying (1.8) and (1.9) (see Theorem
4
3.1). Thus, to prove Theorem 1.2, we only need to give some global a priori estimates on the strong solutions
to system (1.1)–(1.2) in suitable higher norms. It should be pointed out that the crucial techniques of proofs
in [7,30] cannot be adapted to the situation treated here. One reason is that when Ω ⊆ R2 becomes unbounded,
the standard Sobolev embedding inequality is critical, and it seems difficult to bound the Lp-norm (p > 2)
of the velocity u just in terms of ‖̺
1
2u‖L2(R2) and ‖∇u‖L2(R2). Moreover, compared with [35, 36], for system
(1.1)–(1.2) treated here, the strong coupling terms and strong nonlinear terms, such as div(∇d⊙∇d), u · ∇d
and |∇d|2d, will bring out some new difficulties.
To overcome these difficulties mentioned above, some new ideas are needed. To deal with the difficulty
caused by the lack of the Sobolev inequality, we observe that, in equations (1.2), the velocity u is always
accompanied by ̺. Motivated by [19,20,24], by introducing a weighted function to the density, as well as the
Hardy-type inequality in [32] by Lions, the ‖̺αu‖Lr(Ω) (r > 2, α > 0 and Ω = BR or R
2) is controlled in terms
of ‖̺
1
2 u‖L2(Ω) and ‖∇u‖L2(Ω) (see Lemma 2.4). After some spatial estimates on ∇d (i.e., ∇dx¯
a
2 , see (3.5)),
and suitable a priori estimates, we then construct approximate solutions to (1.1), that is, for density strictly
away from vacuum initially, we consider a initial boundary value problem of (1.1) in any bounded ball BR
with radius R > 0. Combining all these ideas stated above with those due to [24, 35], we derive some desired
bounds on the gradients of the velocity and the spatial weighted ones on both the density and its gradients
where all these bounds are independent of both the radius of the balls BR and the lower bound of the initial
density, and then obtain the local existence and uniqueness of solution (see Subsection 3.2).
Base on the local existence result (see Theorem 3.1), we try to give some a priori estimates which are needed
to obtain the global existence of strong solutions. When we derive the estimates on the L∞(0, T ;L2(R2))-
norm of ‖∇u‖L2(R2) and ‖∇
2d‖L2(R2). On the one hand, motivated by [20, 36], we use material derivatives
u˙ , ut+u·∇u instead of the usual ut, and use some facts on Hardy and BMO spaces (see Lemma 2.6) to bound
the key term
∫
R2
|P ||∇u|2dx (see the estimates of I2 of (4.5)). On the other hand, the usual L
2(R2 × (0, T ))-
norm of ∇dt cannot be directly estimated due to the strong coupled term u · ∇d and the strong nonlinear
term |∇d|2d. Motivated by [37], multiplying (1.1)3 by ∆∇d instead of the usual ∇dt, and the nonlinear terms
u · ∇d and |∇d|2d can be controlled after integration by parts (see (4.9)). Using the structure of the 2D
heat flows of harmonic maps, we multiply (3.8) by ∇d∆|∇d|2 and thus obtain some useful a priori estimates
on ‖|∇d||∇2d|‖L2(R2) and ‖|∇d||∆∇d|‖L2(R2) (see (4.15)), which are crucial in deriving the time-independent
estimates on both the L∞(0, T ;L2(R2))-norm of t
1
2 ̺
1
2 u˙ and the L2(R2 × (0, T ))-norm of t
1
2∇u˙ (see (4.11)).
Next, after some careful analysis, we derive the desired L1(0, T ;L∞(R2)) bound of the gradient of the velocity
∇u (see (4.28)), which in particular implies the bound on the L∞(0, T ;Lq(R2))-norm (q > 2) of the gradient
of the density. Moreover, some useful spatial weighted estimates on ̺,∇d,∇2d are derived (see Lemma 3.7).
With the a priori estimates stated above in hand, we can estimate the higher order derivatives of the solution
(̺, u, P, d) (see (4.33)) by using the similar arguments as those in [36, 37] to obtain the desired results.
The remaining parts of the present paper are organized as follows. In Section 2, we shall give some
elementary facts and inequalities which will be needed in later analysis. In Section 3, we prove the local
existence and uniqueness of solutions to the Cauchy problems of (1.1)–(1.2). Finally, in Section 4, we first
establish some a priori estimates on strong solutions, then the proof of Theorem 1.2 is given. Throughout the
paper, we denote by C the positive constant, which may depend on a, ε0 and the initial data, and its value
may change from line to line. We also C(α, β, · · · ) to emphasize that the constant C depends on α, β, · · · .
2 Preliminaries
In this section, we shall give some known results and elementary inequalities which will be used frequently
later. We first list the following local existence theory on bounded balls, where the initial density is strictly
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away from vacuum, whose proof can be shown by similar arguments as in [13, 21, 42].
Lemma 2.1 For R > 0 and BR = {x ∈ R
2||x| ≤ R}, assume that (̺0, u0, d0) satisfies
̺0∈H
1(BR) ∩ L
∞(BR), u0∈H
1
0(BR) ∩H
2(BR), d0∈H
2(BR), inf
x∈BR
̺0(x)>0, div u0 = 0, |d0| = 1. (2.1)
Then there exists a small time TR > 0 such that the equations (1.1) with the following initial-boundary value
conditions (̺, u, d)(x, 0) = (̺0, u0, d0), x ∈ BR,u(x, t) = 0 ∂
∂ν
d(x, t) = 0, x ∈ ∂BR, t > 0,
(2.2)
has a unique solution (̺, u, P, d) on BR × (0, TR] satisfying
̺ ∈ C((0, TR];H
2(BR)) ∩ L
∞(BR × (0, TR]), ̺t ∈ L
∞(0, T ;L2(BR)),
u ∈ L∞(0, TR;H
1
0 (BR) ∩H
2(BR)), ut ∈ L
2(0, TR;H
1
0 (BR)),
P ∈ L∞(0, TR;H
1(BR)),
d ∈ L∞(0, TR;H
3(BR)), dt ∈ L
∞(0, TR;H
1(BR)).
(2.3)
Here, ν = x
R
(with |x| = R) is the outer normal vector on ∂BR.
Next, for either Ω = R2 or Ω = BR with R ≥ 1, the following weighted L
p-bounds for elements of the
Hilbert space D˜1,2(Ω) , {v ∈ H1loc(Ω)|∇u ∈ L
2(Ω)} can be found in Theorem B.1 of [32].
Lemma 2.2 For m ∈ [2,∞) and θ ∈ (1+m2 ,∞), there exists a positive constant C such that for either Ω = R
2
or Ω = BR with R ≥ 1, and for any v ∈ D˜
1,2(Ω),(∫
Ω
|v|m
e+ |x|2
(ln(e+ |x|2))−θdx
) 1
m
≤ C‖v‖L2(B1) + C‖∇v‖L2(Ω).
A useful consequence of Lemma 2.2 is the following weighted bounds for elements of D˜1,2(Ω), which have
been proved in [19, 24]. It will play a crucial role in our following analysis.
Lemma 2.3 Let x¯ be as in Theorem 1.2 and Ω as in Lemma 2.2. Assume that ̺ ∈ L1(Ω) ∩ L∞(Ω) is a
non-negative function such that ∫
BN1
̺dx ≥M1, ‖̺‖L1(Ω)∩L∞(Ω) ≤M2,
for positive constants M1, M2, and N1 ≥ 1 with BN1 ⊆ Ω. Then for ε > 0 and η > 0, there is a positive
constant C depending only on ε, η,M1,M2, and N1 such that every v ∈ D˜
1,2(Ω) satisfies
‖vx¯−η‖
L
2+ε
η˜ (Ω)
≤ C‖̺
1
2 v‖L2(Ω) + C‖∇v‖L2(Ω)
with η˜ = min{1, η}.
We shall still need to the following lemma obtained by Liang [24].
Lemma 2.4 Let the assumptions in Lemma 2.3 holds. Suppose in addition that ̺x¯a ∈ L1(Ω) with a > 1.
Then there is a constant C depending on M1,M2, N1, a, r, ‖̺‖L∞(Ω) and ‖̺x¯
a‖L1(Ω) such that for α >
2
r(2+a)
and r ≥ 2
‖̺αv‖Lr(Ω) ≤ C(‖̺
1
2 v‖L2(Ω) + ‖∇v‖L2(Ω)). (2.4)
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Let us recall the following Lp-estimate for elliptic systems, whose proof is similar to that of [3] (see Lemma
12). It is also a direct result of the combination of the well-known elliptic theory [1] and a standard scaling
procedure.
Lemma 2.5 For p > 1 and k > 0, there exists a positive constant C0 depending only on p and k such that
‖∇k+2v‖Lp(BR) ≤ C0‖∆v‖Wk,p(BR)
for every v ∈W k+2,p(BR) satisfying either
v · x = 0, rot v = 0, on ∂BR (2.5)
or
n · ∇v = 0, on ∂BR.
Let H1(R2) and BMO(R2) stand for the usual Hardy and BMO spaces (see [39]), we end this section by
the following useful lemma, whose proofs can be found in [5].
Lemma 2.6 (i) There is a positive constant C such that
‖E ·B‖H1(R2) ≤ C‖E‖L2(R2)‖B‖L2(R2),
for all E ∈ L2(R2) and B ∈ L2(R2) with
divE = 0, ∇⊥ ·B = 0 in D′(R2).
(ii) There is a positive constant C such that for all v ∈ D˜1,2(R2), it holds
‖v‖BMO(R2) ≤ C‖∇v‖L2(R2).
3 Local existence and uniqueness of solutions
In this section, we shall prove the following local existence and uniqueness of strong solutions to the Cauchy
problem of (1.1)–(1.2).
Theorem 3.1 Assume that (̺0, u0, d0) satisfies (1.5)–(1.7). Then there exist a small positive time T0 > 0
and a unique strong solution (̺, u, P, d) to the Cauchy problem of system (1.1)–(1.2) in R2× (0, T0] satisfying
(1.8) and (1.9) with T = T0.
Remark 3.2 We remark that in Theorem 3.1, we do not need the condition (1.3). From [19, 35], it is easy
to see that if we replace x¯ in Theorem 1.2 by
x¯ , (e+ |x|2)
1
2 ln1+η0(e+ |x|2),
with η0 > 0, then the result of Theorem 3.1 still holds.
3.1 A priori estimates
Throughout this subsection, for p ∈ [1,∞] and k ≥ 0, we denote∫
fdx =
∫
BR
fdx, Lp = Lp(BR), W
1,p =W 1,p(BR), H
k =W k,2,
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for simplicity. Denote by ‖ · ‖X the norm of the X(BR)-functions. Moreover, for R > 4N0 ≥ 4, in addition
(2.2), assume that (̺0, u0, d0) satisfies
1
2
≤
∫
BN0
̺0(x)dx ≤
∫
BR
̺0(x)dx ≤ 1. (3.1)
Then, from Lemma 2.1, we find that there exist some TR > 0 such that the initial-boundary value problem
(1.1) and (2.2) has a unique strong solution (̺, u, P, d) on BR × [0, TR] satisfying (2.3).
For x¯, a and q as in Theorem 1.2, the main goal of this subsection is to derive the following key a priori
estimates on Φ(t) defined by
Φ(t) , 1 + ‖̺
1
2u‖2L2 + ‖∇u‖
2
L2 + ‖∇dx¯
a
2 ‖2L2 + ‖∇
2d‖2L2 + ‖̺x¯
a‖L1∩H1∩W 1,q ,
which are needed for the proof of Theorem 3.1.
Proposition 3.3 Assume that (̺0, u0, d0) satisfies (2.1) and (3.1). Let (̺, u, P, d) be the solution to the
initial-boundary value problem (1.1) and (2.2) on BR × [0, TR] obtained by Lemma 2.1. Then there exist
positive constants T0 and M both depending only on a, q,N0, and E0 such that
sup
0≤t≤T0
(
Φ(t) + t‖̺
1
2ut‖
2
L2 + t‖dt‖
2
H1 + t‖∇
2u‖2L2 + t‖∇P‖
2
L2 + t‖∇
3d‖2L2
)
+
∫ T0
0
(
‖̺
1
2 ut‖
2
L2 + ‖∇
2u‖2L2 + ‖∇dt‖
2
H1 + ‖∇
3d‖2L2 + ‖∇
2dx¯
a
2 ‖2L2
)
dt
+
∫ T0
0
(
‖∇2u‖
q+1
q
Lq + ‖∇P‖
1+q
q
Lq + t‖∇
2u‖2Lq + t‖∇P‖
2
Lq
)
dt
+
∫ T0
0
t
(
‖∇ut‖
2
L2 + ‖∇dt‖
2
H1
)
dt ≤M, (3.2)
where
E0 , 1 + ‖̺
1
2
0 u0‖L2 + ‖∇u0‖L2 + ‖∇d0x¯
a
2 ‖L2 + ‖∇
2d0‖L2 + ‖̺0x¯
a‖L1∩H1∩W 1,p .
To prove Proposition 3.3, whose proof will be postponed to the end of this subsection, we need to give the
following useful estimates.
Lemma 3.4 Under the assumptions of Proposition 3.3, let (̺, u, P, d) be a smooth solution to the initial
boundary value problem (1.1) and (2.2). Then we have for all t ≥ 0,
sup
0≤τ≤t
(
‖̺
1
2 u‖2L2 + ‖∇d‖
2
L2
)
+
∫ t
0
‖∇u‖2L2 + ‖∆d+ |∇d|
2d‖2L2dτ ≤ ‖̺
1
2
0 u0‖
2
L2 + ‖∇d0‖
2
L2, (3.3)
sup
0≤τ≤t
(
‖̺‖L1∩L∞ + ‖∇d‖
2
L2
)
+
∫ t
0
‖∇2d‖2L2dτ ≤ C exp
{
C
∫ t
0
Φ(τ)dτ
}
, (3.4)
and
sup
0≤τ≤t
(
‖∇dx¯
a
2 ‖2L2
)
+
∫ t
0
‖∇2dx¯
a
2 ‖2L2dτ ≤ C exp
{∫ t
0
Φ(τ)dτ
}
. (3.5)
Proof. (3.3) is the standard energy inequality, see, e.g., [16,26]. To prove (3.4), we first notice that from the
continuity equation (1.1)1 and the divergence free condition (1.1)4, it is easy to see (cf, [32]) that
‖̺(t)‖Lp = ‖̺0‖Lp , for all p ∈ [1,∞] and t ≥ 0. (3.6)
Next, multiplying (1.1)3 by −∆d, and integrating over BR, it follows that
1
2
d
dt
‖∇d‖2L2+
1
2
‖∇2d‖2L2 ≤
∫
|∇u||∇d||∇d|dx+
∫
|∇d|2|∇2d|dx+ C‖∇d‖2L2
8
≤‖∇u‖L2‖∇d‖
2
L4 + ‖∇d‖
2
L4‖∇
2d‖L2 + C‖∇d‖
2
L2
≤
1
4
‖∇2d‖2L2 + C(1 + ‖∇u‖
2
L2 + ‖∇d‖
2
L2)‖∇d‖
2
L2
≤
1
4
‖∇2d‖2L2 + CΦ(t)‖∇d‖
2
L2 , (3.7)
where we have used the condition |d| = 1, and the following inequalities∫
|∆d|2dx =
2∑
i,j=1
∫
∂2i d · ∂
2
j ddx = −
2∑
i,j=1
∫
∂id · ∂i∂
2
j ddx (notice that
∂
∂ν
d = 0 on ∂BR.)
=−
2∑
i,j=1
∫
∂BR
∂id · ∂j∂idνjdS +
2∑
i,j=1
∫
|∂i∂jd|
2dx (ν is defined in Lemma 2.1.)
=‖∇2d‖2L2 +
2∑
i,j=1
∫
∂BR
∂id · ∂jd∂iνjdS = ‖∇
2d‖2L2 +
1
R
2∑
i,j=1
∫
∂BR
∂id · ∂jdδijdS
≥‖∇2d‖2L2 − ‖∇d‖
2
L2(∂BR)
≥ ‖∇2d‖2L2 − C‖∇d‖
2
H
1
2 (BR)
(see, e.g., [17] for trace embedding)
≥‖∇2d‖2L2 − C‖∇d‖L2‖∇
2d‖L2 ≥
1
2
‖∇2d‖2L2 − C‖∇d‖
2
L2 .
Here δij = 1 if i = j (or = 0 if i 6= j). The estimate (3.7) together with Gronwall’s inequality ensures
sup
0≤τ≤t
(
‖∇d‖2L2
)
+
∫ t
0
‖∇2d‖2L2dτ ≤ exp
{
C
∫ t
0
Φ(τ)dτ
}
.
This combined with (3.6) leads to (3.4).
In what follows, we are in a position to prove (3.5). By applying ∇ on (1.1)3, we have
∇dt −∆∇d = −∇(u · ∇d) +∇(|∇d|
2d). (3.8)
Multiplying (3.8) with ∇dx¯a and integrating by parts over BR yield
1
2
d
dt
‖∇dx¯
a
2 ‖2L2 + ‖∇
2dx¯
a
2 ‖2L2 ≤C
∫
|∇d||∇2d|∇x¯adx+
∫
|∇u||∇d|2x¯adx+
∫
|u||∇d|2∇x¯adx
+
∫
|∇d|2|∇2d|x¯adx+
∫
|∇d|3∇x¯adx+C‖∇dx¯
a
2 ‖2L2
,I1 + I2 + I3 + I4 + I5 +C‖∇dx¯
a
2 ‖2L2 , (3.9)
where we have used the following inequalities
−
∫
∇∆d · ∇dx¯adx = −
2∑
i,j=1
∫
∂i∂
2
j d · ∂idx¯
adx
=−
2∑
i,j=1
∫
∂BR
∂i∂jd · ∂idx¯
aνjdS +
2∑
i,j=1
∫
|∂i∂jd|
2x¯adx+
2∑
i,j=1
∫
∂i∂jd · ∂id∂j x¯
adx
=‖∇2dx¯
a
2 ‖2L2 +
2∑
i,j=1
∫
∂i∂jd · ∂id∂j x¯
adx+
2∑
i,j=1
∫
∂BR
∂id · ∂idx¯
a∂iνjdS
=‖∇2dx¯
a
2 ‖2L2 +
2∑
i,j=1
∫
∂i∂jd · ∂id∂j x¯
adx+
1
R
2∑
i,j=1
∫
∂BR
∂id · ∂idx¯
aδijdS
≥‖∇2dx¯
a
2 ‖2L2 − C
∫
|∇2d||∇d|∇x¯adx− ‖∇dx¯a‖2L2(∂BR)
≥‖∇2dx¯
a
2 ‖2L2 − C
∫
|∇2d||∇d|∇x¯adx− C‖∇dx¯a‖2
H
1
2 (BR)
9
≥
1
2
‖∇2dx¯
a
2 ‖2L2 − C
∫
|∇2d||∇d|∇x¯adx− C‖∇dx¯a‖2L2 .
We can bound each term on the right-hand side of (3.9) as follows
I1 ≤
∫
|∇d||∇2d|x¯adx ≤
1
10
‖∇2dx¯
a
2 ‖2L2 + C‖∇dx¯
a
2 ‖2L2 ;
I2 ≤‖∇u‖L2‖∇dx¯
a
2 ‖2L4 ≤ ‖∇u‖L2‖∇dx¯
a
2 ‖L2(‖∇dx¯
a
2 ‖L2 + ‖∇(∇dx¯
a
2 )‖L2)
≤‖∇u‖L2‖∇dx¯
a
2 ‖L2(‖∇dx¯
a
2 ‖L2 + ‖∇
2dx¯
a
2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2)
≤
1
10
‖∇2dx¯
a
2 ‖2L2 + C(1 + ‖∇u‖
2
L2)‖∇dx¯
a
2 ‖2L2 ≤
1
10
‖∇2dx¯
a
2 ‖2L2 + CΦ(t)‖∇dx¯
a
2 ‖2L2 ;
I3 ≤
∫
|u||∇d|x¯a−
3
4dx ≤ ‖∇dx¯
a
2 ‖L4‖∇dx¯
a
2 ‖L2‖ux¯
− 34 ‖L4
≤C‖∇dx¯
a
2 ‖2L4 + C(‖̺
1
2u‖2L2 + ‖∇u‖
2
L2)‖∇dx¯
a
2 ‖2L2 ≤
1
10
‖∇2dx¯
a
2 ‖2L2 + CΦ(t)‖∇dx¯
a
2 ‖2L2;
I4 ≤‖∇
2dx¯
a
2 ‖L2‖∇dx¯
a
2 ‖L4‖∇d‖L4 ≤
1
20
‖∇2dx¯
a
2 ‖2L2 + ‖∇d‖
2
L4‖∇dx¯
a
2 ‖2L4
≤
1
20
‖∇2dx¯
a
2 ‖2L2 + (‖∇d‖
2
L2 + ‖∇
2d‖2L2)‖∇dx¯
a
2 ‖L2(‖∇
2dx¯
a
2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2)
≤
1
10
‖∇2dx¯
a
2 ‖2L2 + CΦ(t)‖∇dx¯
a
2 ‖2L2 ;
I5 ≤
∫
|∇d|3x¯adx ≤ ‖∇d‖L2‖∇dx¯
a
2 ‖2L4 ≤
1
10
‖∇2dx¯
a
2 ‖2L2 + CΦ(t)‖∇dx¯
a
2 ‖2L2,
due to the energy inequality (3.3), Ho¨lder’s and Gagliardro-Nirenberg inequalities. Hence, inserting the
estimates of Ii(i = 1, 2, · · · , 5) into (3.9), we obtain (3.5) after by using Gronwall’s inequality. This completes
the proof of Lemma 3.4. 2
Lemma 3.5 Under the assumptions of Proposition 3.3, let (̺, u, P, d) be a smooth solution to the initial
boundary value problem (1.1) and (2.2). Then there exists a T1 = T (N0, E0) > 0 such that for all t ∈ (0, T1],
sup
0≤τ≤t
(
‖̺x¯a‖L1 + ‖∇u‖
2
L2 + ‖∇
2d‖2L2
)
+
∫ t
0
(
‖̺
1
2 uτ‖
2
L2 + ‖∇dτ‖
2
L2 + ‖∆∇d‖
2
L2
)
dτ ≤ C exp
{
C
∫ t
0
Φ(τ)dτ
}
, (3.10)∫ t
0
‖∇2u‖2L2dτ ≤ C exp
{
C
∫ t
0
Φ(τ)dτ
}
. (3.11)
Proof. First, for N > 1, let ϕN ∈ C
∞
0 (BN ) satisfy
0 ≤ ϕN ≤ 1, ϕN (x) =
1, if |x| ≤
N
2 ,
0, if |x| ≥ N,
|∇kϕN | ≤ CN
−k for k ∈ N. (3.12)
It follows from (1.1)1 and the energy inequality (3.3) that
d
dt
∫
̺ϕ2N0dx =
∫
̺u · ∇ϕ2N0dx ≥ −CN
−1
0
(∫
̺dx
) 1
2
(∫
̺|u|2dx
) 1
2
≥ −C˜(N0, E0).
Integrating the above inequality and using (3.1), it follows that
inf
0≤t≤T1
∫
B2N0
̺dx ≥ inf
0≤t≤T1
∫
̺ϕ2N0dx ≥
∫
̺0ϕ2N0dx− C˜T1 ≥
1
4
, (3.13)
where T1 , min{1,
1
4C˜
}. From now on, we will always assume that t ≤ T1 in this subsection. The combination
of (3.13), (3.3) and Lemma 2.3 ensures that for ε > 0, η > 0, and every v ∈ D˜1,2(BR) satisfies
‖vx¯−η‖
L
2+ε
η˜
≤ C(ε, η)‖̺
1
2 v‖L2 + C(ε, η)‖∇v‖L2 , (3.14)
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where η˜ , min{1, η}. Using the above estimate (3.14), after multiplying (1.1)1 by x¯
a and integrating by parts
over BR, we have
d
dt
‖̺x¯a‖L1 ≤C
∫
̺|u|x¯a−1 ln2(e+ |x|2)dx ≤ C‖̺x¯a−1+
4
4+a ‖
L
a+4
a+3
‖ux¯−
4
4+a ‖La+4
≤C‖̺‖
1
4+a
L∞ ‖̺x¯
a‖
3+a
4+a
L1
(‖̺
1
2u‖L2 + ‖∇u‖L2)
≤C(1 + ‖̺x¯a‖L1)(1 + ‖∇u‖
2
L2)
due to (3.3) and (3.6). This combined with Gronwall’s inequality and (3.3) leads to
sup
0≤τ≤t
‖̺x¯a‖L1 ≤ C exp
{
C
∫ t
0
(1 + ‖∇u‖2L2)dτ
}
≤ C. (3.15)
Now, multiplying (1.1)2 by ut and integrating by parts over BR, one has
1
2
d
dt
‖∇u‖2L2 + ‖̺
1
2ut‖
2
L2 ≤ C
∫
̺|u||∇u||ut|dx+
∫
(∇d⊙∇d) · ∇utdx. (3.16)
By using Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (2.4) ensure that∫
̺|u||∇u||ut|dx ≤
1
2
‖̺
1
2 ut‖
2
L2 + C
∫
̺|u|2|∇u|2dx ≤
1
2
‖̺
1
2ut‖
2
L2 + C‖̺
1
2 u‖2L8‖∇u‖
2
L
8
3
≤
1
2
‖̺
1
2 ut‖
2
L2 + C‖̺
1
2 u‖2L8‖∇u‖
3
2
L2
‖∇u‖
1
2
H1
≤
1
2
‖̺
1
2 ut‖
2
L2 + ε‖∇
2u‖2L2 + C(‖̺
1
2u‖2L2 + ‖∇u‖
2
L2)
4
3 ‖∇u‖2L2
≤
1
2
‖̺
1
2 ut‖
2
L2 + ε‖∇
2u‖2L2 + CΦ
β(t), (3.17)
where (and in what follows) we have used β > 1 to denote a generic constant, which may be different from
line to line. For the second term on the right-hand side of (3.16), we have∫
(∇d⊙∇d) · ∇utdx =
d
dt
∫
(∇d⊙∇d) · ∇udx−
∫
∇dt ⊙∇d · ∇udx−
∫
∇d⊙∇dt · ∇udx
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+
1
4
‖∇dt‖L2 + C‖∇d‖
2
L4‖∇u‖
2
L4
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+
1
4
‖∇dt‖
2
L2 + C‖∇d‖L2‖∇d‖H1‖∇u‖L2‖∇u‖H1
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+
1
4
‖∇dt‖
2
L2 + ε‖∇
2u‖2L2 + CΦ
β(t). (3.18)
Inserting (3.17) and (3.18) into (3.16), it follows that
d
dt
B(t) + ‖̺
1
2 ut‖
2
L2 ≤ ε‖∇
2u‖2L2 +
1
4
‖∇dt‖
2
L2 + CΦ
β(t), (3.19)
where
B(t) , ‖∇u‖2L2 −
∫
(∇d⊙∇d) · ∇udx
satisfies
1
2
‖∇u‖2L2 − C1‖∇d‖
2
H1 ≤ B(t) ≤
3
2
‖∇u‖2L2 + C‖∇d‖
2
H1 .
Next, from (3.8), it is easy to obtain that
d
dt
(‖∇2d‖2L2+
1
R
‖∇d‖2L2(∂BR))+‖∇dt‖
2
L2+‖∆∇d‖
2
L2=
∫
|∇dt−∆∇d|
2dx≤C
∫
|∇(u · ∇d)|2+|∇(|∇d|2d)|2dx
11
≤C‖∇u‖2L2‖∇d‖
2
L∞ + C‖|u||∇
2d|‖2L2 + C‖|∇d||∇
2d|‖2L2 + C‖∇d‖
6
L6
≤C
(
‖∇u‖2L2‖∇d‖L2(‖∇d‖L2+‖∇
3d‖L2)+‖ux¯
−a4 ‖2L8‖∇
2dx¯
a
2 ‖L2‖∇
2d‖L4+‖∇d‖
2
L4‖∇
2d‖2L4+‖∇d‖
6
L6
)
≤C(‖∇u‖2L2‖∇d‖L2(‖∇d‖L2 + ‖∇
3d‖L2) + ‖ux¯
− a4 ‖2L8‖∇
2dx¯
a
2 ‖L2(‖∇
2d‖L2 + ‖∇
3d‖L2)
+ ‖∇d‖L2‖∇
2d‖2L2(‖∇
2d‖L2 + ‖∇
3d‖L2) + ‖∇d‖
2
L2‖∇
2d‖4L2)
≤
1
4C0
‖∇3d‖2L2 + C‖∇
2dx¯
a
2 ‖2L2 + CΦ
β(t), (3.20)
where we have used Ho¨lder’s and Gagliardo-Nirenberg inequalities, (3.14), and the following equalities
−2
∫
∇dt∆∇ddx =− 2
2∑
i,j=1
∫
∂BR
∂idt · ∂i∂jdνjdS +
d
dt
‖∇2d‖2L2
=2
2∑
i,j=1
∫
∂BR
∂idt · ∂jd∂iνjdS +
d
dt
‖∇2d‖2L2
=
2
R
2∑
i,j=1
∫
∂BR
∂idt · ∂jdδijdS +
d
dt
‖∇2d‖2L2
=
d
dt
(‖∇2d‖2L2 +
1
R
‖∇d‖2L2(∂BR)),
due to ∂
∂ν
d = 0. Here, C0 is the constant defined in Lemma 2.5. On the other hand, by letting v = ∇d, then
it is easy to see that the condition (2.5) holds. Hence, Lemma 2.5 ensures that
‖∇3d‖L2 ≤ C0‖∆∇d‖L2 .
Inserting the above inequality into (3.20), and then adding the resulting inequality to (3.7), it follows that
d
dt
(‖∇d‖2H1 +
1
R
‖∇d‖2L2(∂BR)) +‖∇dt‖
2
L2+
3
4C0
‖∇3d‖2L2 ≤C‖∇
2dx¯
a
2 ‖2L2 + CΦ
β(t).
Multiplying the above inequality by C1 + 1, and then adding the resulting inequality to (3.19), it holds that
d
dt
(B(t)+(C1+1)(‖∇d‖
2
H1 +
1
R
‖∇d‖2L2(∂BR))) +‖̺
1
2 ut‖
2
L2+‖∇dt‖
2
L2+
3
4C0
‖∇3d‖2L2
≤ε‖∇2u‖2L2+ C‖∇
2dx¯
a
2 ‖2L2+ CΦ
β(t). (3.21)
On the other hand, notice that (̺, u, P, d) satisfies the following Stokes system
−∆u+∇P = −̺ut − ̺u · ∇u+ div(∇d⊙∇d), x ∈ BR,
div u = 0, x ∈ BR,
u(x) = 0, x ∈ ∂BR.
Applying the standard Lp-estimate to the above system (see, e.g., [40]) yields that for any p ∈ (1,∞),
‖∇2u‖Lp + ‖∇P‖Lp ≤ C‖̺ut‖Lp + C‖̺u · ∇u‖Lp + C‖ div(∇d⊙∇d)‖Lp , (3.22)
from which, after using (2.4), (3.3), (3.6), and Gagliardo-Nirenberg inequality, we have
‖∇2u‖2L2 + ‖∇P‖
2
L2 ≤C‖̺ut‖
2
L2 + C‖̺u · ∇u‖
2
L2 + C‖ div(∇d⊙∇d)‖
2
L2
≤C‖̺‖L∞‖̺
1
2ut‖
2
L2 + C‖̺u‖
2
L4‖∇u‖
2
L4 + C‖∇d‖
2
L4‖∇
2d‖2L4
≤C‖̺
1
2 ut‖
2
L2+C(‖̺
1
2u‖2L2+‖∇u‖
2
L2)‖∇u‖L2‖∇u‖H1+C‖∇d‖L2‖∇
2d‖2L2‖∇
2d‖H1
≤
1
4C0
‖∇3d‖2L2 +
1
2
‖∇2u‖2L2 + C‖̺
1
2ut‖
2
L2 + C(1 + ‖∇u‖
6
L2 + ‖∇
2d‖4L2)
12
≤
1
4C0
‖∇3d‖2L2 +
1
2
‖∇2u‖2L2 + C‖̺
1
2ut‖
2
L2 + CΦ
β(t). (3.23)
Substituting (3.23) into (3.21), and choosing ε suitably small, we get
d
dt
(B(t) + (C1+1)(‖∇d‖
2
H1 +
1
R
‖∇d‖2L2(∂BR))) +
1
2
‖̺
1
2ut‖
2
L2+‖∇dt‖
2
L2+
1
2C0
‖∇3d‖2L2
≤C‖∇2dx¯
a
2 ‖2L2+ CΦ
β(t).
Integrating the above inequality with respect to time variable over (0, t), it follows from the definition of B(t),
(3.5) and Lemma 2.5 that (3.10) holds.
By using (3.23) and (3.10), it is easy to see that (3.11) holds. This completes the proof of Lemma 3.5. 2
Lemma 3.6 Let (̺, u, P, d) and T1 be as in Lemma 3.5. Then there exists a positive constant β > 1 such
that for all t ∈ (0, T1],
sup
0≤τ≤t
(
τ‖̺
1
2 uτ‖
2
L2+τ‖dt‖
2
H1
)
+
∫ t
0
(τ‖∇uτ‖
2
L2+τ‖∇dτ‖
2
H1)dτ ≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
. (3.24)
Proof. Differentiating (1.1)2 with respect to time variable t gives
̺utt + ̺u · ∇ut −∆ut = −̺t(ut + u · ∇u)− ̺ut · ∇u −∇Pt − div(∇d⊙∇d)t. (3.25)
Multiplying (3.25) by ut and integrating the resulting equality by parts over BR, we obtain after applying
(1.1)1 and the divergence free condition (1.1)4 that
1
2
d
dt
‖̺
1
2ut‖
2
L2 + ‖∇ut‖
2
L2 ≤ C
∫
̺|u||ut|
(
|∇ut|+|∇u|
2+|u||∇2u|
)
dx
+ C
∫
̺|u|2|∇u||∇ut|dx+ C
∫
̺|ut|
2|∇u|dx+ C
∫
|∇d||∇dt||∇ut|dx
,J1 + J2 + J3 + J4. (3.26)
By using (2.4), (3.14), Ho¨lder’s and Gagliardo-Nirenberg inequalities, it follows that
J1 ≤C‖̺
1
2 u‖L6‖̺
1
2ut‖
1
2
L2
‖̺
1
2 ut‖
1
2
L6
(‖∇ut‖L2 + ‖∇u‖
2
L4) + C‖̺
1
4u‖2L12‖̺
1
2 ut‖
1
2
L2
‖̺
1
2 ut‖
1
2
L6
‖∇2u‖L2
≤C(1+‖∇u‖2L2)‖̺
1
2ut‖
1
2
L2
(‖̺
1
2 ut‖L2+‖∇ut‖L2)
1
2 (‖∇ut‖L2+‖∇u‖
2
L2+‖∇u‖L2‖∇
2u‖L2+‖∇
2u‖L2)
≤
1
6
‖∇ut‖
2
L2 + CΦ
β(t)(1 + ‖̺
1
2ut‖
2
L2) + C(1+‖∇u‖
2
L2)‖∇
2u‖2L2;
J2+J3 ≤ C‖̺
1
2u‖2L8‖∇u‖L4‖∇ut‖L4 + C‖̺
1
2ut‖
3
2
L6
‖̺
1
2ut‖
1
2
L2
‖∇u‖L2
≤
1
6
‖∇ut‖
2
L2 + CΦ
β(t)(1 + ‖̺
1
2ut‖
2
L2) + C(1+‖∇u‖
2
L2)‖∇
2u‖2L2;
J4 ≤C‖∇d‖L4‖∇dt‖L4‖∇ut‖L2 ≤
1
6
‖∇ut‖
2
L2 + C‖∇d‖L2‖∇d‖H1‖∇dt‖L2‖∇dt‖H1
≤
1
6
‖∇ut‖
2
L2 +
1
4C2 + 1
‖∇2dt‖
2
L2 + CΦ
β(t)‖∇dt‖
2
L2,
where the positive constant C2 is defined in the following (3.28) and (3.31). Substituting the estimates of
Ji(i = 1, 2, · · · , 4) into (3.26), and then using (3.23), we obtain
d
dt
‖̺
1
2ut‖
2
L2 + ‖∇ut‖
2
L2
≤CΦβ(t)(1 + ‖̺
1
2 ut‖
2
L2 + ‖∇dt‖
2
L2) +
1
4C2 + 1
‖∇2dt‖
2
L2 + C(1+‖∇u‖
2
L2)‖∇
3d‖2L2 . (3.27)
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Now, differentiating (1.1)3 with respect to time variable t, and then multiplying the resulting equality by
dt, we deduce that
1
2
d
dt
‖dt‖
2
L2 + ‖∇dt‖
2
L2 ≤C
∫
|ut||∇d||dt|dx+ C
∫
|∇dt||∇d||dt|dx+ C
∫
|∇d|2|dt|
2dx
,J5 + J6 + J7,
where we have used the condition ∂
∂ν
dt = 0 on ∂BR. Using Ho¨lder’s and Gagliardo-Nirenberg inequalities,
and (3.14), we have
J5 ≤‖utx¯
− a2 ‖L4‖∇dx¯
a
2 ‖L2‖dt‖L4 ≤ (‖̺
1
2ut‖L2 + ‖∇ut‖L2)‖∇dx¯
a
2 ‖L2‖dt‖
1
2
L2
‖dt‖
1
2
H1
≤
1
4
‖∇ut‖
2
L2 + CΦ
β(t)(‖̺
1
2 ut‖
2
L2 + ‖dt‖
2
L2 + ‖∇dt‖
2
L2),
J6+J7 ≤
1
2
‖∇dt‖L2 + C‖∇d‖
2
L4‖dt‖
2
L4 ≤
1
2
‖∇dt‖L2 + C‖∇d‖L2‖∇
2d‖L2‖dt‖L2‖dt‖H1
≤
1
2
‖∇dt‖L2 + CΦ
β(t)‖dt‖
2
L2 .
Hence
d
dt
‖dt‖
2
L2 + ‖∇dt‖
2
L2 ≤C2‖∇ut‖
2
L2 + CΦ
β(t)(‖̺
1
2ut‖
2
L2 + ‖dt‖
2
L2 + ‖∇dt‖
2
L2). (3.28)
Differentiating (3.8) with respect to time variable t yields
∇dtt −∆∇dt = −∇(u · ∇d)t +∇(|∇d|
2d)t. (3.29)
Multiplying (3.29) by ∇dt, and integrating the resulting equality over BR, it follows that
1
2
d
dt
‖∇dt‖
2
L2 + ‖∇
2dt‖
2
L2 +
1
R
‖∇dt‖L2(∂BR) ≤ C
∫
|∇ut||∇d||∇dt|dx+ C
∫
|∇u||∇dt|
2dx
+ C
∫
|ut||∇
2d||∇dt|dx+ C
∫
|∇d|2|dt||∇
2dt|dx+ C
∫
|∇d||∇dt||∇
2dt|dx
, J8 + J9 + J10 + J11 + J12. (3.30)
By virtue of Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (3.14), we have
J8 ≤‖∇ut‖L2‖∇dt‖L4‖∇d‖L4 ≤
1
2
‖∇ut‖
2
L2 + C‖∇d‖L2‖∇d‖H1‖∇dt‖L2‖∇dt‖H1
≤
1
2
‖∇ut‖
2
L2 +
1
4
‖∇2dt‖
2
L2 + CΦ
β(t)‖∇dt‖
2
L2 ,
J9 ≤C‖∇u‖L2‖∇dt‖
2
L4 ≤ C‖∇u‖L2‖∇dt‖L2‖∇dt‖H1 ≤
1
8
‖∇2dt‖L2 + CΦ
β(t)‖∇dt‖L2 ,
J10 ≤C
∫
|utx¯
− a4 ||∇2d|
1
2 x¯
a
4 |∇2d|
1
2 |∇dt|dx ≤ C‖utx¯
− a4 ‖L4‖∇
2dx¯
a
2 ‖
1
2
L2
‖∇2d‖
1
2
L2
‖∇dt‖L4
≤C‖utx¯
− a4 ‖L4‖∇
2dx¯
a
2 ‖
1
2
L2
‖∇2d‖
1
2
L2
‖∇dt‖
1
2
L2
‖∇dt‖
1
2
H1
≤
1
8
‖∇2dt‖
2
L2 + C‖utx¯
− a4 ‖2L4 + C‖∇
2dx¯
a
2 ‖2L2‖∇
2d‖2L2‖∇dt‖
2
L2
≤
1
8
‖∇2dt‖
2
L2 + C(‖̺
1
2ut‖L2 + ‖∇ut‖
2
L2) + C‖∇
2dx¯
a
2 ‖2L2‖∇
2d‖2L2‖∇dt‖
2
L2 ,
J11 ≤
1
8
‖∇2dt‖
2
L2 + C‖∇d‖
2
L8‖dt‖
2
L4 ≤
1
8
‖∇2dt‖
2
L2 + C‖∇d‖
1
2
L2
‖∇d‖
3
2
H1
‖dt‖L2‖dt‖H1
≤
1
8
‖∇2dt‖
2
L2 + CΦ
β(t)(‖dt‖
2
L2 + ‖∇dt‖
2
L2),
J12 ≤
1
16
‖∇2dt‖
2
L2 + C‖∇d‖
2
L4‖∇dt‖
2
L4 ≤
1
8
‖∇2dt‖
2
L2 + CΦ
β(t)‖∇dt‖
2
L2 .
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Inserting the estimates of Ji(i = 8, 9, · · · , 12) into (3.30), it yields that
d
dt
‖∇dt‖
2
L2 + ‖∇
2dt‖
2
L2
≤C2(‖̺
1
2ut‖L2 + ‖∇ut‖
2
L2) + C(Φ
β(t) + ‖∇2dx¯
a
2 ‖2L2‖∇
2d‖2L2)(‖dt‖
2
L2 + ‖∇dt‖
2
L2). (3.31)
Finally, multiplying (3.27) by 2C2 + 1 and adding the resulting inequality with (3.28) and (3.31), we have
d
dt
((2C2 + 1)‖̺
1
2ut‖
2
L2 + ‖dt‖
2
H1) + ‖∇ut‖L2 +
1
2
‖∇dt‖
2
H1
≤C(Φβ(t) + ‖∇2dx¯
a
2 ‖2L2‖∇
2d‖2L2)(1 + ‖̺
1
2ut‖
2
L2 + ‖∇dt‖
2
H1) + C(1 + ‖∇u‖
2
L2)‖∇
3d‖2L2 .
Multiplying the above inequality by t, we obtain (3.24) after using Gronwall’s inequality and (3.10). This
completes the proof of Lemma 3.6. 2
Lemma 3.7 Let (̺, u, P, d) and T1 be as in Lemma 3.5. Then there exists a positive constant β > 1 such
that for all t ∈ (0, T1],
sup
0≤τ≤t
(
τ‖∇2u‖2L2+ τ‖∇
3d‖2L2+ τ‖∇P‖
2
L2
)
≤ C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
. (3.32)
Proof. Applying Hk(k = 2, 3) estimates of elliptic equations (see [13]), it is easy to deduce from (1.1)3 that
‖∇3d‖2L2 ≤C‖∇dt‖
2
L2 + C‖|u||∇
2d|‖2L2 + C‖|∇u||∇d|‖
2
L2 + C‖∇d‖
6
L6 + C‖|∇d||∇
2d|‖2L2 .
By virtue of (3.14), Ho¨lder’s and Gagliardo-Nirenberg inequalities, it follows that
‖|u||∇2d|‖2L2 ≤C‖ux¯
− a4 ‖2L8‖∇
2dx¯
a
2 ‖L2‖∇
2d‖L4 ≤ C‖∇
2dx¯
a
2 ‖2L2 + C‖ux¯
−a4 ‖4L8‖∇
2d‖2L4
≤C‖∇2dx¯
a
2 ‖2L2 + C(‖̺
1
2u‖2L2 + ‖∇u‖
2
L2)
2‖∇2d‖L2‖∇
2d‖H1
≤
1
4
‖∇3d‖2L2 + C‖∇
2dx¯
a
2 ‖2L2 + C(1 + ‖∇u‖
8
L2)‖∇
2d‖2L2 ,
‖|∇u||∇d|‖2L2 ≤C‖∇u‖
2
L4‖∇
2d‖2L4 ≤ ‖∇u‖L2‖∇u‖H1‖∇d‖L2‖∇d‖H1
≤
1
4
‖∇2u‖2L2 + C‖∇u‖
2
L2(‖∇d‖
4
L2 + ‖∇
2d‖4L2),
‖∇d‖6L6 + ‖|∇d||∇
2d|‖2L2 ≤ C‖∇d‖
2
L2‖∇d‖
4
H1 + C‖∇d‖
2
L4‖∇
2d‖2L4
≤C‖∇d‖2L2‖∇d‖
4
H1 + C‖∇d‖L2‖∇d‖H1‖∇
2d‖L2‖∇
2d‖H1
≤
1
4
‖∇3d‖2L2 + C(1 + ‖∇d‖
8
L2 + ‖∇
2d‖8L2).
Hence
‖∇3d‖2L2 ≤
1
2
‖∇3d‖2L2 +
1
4
‖∇2u‖2L2 + C‖∇dt‖
2
L2 + C‖∇
2dx¯
a
2 ‖2L2 + C(1 + ‖∇u‖
12
L2 + ‖∇d‖
12
H1),
which together with (3.23) shows that
‖∇2u‖2L2 + ‖∇P‖
2
L2 + ‖∇
3d‖2L2
≤C(‖̺
1
2ut‖
2
L2 + ‖∇dt‖
2
L2 + ‖∇
2dx¯
a
2 ‖2L2) + C(1 + ‖∇u‖
12
L2 + ‖∇d‖
12
H1).
Then, multiplying the above inequality by t, one obtains from (3.4), (3.10), (3.22) and (3.24) that
sup
0≤τ≤t
(
τ‖∇2u‖2L2 + τ‖∇P‖
2
L2 + τ‖∇
3d‖2L2
)
≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
+ C
(
1 + exp
{
C
∫ t
0
Φβ(τ)dτ
})6
≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
,
which completes the proof of (3.32). 2
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Lemma 3.8 Let (̺, u, P, d) and T1 be as in Lemma 3.5. Then there exists a positive constant β > 1 such
that for all t ∈ [0, T1],
sup
0≤τ≤t
‖̺x¯a‖L1∩H1∩W 1,q ≤ exp
{
C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}}
. (3.33)
Proof. Inspired by [19], we should first derive the following estimates∫ t
0
(
‖∇2u‖
q+1
q
Lq + ‖∇P‖
q+1
q
Lq + τ‖∇
2u‖2Lq + τ‖∇P‖
2
Lq
)
dτ ≤ C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
. (3.34)
In fact, from (3.22), Ho¨lder’s and Gagliadro-Nirenberg inequalities, we have for p = q,
‖∇2u‖Lq + ‖∇P‖Lq ≤C‖̺ut‖Lq + C‖̺u · ∇u‖Lq + C‖ div(∇d⊙∇d)‖Lq
≤C‖̺ut‖Lq + C‖̺u‖L2q‖∇u‖L2q + C‖∇d‖L2q‖∇
2d‖L2q
≤‖̺ut‖
2(λ−q)
q(λ−2)
L2
‖̺ut‖
λ(q−2)
q(λ−2)
Lλ
+ CΦβ(t)(1 + ‖∇2u‖
1− 1
q
L2
+ ‖∇3d‖
1− 1
q
L2
)
≤C(‖̺
1
2ut‖
2(λ−q)
q(λ−2)
L2
‖∇ut‖
λ(q−2)
q(λ−2)
L2
+ ‖̺
1
2 ut‖L2) +CΦ
β(t)(1 +‖∇2u‖
1− 1
q
L2
+‖∇3d‖
1− 1
q
L2
),
where λ > q will be chosen later. The above inequality together with (3.10), (3.11) and (3.24) ensures that∫ t
0
(
‖∇2u‖
q+1
q
Lq + ‖∇P‖
q+1
q
Lq
)
dτ
≤C
∫ t
0
τ−
q+1
2q
(
τ‖̺
1
2ut‖
2
L2
) (λ−q)(q+1)
q2(λ−2)
(
τ‖∇uτ‖
2
L2
)λ(q−2)(q+1)
2q2(λ−2) dτ + C
∫ t
0
‖̺
1
2uτ‖
q+1
q
L2
dτ
+ C
∫ t
0
Φβ(t)(1 + ‖∇2u‖
q2−1
q2
L2
+ ‖∇3d‖
q2−1
q2
Lq )dτ
≤C sup
0≤τ≤t
{
τ‖̺
1
2 uτ‖
2
L2
} (λ−q)(q+1)
q2(λ−2)
∫ t
0
τ−
q+1
2q
(
τ‖∇uτ‖
2
L2
)λ(q−2)(q+1)
2q2(λ−2) dτ
+ C
∫ t
0
(Φβ(t) + ‖̺
1
2uτ‖
2
L2 + ‖∇
2u‖2L2 + ‖∇
3d‖2Lq)dτ
≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}(
1 +
∫ t
0
(
τ
− q(q+1)(λ−2)
2q(λ−2)−λ(q−2)(q+1) + τ‖∇uτ‖
2
L2
)
dτ
)
.
By selecting λ = 2q2, we have q(q+1)(λ−2)2q(λ−2)−λ(q−2)(q+1) =
q3+q2−q−1
q3+q2 , and then
‖∇2u‖Lq + ‖∇P‖Lq ≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}(
1 +
∫ t
0
(
τ
− q
3+q2−q−1
q3+q2 + τ‖∇uτ‖
2
L2
)
dτ
)
≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
.
Similarly,∫ t
0
(τ‖∇2u‖2Lq+τ‖∇P‖
2
Lq )dx ≤ C
∫ t
0
(
τ‖̺
1
2 uτ‖
2
L2
) 2q−1
q2−1
(
τ‖∇uτ‖
2
L2
) q(q−2)
q2−1 dτ (λ = 2q2)
+ C
∫ t
0
τ‖̺
1
2 ut‖
2
L2dτ + C
∫ t
0
(Φβ(τ) + ‖∇2u‖2L2 + ‖∇
3d‖2L2)dτ
≤C
∫ t
0
(
τ‖̺
1
2 ut‖
2
L2 + τ‖∇
2uτ‖
2
L2
)
dτ + C
∫ t
0
(Φβ(τ) + ‖∇2u‖2L2 + ‖∇
3d‖2L2)dτ
≤C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}
.
Thus we obtain (3.34).
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Next, it is easy to derive from (1.1)1 that ̺x¯
a satisfies
∂t(̺x¯
a) + u · ∇(̺x¯a)− a̺x¯au · ∇ ln x¯ = 0,
which implies for all r ∈ [2, q],
d
dt
‖∇(̺x¯a)‖Lr ≤C(1 + ‖∇u‖L∞ + ‖u · ∇ ln x¯‖L∞)‖∇(̺x¯
a)‖Lr
+ C‖̺x¯a‖L∞(‖|∇u||∇ ln x¯|‖Lr + ‖|u||∇
2 ln x¯|‖Lr)
≤C(Φβ(t) + ‖∇2u‖L2∩Lq )‖∇(̺x¯
a)‖Lr + C‖̺x¯
a‖L∞(‖∇u‖Lr + ‖ux¯
− 25 ‖L4r‖x¯
− 32 ‖
L
4r
3
)
≤C(Φβ(t) + ‖∇2u‖L2∩Lq )(1 + ‖∇(̺x¯
a)‖Lr + ‖∇(̺x¯
a)‖Lq), (3.35)
where we have used (3.14), (3.15) and the following calculation1
‖ux¯−δ‖L∞ ≤C(δ)(‖ux¯
−δ‖
L
4
δ
) + ‖∇(ux¯−δ)‖L3)
≤C(δ)(‖ux¯−δ‖
L
4
δ
+ ‖∇u‖L3 + ‖ux¯
−δ‖
L
4
δ
‖x¯−1∇x¯‖
L
12
4−3δ
)
≤C(δ)(Φβ(t) + ‖∇2u‖L2), for 0 < δ < 1. (3.36)
Utilizing (3.34), (3.11) and Gronwall’s inequality, it yields from (3.35) that
sup
0≤τ≤t
‖∇(̺x¯a)‖L2∩Lp ≤ exp
{
C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}}
.
This, along with (3.15) gives (3.33). This completes the proof of Lemma 3.8. 2
Now, we can deal with the proof of Proposition 3.3.
Proof of Proposition 3.3. It follows from(3.3), (3.4), (3.5), (3.10), and (3.33) that
Φ(t) ≤ exp
{
C exp
{
C exp
{
C
∫ t
0
Φβ(τ)dτ
}}}
, τ ∈ (0, T1].
By using standard arguments yields that for M , eCe
Ce
and T0 , min{T1, (CM
β)−1},
sup
0≤t≤T0
Φ(t) ≤M,
which together with (3.4), (3.5), (3.10), (3.11), (3.24) and (3.34) ensures (3.2). This completes the proof of
Proposition 3.3. 2
3.2 The proof of Theorem 3.1
With the a priori estimates obtained in Subsection 3.1, we shall give the proof of Theorem 3.1. Let (̺0, u0, d0)
be as in Theorem 3.1.Then it follows from (1.5) that there exists a positive constant N0 such that∫
BN0
̺0(x)dx ≥
3
4
∫
R2
̺(x)dx =
3
4
.
Now, we construct ̺R0 = ̺̂T0 +R−1e−|x|2, where 0 ≤ ̺0 ∈ C∞0 (R2) satisfies
∫
BN0
̺̂R0 (x)dx ≥ 12 ,̺̂R0 x¯a → ̺0x¯a in L1(R2) ∩H1(R2) ∩W 1,q(R2), as R→∞.
1We notice that the inequality (3.36) still holds if we replace the integral domain BR by R
2.
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Noticing that d0 ∈ L
2(R2; S2), ∇d0x¯
a
2 ∈ L2(R2) and ∇2d0 ∈ L
2(R2), standard arguments (cf. [29] and
also [13]) yield that there exists dR0 ∈ H
3(R2; S2) such that dR0 ≡ n0 outside BR
2
for some constant vector
n0 ∈ S
2 and
lim
R→∞
‖∇dR0 −∇d0‖H2(R2) = 0, lim
R→∞
‖∇dR0 x¯
a
2 −∇d0x¯
a
2 ‖L2(R2) = 0.
Since ∇u0 ∈ L
2(R2), choosing vRi ∈ C
∞
0 (BR)(i = 1, 2) such that for i = 1, 2,
lim
R→∞
‖vRi − ∂iu0‖L2(R2) = 0.
Let uR0 be the unique smooth solution of the following elliptic problem :
−∆uR0 + ̺
R
0 u
R
0 +∇P
R
0 =
√
̺R0 h
R − ∂iv
R
i , in BR,
div uR0 = 0, in BR,
uR0 = 0, in ∂BR,
where hR = (̺
1
2
0 u0) ∗ j 1R with jδ being the standard mollifying kernel of width δ. Extending u
R
0 to R
2 by
defining 0 outside BR and denoting it by u˜
R
0 , then by the same arguments as those for the proof of Theorem
1.1 in [19] (see also [35]), we obtain that
lim
R→∞
(
‖∇(u˜R0 − u0)‖L2(R2) + ‖(̺
R
0 )
1
2 u˜R0 − ̺
1
2
0 u0‖L2(R2)
)
= 0.
Then, by virtue of Lemma 2.1, the initial-boundary value problem (1.1) and (2.2) with the initial datum
(̺R0 , u
R
0 , d
R
0 ) has a classical solution (̺
R, uR, PR, dR) on BR × [0, TR]. Furthermore, Proposition 3.3 shows
that there exists a T0 independent of R such that (3.2) holds for (̺
R, uR, PR, dR). Extending (̺R, uR, PR, dR)
by zero on R2\BR and denoting it by
(˜̺R , ϕR̺R, u˜R, P˜R, d˜R),
with ϕR as in (3.12), it deduces from (3.2) that
sup
0≤t≤T0
(
‖(˜̺R) 12 u˜R‖L2(R2) + ‖∇u˜R‖L2(R2) + ‖∇2d˜‖L2(R2) + ‖∇d˜x¯a2 ‖L2(R2))
≤ sup
0≤t≤T0
(
‖(̺R)
1
2uR‖L2(BR) + ‖∇u
R‖L2(BR) + ‖∇
2d‖L2(BR) + ‖∇dx¯
a
2 ‖L2(BR)
)
≤ C, (3.37)
and
sup
0≤t≤T0
‖˜̺Rx¯a‖L1(R2)∩L∞(R2) ≤ C sup
0≤t≤T0
‖̺Rx¯a‖L1(BR)∩L∞(BR) ≤ C. (3.38)
Similarly, it follows from (3.2) that for q > 2,
sup
0≤t≤T0
t
1
2
(
‖(˜̺R) 12 u˜Rt ‖L2(R2) + ‖d˜Rt ‖H1(R2) + ‖∇2u˜R‖L2(R2) + ‖∇3d˜R‖L2(R2))
+
∫ T0
0
(
‖(˜̺R) 12 u˜Rt ‖2L2(R2) + ‖∇2u˜R‖2L2(R2) + ‖d˜Rt ‖2H1(R2) + ‖∇3d˜R‖2L2(R2) + ‖∇2d˜Rx¯a2 ‖2L2(R2))dt
+
∫ T0
0
(
‖∇2u˜R‖
q+1
q
Lq(R2) + t‖∇
2u˜R‖2Lq(R2) + t‖∇u˜
R
t ‖
2
L2(R2) + t‖∇d˜
R
t ‖
2
H1(R2)
)
≤ C. (3.39)
Next, for p ∈ [2, q], it follows from (3.2) and (3.33) that
sup
0≤t≤T0
‖∇(˜̺Rx¯a)‖Lp(R2) ≤C sup
0≤t≤T0
(
‖∇(̺Rx¯a)‖Lp(BR) +R
−1‖̺Rx¯a‖Lp(BR)
)
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≤C sup
0≤t≤T0
‖̺Rx¯a‖H1(BR)∩W 1,p(BR) ≤ C, (3.40)
which together with (3.36) and (3.2) ensures∫ T0
0
‖˜̺Rt x¯a‖2Lp(R2)dt ≤ C ∫ T0
0
‖|uR||∇̺R|x¯a‖2Lp(BR)dt
≤C
∫ T0
0
‖uRx¯1−a‖2L∞(BR)‖∇̺x¯
a‖2Lp(BR)dt ≤ C. (3.41)
By virtue of the same arguments as those of (3.23) and (3.34), it follows that for q > 2
sup
0≤t≤T0
t
1
2 ‖∇P˜R‖L2(R2) +
∫ T0
0
(
‖∇P˜R‖2L2(R2) + ‖∇P˜
R‖
q+1
q
Lq(R2)
)
≤ C. (3.42)
With all these estimates (3.37)–(3.42) at hand, we find that the sequence (˜̺R, u˜R, P˜R, d˜R) converges, up
to the extraction of subsequences, to some limit (̺, u, P, d) in the obvious weak sense, i.e., as R→∞, we have
˜̺Rx¯→ ̺x¯ in C(BN × [0, T0]) for all N > 0,˜̺Rx¯a ⇀ ̺x¯a weakly * in L∞(0, T0;H1(R2) ∩W 1,q(R2)),
∇d˜Rx¯
a
2 ⇀ ∇dx¯
a
2 weakly * in L∞(0, T0;L
2(R2)),
(˜̺R) 12 u˜R ⇀ ̺ 12 u,∇u˜R ⇀ ∇u,∇2d˜R ⇀ ∇2d weakly * in L∞(0, T0;L2(R2)),
∇2u˜R ⇀ ∇2u,∇P˜R ⇀ ∇P weakly in L
q+1
q (0, T0;L
q(R2)) ∩ L2(R2 × (0, T0)),
d˜Rt ⇀ dt weakly in L
2(0, T0;H
1(R2)),
∇2d˜Rx¯
a
2 ⇀ ∇2dx¯
a
2 ,∇3d˜R ⇀ ∇3d weakly in L2(R2 × (0, T0)),
t
1
2∇2u˜R ⇀ t
1
2∇2u weakly in L2(0, T0;L
q(R2)), weakly * in L∞(0, T0;L
2(R2)),
t
1
2 (˜̺R) 12 u˜Rt ⇀ t 12 ̺ 12ut, t 12∇P˜R ⇀ t 12∇P weakly * in L∞(0, T0;L2(R2)),
t
1
2 d˜Rt ⇀ t
1
2 dt weakly * in L
∞(0, T0;H
1(R2)),
t
1
2∇3d˜R ⇀ t
1
2∇3d weakly in L∞(0, T0;L
2(R2)),
t
1
2∇u˜Rt ⇀ t
1
2∇ut weakly in L
2(R2 × (0, T0)),
t
1
2∇d˜Rt ⇀ t
1
2∇dt weakly in L
2(0, T0;H
1(R2)),
(3.43)
with
̺x¯a ∈ L∞(0, T0;L
1(R2)), inf
0≤t≤T0
∫
B2N0
̺(x, t)dx ≥
1
4
. (3.44)
Then, letting R → ∞, standard arguments together with (3.43) and (3.44) yield that (̺, u, P, d) is a strong
solution of system (1.1)–(1.2) on R2 × (0, T0] satisfying (1.8) and (1.9). Indeed, the existence of a pressure P
follows immediately from the equations (1.1)2 and (1.1)4 by a classical consideration. Thus we complete the
proof of the existence part of Theorem 3.1.
In what follows, we shall prove the uniqueness of the strong solutions. Let (̺1, u1, P1, d1) and (̺2, u2, P2, d2)
be two strong solutions satisfying (1.8) and (1.9) with the same initial data. Let ˜̺= ̺1 − ̺2, u˜ = u1 − u2,
P˜ = P1 − P2 and d˜ = d1 − d2, it follows that
˜̺t + u2 · ∇˜̺+ u˜ · ∇̺1 = 0,
̺1u˜t+̺1u1 ·∇u˜−∆u˜ = ̺1u˜ · ∇u2− ˜̺(u2t+ u2 · ∇u2)−∇P˜− div(∇d˜⊙∇d1)− div(∇d2 ⊙∇d˜),
d˜t −∆d˜ = −u2 · ∇d˜− u˜ · ∇d1 + |∇d2|
2d˜+∇(d1 + d2)∇d˜d1,
div u˜ = 0,
(3.45)
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for (x, t) ∈ R2 × (0, T0] with
˜̺(x, 0) = u˜(x, 0) = d˜(x, 0) = 0.
Multiplying (3.45)1 by 2˜̺x¯2r for r ∈ (1, a¯) with a¯ = min{2, a}, and then integrating by parts over R2 yield
d
dt
∫
R2
|˜̺x¯r |2dx≤C‖u2x¯ 12 ‖L∞(R2)‖˜̺x¯r‖2L2(R2)+C‖˜̺x¯r‖L2(R2)‖u˜x¯−(a¯−r)‖
L
2q
(q−2)(a¯−r) (R2)
‖̺1x¯
a¯‖
L
2q
q−(q−2)(a¯−r) (R2)
≤C(1 + ‖u2‖W 1,q(R2))‖˜̺x¯r‖2L2(R2) + C‖˜̺x¯r‖L2(R2)(‖∇u˜‖L2(R2) + ‖̺ 121 u˜‖L2(R2)),
due to Sobolev’s inequality, (1.8), Lemma 2.3 and (3.36). This combined with Gronwall’s inequality shows
that for all 0 ≤ t ≤ T0,
‖˜̺x¯r‖L2(R2) ≤ C ∫ t
0
(‖∇u˜‖L2(R2) + ‖̺
1
2
1 u˜‖L2(R2))dτ. (3.46)
Multiplying (3.45)3 with d˜, and then integrating by parts over R
2, it follows from (1.8) and Lemma 2.3
that
1
2
d
dt
∫
R2
|d˜|2dx+
∫
R2
|∇d˜|2dx
≤
∫
R2
|u˜||∇d1||d˜|dx+
∫
R2
|∇d2|
2|d˜|2dx+
∫
R2
|∇(d1 + d2)||∇d˜||d˜|dx
≤C‖u˜x¯−
a
4 ‖L4(R2)‖∇d1x¯
a
2 ‖
1
2
L2(R2)‖∇d1‖
1
2
L2(R2)‖d˜‖L4(R2) + C‖∇d2‖
2
L4(R2)‖d˜‖
2
L4(R2)
+ C(‖∇d1‖L4(R2) + ‖∇d2‖L4(R2))‖d˜‖L4(R2)‖∇d˜‖L2(R2)
≤ε‖∇d˜‖2L2(R2) + ε‖u˜x¯
− a4 ‖2L4(R2) + C‖∇d1x¯
a
2 ‖2L2(R2)‖∇d1‖
2
L2(R2)‖d˜‖
2
L2(R2)
+ C(ε)(‖∇d1‖
2
L2(R2)‖∇
2d1‖
2
L2(R2) + ‖∇d2‖
2
L2(R2)‖∇
2d2‖
2
L2(R2))‖d˜‖
2
L2(R2)
≤ε‖∇d˜‖2L2(R2) + ε(‖̺1u˜‖
2
L2(R2) + ‖∇u˜‖
2
L2(R2)) + C(ε)‖d˜‖
2
L2(R2), (3.47)
where we have used |d1| = 1, and the fact that the divergence free condition div u2 = 0 ensures the identity∫
R2
u2 · ∇d˜ · d˜dx = 0 in the first inequality.
Next, multiplying (3.45)2 and (3.45)3 by u˜ and −∆d˜ respectively, and adding the resulting equations
together, we obtain after integration by parts over R2 that
1
2
d
dt
∫
R2
(̺1|u˜|
2 + |∇d˜|2)dx+
∫
R2
(|∇u˜|2 + |∇2d˜|2)dx
≤C‖∇u2‖L∞(R2)
∫
R2
(̺1|u˜|
2+ |∇d˜|2)dx+
∫
R2
|˜̺||u˜|(|u2t|+ |u2||∇u2|)dx+∫
R2
(|∇d1|+ |∇d2|)|∇d˜||∇u˜|dx
+
∫
R2
|u˜||∇d1||∆d˜|dx+
∫
R2
|∇d2|
2|d˜||∆d˜|dx+
∫
R2
(|∇d1|+ |∇d2|)|∇d˜||∆d˜|dx
,C‖∇u2‖L∞(R2)
∫
R2
(̺1|u˜|
2 + |∇d˜|2)dx+ II1 + II2 + · · ·+ II5. (3.48)
By using Ho¨lder’s inequality, Lemma 2.3 and (3.46), we have for r ∈ (1, a¯),
II1 ≤C‖˜̺x¯r‖L2(R2)‖u˜x¯− r2 ‖L4(R2) (‖u2tx¯− r2 ‖L4(R2) + ‖∇u2‖L∞(R2)‖u2x¯− r2 ‖L4(R2))
≤ε‖u˜x¯−
r
2 ‖2L4(R2) + C(ε)
(
‖̺
1
2
2 u2t‖
2
L2(R2) + ‖∇u2t‖
2
L2(R2) + ‖∇u2‖
2
L∞(R2)
)
‖˜̺x¯r‖2L2(R2)
≤ε(‖̺
1
2
1 u˜‖
2
L2(R2)+‖∇u˜‖
2
L2(R2))+C(ε)(1+t‖∇u2t‖
2
L2(R2)+ t‖∇
2u2‖
2
Lq(R2))
∫ t
0
(‖̺
1
2
1 u˜‖
2
L2(R2)+ ‖∇u˜‖
2
L2(R2))dτ.
For II2 and II5, we derive from Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (1.8) that
II2 + II5 ≤C(‖∇d1‖L4(R2) + ‖∇d2‖L4(R2))‖∇d˜‖L4(R2)(‖∇u˜‖L2(R2) + ‖∇
2d˜‖L2(R2))
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≤ε(‖∇u˜‖2L2(R2) + ‖∇
2d˜‖2L2(R2)) + C(ε)‖∇d˜‖
2
L2(R2).
By using Ho¨lder’s and Gagliardo-Nirenberg inequalities, and Lemma 2.3 again, we can estimate II3 as
II3 ≤C‖u˜x¯
− a2 ‖L4(R2)‖∇d1x¯
a
2 ‖L4(R2)‖∇
2d˜‖L2(R2)
≤ε‖∇2d˜‖2L2(R2) + C(ε)(1 + ‖∇
2d1x¯
a
2 ‖2L2(R2))(‖̺
1
2
1 u˜‖
2
L2(R2) + ‖∇u˜‖
2
L2(R2)).
The term II4 can be estimated as follows
II4 ≤C‖∇d2‖
2
L8(R2)‖d˜‖L4(R2)‖∇
2d˜‖L2(R2) ≤ ε‖∇
2d˜‖2L2(R2) + C(ε)‖d˜‖
2
H1(R2),
owing to Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (1.8). Inserting these estimates IIi(i = 1, 2, · · · , 5)
into (3.48), adding the resulting inequality with (3.47), and then choosing ε suitably small lead to
G′(t) ≤ C(1 + ‖∇u2‖L∞(R2) + ‖∇
2d1x¯
a
2 ‖2L2(R2) + t‖∇u2t‖
2
L2(R2)+ t‖∇
2u2‖
2
Lq(R2))G(t) (3.49)
where G(t) is defined as
G(t) , ‖̺
1
2
1 u˜‖
2
L2(R2) + ‖∇d˜‖
2
H1(R2) +
∫ t
0
(‖∇u˜‖2L2(R2) + ‖∇
2d˜‖2L2(R2) + ‖̺
1
2
1 u˜‖
2
L2)dτ.
The inequality (3.49) together with Gronwall’s inequality and (1.8) implies that G(t) = 0 for all 0 < t ≤ T0.
Hence, we have u˜ = 0 and d˜ = 0 for almost everywhere (x, t) ∈ R2 × (0, T0]. Finally, one can deduce from
(3.46) that ˜̺= 0 for almost everywhere (x, t) ∈ R2 × (0, T0]. This completes the proof of Theorem 3.1. 2
4 Proof of Theorem 1.2
Before going to do it, let us recall the following rigidity theorem, which was recently established in [16].
Theorem 4.1 Let ε0 > 0 as (1.3), and M0 > 0. There exists a positive constant ω¯ = ω¯(ε0,M0) ∈ (0, 1) such
that the following holds:
If d : R2 → S1, ∇d ∈ H1(R2) with ‖∇d‖L2 ≤M0 and d2 ≥ ε0, then
‖∇d‖4L4(R2) ≤ (1− ω¯)‖∆d‖
2
L2(R2).
Consequently for such maps the associated harmonic energy is coercive, i.e.,
‖∆d+ |∇d|2d‖2L2(R2) ≥
ω¯
2
(
‖∆d‖2L2(R2) + ‖∇d‖
4
L4(R2)
)
. (4.1)
In what follows, for p ∈ [1,∞] and k ≥ 0, we denote∫
fdx =
∫
R2
fdx, Lp = Lp(R2), W 1,p =W 1,p(R2), Hk =W k,2,
and denote by ‖ · ‖X the norm of the X(R
2)-functions, for simplicity.
4.1 Lower order estimates
In this subsection, we shall establish some necessary a priori lower order estimates for strong solutions
(̺, u, P, d) to the Cauchy problem of system (1.1)–(1.2). Let T > 0 be a fixed time and (̺, u, P, d) be the
strong solution to system (1.1)–(1.2) on R2×(0, T ] with initial data (̺0, u0, d0) satisfying (1.3) and (1.5)–(1.7).
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Lemma 4.2 There exists a positive constant C depending only on ε0, ‖̺0‖L1∩L∞, ‖̺
1
2
0 u0‖L2, ‖∇u0‖L2 ,
‖∇d0‖L2 and ‖∇
2d0‖L2 such that
sup
0≤t≤T
(
‖̺‖L1∩L∞ + ‖∇u‖
2
L2 + ‖∇
2d‖2L2
)
+
∫ T
0
(
‖̺
1
2 u˙‖2L2 + ‖∇
3d‖2L2
)
dt ≤ C, (4.2)
where u˙ , ut + u · ∇u. Furthermore, we have
sup
0≤t≤T
t
(
‖∇u‖2L2 + ‖∇
2d‖2L2
)
+
∫ T
0
t
(
‖̺
1
2 u˙‖2L2 + ‖∇
3d‖2L2
)
dt ≤ C. (4.3)
Proof. We first notice that, the basic energy law (3.3) and the identity (3.6) still holds in R2. Under the
assumption (1.3), then it follows from the standard maximum principle method that d3 ≥ ε0 (see [31]). Hence,
(1.3) and (3.3) together with (4.1) in Theorem 4.1, it follows that for all t ≥ 0
sup
0≤τ≤t
(
‖̺
1
2u‖2L2 + ‖∇d‖
2
L2
)
+
ω¯
2
∫ t
0
(
‖∇u‖2L2 + ‖∆d‖
2
L2 + ‖∇d‖
4
L4
)
dτ ≤ ‖̺
1
2
0 u0‖
2
L2 + ‖∇d0‖
2
L2. (4.4)
Now, multiplying (1.1)2 by u˙, and integrating over R
2, it follows that∫
̺|u˙|2dx =
∫
∆u · u˙dx−
∫
∇P · u˙dx−
∫
div(∇d⊙∇d) · u˙dx
,I1 + I2 + I3. (4.5)
By using the definition of u˙, and the Gagliardo-Nirenberg inequality, we have
I1 =
∫
∆u · (ut + u · ∇u)dx = −
∫
∇u · (∇ut +∇(u · ∇u))dx
≤−
1
2
d
dt
‖∇u‖2L2 −
2∑
i,j,k=1
∫
∂iuj∂iuk∂kujdx
≤−
1
2
d
dt
‖∇u‖2L2 + ‖∇u‖
3
L3 ≤ −
1
2
d
dt
‖∇u‖2L2 + C‖∇u‖
2
L2‖∇
2u‖L2,
where we have used the divergence free condition (1.1)4 in the first inequality. By integrating by parts, and
then using the divergence free condition (1.1)4 and the duality of H
1(R2) and BMO(R2) (see [39], Charpter
IV), it follows that
I2 =−
∫
∇P · (ut + u · ∇u)dx =
∫
P∇(u · ∇u)dx
=
2∑
i,j=1
∫
P∂iuj∂juidx ≤ C
2∑
i=1
‖P‖BMO‖∂iu · ∇ui‖H1 .
Notice that div(∂iu) = ∂i div u = 0 and ∇
⊥ · (∇ui) = 0 for i = 1, 2. Hence, the above inequality together with
Lemma 2.6 ensures that
I2 ≤ C
2∑
i=1
‖P‖BMO‖∂iu · ∇ui‖H1 ≤ C‖∇P‖L2‖∇u‖
2
L2.
To bound the term I3, integrating by parts together with (3.8), Ho¨lder’s and Gagliardo-Nirenberg inequalities
gives
I3 =
∫
(∇d⊙∇d) · ∇utdx−
∫
div(∇d⊙∇d) · (u · ∇u)dx
=
d
dt
∫
(∇d⊙∇d) · ∇udx−
∫
(∇dt ⊙∇d) ·∇udx−
∫
(∇d⊙∇dt) ·∇udx−
∫
div(∇d⊙∇d) ·(u ·∇u)dx
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=
d
dt
∫
(∇d⊙∇d) ·∇udx−
∫
[(∆∇d−∇(u · ∇d) +∇(|∇d|2d))⊙∇d] ·∇udx
−
∫
[∇d⊙ (∆∇d−∇(u · ∇d) +∇(|∇d|2d))] · ∇udx−
∫
div(∇d⊙∇d) · (u · ∇u)dx
=
d
dt
∫
(∇d⊙∇d) ·∇udx−
∫
[(∆∇d−∇u·∇d+∇(|∇d|2d))⊙∇d] ·∇udx+
2∑
i,j,k=1
∫
uk∂k∂id · ∂jd∂juidx
−
∫
[∇d⊙ (∆∇d−∇u · ∇d+∇(|∇d|2d))] · ∇udx+
2∑
i,j,k=1
∫
uk∂id · ∂k∂jd∂juidx
+
2∑
i,j,k=1
∫
∂id · ∂jd∂j(uk∂kui)dx
=
d
dt
∫
(∇d⊙∇d) · ∇udx−
∫
[(∆∇d−∇u · ∇d+∇(|∇d|2d))⊙∇d] · ∇udx
−
∫
[∇d⊙ (∆∇d−∇u · ∇d+∇(|∇d|2d))] · ∇udx+
2∑
i,j,k=1
∫
∂id · ∂jd∂juk∂kuidx
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+ C‖∇3d‖L2‖∇d‖L6‖∇u‖L3 + C‖∇d‖
2
L6‖∇u‖
3
L3
+ C‖∇d‖4L6‖∇u‖L3 + C‖∇
2d‖L3‖∇d‖
2
L6‖∇u‖L3
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+
ε
4
‖∇3d‖2L2 + C‖∇u‖
3
L3 + C‖∇d‖
6
L6 + C‖∇
2d‖
3
2
L3
‖∇d‖3L6 (with ε > 0)
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+
ε
2
‖∇3d‖2L2 + C‖∇u‖
3
L3 + C‖∇d‖
6
L6
≤
d
dt
∫
(∇d⊙∇d) · ∇udx+
ε
2
‖∇3d‖2L2 + C‖∇u‖
2
L2‖∇
2u‖L2 + C‖∇d‖
2
L2‖∇
2d‖4L2 .
Inserting the estimates of Ii(i = 1, 2, 3) into (4.5), and then using (4.4), it follows that
d
dt
(
1
2
‖∇u‖2L2 −
∫
(∇d⊙∇d) · ∇udx
)
+ ‖̺
1
2 u˙‖2L2
≤
ε
2
‖∇3d‖2L2 + C‖∇
2d‖4L2 + C(‖∇
2u‖L2 + ‖∇P‖L2)‖∇u‖
2
L2. (4.6)
Notice that (̺, u, P, d) satisfies the following Stokes system
−∆u+∇P = −̺u˙− div(∇d⊙∇d), x ∈ R2,
div u = 0, x ∈ R2
u(x)→ 0, |x| → ∞.
Applying the standard Lp-estimate to the above system (see [40]) ensures that for any p ∈ (1,∞)
‖∇2u‖Lp + ‖∇P‖Lp ≤ C‖̺u˙‖Lp + C‖|∇d||∆d|‖Lp ≤ C‖̺
1
2 u˙‖Lp + C‖|∇d||∇
2d|‖Lp , (4.7)
where we have used the identity div(∇d · ∇d) = ∇d · ∆d and (3.6). Combining (4.6) and (4.7) together, it
follows that
d
dt
B(t)+‖̺
1
2 u˙‖2L2 ≤
ε
2
‖∇3d‖2L2 + C‖∇
2d‖4L2 + C‖∇u‖
4
L2 +
ε
2
(‖̺
1
2 u˙‖2L2 + ‖|∇d||∇
2d|‖2L2)
≤
ε
4
‖∇3d‖2L2 + C‖∇
2d‖4L2 + C‖∇u‖
4
L2 +
ε
2
(‖̺
1
2 u˙‖2L2 + ‖∇d‖L2‖∇
2d‖2L2‖∇
3d|‖L2)
≤ε‖∇3d‖2L2 + ε‖̺
1
2 u˙‖2L2 + C‖∇
2d‖4L2 + C‖∇u‖
4
L2, (4.8)
where
B(t) =
1
2
‖∇u‖2L2 −
∫
(∇d · ∇d) · ∇udx,
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satisfies
1
4
‖∇u‖2L2 − C1‖∇
2d‖2L2 ≤ B(t) ≤ C‖∇u‖
2
L2 + C‖∇
2d‖2L2
owing to Gagliardo-Nirenberg inequality, (4.4) and the following estimate∫
(∇d · ∇d) · ∇udx ≤
1
4
‖∇u‖2L2 + C‖∇d‖
4
L4 ≤
1
4
‖∇u‖2L2 + C‖∇d‖
2
L2‖∇
2d‖2L2
≤
1
4
‖∇u‖2L2 + C‖∇
2d‖2L2 . (by (4.4))
Now, multiplying (1.1)3 by −∇∆d and then integrating by parts over R
2, it follows from Ho¨lder’s and
Gagliardo-Nirenberg inequalities, (4.4) and (4.7) that
1
2
d
dt
‖∇2d‖2L2 + ‖∇
3d‖2L2 =
∫
∇(u · ∇d) · ∇∆ddx−
∫
∇(|∇d|2d)∇∆ddx
=
∫
(∇u · ∇d) · ∇∆ddx+
2∑
i,j,k=1
∫
ui∂i∂jd · ∂i∂
2
kddx−
∫
∇(|∇d|2d)∇∆ddx
=
∫
(∇u · ∇d) · ∇∆ddx−
2∑
i,j,k=1
∫
∂kui∂i∂jd · ∂i∂kddx−
∫
∇(|∇d|2d) · ∇∆ddx
≤C
(
‖∇3d‖L2‖∇u‖L3‖∇d‖L6+ ‖∇u‖L3‖∇
2d‖2L3+ ‖∇
3d‖L2‖∇d‖
3
L6+ ‖∇
3d‖L2‖∇
2d‖L3‖∇d‖L6
)
≤
ε
4
‖∇3d‖2L2 + C‖∇u‖
3
L3 + C‖∇d‖
6
L6 + C‖∇
2d‖3L3 + C‖∇
2d‖2L3‖∇d‖
2
L6
≤
ε
2
‖∇3d‖2L2 + C‖∇u‖
3
L3 + C‖∇d‖
6
L6 + C‖∇
2d‖4L2
≤
ε
2
‖∇3d‖2L2 + C‖∇u‖
2
L2‖∇
2u‖L2 + C‖∇d‖
2
L2‖∇
2d‖4L2 + C‖∇
2d‖4L2
≤
ε
2
‖∇3d‖2L2 +
ε
2
(‖̺
1
2 u˙‖2L2 + ‖|∇d||∇
2d|‖2L2) + C‖∇
2d‖4L2 + C‖∇u‖
4
L2
≤ε‖∇3d‖2L2 + ε‖̺
1
2 u˙‖2L2 + C‖∇
2d‖4L2 + C‖∇u‖
4
L2. (4.9)
Multiplying (4.9) by (C1 + 1), then adding the resulting inequality with (4.8) and choosing ε suitably small,
we obtain
d
dt
(
B(t) + (C1 + 1)‖∇
2d‖2L2
)
+ ‖̺
1
2 u˙‖2L2 + ‖∇
3d‖2L2
≤C(‖∇2d‖4L2 + ‖∇u‖
4
L2) ≤ C(‖∇
2d‖2L2 + ‖∇u‖
2
L2)(B(t) + (C1 + 1)‖∇
2d‖2L2). (4.10)
The above estimate (4.10) combined with energy inequality (4.4), the definition of B(t), and Gronwall’s
inequality ensures
sup
0≤t≤T
(
‖∇u‖2L2 + ‖∇
2d‖2L2
)
+
∫ T
0
(
‖̺
1
2 u˙‖2L2 + ‖∇
3d‖2L2
)
dt ≤ C.
This together with (3.6) ensures (4.2).
Finally, multiplying (4.10) by t, and then applying Gronwall’s inequality to the resulting inequality, it
follows from (4.4) and the definition of B(t) yields (4.3). This completes the proof of Lemma 4.2. 2
Lemma 4.3 There exists a positive constant C depending only on ε0, ‖̺0‖L1∩L∞, ‖̺
1
2
0 u0‖L2, ‖∇u0‖L2 ,
‖∇d0‖L2 and ‖∇
2d0‖L2 such that for i = 1, 2
sup
0≤t≤T
ti
(
‖̺
1
2 u˙‖2L2 + ‖|∇d||∇
2d|‖2L2
)
+
∫ T
0
(
‖∇u˙‖2L2 + ‖|∇d||∆∇d|‖
2
L2
)
dt ≤ C, (4.11)
and
sup
0≤t≤T
ti
(
‖∇2u‖2L2 + ‖∇P‖
2
L2
)
≤ C. (4.12)
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Proof. Operating ∂t + u · ∇ to (1.1)2j (j = 1, 2), one obtains by some simple calculations that
∂t(̺u˙j) + div(̺uu˙j)−∆u˙j
=
2∑
i=1
(
− ∂i(∂iu · ∇uj)− div(∂iu∂iuj)− ∂t∂i(∂id · ∂jd)− u · ∇∂i(∂id · ∂jd)
)
− ∂t∂jP − u · ∇∂jP.
Multiplying the above equality by u˙j, and then integrating by parts over R
2, it follows that
1
2
d
dt
‖̺
1
2 u˙‖2L2 + ‖∇u˙‖
2
L2 = −
2∑
i,j=1
∫
[∂i(∂iu · ∇uj) + div(∂iu∂iuj)] u˙jdx
−
2∑
j=1
∫
(∂t∂jP+ u · ∇∂jP )u˙jdx−
2∑
i,j=1
(∫
∂t∂i(∂id · ∂jd)u˙jdx+
∫
u · ∇∂i(∂id · ∂jd)u˙jdx
)
=J1 + J2 + J3. (4.13)
In what follows, we shall estimate each term on the right-hand side of (4.13) term by term. We first notice
that exactly the same arguments as Lemma 3.3 of paper [36], one has
J1 + J2 ≤
d
dt
∫ 2∑
i,j=1
P∂jui∂iujdx+ C(‖P‖
4
L4 + ‖∇u‖
4
L4) +
1
4
‖∇u˙‖2L2 .
For the term J3, by using (1.1)3, (1.1)4 and Gagliardo-Nirenberg inequality, it follows that
J3 =
2∑
i,j=1
∫
∂iu˙j∂idt · ∂jddx+
2∑
i,j=1
∫
∂iu˙j∂id · ∂jdtdx−
2∑
i,j,k=1
∫
uk∂k∂i(∂id · ∂jd)u˙jdx
=
2∑
i,j=1
∫
∂iu˙j∂jd ·∂i(∆d−u ·∇d+|∇d|
2d)dx+
2∑
i,j=1
∫
∂iu˙j∂id ·∂j(∆d−u ·∇d+|∇d|
2d)dx
−
2∑
i,j,k,ℓ=1
∫
uk∂k∂i(∂id · ∂jd)u˙jdx
=
2∑
i,j=1
∫
∂iu˙j∂jd · (∆∂id− ∂iu · ∇d+ ∂i(|∇d|
2d))dx−
2∑
i,j,k,ℓ=1
∫
∂iu˙j∂jd · ∂k∂idukdx
+
2∑
i,j=1
∫
∂iu˙j∂id · (∆∂jd− ∂ju · ∇d+ ∂j(|∇d|
2d))dx−
2∑
i,j,k=1
∫
∂iu˙j∂id · ∂k∂jdukdx
+
2∑
i,j,k=1
∫
∂iuk∂k(∂id · ∂jd)u˙jdx+
2∑
i,j,k=1
∫
uk∂k(∂id · ∂jd)∂iu˙jdx
=
2∑
i,j=1
∫
∂iu˙j∂jd · (∆∂id− ∂iu · ∇d+ ∂i(|∇d|
2d))dx
+
2∑
i,j=1
∫
∂iu˙j∂id · (∆∂jd− ∂ju · ∇d+ ∂j(|∇d|
2d))dx+
2∑
i,j,k,ℓ=1
∫
∂iuk∂id · ∂jd∂ku˙jdx
≤C‖∇u˙‖L2‖|∇d||∆∇d|‖L2 + C‖∇u˙‖L2‖∇u‖L4‖|∇d|
2‖L4
≤
1
4
‖∇u˙‖2L2 + C‖|∇d||∆∇d|‖
2
L2 + C‖∇u‖
4
L4 + C‖|∇d|
2‖4L4 .
Inserting the estimates of J i(i = 1, 2, 3) into (4.13), one obtains
1
2
d
dt
‖̺
1
2 u˙‖2L2 +
1
2
‖∇u˙‖2L2
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≤
d
dt
∫ 2∑
i,j=1
P∂jui∂iujdx+ C(‖P‖
4
L4 + ‖∇u‖
4
L4 + ‖|∇d|
2‖4L4) + C‖|∇d||∆∇d|‖
2
L2 (4.14)
Now, inspired by the papers [34, 35, 37], for a1, a2 ∈ {−1, 0, 1}, let us denote
(∇˜d)(a1, a2) = a1∂1d+ a2∂2d, (∇˜u)(a1, a2) = a1∂1u+ a2∂2u, u˜(a1, a2) = a1u1 + a2u2,
then it is easy to deduce from (3.8) that
∇˜dt −∆∇˜d = −∇˜u · ∇d− u · ∇∇˜d+ |∇d|
2∇˜d+ 2(∇d · d)∇∇˜d.
Multiplying the above equality by 4∇˜d∆|∇˜d|2, and then integrating by parts over R2, it follows that
d
dt
‖∇|∇˜d|2‖2L2 + 2‖∆|∇˜d|
2‖2L2
=− 4
∫
(∇˜u · ∇d) · ∇˜d∆|∇˜d|2dx− 4
∫
(u · ∇∇˜d) · ∇˜d∆|∇˜d|2dx
+ 4
∫
|∇d|2|∇˜d|2∆|∇˜d|2dx+ 8
∫
(∇d · d)∇∇˜d · ∇˜d∆|∇˜d|2dx
≤C
∫
|∇˜u||∇d||∇˜d||∆|∇˜d|2|dx− 2
∫
(u · ∇|∇˜d|2)∆|∇˜d|2dx
+ C
∫
|∇d|2|∇˜d|2|∆|∇˜d|2|dx+ C
∫
|∇d|∇|∇˜d|2|∆|∇˜d|2|dx
≤C‖∇u‖L4‖|∇d|
2‖L4‖∆|∇˜d|
2‖L2 + C‖∇u‖L4‖∇|∇˜d|
2‖2
L
8
3
+ C‖|∇d|2‖2L4‖∆|∇˜d|
2‖L2 + C‖∆|∇˜d|
2‖L2‖∇|∇˜d|
2‖
L
8
3
‖∇d‖L8
≤
1
2
‖∆|∇˜d|2‖2L2 + C(‖|∇d|
2‖4L4 + ‖∇u‖
4
L4) + C‖∇|∇˜d|
2‖
8
3
L
8
3
+ C‖∇d‖8L8
≤
1
2
‖∆|∇˜d|2‖2L2 + C(‖|∇d|
2‖4L4 + ‖∇u‖
4
L4) + C‖|∇˜d|
2‖
4
3
L4
‖∆|∇˜d|2‖
4
3
L2
+ C‖∇d‖4L2‖∇
2d‖4L4
≤‖∆|∇˜d|2‖2L2 + C(‖|∇d|
2‖4L4 + ‖∇u‖
4
L4) + C‖∇
2d‖4L4, (4.15)
where we have used (1.1)4 Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (4.4) in the above estimates.
Noticing that
‖|∆∇d||∇d|‖2L2≤C‖∇
2d‖4L4+‖∆|∇˜d(1, 0)|
2‖2L2+‖∆|∇˜d(0, 1)|
2‖2L2+‖∆|∇˜d(1, 1)|
2‖2L2+‖∆|∇˜d(1,−1)|
2‖2L2 ,
and
‖|∇2d||∇d|‖2L2 ≤ G(t) ≤ C‖|∇
2d||∇d|‖2L2 (4.16)
with
G(t) , ‖∇|∇˜d(1, 0)|2‖2L2 + ‖∇|∇˜d(0, 1)|
2‖2L2 + ‖∇|∇˜d(1, 1)|
2‖2L2 + ‖∇|∇˜d(1,−1)|
2‖2L2.
Thus, it follows from (4.15) multiplied by (C2 + 1) that
d
dt
((C2 + 1)G(t)) + (C2 + 1)‖|∆∇d||∇d|‖
2
L2 ≤ C‖∇u‖
4
L4 + C‖∇
2d‖4L4 + C‖|∇d|
2‖4L4,
which combined with (4.14) ensures that
d
dt
F (t) +
1
2
‖∇u˙‖2L2 + ‖|∆∇d||∇d|‖
2
L2 ≤ C‖P‖
4
L4 + C‖∇u‖
4
L4 + C‖∇
2d‖4L4 + C‖|∇d|
2‖4L4, (4.17)
where
F (t) ,
1
2
‖̺
1
2 u˙‖2L2 + (C2 + 1)G(t)−
∫ 2∑
i,j=1
P∂jui∂iujdx
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satisfies
1
4
‖̺
1
2 u˙‖2L2 +
C2 + 1
2
G(t)− C‖∇u‖4L4 ≤ F (t) ≤ ‖̺
1
2 u˙‖2L2 + CG(t) + C‖∇u‖
4
L4 (4.18)
owing to the following estimate∣∣∣∣∣∣
∫ 2∑
i,j=1
P∂jui∂iujdx
∣∣∣∣∣∣ ≤
2∑
i=1
C‖P‖BMO‖∂iu · ∇ui‖H1 ≤ C‖∇P‖L2‖∇u‖
2
L2 (by Lemma 2.6)
≤C(‖̺
1
2 u˙‖L2 + ‖|∇
2d||∇d|‖L2)‖∇u‖
2
L2 (by(4.7))
≤
1
2
‖̺
1
2 u˙‖2L2 +
C2 + 1
2
G(t) + C‖∇u‖4L4.
Next, we shall estimate the terms on the right-hand side of (4.17). To bound the terms ‖P‖L4 and ‖∇u‖L4,
it follows from Sobolev embedding, (4.7), Ho¨lder’s inequality, (4.4), (4.7) and (4.18) that
‖P‖4L4 + ‖∇u‖
4
L4 ≤C(‖∇P‖
4
L
4
3
+ ‖∇2u‖4
L
4
3
) ≤ C(‖̺u˙‖4
L
4
3
+ ‖|∇d||∇2d|‖4
L
4
3
)
≤C‖̺‖2L2‖̺
1
2 u˙‖4L2 + C‖∇d‖
4
L2‖∇
2d‖4L4
≤C‖̺
1
2 u˙‖2L2(F (t) + ‖∇u‖
4
L2) + C‖∇
2d‖2L2‖∇
3d‖2L2 . (4.19)
For the rest two terms ‖∇2d‖L4 and ‖|∇d|
2‖L4 , by using Gagliardo-Nirenberg inequality, (4.4) and (4.18),
one has
‖∇2d‖4L4 + ‖|∇d|
2‖4L4 ≤C‖∇
2d‖2L2‖∇
3d‖2L2 + C‖∇d‖
2
L2‖∇
2d‖2L2‖|∇d||∇
2d|‖2L2
≤C‖∇2d‖2L2(F (t) + ‖∇u‖
4
L4) + C‖∇
2d‖2L2‖∇
3d‖2L2. (4.20)
Hence, inserting (4.19) and (4.20) into (4.17), one obtains
d
dt
F (t) +
1
2
‖∇u˙‖2L2 + ‖|∆∇d||∇d|‖
2
L2
≤C(‖̺
1
2 u˙‖2L2 + ‖∇
2d‖2L2)(F (t) + ‖∇u‖
4
L2) + C‖∇
2d‖2L2‖∇
3d‖2L2 . (4.21)
Multiplying (4.21) by ti (i = 1, 2), and then applying Gronwall’s inequality, it follows from (4.16), (4.18),
(4.2), (4.3) and (4.4) that
sup
0≤t≤T
(tiF (t)) +
∫ T
0
ti(‖∇u˙‖2L2 + ‖|∆∇d||∇d|‖
2
L2)dt
≤C
∫ T
0
ti−1F (t)dt+ C
∫ T
0
ti‖∇2d‖2L2‖∇
3d‖2L2dt+ C
∫ T
0
(‖̺
1
2 u˙‖2L2 + ‖∇
2d‖2L2)t
i‖∇u‖4L4dt
≤C
∫ T
0
ti−1(‖̺
1
2 u˙‖2L2 + ‖|∇
2d||∇d|‖2L2)dt+ C sup
0≤t≤T
(ti−1‖∇u‖2L2)
∫ T
0
‖∇u‖2L2dt
+ C sup
0≤t≤T
(ti−1‖∇2d‖2L2)
∫ T
0
t‖∇3d‖2L2dt+ C sup
0≤t≤T
(ti‖∇u‖4L4)
∫ T
0
(‖̺
1
2 u˙‖2L2 + ‖∇
2d‖2L2)dt
≤C
∫ T
0
ti−1(‖̺
1
2 u˙‖2L2 + ‖∇d‖L2‖∇
2d‖2L2‖∇
3d‖L2)dt+ C
≤C
∫ T
0
ti−1(‖̺
1
2 u˙‖2L2 + ‖∇
3d‖2L2)dt+ C sup
0≤t≤T
(ti−1‖∇2d‖2L2)
∫ T
0
‖∇2d‖2L2dt+ C
≤C.
This together with (4.16), (4.18), (4.2), (4.3) and (4.4) ensures (4.11).
Finally, it is easy to see that the estimate (4.11) combined with (4.7) implies (4.12). This completes the
proof of Lemma 4.3. 2
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4.2 Higher order estimates
In this subsection, we shall give some higher order norms estimates to the solution (̺, u, P, d). To this end,
we first list the following spatial weighted estimates on the density.
Lemma 4.4 There exists a positive constant C depending on T such that
sup
0≤t≤T
‖̺x¯a‖L1 ≤ C(T ). (4.22)
Proof. Similarly to (3.15), we can prove (4.22) with some suitable revisions, and we omit it. Moreover, we
notice that (3.14) still holds in R2. 2
Lemma 4.5 There exists a positive constant C depending on T such that
sup
0≤t≤T
‖̺‖H1∩W 1,q+
∫ T
0
(
‖∇2u‖2L2+‖∇P‖
2
L2+‖∇
2u‖
q+1
q
Lq +‖∇P‖
q+1
q
Lq + t(‖∇
2u‖2L2∩Lq+‖∇P‖
2
L2∩Lq )
)
dt
≤C(T ). (4.23)
Proof. We first notice that for any r ≥ 2, one follows from (1.1)1 and (1.1)4 that
d
dt
‖∇̺‖Lr ≤ C‖∇u‖L∞‖∇̺‖Lr . (4.24)
Using Gagliardo-Nirenberg inequality, (4.2), and (4.7), it follows that
‖∇u‖L∞ ≤C‖∇u‖
q−2
2(q−1)
L2
‖∇2u‖
q
2(q−1)
Lq ≤ C
(
‖̺u˙‖
q
2(q−1)
Lq + ‖|∇d||∇
2d|‖
q
2(q−1)
Lq
)
, (4.25)
for all q ∈ (2,∞). On the one hand, by using Gagliardo-Nirenberg and Lemma 2.4, one has
‖̺u˙‖Lq ≤C‖̺u˙‖
2q−1
q2−1
L2
‖̺u˙‖
q(q−2)
q2−1
L2q
2 ≤ C‖̺
1
2 u˙‖
2q−1
q2−1
L2
(‖̺
1
2 u˙‖L2 + ‖∇u˙‖L2)
q(q−2)
q2−1
≤C‖̺
1
2 u˙‖L2 + C‖̺
1
2 u˙‖
2q−1
q2−1
L2
‖∇u˙‖
q(q−2)
q2−1
L2
.
From the above inequality, it is easy to see that∫ T
0
(
‖̺u˙‖
q+1
q
Lq + t‖̺u˙‖
2
Lq
)
dt ≤C
∫ T
0
t−
q+1
2q
(
t‖̺
1
2 u˙‖2L2
) 2q−1
2q(q−1) (
t‖∇u˙‖2L2
) q−2
2(q−1) dt+ C
∫ T
0
‖̺
1
2 u˙‖
q+1
q
L2
dt
+ C
∫ T
0
(
t‖̺
1
2 u˙‖2L2
) 2q−1
q2−1
(
t‖∇u˙‖2L2
) q(q−2)
q2−1 dt+ C
∫ T
0
t‖̺
1
2 u˙‖2L2dt
≤C sup
0≤t≤T
(
t‖̺
1
2 u˙‖2L2
) (2q−1)
2q(q−1)
∫ T
0
(
t‖∇u˙‖2L2 + t
− q
3+q2−q−1
q3+q2
)
dt
+ C
∫ T
0
(
t‖̺
1
2 u˙‖2L2 + t‖∇u˙‖
2
L2
)
dt+ C
∫ T
0
(1 + ‖̺
1
2 u˙‖2L2)dt
≤C(T ) (4.26)
owing to (4.2) and (4.11). On the other hand, it follows from Ho¨lder’s and Gagliardo-Nirenberg inequalities,
and (4.2) that ∫ T
0
(
‖|∇d||∇2d|‖
q+1
q
Lq + t‖|∇d||∇
2d|‖2Lq
)
dt
≤C
∫ T
0
((
‖∇d‖L2q‖∇
2d‖L2q
) q+1
q + t
(
‖∇d‖L2q‖∇
2d‖L2q
)2)
dt
≤C
∫ T
0
((
‖∇d‖
1
q
L2
‖∇2d‖L2‖∇
3d‖
1− 1
q
L2
) q+1
q
+ t
(
‖∇d‖
1
q
L2
‖∇2d‖L2‖∇
3d‖
1− 1
q
L2
)2)
dt
28
≤C
∫ T
0
(
‖∇3d‖
1− 1
q2
L2
+ t‖∇3d‖
2− 2
q
L2
)
dt ≤ C
∫ T
0
(
‖∇3d‖2L2 + t
q + 1
)
dt ≤ C(T ). (4.27)
Hence, combining (4.25), (4.26) and (4.27) together, it follows that∫ T
0
‖∇u‖L∞dt ≤ C(T ). (4.28)
Thus, applying Gronwall’s inequality to (4.24) yields
sup
0≤t≤T
‖∇̺‖L2∩Lq ≤ C(T ). (4.29)
Finally, it is easy to deduce from (4.7), (4.26), (4.27), (4.2) and (4.4) that∫ T
0
(
‖∇2u‖2L2+‖∇P‖
2
L2+‖∇
2u‖
q+1
q
Lq +‖∇P‖
q+1
q
Lq + t(‖∇
2u‖2L2∩Lq+‖∇P‖
2
L2∩Lq )
)
dt ≤ C(T ).
This together with (3.6) and (4.29) ensures (4.23). This completes the proof of Lemma 4.5. 2
In the following Lemma, we shall give some spatial estimate on ∇̺, ∇d and ∇2d, which are crucial to
derive the estimates on the gradients of both ut, dt and ∇dt.
Lemma 4.6 There exists a positive constant C depending on T such that
sup
0≤t≤T
‖̺x¯a‖L1∩H1∩W 1,q ≤ C(T ), (4.30)
sup
0≤t≤T
‖∇dx¯
a
2 ‖2L2 +
∫ T
0
‖∇2dx¯
a
2 ‖2L2dt ≤ C(T ), (4.31)
and
sup
0≤t≤T
t‖∇2dx¯
a
2 ‖2L2 +
∫ T
0
t‖∇3dx¯
a
2 ‖2L2dt ≤ C(T ). (4.32)
Proof. With (4.22) in hand, the proof of (4.30) is exactly the same as [36, Lemma 3.6]. Similarly to (3.5),
we can prove (4.31) with some suitable revisions, and we omit it for simplicity.
Now, multiplying (3.8) by ∆∇dx¯a and integrating by parts, it follows that
1
2
d
dt
‖∇2dx¯
a
2 ‖2L2+‖∇
3dx¯
a
2 ‖2L2 = −
∫
∇dt∇
2d∇x¯adx+
∫
∇(u · ∇d)∇∆dx¯adx
−
∫
∇(|∇d|2d)∇∆dx¯adx− 2
∫
∇3d∇2d∇x¯adx−
∫
|∇2d|2∇2x¯adx
≤
1
4
‖∇3dx¯
a
2 ‖2L2+
∫
|∆∇d||∇2d|∇x¯adx+
∫
|u||∇d||∇3d|∇x¯adx+
∫
|u||∇d||∇2d|∇2x¯adx
+
∫
|u||∇2d|2∇x¯adx+
∫
|∇d|3|∇2d|∇x¯adx+
∫
|∇d||∇2d|2∇x¯adx
+
∫
|∇u|2|∇d|2x¯adx+
∫
|∇d|6x¯adx+
∫
|∇d|2|∇2d|2x¯adx+
∫
|∇2d|2∇2x¯adx
,
1
4
‖∇3dx¯
a
2 ‖2L2 +K1 +K2 + · · ·+K10. (4.33)
We estimate all the terms Ki(i = 1, 2, · · · , 10) on the right side of (4.33) term by term as follows,
K1 ≤
∫
|∇∆d||∇2d|x¯adx ≤
1
16
‖∇3dx¯
a
2 ‖2L2 + C‖∇
2dx¯
a
2 ‖2L2,
K2 ≤
∫
|u||∇d||∇3d|x¯a−
3
4dx ≤
1
32
‖∇3dx¯
a
2 ‖2L2 + C‖∇
2dx¯
a
2 ‖2L4‖ux¯
− 34 ‖2L2
≤
1
32
‖∇3dx¯
a
2 ‖2L2+C‖∇
2dx¯
a
2 ‖L2(‖∇
3dx¯
a
2 ‖L2+‖∇
2d∇x¯
a
2 ‖L2)(‖̺
1
2u‖2L2+‖∇u‖
2
L2)
29
≤
1
16
‖∇3dx¯
a
2 ‖2L2 + C‖∇
2dx¯
a
2 ‖2L2,
K3 ≤C‖∇
2dx¯
a
2 ‖L2‖∇dx¯
a
2 ‖L4‖ux¯
− 34 ‖L4
≤‖∇2dx¯
a
2 ‖L2‖∇dx¯
a
2 ‖L2(‖∇
2dx¯
a
2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2)(‖̺
1
2u‖L2 + ‖∇u‖L2)
≤C(1 + ‖∇2dx¯
a
2 ‖2L2)
K4 ≤C‖∇
2dx¯
a
2 ‖L2‖∇
2dx¯
a
2 ‖L4‖ux¯
− 34 ‖L4
≤‖∇2dx¯
a
2 ‖
3
2
L2
‖∇2dx¯
a
2 ‖
1
2
L2
(‖∇3dx¯
a
2 ‖L2 + ‖∇
2d∇x¯
a
2 ‖L2)
1
2 (‖̺
a
2 u‖L2 + ‖∇u‖L2)
≤
1
16
‖∇3dx¯
a
2 ‖2L2 + C‖∇
2dx¯
a
2 ‖2L2,
K5 ≤C
∫
|∇d|3|∇2d|x¯adx ≤ C‖∇2dx¯
a
2 ‖L2‖∇dx¯
a
2 ‖L4‖∇d‖
2
L8
≤C‖∇2dx¯
a
2 ‖L2‖∇dx¯
a
2 ‖
1
2
L2
(‖∇2dx¯
a
2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2)
1
2 ‖∇d‖
1
2
L2
‖∇2d‖
3
2
L2
≤C(1 + ‖∇2dx¯
a
2 ‖2L2),
K6 ≤C
∫
|∇d||∇2d|∇x¯adx≤C‖∇dx¯
a
2 ‖L2‖∇
2dx¯
a
2 ‖2L4≤C‖∇
2dx¯
a
2 ‖L2(‖∇
3dx¯
a
2 ‖L2+‖∇
2dx¯
a
2 ‖L2)
≤
1
16
‖∇3dx¯
a
2 ‖2L2 + C‖∇
2dx¯
a
2 ‖2L2,
K7 ≤C‖∇dx¯
a
2 ‖4L4‖∇u‖
2
L4 ≤ C‖∇dx¯
a
2 ‖L2(‖∇
2dx¯
a
2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2)‖∇u‖L2‖∇
2u‖L2
≤C‖∇2u‖2L2 + C(1 + ‖∇
2dx¯
a
2 ‖L2),
K8 +K9 ≤C‖∇d‖
4
L8‖∇
2dx¯
a
2 ‖2L4 + C‖∇d‖
2
L4‖∇
2dx¯
a
2 ‖2L4
≤C(‖∇d‖L2‖∇
2d‖2L2 + ‖∇d‖L2‖∇
2d‖L2)‖∇
2dx¯
a
2 ‖L2(‖∇
3dx¯
a
2 ‖L2+‖∇
2d∇x¯
a
2 ‖L2)
≤
1
16
‖∇3dx¯
a
2 ‖2L2 + C‖∇
2dx¯
a
2 ‖2L2,
K10 ≤
∫
|∇2d|2x¯adx ≤ C‖∇2dx¯
a
2 ‖2L2 ,
where we have used Ho¨lder’s and Gagliardo-Nirenberg inequalities, (4.2), (4.4), (3.14) and (4.31). Inserting
these estimates Ki(i = 1, 2, · · · , 10) above into (4.33), after by using (4.21), we have
d
dt
‖∇2dx¯
a
2 ‖2L2+‖∇
3dx¯
a
2 ‖2L2 ≤ C‖∇
2dx¯
a
2 ‖2L2 + C(1 + ‖∇
2u‖2L2).
Multiplying the above inequality with t, and then using Gronwall’s inequality and (4.23), we prove (4.32),
this completes the proof of Lemma 4.6. 2
Lemma 4.7 There exists a positive constant C depending on T such that
sup
0≤t≤T
t
(
‖̺
1
2ut‖
2
L2 + ‖dt‖
2
H1 + ‖∇
3d‖2L2
)
+
∫ T
0
t
(
‖∇ut‖
2
L2 + ‖∇dt‖
2
H1
)
dt ≤ C(T ). (4.34)
Proof. We shall first prove that ∫ T
0
(
‖̺
1
2 ut‖
2
L2 + ‖∇dt‖
2
L2
)
dt ≤ C(T ). (4.35)
Indeed, it is easy to see
‖̺
1
2 ut‖
2
L2 ≤‖̺
1
2 u˙‖2L2 + ‖̺
1
2 |u||∇u|‖2L2 ≤ ‖̺
1
2 u˙‖2L2 + C‖̺
1
2u‖2L6‖∇u‖
2
L3
≤‖̺
1
2 u˙‖2L2 + C(‖̺
1
2u‖2L2 + ‖∇u‖
2
L2)‖∇u‖
4
3
L2
‖∇2u‖
2
3
L2
≤‖̺
1
2 u˙‖2L2 + C(1 + ‖∇
2u‖2L2) (4.36)
30
due to Lemma 2.4, (4.2) and (4.4). By using (3.8) and Lemma 2.3, it follows that
‖∇dt‖
2
L2 ≤C(‖∇
3d‖2L2 + ‖|∇u||∇d|‖
2
L2 + ‖|u||∇
2d|‖2L2 + ‖|∇d|
3‖2L2 + ‖|∇d||∇
2d|‖2L2)
≤C(‖∇3d‖2L2 + ‖∇u‖
2
L4‖∇d‖
2
L4 + ‖ux¯
−a4 ‖2L8‖∇
2dx¯
a
2 ‖L2‖∇
2d‖L4 + ‖∇d‖
6
L6 + ‖|∇d||∇
2d|‖2L2)
≤C(‖∇3d‖2L2 + ‖∇
2u‖2L2 + ‖∇
2dx¯
a
2 ‖2L2 + ‖ux¯
− a4 ‖4L8‖∇
2d‖2L4 + 1)
≤C(‖∇3d‖2L2 + ‖∇
2u‖2L2 + ‖∇
2dx¯
a
2 ‖2L2 + (‖̺
1
2u‖2L2 + ‖∇u‖
2
L2)
2‖∇2d‖2L4 + 1)
≤C(‖∇3d‖2L2 + ‖∇
2u‖2L2 + 1) (4.37)
owing to (4.2), (4.4) and (4.31). Combining (4.36), (4.37), (4.2) and (4.23) together, it is easy to see that
(4.35) holds.
Now, multiplying (3.25) by ut and integrating the resulting equality by parts over R
2, we obtain after
using (1.1)1 and the divergence free condition (1.1)4 that
1
2
d
dt
‖̺
1
2ut‖
2
L2 + ‖∇ut‖
2
L2 ≤ C
∫
̺|u||ut|
(
|∇ut|+|∇u|
2+|u||∇2u|
)
dx
+ C
∫
̺|u|2|∇u||∇ut|dx+ C
∫
̺|ut|
2|∇u|dx+ C
∫
|∇d||∇dt||∇ut|dx
,M1 +M2 +M3 +M4. (4.38)
By using (4.2), (4.4), Ho¨lder’s and Gagliardo-Nirenberg inequalities, it follows that
M1 ≤C‖̺
1
2 u‖L6‖̺
1
2 ut‖
1
2
L2
‖̺
1
2 ut‖
1
2
L6
(‖∇ut‖L2 + ‖∇u‖
2
L4) + C‖̺
1
4 u‖2L12‖̺
1
2 ut‖
1
2
L2
‖̺
1
2ut‖
1
2
L6
‖∇2u‖L2
≤C(1+‖∇u‖2L2)‖̺
1
2ut‖
1
2
L2
(‖̺
1
2ut‖L2+‖∇ut‖L2)
1
2 (‖∇ut‖L2+‖∇u‖
2
L2+‖∇u‖L2‖∇
2u‖L2+‖∇
2u‖L2)
≤
1
6
‖∇ut‖
2
L2 + C(1 + ‖̺
1
2ut‖
2
L2 + ‖∇
2u‖2L2),
M2+M3 ≤ C‖̺
1
2u‖2L8‖∇u‖L4‖∇ut‖L2 + C‖̺
1
2 ut‖
3
2
L6
‖̺
1
2ut‖
1
2
L2
‖∇u‖L2
≤
1
6
‖∇ut‖
2
L2 + C(1 + ‖̺
1
2ut‖
2
L2 + ‖∇
2u‖2L2),
M4 ≤C‖∇d‖L4‖∇dt‖L4‖∇ut‖L2 ≤
1
6
‖∇ut‖
2
L2 + C‖∇d‖L2‖∇
2d‖L2‖∇dt‖L2‖∇
2dt‖L2
≤
1
6
‖∇ut‖
2
L2 +
1
4C3 + 1
‖∇2dt‖
2
L2 + C‖∇dt‖
2
L2,
where the positive constant C3 is defined in the following (4.40) and (4.43). Substituting the estimates of
Mi(i = 1, 2, · · · , 4) into (4.38), it follows that
d
dt
‖̺
1
2ut‖
2
L2 + ‖∇ut‖
2
L2 ≤ C(‖̺
1
2ut‖
2
L2 + ‖∇dt‖
2
L2) +
1
4C3 + 1
‖∇2dt‖
2
L2 + C(‖∇
2u‖2L2 + 1). (4.39)
Differentiating (1.1)3 with respect to time variable t, multiplying the resulting equality with dt and then
integrating by parts over R2, we have
1
2
d
dt
‖dt‖
2
L2 + ‖∇dt‖
2
L2 ≤C
∫
|ut||∇d||dt|dx+ C
∫
|∇dt||∇d||dt|dx+ C
∫
|∇d|2|dt|
2dx
,M5 +M6 +M7.
By using Ho¨lder’s and Gagliardo-Nirenberg inequalities, (4.2), (4.4), (3.14) and (4.31), we have
M5 ≤‖utx¯
− a2 ‖L4‖∇dx¯
a
2 ‖L2‖dt‖L4 ≤ (‖̺
1
2ut‖L2 + ‖∇ut‖L2)‖∇dx¯
a
2 ‖L2‖dt‖
1
2
L2
‖∇dt‖
1
2
L2
≤
1
4
‖∇ut‖
2
L2 + C(‖̺
1
2 ut‖
2
L2 + ‖dt‖
2
L2 + ‖∇dt‖
2
L2),
M6+M7 ≤
1
2
‖∇dt‖L2 + C‖∇d‖
2
L4‖dt‖
2
L4 ≤
1
2
‖∇dt‖L2 + C‖∇d‖L2‖∇
2d‖L2‖dt‖L2‖∇dt‖L2
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≤
1
2
‖∇dt‖L2 + C‖dt‖
2
L2 .
Hence
d
dt
‖dt‖
2
L2 + ‖∇dt‖
2
L2 ≤C3‖∇ut‖
2
L2 + C(‖̺
1
2ut‖
2
L2 + ‖dt‖
2
L2 + ‖∇dt‖
2
L2). (4.40)
Differentiating (3.8) with respect to time variable t ensures
∇dtt −∆∇dt = −∇(u · ∇d)t +∇(|∇d|
2d)t. (4.41)
Multiplying (4.41) by ∇dt, and integrating the resulting equality over R
2, it follows that
1
2
d
dt
‖∇dt‖
2
L2 + ‖∇
2dt‖
2
L2 ≤ C
∫
|∇ut||∇d||∇dt|dx+ C
∫
|∇u||∇dt|
2dx
+ C
∫
|ut||∇d||∇
2dt|dx+ C
∫
|∇d|2|dt||∇
2dt|dx+ C
∫
|∇d||∇dt||∇
2dt|dx
,M8 +M9 +M10 +M11 +M12. (4.42)
By using Ho¨lder’s and Gagliardo-Nirenberg inequalities, (4.2), (4.4), (3.14) and (4.31) we have
M8 ≤‖∇ut‖L2‖∇dt‖L4‖∇d‖L4 ≤
1
2
‖∇ut‖
2
L2 + C‖∇d‖L2‖∇
2d‖L2‖∇dt‖L2‖∇
2dt‖L2
≤
1
2
‖∇ut‖
2
L2 +
1
4
‖∇2dt‖
2
L2 + C‖∇dt‖
2
L2 ,
M9 ≤C‖∇u‖L2‖∇dt‖
2
L4 ≤ C‖∇u‖L2‖∇dt‖L2‖∇
2dt‖L2 ≤
1
8
‖∇2dt‖L2 + C‖∇dt‖L2 ,
M10 ≤C
∫
|utx¯
− 2a−14 ||∇dx¯
a
2 |
2a−1
2a |∇d|
1
2a |∇2dt|dx≤C‖utx¯
− 2a−14 ‖L8a‖∇dx¯
a
2 ‖
2a−1
2a
L2
‖∇d‖
1
4a
L2
‖∇2d‖
1
4a
L2
‖∇2dt‖L2
≤
1
8
‖∇2dt‖
2
L2 + C‖utx¯
− 2a−14 ‖2L8a ≤
1
8
‖∇2dt‖
2
L2 + C(‖̺
1
2ut‖L2 + ‖∇ut‖
2
L2),
M11 ≤
1
8
‖∇2dt‖
2
L2 + C‖∇d‖
2
L8‖dt‖
2
L4 ≤
1
8
‖∇2dt‖
2
L2 + C‖∇d‖
1
2
L2
‖∇2d‖
3
2
L2
‖dt‖L2‖∇dt‖L2
≤
1
8
‖∇2dt‖
2
L2 + C(‖dt‖
2
L2 + ‖∇dt‖
2
L2),
M12 ≤
1
16
‖∇2dt‖
2
L2 + C‖∇d‖
2
L4‖∇dt‖
2
L4 ≤
1
8
‖∇2dt‖
2
L2 + C‖∇dt‖
2
L2.
Inserting the estimates of Mi(i = 8, 9, · · · , 12) into (4.42), it follows that
d
dt
‖∇dt‖
2
L2 + ‖∇
2dt‖
2
L2 ≤ C3(‖̺
1
2ut‖L2 + ‖∇ut‖
2
L2) + C(‖dt‖
2
L2 + ‖∇dt‖
2
L2). (4.43)
Next, multiplying (4.39) by 2C3 + 1 and adding the resulting inequality with (4.40) and (4.43), we have
d
dt
((2C2 + 1)‖̺
1
2ut‖
2
L2 + ‖dt‖
2
H1) + ‖∇ut‖L2 +
1
2
‖∇dt‖
2
H1
≤C(1 + ‖̺
1
2ut‖
2
L2 + ‖∇dt‖
2
H1) + C(1 + ‖∇
2u‖2L2).
Multiplying the above inequality by t, we obtain
sup
0≤t≤T
t
(
‖̺
1
2ut‖
2
L2 + ‖∇dt‖
2
H1
)
+
∫ T
0
t
(
‖∇ut‖
2
L2 + ‖∇dt‖
2
H1
)
dt ≤ C(T ), (4.44)
after by using Gronwall’s inequality and (4.8).
Finally, it follows from Ho¨lder’s and Gagliardo-Nirenberg inequalities, (4.2), (4.4) and (3.14) that
‖∇3d‖2L2 ≤C(‖∇dt‖
2
L2 + ‖|∇u||∇d|‖
2
L2 + ‖|u||∇
2d|‖2L2 + ‖|∇d|
3‖2L2 + ‖|∇
2d||∇d|‖2L2)
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≤C(‖∇dt‖
2
L2 + ‖∇u‖
2
L4‖∇d‖
2
L4 + ‖ux¯
−a4 ‖2L8‖∇
2dx¯
a
2 ‖L2‖∇
2d‖L4 + ‖∇d‖
6
L6 + ‖|∇d||∇
2d|‖2L2)
≤C(‖∇dt‖
2
L2 + ‖∇
2u‖2L2 + ‖∇
2dx¯
a
2 ‖2L2 + ‖ux¯
−a4 ‖4L8‖∇
2d‖2L4 + ‖∇d‖
2
L2‖∇
2d‖4L2 + ‖∇
2d‖2L3‖∇d‖
2
L6)
≤C(‖∇dt‖
2
L2+‖∇
2u‖2L2+‖∇
2dx¯
a
2 ‖2L2+(‖̺
1
2u‖2L2+‖∇u‖
2
L2)
2‖∇2d‖L2‖∇
3d‖L2
+ ‖∇2d‖4L2 + ‖∇
2d‖L2‖∇
3d‖L2)
≤
1
2
‖∇3d‖2L2 + C(‖∇dt‖
2
L2 + ‖∇
2u‖2L2 + ‖∇
2d‖4L2 + ‖∇
2dx¯
a
2 ‖2L2 + ‖∇
2d‖2L2)
≤
1
2
‖∇3d‖2L2 + C(‖∇dt‖
2
L2 + ‖∇
2u‖2L2 + ‖∇
2dx¯
a
2 ‖2L2 + ‖∇
2d‖2L2),
which combined with (4.3), (4.12), (4.32) and (4.44) indicates (4.34). This completes the proof of Lemma 4.7.
2
4.3 The proof of Theorem 1.2
In this subsection, with Theorem 3.1 and the a priori estimates obtained in Subsections 4.1 and 4.2 at hand,
we shall give the proof of Theorem 1.2.
By Theorem 3.1, we know there exists a T∗ > 0 such that the Cauchy problem of system (1.1)–(1.2) admits
a unique strong solution (̺, u, P, d) on R2 × (0, T∗]. In what follows, we shall extend the local solution to all
the time.
Set
T ∗= sup
{
T |(̺, u, P, d) is a strong solution to (1.1)–(1.2) on R2 × (0, T ]
}
. (4.45)
First, for any 0 < τ < T∗ < T ≤ T
∗ with T finite, one deduces from (4.2), (4.4), (4.12) and (4.34) that for all
q ≥ 2,
∇u,∇d,∇2d ∈ C([τ, T ];L2(R2) ∩ Lq(R2)), (4.46)
where one has used the standard embedding
L∞(τ, T ;H1(R2)) ∩H1(τ, T ;H−1(R2)) →֒ C(τ, T ;Lq(R2)) for all q ∈ [2,∞).
Moreover, it follows from (4.23), (4.30) and [32, Lemma 2.3] that
̺ ∈ C([0, T ];L1(R2) ∩H1(R2) ∩W 1,q(R2)). (4.47)
Now, we claim that
T ∗ =∞. (4.48)
Otherwise, if T ∗ <∞, it follows from (4.46), (4.47), (4.2), (4.4), (4.30) and (4.31) that
(̺, u, P, d)(x, T ∗) = lim
t→T∗
(̺, u, P, d)(x, t)
satisfies (1.7) at t = T ∗. Moreover, using (1.5) and (3.6) with p = 1, it follows that∫
R2
̺(x, T ∗)dx =
∫
R2
̺0(x)dx = 1.
Notice that there exists N0 > 0, it is easy to see that∫
R2
̺(x, T ∗)dx ≥
1
2
∫
BN0
̺(x, T ∗)dx ≥
1
2
.
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Thus, we can take (̺, u, P, d)(x, T ∗) as the initial data, and Theorem 3.1 implies that one could extend the local
solutions beyond T ∗. This contradicts the assumption of T ∗ in (4.45). Hence, we prove (4.48). Furthermore,
from (4.3), (4.11), (4.12) and (4.34), one obtains that (1.10) holds. This completes the proof of Theorem 1.2. 2
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