This paper, presents a new system for selecting the best optimized features among a collection of features by combination of neural network and genetic algorithm. Feature selection is an important issue because it has a direct impact on the performance (Specificity, sensitivity) and system efficiency.
Introduction
Selecting the best optimized features is set among the NP-Hard issues which is it is concerned with optimization. The different methods regarding feature selection issues are of the filter and wrapper categories [1] which have under gone evaluations. Since the wrapper methods, are able to correspond to the learning machine algorithm, they provide better results in comparison with that of the filter methods In these methods, the growing number of the features of training samples is needed to grow exponentially. In this case, the computational cost increases. So it is very important to find the appropriate method. Since the problem of optimized feature selection is part of optimization problems, evolutionary algorithms like genetic algorithm has mostly been studied and used [2, 3] . In some studies, a combined method is used. They aim to take advantage of algorithms for achieving an efficient method respectively [4, 5, 6] . A combined method of neural and genetic algorithm is recommended regarding the feature selection by [7] and [8] . In this study a combined neural-genetic approach is being introduced followed by evaluation of the performance and efficiency of these approaches by comparing them to the binary genetic algorithm regarding effective features selection. In a neural network learning is defined as determining the optimum values of weighs and other parameters like bias and the motion derivative gradient for more efficiency. In network learning the objective is to increase the network efficiency by reducing the errors between real output and network output for the training data and being tested against proper changes in weighs and other parameters of the network. The common approach in this method is the back propagation of the errors. Knowing that learning is a process regarding optimization, it is assumed that the evolutionary algorithms like genetic, Imperialist Competitive Algorithm (ICA), Particle Swarm Optimization (PSO), etc. might be able to increase the efficiency and performance in the neural networks regarding feature selection in its most suitable sense.
In this proposed combined approach the neural network is applied as the most suitable feature selector and the genetic algorithm is applied as a training algorithm. Here, the neural network advantages on the genetic algorithm are combined and the proper balance between efficiency (process speed) and performance (accuracy in pattern Recognition) is found and compared with the studies conducted by [7, 8] . The proposed combined approach is compared to the binary evolutionary genetic algorithm [9] .
Proposed feature selection system
In this study the signal to Noise ratio, (SNR) criterion, [10] is applied. This criterion makes a feature's weight outstanding in a sense that the weights connected to features of low importance have small values or approaching zero, while the opposite is true which leads to (absolute big value). This approach is of the following two sections. The first section is responsible to select the candid chromosomes (the optimum value of weighs and the biases) to be used in section two. The Fitness function apply the recommended weight to the network, next the determined data set is applied to the network and the mean square of the errors are computed and returned to the genetic algorithm as the value of the Fitness. The error value here, is the result of the dataset outcome and the result if the network outcome, calculated through the mean square error (MSE) equation; hence, the final fitness value which is returned to the system. The error is the result of the dataset outcome and the network outcome that calculated by the mean square error (MSE) equation. This error returned to the network as fitness feedback.
The second section is responsible to prune the architecture of the candidate chromosome from section one based on (SNR) and categorize the related training samples.
The steps of this approach consist of:
1. The SNR is computed by using the weights that are related to the obtained chromosomes from section1. Then the weights smaller than one will replace by zero. That means the features related to zero weights will remove from future computations.
2. The value of fitness function in this section is computed as the opposite errors categorization 3. The candidate chromosome that meets the fitness function requirements is selected as the most suitable chromosome with its related features 
The number of intermediate layer neurons at both the sections is selected among 3, 5, 7, 10, 15 and 25 indicating that the best average efficiency is 10.
The decimal generic algorithm description regarding neural network training is presented in Table 2 . These values are selected on experimented basis. The applied definitions and the implemented steps of this logarithm consist of: a) Coding: beginning the algorithm with a random population of n chromosomes each with a length of 430 features b) Evaluation: computation of the suitability function according to Table 1 c) Selection: here, two feature vector of (chromosome) are selected through the roulette function and the Fitness average are applied d) Integration: the selected responses are subject to change. In this approach single point integration is applied where one point is selected along the length of the strip on random basis and the genes (features) are displaced after this point. The Cross Over rate in this study is 0.9. e) Genetic mutation: this mutation is of 0.005 probability f) Placing the newborn chromosomes in a collective as the new generation g) Adding new generation members to the selected members of the initial population of 200 with the new generation h) Repetition of the steps beginning from step b The best response is selected after 100 executions.
Evaluation
The database applied here is from [11] which include 10 data profiles on types of cancer and tumors like brain, kidney, prostate etc. Here 80% of the samples of each dataset are used in training and 20% are used for testing. 
Evaluating the effectiveness of this proposed approach on feature dimension reduction
The dimension reduction made through different approaches is presented in Table 4 . 
Correct classification rate
The correct classification rate based on two sensitivity and specificities, applied in medical evaluations, are tabulated in Table 5 [12]. The numbers in this table are rounded and presented as percentages. As the performance (Sensitivity, Specificities) evaluation criterion, result of accuracy multiplied by the detecting sensitivity is computed in accordance with [7] , since when both these values indicate a rise it means the whole diagnostic accuracy rate has increased. This phenomenon is presented through the following Eqn. :
Where, i is one of the 10 dataset s and sen(i) and spec(i) are the diagnostic sensitivity and specificities of the ℎ dataset.
Conclusion
Using neural network in selecting the most desirable features optimized with respect to combined training process, the feature extraction, feature selection and rational classification are of major concern. In this article the signal to noise criterion ratio technique is introduced in selecting the most desirable process through pruning architecture. Training is a process towards optimization and here the meta-heuristic genetic algorithm is applied to select weights with proper and optimized biases in neural network learning algorithm. The results here indicate the establishment of appropriate balance between efficiency and performance. The proposed system here is compared with Genetic Algorithm introduced in other studies like [9] that claimed to be an optimized approach, the evaluation results confirmed the superiority of the proposed system.
