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RÉSUMÉ
Dans le domaine de l’optimisation de boites noires, l’utilisateur n’a pas d’expressions analy-
tiques de la fonction objectif et des contraintes. De fait, il n’a pas accès aux gradients. Le
gradient est une information importante en optimisation étant donné qu’il permet de fournir
une direction de montée de la fonction. De plus, pour récupérer les différentes valeurs de la
fonction objectif et des contraintes, des simulations informatiques ou des tests en laboratoires
doivent être effectués. Ceci rajoute de nombreuses difficultés supplémentaires : temps de cal-
culs importants pour récupérer les données, bruitage des données et certaines simulations
peuvent échouer.
Pour résoudre ce genre de problèmes, des algorithmes ont été développés. Parmi eux, MADS
a été proposé par Audet et Dennis en 2006. C’est un algorithme itératif de recherche directe
qui évalue des points de proche en proche sur un treillis. Il offrait à la base un traitement
rudimentaire des contraintes, en associant une valeur infinie à tous points non-réalisables. Il
a depuis été étoffé pour offrir un traitement plus souple à des contraintes de plus en plus
hétéroclites.
Cette thèse propose trois nouvelles fonctionnalités à l’algorithme MADS. Premièrement,
MADS calcule des modèles des contraintes afin d’ordonner les points du plus prometteur
au moins prometteur. Cependant, un traitement adéquat des contraintes binaires, qui ne
retournent que deux valeurs, manque dans MADS. Pour pallier cette absence, des modèles
des contraintes binaires seront proposés en utilisant des outils de régression, issus de la clas-
sification supervisée.
Deuxièmement, ces mêmes outils permettent de proposer un ordonnancement nouveau des
points à évaluer quand aucune fonction substitut n’est accessible dans MADS. Les points qui
ont le plus de chance d’être réalisables seront évalués en premier pour favoriser la recherche
de solutions réalisables de qualité. Cette stratégie sera comparée à une méthode favorisant
les points les plus éloignés des points déjà évalués et à la méthode par défaut dans ce cas
dans MADS, qui favorise les points qui sont le plus dans la direction du dernier succès par
rapport au centre du treillis.
Enfin, il peut être noté que la mise à l’échelle des contraintes choisie par l’utilisateur au
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moment de définir le problème a un impact sur le fonctionnement de MADS. MADS propose
un traitement de mise à l’échelle des variables en entrée de la boite noire, mais rien pour les
contraintes en sortie. Cette thèse propose une façon de les mettre à l’échelle, de sorte qu’elles




In the field of blackbox optimization, the user does not have access to the analytical expres-
sions of the objective function and of the constraints. Thus, there is no access to the gradient.
But the gradient is an important piece of information since it gives an increasing direction of
the function. Moreover, in order to obtain those values, computer simulations or experiments
in laboratory have to be done. This adds further difficulties: heavy computational times to
get the data, noisy data and some simulations may fail.
To solve this kind of problems, algorithms have been developed. Among them, MADS has
been proposed by Audet and Dennis in 2006. It is a direct search iterative algorithm that
evaluates points on a mesh. At first, it offered a basic management of the constraints by
associating an infinite value to all infeasible elements. Since then, more flexible ways have
been proposed to handle various types of constraints. There are for example models for most
of the constraints in order to sort points from the most to the least promising. However,
in MADS, there is no specific management of binary constraints, which can return only two
different values. Thus, models of binary constraints will be offered using tools of regression
from supervised classification.
Those tools also offer new ordering methods to sort the points that need to be evaluated
when no models are available in MADS. The points which are the most likely to be feasible
will be evaluated first in order to look most likely for feasible solutions. This strategy will
be compared to one evaluating first the elements the furthest from the ones already evalu-
ated and to the default, in that situation, in MADS which sorts the points according to the
direction of last success.
Finally, it should be pointed out that the scaling of the constraints provided by the user
chosen while defining the problem has an impact on MADS’s behaviour. MADS deals with
the scaling of the input variables of the blackbox, but nothing is done for the constraints in
the output. This thesis offers to handle the scaling of the output so that they take values of
about the same range so that they have more or less the same influence.
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CHAPITRE 1 INTRODUCTION
En industrie, certains problèmes d’optimisation sont suffisamment complexes pour ne pas
posséder d’expressions analytiques de la fonction objectif et des contraintes. De fait, il est im-
possible de prévoir a priori les valeurs que vont retourner la fonction objectif et les contraintes
sur un jeu de paramètres. Les domaines de définition des fonctions mises en jeu dans ce pro-
blème ne sont même pas forcément connus. L’absence de cette information peut-être vue
comme une contrainte inconnue même par l’utilisateur. Cette contrainte est parfois décrite
comme une «contrainte cachée». On pourrait voir cela même comme un problème qui n’est
pas correctement défini par l’utilisateur. Dans ce genre de problème, pour récupérer ces va-
leurs, il faut réaliser une expérience, qu’elle soit informatique ou en laboratoire. Ceci est
très différent d’autres domaines en recherche opérationnelle où l’accessibilité des fonctions
n’est pas un problème. Pourtant, il faut mettre les efforts nécessaires pour trouver la valeur
optimale de ce problème, ou du moins une valeur qui satisfasse l’utilisateur.
L’une des spécificités de ce genre de problème est l’absence d’accès à la dérivée ou au gradient.
Or le gradient donne une information extrêmement utile dans la recherche d’un optimum dans
un problème d’optimisation. Que ce soit par la condition d’optimalité de premier ordre, ou
les conditions KKT dans le cas avec des contraintes. Le gradient fournit aussi une informa-
tion précieuse sur des directions de montée et de descente et donc des directions susceptibles
d’améliorer la meilleure valeur connue de la fonction objectif. Une branche de l’optimisation
mathématique consiste en la création d’algorithmes n’utilisant à aucun instant le gradient,
même si ce dernier peut exister. Il s’agit de «l’optimisation sans dérivées». Et dans le cadre de
l’étude ici, il n’y a pas d’expressions des différentes fonctions, alors on parle «d’optimisation
de boites noires» [1]. Pour résoudre ce types de problèmes d’optimisation, il existe des algo-
rithmes itératifs qui se basent sur un maillage, qui sont appelés «algorithmes de recherche
directe» pour résoudre des problèmes de boites noires. MADS («Mesh Adaptative Direct
Search» ou «Recherche Directe sur Treillis Adaptatif» en français), développé en 2006 par
Audet et Denis [2], est une généralisation d’un grand nombre d’entre eux. Il a connu plusieurs
améliorations depuis afin de pouvoir résoudre de plus en plus de problèmes différents. Il per-
met notamment de résoudre des problèmes de boites noires avec des contraintes. En 2006, le
traitement des contraintes est rudimentaire, via la barrière extrême [2] qui consiste à simple-
ment associer une valeur infinie à la fonction objectif pour tous les points non-réalisables. Les
années suivantes ont amené des améliorations dans leur traitement. Il y a la barrière progres-
sive [3], plus souple que la barrière extrême car prenant en compte les valeurs prises par les
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contraintes pour les points non-réalisables, l’utilisation de modèles ou de fonctions substituts
pour les contraintes [4], ou même un traitement de contraintes linéaires d’égalités [5].
À chaque itération, MADS va fournir une liste de points à évaluer. Dans le cadre de la stra-
tégie opportuniste [6], il va les évaluer un par un jusqu’à l’obtention d’un point réalisable
trouvant une meilleure valeur de la fonction objectif. Les contraintes ont notamment une im-
portance dans l’ordonnancement des points de la stratégie opportuniste. Lorsqu’il n’y a pas
de modèles pour la fonction objectif et les contraintes, alors l’ordonnancement est effectué
selon la direction de dernier succès. Malgré la qualité de cette méthode, il est intéressant de
la questionner en proposant deux stratégies d’ordonnancement fondées sur des idées extrê-
mement différentes. La première est fondée sur le fait que la solution retournée est un point
réalisable. L’objectif est donc d’évaluer en priorité les points dont on pense qu’ils ont plus
de chances d’être réalisables. Si cette stratégie semble être sécuritaire, la seconde tentera de
prendre davantage de risques en évaluant d’abord les points qui seront les plus éloignés des
points déjà évalués. Cette stratégie explorera davantage des régions inconnues.
Dans l’optique de continuer dans l’amélioration du traitement des contraintes, il faut noter
qu’une mise à l’échelle des valeurs des contraintes est absente du fonctionnement de MADS.
D’autant plus que ceci a été pris en compte dans MADS pour les variables passées en entrée
de la boite noire [7]. Un problème de mise à l’échelle se pose par exemple avec un choix
d’unités, comme le fait de décider de mettre des distances en centimètres ou en kilomètres.
Idéalement, un problème de mise à l’échelle dans la description du problème ne devrait pas
avoir d’incidence sur le fonctionnement de MADS. Or ceci a plusieurs impacts dans MADS.
Le premier est dans la fonction de violation de contraintes dans la barrière progressive. Sans
mise à l’échelle, un point qui aurait été dominé pour une question d’échelle le resterait pen-
dant tout le déroulement de l’algorithme. Il ne pourrait donc jamais être le centre d’une
recherche locale. L’objectif est donc d’associer des poids aux contraintes de sorte qu’elles
soient mises à l’échelle les unes par rapport aux autres. Par ailleurs, il y a des modèles qui
peuvent être calculés sur les contraintes pour une stratégie d’ordonnancement dans la straté-
gie opportuniste. Or ces modèles peuvent perdre en fiabilité en raison d’une mise à l’échelle
erronée dans la description du problème. L’étude de la mise à l’échelle dans les modèles de
la fonction de violation de contraintes sera aussi étudiée dans ce manuscrit.
Même si cela n’est plus systématique, certaines contraintes sont toujours traitées par la bar-
rière extrême. C’est le cas par exemple des contraintes binaires, c’est-à-dire des contraintes
3
ne retournant que 0 ou 1, indiquant si la contrainte est satisfaite ou non. En effet, le modèle
quadratique [8] proposé par MADS ne peut pas convenir à ce genre de contraintes étant donné
que, sauf dans de rares exceptions, les coefficients feront en sorte que le modèle quadratique
prendra un ensemble non-borné de valeurs. On souhaite avoir davantage une estimation dans
[0; 1]. Ainsi, il faut suggérer d’autres types de modèles. La classification supervisée est une
branche des mathématiques qui a pour objectif de prédire la classe qu’il faut associer à un élé-
ment que l’on a pas encore évalué, sachant que les classes des éléments d’une base de données
sont connues. Dans le cadre d’une contrainte binaire, les classes peuvent être les valeurs que
peuvent prendre la contrainte binaire, à savoir 0 et 1. Plus encore que de prévoir la classe, on
souhaite utiliser une valeur dans l’intervalle [0; 1] pour pouvoir apporter davantage de finesse.
Pour faire cela, il existe des méthodes de régression issues de la classification supervisée. Ainsi,
ces méthodes semblent adaptées pour créer un modèle d’une contrainte binaire. Ce modèle
sera par la suite utilisé dans MADS pour faciliter la stratégie d’ordonnancement quand des
modèles des autres contraintes et de la fonction objectif sont également disponibles. De plus,
il existe des contraintes, dites non-relaxables, que l’on ne peut jamais se permettre de violer
sous peine que les autres valeurs au point évalué n’aient aucune fiabilité [9]. Elles sont, de
fait, traitées par la barrière extrême. Des contraintes inconnues par l’utilisateur, appelées
contraintes cachées, subissent un traitement relativement similaire, dans le sens que tout les
points ne vérifiant pas les contraintes cachées sont de fait ignorés. On trouve des contraintes
cachées dans certains problèmes industriels [10]. Les contraintes cachées sont souvent traitées
en donnant à la fonction objectif la valeur NaN ou +∞ [11]. Un traitement des contraintes
non-relaxables et cachées sera proposé en les regroupant pour en faire une contrainte binaire
et profiter du traitement des contraintes binaires qui sera fait.
Ce document va d’abord faire une revue de littérature de l’optimisation de boite noires, en se
focalisant surtout sur les algorithmes de recherche directe, et plus spécifiquement l’algorithme
MADS. Ensuite, il y aura une revue de littérature de la classification supervisée. Les chapitres
suivant présenteront les travaux réalisés sur les différents projets. Un premier chapitre sur
les deux nouvelles stratégies d’ordonnancement dans des problèmes sans modèles (sans accès
à des fonctions substituts). Un deuxième chapitre sur la mise à l’échelle des contraintes. Un
troisième chapitre se focalisant sur un traitement des contraintes binaires, non-relaxables et
cachées. Ce document prendra fin avec, en conclusion, une synthèse des travaux, une limite de
ces travaux, ainsi que des suggestions d’améliorations sur ces travaux et de possibles projets
qui pourraient en découler.
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CHAPITRE 2 REVUE DE LITTÉRATURE : OPTIMISATION DE BOITES
NOIRES ET MADS
Il existe une branche de l’optimisation mathématique qui consiste à se passer du gradient,
notamment quand celui-ci n’est pas accessible, que l’on appelle «optimisation sans dérivées»,
qui est pourtant une information extrêmement pertinente en optimisation. L’ouvrage [1] in-
siste d’ailleurs plusieurs fois sur l’importance de l’utiliser quand elle est accessible et fiable.
Pour la suite, on définit un problème d’optimisation afin d’introduire des notations :
Soient n,m ∈ N, l, u ∈ Rn . Soit f : Rn 7→ R ∪ {+∞} et pour tout ∀i ∈ J1,mK,





sous contrainte ci(x) ≤ 0, ∀i ∈ J1,mK
l ≤ x ≤ u.
Remarque : Il s’agit d’un problème d’optimisation avec contrainte(s) si m ≥ 1. Par extension,
on considérera que le problème ne contient aucune contrainte si m = 0. Ainsi, m représente
le nombre de contraintes pour ce problème.
On notera Ω = {x ∈ Rn : ∀i ∈ J1,mK, ci(x) ≤ 0} le domaine réalisable.
L’optimisation de boite noire est une sous-branche de l’optimisation sans dérivées. Outre l’ab-
sence de dérivées, une boite noire se caractérise par une absence totale d’information, notam-
ment concernant l’expression analytique de la fonction objectif et des possibles contraintes,
et évidemment le fait de n’avoir aucune information utilisable du gradient.
S’il existe une information partielle sur le problème, alors le terme de «boite grise» est par-
fois utilisé. Cette information peut par exemple être de nature à donner des précisions sur la
monotonie de la fonction objectif et des contraintes [12,13]. Cependant, ce cadre ne sera pas
étudié ici.
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En pratique, il y a deux grandes familles de problèmes qui répondent à cette problématique
de boites noires : des simulations informatiques et des tests en laboratoire. Les deux cas sont
assez différents. Pour certains tests en laboratoire, il n’y a pas de modèle assez précis, et
cela nécessite donc une expérience industrielle réelle pour récupérer les valeurs de la fonc-
tion objectif et des contraintes. Pour les simulations informatiques, il s’agit de programmes
informatiques, souvent lourds en temps de calcul, et dont il est difficile de deviner la sortie.
Ce n’est pas toujours une boite noire à proprement parler, car dans certains cas, le code est
accessible pour la lecture, mais on peut la considérer comme telle en décidant de ne pas lire
le code. Cependant, ces deux cas différents ont des points communs concernant notamment
les difficultés qu’ils engendrent.
Outre le fait de ne pas avoir les expressions analytiques des fonctions mises en jeu par le pro-
blème d’optimisation associé, le temps de calcul pour récupérer les valeurs de ces fonctions en
un point donné est parfois long. Cela peut s’évaluer en secondes, en minutes, voire en jours.
Les valeurs sont récupérées sans savoir comment elles ont été calculées, tel que schématisé
par la figure 2.1.
 Boite noire
Figure 2.1 Fonctionnement d’une boite noire.
Ces longs temps de calcul mènent à davantage de difficultés. La première est que le temps de
calcul important oblige à limiter le nombre d’évaluations. Il est souvent de l’ordre de gran-
deur de quelques milliers (des budgets de 1500 évaluations sont octroyés dans les résultats
numériques de [14] et [8] sur des problèmes avec des boites noires). Par ailleurs, beaucoup
d’outils de comparaison d’algorithmes pour les problèmes de boites noires n’utilisent pas le
temps (typiquement en secondes) comme pour des problèmes de théorie des graphes [15] ou
des problèmes de clustering [16], mais le nombre d’évaluations. En effet, en pratique, dans les
problèmes d’optimisation de boites noires, le temps de traitement des informations fournies
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par la boite noire est négligeable par rapport à l’évaluation de celle-ci.
Pour résoudre ce genre de problèmes, plusieurs algorithmes se passant de dérivées ont été
développés. Parmi eux, il y a notamment l’algorithme de Nelder-Mead se basant sur un sim-
plexe suivant certaines règles d’évolutions [17]. Il a été initialement conçu pour des problèmes
sans contraintes. Cet algorithme fait ses comparaisons principalement par rapport à un autre
algorithme sans dérivées créé par Powell en 1964 [18]. Une généralisation de l’algorithme de
Nelder-Mead a été proposée dans un contexte d’optimisation sans dérivées en présence de
contraintes d’inégalités [14]. À noter que dès 1965, Fletcher s’est intéressé à regrouper des
méthodes basées sur l’optimisation sans dérivées [19]. Des algorithmes génétiques ont aussi
été utilisés [20, 21]. Bien que le gradient ne soit pas une information accessible, il existe des
algorithmes qui proposent une approximation du gradient pour l’exploiter comme la «des-
cente basée sur le modèle» («Model-Based Descent» en anglais) [1].
Il y a différentes applications des problèmes d’optimisation sans dérivées et d’optimisation
de boites noires. Il y a, parmi d’autres, des applications en énergie [22–26], en chimie [27–30],
en aéronautique [31–33], dans le domaine médical [34–36], en électronique [37], dans un
contexte d’eaux contaminés [38], en positionnement de détecteurs [39] ou encore en paramé-
trisation [40,41].
Pour la suite, des algorithmes de «recherche directe» vont être étudiés car l’algorithme MADS,
qui est celui qui nous intéressera le plus, est la généralisation de plusieurs algorithmes de cette
famille. À l’inverse de certains des algorithmes présentés ci-dessus (comme l’algorithme de
Nelder-Mead [17] ou les algorithmes génétiques), ces algorithmes ont une analyse de conver-
gence et ainsi proposent des solutions avec des propriétés sous certaines conditions.
2.1 Recherche par coordonnées
L’algorithme de recherche par coordonnées (CS) est l’un des premiers algorithmes utilisés
pour résoudre les problèmes sans dérivées et sans contraintes. Il est pour la première fois évo-
qué dans [42]. Le terme de «compass search» (recherche par boussole) est parfois utilisé [43].
Un résumé court consisterait à dire que, comme son nom l’indique, il s’agit d’une méthode
itérative où chaque point évalué a été obtenu à partir du point précédent en ne modifiant
qu’une seule de ses coordonnées. Il est l’ancêtre d’un bon nombre d’autres algorithmes d’op-
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timisation sans dérivées comme GPS («General Pattern Search» ou «Recherche par motif
généralisé» en français, voir la section 2.2) ou MADS («Mesh Adaptative Direct Search» ou
«Recherche directe à maillage adaptatif» en français, voir la section 2.3).




Voici une description de cet algorithme. On notera B = (ei)i∈J1;nK la base canonique de Rn.
On se fixe un point de départ x0 ∈ Rn. On dispose d’un ensemble de sonde, ou «treillis»,
autour de x0, d’un certain pas noté δ0 > 0, P0 = {x0±δ0ei, i ∈ J1;nK}. On évalue les éléments
de P0. Si l’on a un voisin x1 ∈ P0 qui améliore la valeur de f , alors on crée un treillis de
même pas autour de x1 et on recommence (figure 2.2) avec le même pas δ1 = δ0. Sinon, on
reste autour de x0 mais on diminue la taille du pas (figure 2.3) en suivant la règle δ1 = τδ0
avec τ ∈ Q∩]0; 1[. L’algorithme se termine à une itération k ∈ N quand le treillis a un pas
δk inférieur à un certain seuil ε ∈ R+.
Figure 2.2 Cas où l’on a une amélioration.
L’algorithme 1 décrit le fonctionnement général de la recherche par coordonnées.
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Figure 2.3 En cas d’échec, diminution du pas du maillage.
Algorithme 1 : Recherche par coordonnées
Paramètres : x0 ∈ Rn,∆0 ∈ R∗+, ε ∈ R+, k = 0, τ ∈ Q∩]0; 1[
while δk ≥ ε do
if min{f(x)|x = xk ± δkei, i ∈ J1;nK} < f(xk)} then






k = k + 1
end while
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Lorsque l’on diminue le pas du treillis, c’est que le voisinage de xk n’améliore pas la fonction
objectif. On dit alors que xk est un «optimum local du treillis».
Analyse de convergence (tirée de [1]) Il faut étudier les caractéristiques de cet al-
gorithme, notamment ses propriétés si on laisse l’algorithme faire une infinité d’itérations,
lorsque ε = 0. Cette hypothèse est faite dans toute l’analyse de convergence. Pour cela, il
faut rappeler d’abord la notion d’«ensemble de niveau».
Définition 2.1. Soit r ∈ R. On appelle ensemble de niveau r l’ensemble des éléments de Rn
qui prennent une valeur inférieure ou égale à r par f : {x ∈ Rn : f(x) ≤ r}.
À partir de cette définition, il existe un théorème concernant la convergence du pas du treillis
dans la recherche par coordonnées.
Théorème 2.1. Si f est une fonction dont les ensembles de niveaux sont bornés alors la
suite des pas du treillis {δk}k∈N converge vers 0 : lim
k→+∞
δk = 0.
Il en découle du théorème 2.1 que si les hypothèses de ce théorème sont vérifiées et que le
critère d’arrêt δk ≥ ε est tel que si ε est strictement positif, alors l’algorithme se termine en
temps fini.
La démonstration proposée dans [1] montre d’ailleurs que si les ensembles de niveaux de f
sont bornés, alors la suite d’itérés {xk}k∈N contient une infinité de minimums locaux sur le
treillis. Notons K ′ ⊂ N les itérations ayant fourni un minimum local sur le treillis, et donc
provoqué une diminution du pas du treillis. De plus, cette démonstration montre que {xk}k∈N
est inclus dans l’ensemble de niveau f(x0) qui est borné, d’où de même pour {xk}k∈K′ . Il
en résulte que {xk}k∈K′ est inclus dans l’adhérence de l’ensemble de niveau f(x0) qui est
donc un fermé borné d’un espace vectoriel de dimension finie, donc est un compact. {xk}k∈K′
étant une suite incluse dans un compact, il existe K ⊂ K ′ tel que {xk}k∈K converge. Comme
K ⊂ K ′, alors {xk}k∈K est une suite de minimums locaux du treillis convergente. Une telle
suite existe donc. Cette suite permet d’introduire le prochain théorème.
Théorème 2.2. Si f est une fonction continue dont les ensembles de niveaux sont bornés
et soit x̂ la limite d’une sous-suite convergente de minimums locaux du treillis produite par
la recherche par coordonnées, alors pour tout d ∈ {±ei : i ∈ N}, alors, soit f ′(x̂; d) ≤ 0, soit
f ′(x̂; d) n’existe pas. Si, en outre, f est C1, alors ∇f(x̂) = 0.
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Cependant, malgré cette analyse de convergence, la recherche par coordonnées n’est pas sans
faille. Ceci va être mis en évidence dans le prochain paragraphe.
Limite de la recherche par coordonnées Certains exemples mettent à mal l’algorithme
de recherche par coordonnées. On peut trouver des exemples où la recherche par coordonnées
telle qu’elle a été présentée ne permet pas de converger vers un optimum local. Un exemple
est la minimisation de la norme infinie [1].
min
x∈R2
f(x), avec f(x) = ||x||∞.
Prenons comme point de départ le point x0 = (1; 1) et un maillage de taille ∆0 = 1 et τ = 12 .
Les voisins sont donc (1; 0), (0; 1), (2; 1), (1; 2). On a f(x0) = 1. Or f(0; 1) = 1, f(1; 0) = 1,
f(2; 1) = 2, f(1; 2) = 2. Aucun des voisins de x0 n’améliore la valeur de f . On diminue
donc le pas du treillis par 2. Les nouveaux voisins de x0 dans ce nouveau maillage sont donc






On observe que l’on n’améliore pas le meilleur itéré courant x0, donc le pas du treillis se
réduit et le centre du treillis reste x0.
En procédant ainsi, on pourrait montrer par récurrence qu’après q ∈ N itérations, l’itéré xq
serait toujours en xq = x0, que le pas du maillage serait de 12q , que les voisins de x
0 et leurs
valeurs par f dans ce maillage seraient donc :
x f(x)
( 1 ; 1 − 12q ) 1
( 1 − 12q ; 1 ) 1
( 1 ; 1 + 12q ) 1 +
1
2q




On observe encore qu’aucun point n’améliore la valeur de f , donc le pas du treillis se réduit
et le centre du treillis reste x0.
Ainsi, à chaque itération, aucun des voisins ne fournit une amélioration : le pas est donc
diminué et on reste au même point x0. L’algorithme converge donc vers le point x0. Or ce
point n’est pas un minimum local pour ce problème puisque le seul minimum local est le point
(0; 0), qui est même le minimum global. L’algorithme ne converge donc pas nécessairement
vers un minimum local, même si la fonction objectif est convexe.
Cette faiblesse découle du fait que les directions sont fortement restreintes. Ce sont toujours
les mêmes directions avec différentes normes. Si il y avait eu la possibilité d’aller dans la
direction −e1e2, il y aurait pu y avoir une amélioration de x0.
2.2 Recherche par motifs généralisée
L’algorithme de recherche par motifs généralisée (General Pattern Search ou GPS dans la
littérature) est une généralisation de l’algorithme de recherche par coordonnées. Il a été décrit
par Torczon [44]. Il a pour principal objectif d’atténuer le problème de sous-représentation
des directions.
À chaque itération k ∈ N, on va se donner un ensemble de directions Dk parmi un ensemble
de directions unitaires D déterminé au début. On souhaite que D forme une base positive.




λivi : λi ≥ 0
}
= Rn et si
l∑
i=1
λivi = 0, λi ≥ 0 implique pour tout i ∈ J1, lK que λi = 0.
L’article [45] prouve qu’une base positive contient entre n+1 et 2n éléments. Ainsi,D contient
entre n+ 1 et 2n directions unitaires.
L’algorithme permet également une phase d’exploration (nommée en anglais «search»). Il
s’agit d’une phase optionnelle, qui permet à l’utilisateur d’évaluer une liste de points selon sa
propre stratégie. Cette phase a plusieurs avantages. La recherche locale se contentait d’explo-
rer une seule région dans le but de trouver un minimum local. Avec une phase d’exploration,
on peut explorer d’autres régions dans l’espoir de trouver un meilleur minimum local, voire
un minimum global. Pour cela, l’utilisateur peut fournir une liste finie de points qui sont
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sur le treillis. On peut citer par exemple la possibilité d’utiliser un hypercube latin (dont
on trouve une description dans l’article [46]), une recherche à voisinage variable («Variable
Neighborhood Search» en anglais ou «VNS», décrit par Mladenović et Hansen [47]) ou une
recherche de type Nelder-Mead [14], ou une fonction substitut. Le nouvel algorithme devient
alors l’algorithme 2.
Algorithme 2 : Recherche par motifs
Paramètres : x0 ∈ Rn,δ0 ∈ R∗+, ε ∈ R+, k = 0, τ ∈ Q∩]0; 1[, w+ ∈ N∗, w− ∈ Z∗−, D ⊂ Rn.
while ∆k ≥ ε do
1 : Exploration (optionnelle)
Évaluer une liste finie Sk de points sur le treillis.
2 : Sonde locale
Générer les directions Dk ⊆ D
Évaluer f sur l’ensemble Pk = {xk ± δkd : d ∈ Dk}
3 : Mise à jour
if On trouve, dans la phase 1 ou 2, x ∈ Rn tel que f(x) < f(xk) then
δk+1 = τwkδk avec wk ∈ Jw−, 0K.
xk+1 ∈ arg min{f(x) : x = xk ± δkd, d ∈ Dk}
else
xk+1 = xk
δk+1 = τwkδk avec wk ∈ J1, w+K.
end if
k = k + 1
end while
Retourner en phase 1.
On remarque qu’il suffit de choisir pour tout k ∈ N, Dk = {±ei, i ∈ J1, nK} et Sk = ∅ afin
d’obtenir l’algorithme de recherche par coordonnées.
Gradient généralisé et dérivée de Clarke En optimisation de boite noire, la différen-
tiabilité d’une fonction ne peut pas être vérifiée. C’est souvent une hypothèse trop forte par
rapport à la situation réelle. On cherche donc une généralisation de la notion de différentia-
bilité qui prolongerait cette notion. Clarke, dans son ouvrage [48], regroupe les définitions et
les principaux résultats du gradient généralisé et de la dérivée de Clarke.
Définition 2.3. On appelle gradient généralisé d’une fonction f : Rn 7→ R au point x ∈ Rn
dans la direction d ∈ Rn la limite, si elle existe :
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Ce genre d’outils permet également de caractériser un minimum local.
Théorème 2.3. x̂ ∈ Rn est un minimum local d’une fonction f localement lipschitzienne
autour du point x̂ ssi pour tout d ∈ Rn, f ◦(x̂; d) ≥ 0.
Une autre façon de caractériser f ◦(x; d) ≥ 0 est
Propriété 2.1. Soit x ∈ Rn et f une fonction localement lipschitzienne autour de x. Alors,
f ◦(x; d) ≥ 0⇔ 0 ∈ ∂f = {s ∈ Rn|∀v ∈ Rn, f ◦(x; d) ≥ vT s}
Ainsi, on a pu abaisser les conditions d’optimalité de différentiable à localement lipschitzienne.
La dérivée de Clarke sera utilisée dans l’analyse de convergence de l’algorithme de recherche
par motif.
Analyse de convergence L’analyse de convergence de GPS provient de [44] et [49] et est
faite avec les hypothèses suivantes : ε = 0, pour tout k ∈ N, Sk est fini et inclus dans le
treillis et la suite des itérés {xk}k∈N est incluse dans un ensemble compact. On supposera
dans le reste de la section que la suite des itérés produits par GPS est incluse dans un en-
semble compact. Cette dernière hypothèse est garantie si les ensembles de niveaux de f sont
compacts.
L’analyse de convergence commence d’abord par un théorème concernant le pas du treillis
{δk}k∈N.
Théorème 2.4. Le pas du treillis vérifie la relation lim inf
k→+∞
δk = 0.
Il est intéressant de noter qu’à l’inverse de la recherche par coordonnées, il s’agit d’une limite
inférieure au lieu d’une simple limite. Ceci est dû au fait que GPS permet l’augmentation du
pas du treillis δk. L’analyse se poursuit avec l’étude des itérés {xk}k∈N.
Définition 2.4. Soit K ⊆ N. On dit que la sous-suite d’itérés de minimums locaux du treillis
{xk}k∈K est une sous-suite raffinante si elle converge et si {δk}k∈K converge vers 0.
Le prochain résultat garantit l’existence d’une telle sous-suite.
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Théorème 2.5. Pour toute instance de GPS, et sous les hypothèses décrites ci-dessus, il
existe une sous-suite raffinante convergente.
Démonstration : Soit K ′′ l’ensemble des indices des itérés qui ont été des minimum locaux du
treillis. Alors, par le théorème 2.4, il existe K ′ ⊂ K ′′ tel que lim
k∈K′
δk = 0. De plus, la sous-suite
{xk}k∈K′ est incluse dans un compact. Il existe donc K ⊂ K ′ tel que la sous-suite {xk}k∈K
est convergente. De plus, comme K ⊂ K ′ alors lim
k∈K
δk = 0.
On voit donc que les sous-suites raffinante sont construites à partir d’itérations qui ont
provoqué des diminutions du treillis. On s’intéresse maintenant à la qualité de la solution
obtenue après une infinité d’itérations.
Théorème 2.6. Soient {xk}k∈K une sous-suite raffinante qui converge vers x̂ et d ∈ D tel
que pour toute itération k ∈ K de la sonde, f ait été évalué dans la direction d et si f est
localement lipschitzienne autour de x̂, alors f ◦(x̂; d) ≥ 0. De plus, comme f est localement
lipschitzienne en x̂ alors elle est continue en x̂ donc lim
k∈K
f(xk) = f(x̂). Si de plus f est
strictement différentiable, alors ∇f(x̂) = 0.
Ce dernier résultat apporte donc également une garantie sur la valeur de f obtenue. Cepen-
dant, le fait que le nombre de directions D soit fini limite le théorème 2.6. On souhaite donc
avoir un algorithme n’ayant pas une telle restriction au niveau des directions.
GSS Avant d’évoquer MADS, il est possible de parler de l’algorithme de «recherche par
ensemble générateur» («Generating Set Search» en anglais, ou GSS) [50]. La différence ma-
jeure concerne le choix du centre de la recherche locale. Il change si on a trouvé à l’itération
courante k ∈ N un point x ∈ Rn réalisable qui bat notre centre courant xk ∈ Rn en obtenant
une meilleure valeur par f d’une marge ρ(δk). Ainsi, on pose xk+1 = x si et seulement si
f(x) < f(xk)− ρ(δk).
2.3 Descriptif de MADS
L’algorithme MADS est une généralisation de l’algorithme de recherche par motifs générali-
sée proposée en 2006 [2]. Il y a donc des similitudes dans l’analyse de convergence de MADS
avec celle de la recherche par motifs généralisée. Il a connu plusieurs développements infor-
matiques, notamment sur Matlab et en Python, mais surtout en C++ [51].
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Soient n,m ∈ N, X ⊂ Rn, l, u ∈ Rn . Soit f : Rn 7→ R ∪ {+∞} et pour tout i ∈ J1,mK,





sous contrainte ci(x) ≤ 0, ∀i ∈ J1,mK
l ≤ x ≤ u.
Ω = {x ∈ X : ∀i ∈ J1,mK, ci(x) ≤ 0} est le domaine réalisable.
X contient l’ensemble des contraintes non-relaxables, qui sont des contraintes que l’on ne peut
pas violer car sinon les autres valeurs n’ont aucune légitimité. Les contraintes ci(x) ≤ 0, pour
tout i ∈ J1,mK sont dites relaxables ; elles peuvent ne pas être satisfaites tout en conservant
la légitimité des autres valeurs de la boite noire [9]. l et u définissent les bornes des variables.
Comme pour GPS, il y a une phase d’exploration relativement libre pour l’utilisateur et une
phase de sonde qui garantit la convergence. MADS a pour objectif de proposer des directions
encore plus diversifiées que la recherche par motifs dans sa phase de sonde. Pour cela, on ne
disposera pas d’un seul pas de maillage mais de deux : δk, qui est le pas du maillage, et ∆k,
le pas de la sonde. La recherche par motifs généralisée correspondrait au cas où δk = ∆k.
L’intérêt d’avoir deux pas est de proposer, lorsque l’on affine le maillage, plus de directions
possibles.
À l’itération k ∈ N∗, la cache, c’est-à dire la liste des points évalués depuis le début de la
résolution par MADS au début de cette itération, est notée Ck. Le treillis est décrit dans [2]
à l’aide de D ∈ Rn×nD de sorte que D soit un ensemble générateur positif et tel qu’il existe
G ∈ Rn×n inversible et Z ∈ Rn×nD avec D = GZ. Le treillis est défini alors par
Mk = {x+ δkDz : z ∈ NnD , x ∈ Ck}.
Il s’agit en fait d’une union de treillis, de sorte que chaque élément de la cache soit sur le
treillis. La recherche locale s’effectue cependant autour d’un seul point. L’ensemble de sonde
est décrit dans [2] par Pk = {xk+δkd : d ∈ Dk} avec Dk ∈ Rn×nD est un ensemble générateur
positif tel que pour élément d de Dk :
— Pour d 6= 0 il existe u ∈ NnD , dépendant de l’itération k, tel que d = Du.
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— ∆k||d|| ≤ δk max{||d′|| : d ∈ D}.
— La limite, au sens de «limite de bases positives ordonnées» définie dans [52] des élé-
ments normalisés de Dk est un ensemble générateur positif.
Comme pour GPS, en cas d’échec à cette itération, on diminue la taille des deux pas, et en
cas d’une amélioration, on change de centre de recherche locale et on augmente les deux pas.
La figure 2.4 montre une configuration de réduction de maillage après un échec. L’algorithme
3 décrit l’algorithme MADS.
Figure 2.4 Diminution du pas de maillage en cas d’échec.
2.3.1 Stratégie opportuniste et fonctions substituts
Sans la stratégie opportuniste, à chaque itération k ∈ N, MADS fait évaluer tous les points
d’une liste de points Lk. Cette liste Lk correspond à Sk lors d’une phase d’exploration et
correspond à Pk lors d’une phase de sonde. Dans l’optique de préserver le budget d’évaluations
et d’en éviter certaines inutiles, on souhaite profiter des points qui ont fourni un succès,
c’est-à-dire des points réalisables qui ont obtenu une meilleure valeur par f . Le centre de la
recherche locale change pour aller vers une région prometteuse. Une façon de procéder est
d’utiliser la stratégie opportuniste. La stratégie opportuniste consiste à arrêter l’évaluation
des points de Lk dès l’obtention du premier succès [2] et ainsi de mettre fin à l’itération de
la phase d’exploration ou de la phase de sonde locale dans 3.
Définition 2.5. À l’itération k ∈ N dont le meilleur itéré au début de l’itération est xk ∈
Ω ⊂ Rn, on dit que le point x ∈ Lk est un succès si x est un point réalisable avec une
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Algorithme 3 : MADS
Paramètres : x0 ∈ Rn,∆0 = δ0 = 1 ∈ R∗+, ε ∈ R+, k = 0, τ ∈ Q∩]0; 1[, w+ ∈ N∗,
w− ∈ Z∗−, D tel que décrit auparavant.
while ∆k ≥ ε do
1 : Exploration (optionelle)
Évaluer une liste finie Sk de points sur le treillis.
2 : Sonde locale
Générer les directions Dk afin de constituer un ensemble générateur positif comme
décrit auparavant.
Évaluer f sur l’ensemble Pk = {xk + δkd : d ∈ Dk} de façon opportuniste.
3 : Mise à jour
if On trouve, dans la phase 1 ou 2, x ∈ Rn tel que f(x) < f(xk) then
xk+1 = x.
∆k+1 = τwk∆k avec wk ∈ Jw−, 0K.
xk+1 ∈ arg min{f(x) : x = xk ±∆kd, d ∈ Dk}.
else
xk+1 = xk.
∆k+1 = τwk∆k avec wk ∈ J1, w+K.
end if
Choisir δk+1 tel que δk+1 < ∆k+1.
k = k + 1.
end while
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meilleure valeur de f , c’est-à-dire x ∈ Ω et f(x) < f(xk).
De plus, dès que l’on obtient un succès, le point issu de ce succès devient le nouveau centre
de notre recherche locale.
Afin de profiter au maximum de la stratégie opportuniste, on souhaite trouver, s’il existe, le
plus rapidement, un point de Lk fournissant un succès. Plus un succès est trouvé rapidement
parmi Lk, plus on passe rapidement à l’itération suivante et donc plus le budget d’évaluation
est préservé. Dès lors, l’ordre dans lequel les points Lk sont évalués a de l’importance [6].
Selon l’ordre dans lequel les points de Lk sont présentés à la boite noire, la performance
de la stratégie opportuniste peut être très affectée. On souhaite faire un ordonnancement
qui augmente les chances de trouver un succès rapidement. L’algorithmique de la stratégie
opportuniste est décrite dans l’algorithme 4.
Algorithme 4 : Évaluations avec stratégie opportuniste
Entrées : k ∈ N, Lk ⊂ Rn, xk le meilleur itéré courant.
for x ∈ Lk do





Pour déterminer l’ordre dans lequel les points sont évalués, on souhaite faire un pré-traitement
des éléments de Lk avant de les évaluer avec la boite noire. La façon de choisir un ordre pour
Lk s’appelle «une stratégie d’ordonnancement». Le pré-traitement peut se faire via l’estima-
tion de f et des contraintes définissant Ω pour chaque élément de Lk et d’un ordonnancement
en tenant compte de ces estimations.
L’une des stratégies d’ordonnancement est de passer par des fonctions substituts, notamment
de f et des contraintes. Les fonctions substituts peuvent être des problèmes simplifiés du pro-
blème de base, fournis par un expert du problème. Ces substituts prennent moins de temps à
calculer, afin de fournir un ou plusieurs points intéressants à évaluer. Les fonctions substituts
peuvent aussi être définies à l’aide de modèles. En 1999, plusieurs auteurs ont proposé un
travail autour des fonctions substituts, avec entre autres des exemples de l’industrie [53]. Les
19
applications sont nombreuses, comme par exemple dans [54]. Déjà évoquées précédemment
dans 2.2, des modèles quadratiques peuvent être utilisés [8], ou encore des bibliothèques de
logiciels comme «R» avec sa bibliothèque «dynaTree» [55]. Pour quantifier la performance
de fonctions substituts par rapport à d’autres, des outils ont été développés afin de les com-
parer [56].
Pour que l’ordonnancement soit intéressant, il faut que les temps de calculs des fonctions
substituts soient négligeables par rapport à l’évaluation de la boite noire. Ceci est souvent
le cas car les temps de calculs sont en général longs pour les «vraies» boites noires, tels que
celles issues d’expériences industrielles ou de certains codes informatiques. Une itération de
MADS avec la stratégie opportuniste est décrite par l’algorithme 5.
Algorithme 5 : Itération avec la stratégie opportuniste
Entrées : k ∈ N, xk le meilleur itéré courant.
MADS génère une liste de points Lk à évaluer.
Ordonner les éléments de Lk.
Evaluer les éléments de Lk en suivant la stratégie opportuniste
STOP





Figure 2.5 Stratégie d’ordonnancement dans MADS.
2.3.2 Traitement des contraintes
En optimisation de boites noires, Le Digabel et Wild ont proposé dans [9] de classifier les dif-
férents types de contraintes dans la littérature, de donner une description à chacune et de leur
donner un nom. Dans les chapitres 5 et 6, de nouvelles façons de traiter les contraintes vont
être exposées concernant la mise à l’échelle des contraintes et le traitement des contraintes
binaires, non-relaxables et cachées.
Barrière extrême La barrière extrême [2] est une méthode de résolution qui consiste à
résoudre le problème d’optimisation min
x∈Rn
fΩ(x)
où pour tout x ∈ Rn, fΩ(x) =
 f(x) si x ∈ Ω+∞ si x /∈ Ω .
L’avantage de cette transformation est de reformuler un problème d’optimisation avec con-
traintes en un problème d’optimisation sans contraintes mais il requiert un point de départ
x0 ∈ Ω réalisable. Il peut être souligné que les contraintes cachées (celles qui sont inconnues
de l’utilisateur) peuvent être traitées par cette approche [11].
Barrière progressive La barrière progressive a ensuite été proposée [3]. L’idée est de
ne pas rejeter définitivement les points non-réalisables et d’utiliser les informations qu’ils
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apportent. Pour quantifier la violation des contraintes, une fonction a été définie. Un élément
x ∈ Rn peut ne pas vérifier une contrainte non-relaxable de X. Dans ce cas, la fonction de
violation des contraintes assignera à l’infini pour x /∈ X.





max(0, ci(x))2 si x ∈ X
+∞ sinon.
L’utilisation de l’exposant 2 dans le terme max(0, ci(x))2 a été choisie pour préserver la
régularité des fonctions ci. Il découle de façon immédiate de la définition 2.6 la propriété
suivante :
Propriété 2.2. Soit x ∈ Rn h(x) = 0 si, et seulement si, x est réalisable par rapport à
Ω = {x ∈ X : ∀i ∈ J1,mK, ci(x) ≤ 0}.
On notera Vk = Ck
⋂
X, l’ensemble des points déjà évalués au début de l’itération k qui
vérifient toutes les contraintes non-relaxables.
On représente chaque point x ∈ Vk de la cache dans un plan avec en abscisse la valeur h(x) et
en ordonnée la valeur f(x). Tous les points x de la cache se retrouvant sur l’axe des ordonnées
dans ce plan vérifient h(x) = 0 et sont donc réalisables.
On peut considérer notre problème d’optimisation comme un problème bi-objectif où nos
deux fonctions sont f et h. Soit Fk = arg min
x∈Ck
{f(x) : h(x) = 0} l’ensemble des meilleurs
points réalisables. Dans la barrière progressive, les seuls points réalisables à être conservés
sont ceux avec la plus faible valeur de f . On récupère la meilleure valeur de f parmi les points
réalisables avec
fFk =
 +∞ si Fk = ∅f(x) pour n’importe quel x ∈ Fk sinon.
Parmi les points non-réalisables, il faut créer une relation d’ordre partiel et conserver les
points non-dominés au regard de cette relation d’ordre.
Définition 2.7. Soient x, y ∈ Vk, alors on notera x ≺ y si h(x) < h(y) et f(x) ≤ f(y) ou si
h(x) ≤ h(y) et f(x) < f(y). On dira dans ce cas que x domine y.
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Parmi tous les points de Vk non-réalisables, on ne conservera que ceux qui ne sont pas domi-
nés. Pour cela, soit Uk = {x ∈ Vk − Ω :6 ∃y ∈ Vk − Ω, y ≺ x}.
On fournit en plus un paramètre positif hkmax à chaque itération k. Plutôt que de rejeter tous
les points non-réalisables, on va rejeter tous les points de Uk qui violent les contraintes de
façon trop importante, à savoir quand la violation dépasse le paramètre hkmax. On va rejeter
tous les points de la cache x tels que h(x) > hkmax. La barrière progressive conserve tous les
points non-réalisables de l’ensemble Ik = arg min
x∈Uk
{f(x) : 0 < h(x) < hkmax}.
À partir de Ik, on définit le couple (hIk, f Ik ) qui permettra la mise à jour, notamment, de
hkmax :
(hIk, f Ik ) =
 (+∞,+∞) si Ik = ∅(h(x), f(x)) pour n’importe quel x ∈ Ik sinon.
On va s’intéresser à la construction de (hkmax)k∈N. Il y a trois types d’itérations : dominantes,
améliorantes et échouantes.
— Une itération k ∈ N est dite dominante s’il existe y ∈ Vk+1 tel que :
h(y) = 0 et f(y) < fFk , ou h(y) > 0 et y ≺ x pour tout x ∈ Ik.
— Une itération k ∈ N est dite améliorante s’il existe y ∈ Vk+1 non-réalisable tel que :
0 < h(y) < hIk et f(y) > f Ik .
— Une itération k ∈ N est dite échouante si pour tout y ∈ Vk+1 :
h(y) = 0 et f(y) ≥ fFk , ou h(y) > 0 et f(y) ≥ f Ik , ou h(y) > hIk.





{h(y) : h(y) < hIk} si l’itération k est améliorante
hIk sinon.
Les règles de mise à jour de hIk n’ont pas été évoquées, mais elles permettent, cumulées avec
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celles de hkmax, de garantir que la suite {hkmax}k∈N est décroissante [3]. De plus, on sait que
cette suite est minorée par 0, donc la suite converge.
Il est à noter que la barrière progressive a également été déployée dans un contexte de régions
de confiance [57].
Autres Entre les deux, la «barrière progressive à extrême» (progressive-to-extreme bar-
rier dans sa présentation dans [58]) consiste à traiter une contrainte relaxable tant qu’elle
n’est pas réalisable avec la barrière progressive. Une fois que l’on a un point qui vérifie la
contrainte, elle est traitée avec la barrière extrême. Un développement a aussi été effectué
pour des contraintes linéaires d’égalité explicites [5].
2.3.3 Convergence de MADS
Une analyse de convergence de MADS apparait dès [2]. Comme pour GPS, l’analyse de
convergence s’effectue en étudiant l’algorithme 3 avec ε = 0 et pour tout k ∈ N, Sk est
fini et inclus sur le treillis. Une même hypothèse que pour GPS est faite pour l’analyse de
convergence de MADS. On supposera dans cette section que la suite des itérés produits par
MADS est incluse dans un ensemble compact. Une fois de plus, cette hypothèse est garantie
si les ensembles de niveaux de f sont compacts. La convergence de l’algorithme passe d’abord
par la convergence des différents pas.






La notion de sous-suite raffinante vue pour la recherche par motifs généralisée est donc simi-
laire. Pour GPS, il fallait que δk converge vers 0. Pour MADS, on voudrait que les deux pas
convergent vers 0 pour pouvoir utiliser cette notion, ce qui est le cas grâce à la proposition
précédente. L’existence d’une telle sous-suite lorsque les itérés sont compris dans un ensemble
borné est assurée pour MADS, comme elle l’était pour GPS.
Cette notion de sous-suite raffinante permet également de définir les directions raffinante.
Définition 2.8. Soit K ⊂ N et {xk}k∈K une sous-suite raffinante convergeant vers x̂. d
est appelé «direction raffinante de x̂» si et seulement si il existe L ⊂ K dénombrable et des







Parmi ces directions, celles qui sont dans les cônes hypertangents de Ω sont celles qui seront
étudiées pour la dérivée directionelle généralisée en x̂. La définition est issue de [2], mais une
définition équivalente a été présentée d’abord dans [59].
Définition 2.9. Soient x, v ∈ Rn et S ⊆ Rn. On dit que v est un vecteur tangent de Clarke
à S au point x si, et seulement si, pour toute suite {yk}k∈N ∈ SN qui converge vers x et
pour toute suite {tk}k∈N ∈ (R∗+)N qui converge vers 0, il existe une suite, {wk}k∈N ∈ (Rn)N
convergeant vers v telle que, pour tout k ∈ N, yk + tkwk ∈ S.
L’ensemble des vecteurs tangents de Clarke à S au point x forme un ensemble appelé cône
tangent de Clarke et est noté TClS (x).
Il en découle le résultat suivant :
Théorème 2.7. Soient x̂ la limite d’une sous-suite raffinante et d ∈ THΩ (x̂) une direction
raffinante de x̂. Supposons que f est lipschitzienne en x̂. Alors f ◦(x̂; d) ≥ 0.
Il reste à savoir quelles vont être les directions raffinante qui vont se trouver dans THΩ . Un
ensemble de directions obtenu à l’aide de la transformation de Householder a été utilisé
dans MADS d’abord dans l’article [60]. À chaque itération, la matrice de Householder Hk =
I − 2vk(vk)T est créée à partir d’un vecteur unitaire vk (I est la matrice identité et vk est
un vecteur colonne). L’ensemble des colonnes de Hk, noté Hk est utilisé pour générer les
directions à l’itération k.
Théorème 2.8. Soient {vk}k∈N, pour tout k ∈ N, Hk la matrice de Householder construite
à partir de vk et Hk l’ensemble des colonnes de Hk. Alors, si {vk, k ∈ N} est dense dans la
sphère unité, alors ⋃
k∈N
Hk est asymptotiqument dense dans la sphère unité.
Ce théorèeme est issu du livre [1]. Il précise qu’en construisant ses directions de la sorte,
MADS construit un ensemble de directions asymptotiquement dense.
2.3.4 Mise à l’échelle dynamique
Dans la version de MADS précédemment décrite, le pas du maillage est le même selon toutes
les directions. Or, les variables peuvent être de nature très différentes et donc à des ordres
de grandeurs très différents. Dans [7], une nouvelle version de MADS est proposée avec des
pas de maillage qui varient selon les différentes variables.
Soit ` ∈ N∗, le numéro de l’itération courante de MADS. Pour tout j ∈ J1, nK, soient δ`j > 0
le pas du maillage de la variable j à l’itération ` et ∆`j > 0 le pas de sonde de la variable j à
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l’itération `. Le fonctionnement de MADS est le même hormis que le pas du maillage ∆` est
remplacé par ∆`j, pour tout j ∈ J1, nK et le pas de la sonde δ` est remplacé par δ`j , pour tout
j ∈ J1, nK.
L’analyse de convergence est globalement la même que celle décrite par [2].
NOMAD Il existe plusieurs développements informatiques de MADS pour pouvoir ré-
soudre des problèmes d’optimisation de boites noires faits sous le nom de «NOMAD». Il
existe notamment un développement en C++ [61] dont le fonctionnement est décrit dans
l’article [62]. Un guide pour les utilisateurs de cette version de NOMAD a été créé pour
rendre son utilisation plus simple et comprendre les différents paramètres [51]. Par ailleurs,
il existe des interfaces à divers langages, comme MATLAB, PYTHON et R.
2.4 Profils de données et de performances
Pour comparer différentes méthodes, notées M, une série de graphiques a été proposée,
appelés «profils». Ils sont basés sur la capacité des différents algorithmes à résoudre une série
de problèmes. On se donne un ensemble de problèmes de minimisation P . Pour un problème
dont la fonction objectif est f , le test de convergence dépend de x0 (le point de départ
réalisable) et de fL, la meilleure valeur trouvée par tous les algorithmes sur ce problème. On
dit qu’un algorithme résout le problème à une précision τ > 0 si l’algorithme a généré un
point x tel que
f(x0)− f(x) ≤ (1− τ)(f(x0)− fL).
Ce test de convergence étant défini, il est possible de définir les profils de performance et de
données. Deux types de profils vont être présentés.
Profil de performance En 2002, Dolan et Moré proposent les «profils de performance» [63].
La mesure de la performance est le nombre d’unités de mesure nécessaire pour vérifier le
critère de convergence avec une précision τ > 0. Elle peut s’effectuer selon le choix de l’utili-
sateur. Cette mesure peut être le temps utilisé par le processeur (en secondes par exemple)
ou le nombre d’évaluations. Pour un problème p ∈ P et une méthode M ∈M, cette mesure
sera notée tp,M . Si la méthode M ne parvient pas à atteindre le critère de convergence avec
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une précision τ > 0 pour le problème p, alors la convention est que tp,M = +∞.
Le ratio de performance est défini par
rp,M =
tp,M
min{tp,M : M ∈M}
∈ [1; +∞[.
La meilleure méthode pour le problème p aura un ratio de performance valant 1. Les mé-
thodes qui ne satisferont pas le critère de performance auront un ratio infini.
Les profils de performance établissent le ratio de problèmes pouvant être résolus (c’est-à-
dire vérifiant le critère de convergence) à la précision τ parmi ceux de P avec un ratio de
performance inférieur à α ≥ 1 . Ce ratio s’écrit, pour m ∈M,
ρM(α) =
1
Card(P )Card({p ∈ P : rp,M ≤ α}).
Le profil de performance consiste à faire une représentation graphique, pour tout m ∈M de
la fonction ρM . Il faut noter que le critère de convergence dépend de la précision τ . Il y a
donc un profil de performance par précision.
Profil de données En 2009, Moré et Wild proposent les «profils de données» [64]. Pour
les profils de données, tp,M doit représenter le nombre d’évaluations. Les profils de données
évaluent, pour une méthode M ∈M, le ratio de problèmes résolus à la précision τ en moins
de α évaluations. On définit
dM(α) =
1
Card(P)Card({p ∈ P : tp,M ≤ α}).
Le profil de données consiste à faire une représentation graphique, pour tout M ∈ M, de la
fonction dM . Cependant, le profil de données ne dépend pas de la dimension du problème.
Or il est logique que si la dimension d’un problème est plus grande, il faudra un nombre
d’évaluations plus important pour résoudre ce problème.
Il existe une autre version du profil de données prenant en compte la dimension np ∈ N∗ du
problème p. Il s’agit de voir quel ratio de problèmes est résolu à la précision τ en moins de
α(np + 1) évaluations. Le facteur np + 1 est lié au fait qu’il faille np + 1 points pour faire une
estimation du gradient. Le profil de données peut donc consister également à représenter,
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pour tout M ∈M, la fonction dM mais avec
dM(α) =
1
Card(P)Card({p ∈ P : tp,M ≤ α(np + 1)}).
Une synthèse de ces profils, ainsi qu’une description d’autres outils pour comparer des algo-
rithmes d’optimisation, est effectuée dans [65].
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CHAPITRE 3 CLASSIFICATION SUPERVISÉE
La classification supervisée est une branche des mathématiques qui a pour objectif de classer
des éléments dans des classes connues à l’avance. À titre d’exemples de classification super-
visée, on pourra citer la reconnaissance des chiffres manuscrits [66] (les classes sont dès lors
les chiffres de 0 à 9) ou la prédiction de résultats sportifs [67] (victoire de l’équipe qui joue à
domicile, match nul ou victoire de l’équipe qui joue à l’extérieur).
Dans la classification supervisée, on dispose d’un ensemble d’entraînement, où chacun des
éléments est associé à une classe. La prédiction de la classe d’un élément qui n’est pas pré-
sent dans l’ensemble d’entraînement est forcément l’une des classes d’un des éléments de cet
ensemble. On ne prédit pas de nouvelle classe.
La prédiction peut varier selon la méthode de classification supervisée choisie. Certaines
méthodes reposent sur des modèles, linéaire par exemple pour la régression logistique [68]
ou l’analyse discriminante linéaire (bien que cette dernière puisse être généralisée à l’aide de
noyaux [69,70]). D’autres, comme la méthode des k-plus-proches-voisins (k-nn), ne requièrent
aucune connaissance a priori sur les données [71].
Ce chapitre propose d’étudier quelques outils utilisés en classification supervisée. Il ne s’agit
pas d’une revue de littérature exhaustive, mais le but est de décrire les outils de classification
adéquats pour les chapitres 4 et 6. Dans le cadre de ce travail portant sur l’optimisation
de boites noires, tous les problèmes étudiés possèdent deux classes : d’un côté les éléments
réalisables (classe 0) et de l’autre les éléments non-réalisables (classe 1). L’objectif sera de
prédire si un point, ne figurant pas dans la cache, a plus de chances d’être réalisable ou pas.
Ceci permettra de pouvoir ordonner plusieurs points selon ce critère, du plus prometteur au
moins prometteur.
On appellera «candidat» tout élément dont on voudra prédire la classe. On notera C l’en-
semble des points de la base de données (pour coïncider avec la cache de la boite noire)
et N ∈ N sa cardinalité. Les éléments de C seront notés {x1, . . . , xN} ⊆ Rn. Pour tout
i ∈ J1;NK, la classe associée à l’élément xi est notée b(xi) ∈ {0; 1} (en référence notam-
ment aux notations du chapitre 6 avec les contraintes binaires). On notera, pour le candidat
x ∈ Rn, b̃(x) ∈ [0; 1], la probabilité d’appartenir à la classe 1 faite par une méthodes (comme
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l’une parmi celles décrites dans ce chapitre), et c̃l(x) ∈ {0; 1} l’estimation de la classe associée.
Dans toutes méthodes de classification supervisée, il faut déterminer des paramètres afin de
pouvoir prédire les classes d’éléments non-évalués. Cette phase s’appelle «phase d’apprentis-
sage» ou «phase d’entrainement». Une mesure de l a qualité d’une méthode de classification
supervisée, via les paramètres mis en jeu, dépend de sa capacité à prédire la classe d’éléments
qui n’ont pas encore été évalués.
Surapprentissage L’introduction du livre «Pattern Classification» de Duda, Hart et Stork
[72] montre un exemple avec la prédiction sur le fait qu’un poisson soit un saumon ou un
bar. Elle montre un modèle qui sépare parfaitement les saumons et les bars lors de la phase
d’apprentissage. Mais pour cela, le modèle faisait tout pour que des éléments qui semblaient
être des anomalies, comme des bars qui ne ressemblaient pas aux autres bars mais qui res-
semblaient plutôt à des saumons, soient classés correctement. Mais ce modèle sera pourtant
un modèle de mauvaise qualité car il ne donnera pas de bonnes prédictions sur des poissons
qui n’ont pas servi à la phase d’apprentissage. Cette introduction montre ensuite un modèle
plus simple, qui contient des éléments utilisés en phase d’entrainement qui sont mal classés.
Pourtant il semble mieux correspondre à la réalité. Le fait d’avoir un apprentissage des don-
nées qui classe très bien les données utilisées en phase d’apprentissage mais mal les éléments
non évalués encore est appelé «surapprentissage».
Il est donc important de tester les méthodes à l’aide d’éléments qui n’ont pas été utilisés
en phase d’apprentissage. La validation croisée est un outil de sélection de méthodes qui a
notamment pour but d’éviter le surapprentissage.
3.1 Validation croisée
La validation croisée est un outil qui permet la sélection d’une méthode ou d’un algo-
rithme [73] dans une certaine liste, qui sera notéeM. Elle repose sur le principe d’un ensemble
d’entrainement et d’un ensemble d’évaluation. L’une des versions les plus connues est la «`-
fold-cross-validation» 1.
Cela consiste à diviser C (l’ensemble des points évalués jusqu’alors) en ` sous-ensembles de
1. ` sera utilisé afin de ne pas confondre avec le k de k-nn plus tard. Dans la littérature, on trouve souvent
k-fold-cross-validation.
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+ 1). Parmi les différentes versions, celle qui sera
choisie sera la «leave-one-out-cross-validation» (validation croisée sauf un), qui sera notée
LOOCV qui est le cas particulier de la «`-fold-cross-validation» en prenant ` = |C|. En pre-
nant la base de données, on retire un élément x ∈ Rn. On effectue ensuite l’estimation b̃M(x)
que la méthode M aurait faite de l’élément retiré si on n’avait pas évalué x auparavant. On
compare ensuite avec la vraie valeur b(x). L’algorithme 6 présente ce cas là.
Algorithme 6 : «Leave-One-Out-Cross-Validation» (LOOCV)
1 : Initialisation
Pour chaque méthode M ∈M, initialiser Err(M) = 0.
Entrées : La cache C, une liste de méthodesM.
1 : Tester les algorithmes
Pour chaque x ∈ C faire l’estimation b̃M(x) à l’aide de la méthode M en utilisant C − {x}
comme ensemble d’entrainement.
Poser Err(M)← Err(M) + (b(x)− b̃M(x))2.
2 : Sélection
Choisir M∗ ∈ arg min
M∈M
Err(M).
3.2 Présentation de quelques méthodes de classification supervisée
3.2.1 k-plus-proches-voisins (k-nn)
La méthode des k-plus-proches-voisins, souvent utilisée sous le nom k-nn, est une méthode de
classification supervisée se basant principalement sur la distance du candidat aux autres élé-
ments de la base de données. Sa simplicité lui a permis d’avoir de nombreuses variantes, dont
certaines sont décrites dans [74]. Le but de k-nn est de trouver les éléments de x1, . . . , xN ∈ C
qui sont les plus proches de x0 ∈ Rn (point dont on souhaite estimer la classe), en terme de
distance. Si ces éléments sont les plus proches en terme de distance, on peut penser qu’ils
devraient potentiellement avoir des ressemblances sur d’autres aspects, notamment sur leurs
classes. C’est une méthode qui est peu sensible aux données bruitées [74].
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Le choix d’une classe s’effectue d’abord par le calcul de la probabilité d’appartenir à la classe
1. Plus la valeur de cette régression sera proche de 0, plus il y a de raisons de penser que la
classe associée a de chances d’être 0. À l’inverse, plus cette valeur sera proche de 1, plus il
y a de raisons de penser que la classe associée a de chances d’être 1. La classe d’un élément
xi, i ∈ J1;NK sera notée b(xi). Pour faire cette estimation, on effectue une moyenne pondérée










Cette pondération peut d’effectuer par un noyau positif. Un noyau est une fonction K : R 7→
R telle que
∫
RK(u) du = 1. Un noyau positif K est un noyau qui vérifie en plus, pour tout
u ∈ R, K(u) ≥ 0. Des pondérations avec des poids qui ne sont pas issus d’un noyau est aussi
possible [76,77].


















avec h > 0, qui est un réel appelé «bande passante».
Le noyau fait intervenir une norme. Celle qui sera choisi dans le reste du document est la
norme euclidienne. Elle possède l’avantage d’être invariante par rotation.
Choix du noyau Plusieurs choix de noyaux sont possibles. Parmi les plus courants, on
trouve :
— K(u) = 12a1[−a,a](u), a ∈ R
∗
+. On rappelle que si A est un sous-ensemble de R, la
fonction 1A est définie par, pour tout u ∈ R,
1A(u) =
 1 si u ∈ A0 si u /∈ A.
C’est ce que l’on appelle le noyau uniforme. Son impact sur la pondération est de
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donner la même importance à chacun des voisins. On effectue donc un vote parmi les
voisins en regardant la proportion d’éléments de classes 0 et 1. La classification peut
donc s’effectuer en prenant la classe la plus représentée parmi les voisins à l’aide du
noyau uniforme. Cependant, ce noyau ne tient pas compte des distances. Le voisin le
plus proche a autant d’importance que le voisin le plus éloigné.





2σ2 ), u ∈ R
n, σ ∈ R∗+ est le noyau gaussien. Il prend en consi-
dération les distances. De plus, son support est R, donc si on prend k = N voisins,





2) si u ∈ [−1, 1]
0 sinon
est le noyau d’Epanechnikov [78].
Ce dernier noyau minimise l’Erreur Quadratique Intégrale Moyenne Asymptotique (AMISE) [79]
et donc profite d’une optimalité selon ce critère. AMISE est un développement asymptotique





L’expression de AMISE, comme montrée dans [80] utilise la dérivée seconde de la fonction
b, ce qui n’est pas réellement possible dans notre cadre, étant donné qu’elle est non-dérivable
dès qu’elle ne prend pas qu’une seule valeur. La théorie de MISE et AMISE est surtout
réalisée dans un contexte d’estimation d’une densité de fonction de probabilité.
Les noyaux sont souvent choisis décroissants sur R∗+ (si 0 < a ≤ b, alors K(a) ≥ K(b)), pour
que les éléments les plus éloignés aient le moins d’impact sur la classification.
3.2.2 Analyse discriminante linéaire
L’analyse discriminante linéaire [72, 82] est une méthode de projection des données selon un
axe. Une fois que l’on a déterminer cette projection, on va effectuer une classification à l’aide
de cette même projection. Il est utile de préciser que, si un élément est défini comme étant
dans Rn, alors il est défini comme un vecteur colonne.
Soient C0 l’ensemble des éléments de classe 0 et C1 l’ensemble des éléments de classe 1. On
va noter m0 ∈ Rn (resp. m1 ∈ Rn) le centre de gravité des éléments de C0 (resp. de C1) et
m ∈ Rn le centre de gravité des éléments de C.
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On va noter, pour i ∈ {0; 1}, Si =
∑
x∈Ci
(x − mi)(x − mi)T . La matrice SW = S0 + S1 est
la matrice de dispersion intra-classe. On appelle SB = (m0 −m1)(m0 −m1)T la matrice de
dispersion inter-classe. C’est une matrice n×n de rang 1. Par construction, S0, S1, SB et SW
sont toutes semi-définies positives.
On cherche w ∈ Rn, un vecteur unitaire, de façon à minimiser wTSWw et à maximiser
wTSBw. Plutôt que de résoudre un problème bi-objectif, on va plutôt chercher w ∈ Rn uni-
taire qui maximise le critère de Fisher [82] : wTSBw
wTSWw
. Sans perte de généralité, on peut choisir
la norme de w de telle sorte que wTSWw = 1 au lieu de prendre w unitaire. Le problème se
formule dès lors par :
 minw∈Rnw
TSBw
sous contrainte wTSWw = 1




(w, λ) = 0 ⇐⇒ SBw − λSWw = 0
⇐⇒ S−1W SBw = λw (à condition que SW soit inversible)
∂L
∂λ
(w, λ) = 0 ⇐⇒ −(wTSWw − 1) = 0
⇐⇒ wTSWw = 1
Ceci implique la résolution de :
 S
−1
W SBw = λw
wTSWw = 1
sous condition que SW soit inversible.
Remarque : L’inversibilité de SW peut poser problème. Il peut arriver que l’une des colonnes
de SW soit nulle. Ceci arrive notamment lorsque tous les éléments de C ont une composante
qui est la même. Si tous les éléments ont une composante qui est la même, alors cette com-
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posante n’apporte pas d’information. Elle peut donc être retirée Dans ce qui suit, on suppose
que SW est inversible et donc définie positive.
On doit donc résoudre un problème de valeur propre. En effet λ est donc une valeur propre
de S−1W SB et w est un vecteur propre associé à cette valeur propre. Supposons, que l’on ait
toutes ces valeurs propres, alors pour toute valeur propre λ de S−1W SB, S−1W SBw = λw. D’où
SBw = λSWw et donc wTSBw = λwTSWw et enfin w
TSBw
wTSWw
= λ. Or, wTSBw
wTSWw
est la quantité
que l’on souhaite maximiser. La solution de notre problème initial est λmax, la plus grande
valeur propre de S−1W SB et w un vecteur propre associé à λmax. Or, par construction, SB
est de rang 1 (si m0 6= m1), donc S−1W SB est de rang 1. Ainsi 0 est valeur propre de S−1W SB
d’ordre (n− 1). De plus, en posant w = S−1W (m0 −m1), alors :
S−1W SBw = S−1W SBS−1W (m0 −m1)
= S−1W (m0 −m1)(m0 −m1)TS−1W (m0 −m1) (par définition de SB).
Or, (m0 −m1)TS−1W (m0 −m1) ∈ R, donc :
S−1W SBw = (m0 −m1)TS−1W (m0 −m1)S−1W (m0 −m1)
= (m0 −m1)TS−1W (m0 −m1)w
On remarque que (m0 − m1)TS−1W (m0 − m1) est la dernière valeur propre recherchée et
w = S−1W (m0 − m1) est le vecteur propre associé. Or, SW est définie positive, donc la va-
leur propre (m0−m1)TS−1W (m0−m1) est strictement positive. C’est donc la solution de notre
problème. Il n’est donc pas nécessaire de calculer les valeurs propres ; le vecteur selon laquelle
la projection va s’effectuer est w∗ = S−1W (m0 −m1).
Pour effectuer la classification d’un élément x ∈ Rn, m0, m1 et x sont projetés sur le sous-
espace vectoriel engendré par le vecteur w∗. On dira que x est de classe 0 si son projeté
est plus proche du projeté de m0 que du projeté de m1. La figure 3 de [82] représente cette
projection dans le cas de trois classes (dont le fonctionnement est similaire). C’est donc une
classification basée sur un critère purement géométrique.
Il est également possible de faire de la régression [83]. Cela requiert cependant de poser cer-
taines hypothèses. Il faut que la distribution des éléments d’une classe donnée suive une loi
normale multivariée et que les matrices de covariances soient égales.
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Cas non linéaire Il est possible d’adapter l’analyse discriminante linéaire pour faire une
classification non-linéaire. Cette méthode consiste, comme nous le verrons pour les SVM en
section 3.2.5, à placer les éléments de la base de données dans un espace de dimension plus
importante à l’aide d’une méthode par noyau [69,84].
3.2.3 Régression logistique
On souhaite faire une régression avec une fonction qui prend ses valeurs dans [0; 1]. Une
fonction souvent choisie est la fonction logistique qui donne par ailleurs son nom à cette




















où β0, . . . , βn ∈ R sont n + 1 paramètres qu’il nous faudra identifier [85]. Les βk, k ∈ J0;nK
sont stockés dans une matrice β = [β0, . . . , βn]T .
























avec x̃i = [1, xi1, . . . , xin].
Il est intéressant de noter que ln( b̃(x
i)
1−b̃(xi)) = x̃iβ.
Le critère utilisé pour l’estimation de notre probabilité, et donc des coefficients de β, est le
maximum de vraisemblance. Chaque variable est une variable de Bernoulli. Après calcul, on















On recherche le point critique de la log-vraisemblance. Or, il n’existe pas de réponse analy-
tique à ce problème. Il faut donc estimer β de façon numérique. Historiquement, la méthode
la plus populaire est la méthode de Newton-Raphson [86].
Il faut que les données ne soient pas linéairement séparables pour avoir un bon fonction-
nement de la régression logistique. Sinon, la recherche du maximum de vraisemblance pose
plusieurs problèmes développés dans [87,88].
Bien que le maximum de vraisemblance soit souvent utilisé dans ce cadre, les paramètres de
β ont tendance à être surestimés. Pour répondre à ce défaut, il est possible de chercher plutôt
un maximum de vraisemblance pénalisée [89].
3.2.4 Réseaux de neurones
La méthode par réseaux de neurones est une méthode de classification et de régression qui
est inspirée du fonctionnement du cerveau et sa capacité à analyser ce qui l’entoure. Elle
permet notamment de faire du traitement non-linéaire du problème [90]. Le cerveau dispose
de neurones et il existe des connexions entre ces neurones. Ces connexions permettent de
transmettre de l’information. Un neurone peut recevoir de l’information de plusieurs autres
neurones et traite l’information en conséquence. Une fois traitée, cette information se trans-
met aux autres neurones de façon plus complexe, etc.
Le réseau est en couches, où les éléments de la couche du dessous transmettent les informa-
tions aux éléments de la couche du dessus. Nous allons présenter principalement un réseau
de neurones en trois couches, celui-ci résumant assez bien le fonctionnement des réseaux de
neurones. La suite reprend principalement les explications de [75] et de [72].
Réseaux de neurones à trois couches Avec un réseau de neurones à trois couches, on va
avoir une couche d’entrée où l’on aura n neurones. Chaque neurone comprend chaque compo-
sante de l’entrée x = (x1, . . . , xn) ∈ Rn. Les informations de la couche d’entrée vont propager
l’information vers une couche dite «cachée», qui va elle même propager l’information vers
la couche de sortie. Ces deux dernières propagations vont s’effectuer à l’aide de paramètres
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décidés par une phase d’apprentissage que nous étudierons plus tard. C’est la couche de sortie
qui va nous aider à prendre la décision. Par exemple, avec la régression, on aurait un seul
neurone dans la couche de sortie et la valeur contenue dans ce neurone contient la valeur
souhaitée par cette régression. Lors d’une classification avec K classes (que l’on peut noter
classe 1, . . ., classe K), on aura K neurones dans la couche de sortie. Pour x ∈ Rn, le neurone
i ∈ J1;KK on aura une estimation b̃i(x), la probabilité que x soit de classe i. La classification
s’effectue de telle sorte que c̃l(x) ∈ arg max b̃i(x). On notera M le nombre de neurones dans
la couche cachée.
Figure 3.1 Exemple de réseau de neurones à 3 couches en dimension n = 4.
Règles de propagation Il faut à présent savoir comment l’information va se transmettre
de couche en couche.
∀i ∈ J1;MK, Zi(x) = σ(αTi x+ αi0) (3.2)
où σ est appelée «fonction d’activation» et est typiquement σ(v) = 11+exp(−v) ou une fonction
échelon. En notant Z = (Z1, . . . , ZM), on poursuit avec
∀i ∈ J1;KK, Ti(Z1, . . . , ZM) = βTi Z + β0i. (3.3)
On définit par ailleurs ∀k ∈ J1;KK, fk(x) = gk(T1, . . . , TK) où gk(T1, . . . , TK) est souvent
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l’identité pour la régression (comme dans ce cas on a souvent K = 1 ; alors il s’agit juste de
g1(T1) = T1). Pour la classification à K classes on choisit souvent :






Apprentissage Les coefficients αi, αi0, βi, β0i sont à déterminer lors de la phase d’appren-
tissage. Une méthode d’apprentissage sur ces coefficients est d’effectuer une rétro-propagation
(«back-propagation» en anglais) [91].






(yik − fk(xi))2. (3.4)
où les xi, i ∈ J1;NK sont les éléments de la base de données C et yik est la vraie valeur de la
k-ème composante analysée par le réseau de neurones pour le point xi.







Les réseaux de neurones sont assez sensibles au bruit [92] car les réseaux de neurones vont
avoir tendance à apprendre le bruit [91] ce qui peut créer des difficultés en optimisation de
boites noires de par la nature des problèmes.
3.2.5 Machine à vecteurs de support (SVM)
L’algorithme SVM [93] est un outil de classification qui cherche un hyperplan séparant au
mieux les données. Il a connu des transformations pour s’adapter au cas où l’on cherche un
classifieur non-linéaire en transférant les données dans un espace où l’on pourra effectuer
notre classification linéaire. Nous considérons, pour simplifier les expressions, que les deux
classes sont −1 et 1 (au lieu de 0 et 1).
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Hyperplan et marge On cherche un hyperplan H, défini par un vecteur w ∈ Rn et
w0 ∈ R, qui sépare le plus clairement possible les données. Plus un élément est éloigné de H,
plus il semble qu’il soit bien classé. On souhaite donc que l’ensemble des observations soit le
plus loin possible de cet hyperplan.
Définition 3.1. On définit la marge des observations par rapport à l’hyperplan H comme
M = min{d(v,H), v ∈ C} i.e. la plus petite distance entre l’hyperplan et les observations.
Une fois cette définition posée, l’objectif est de déterminer un hyperplan qui maximise la
marge. Un tel hyperplan existe lorsque les données sont linéairement séparables. Dans ce cas,
il existe un lien entre la marge et ||w|| [94], ce qui permet d’obtenir la formulation suivante :
 minw∈Rn||w||
2
sous contraintes b(xk)(w · xk + w0) ≥ 1, ∀k ∈ J1, NK
Dans le cas où les données ne sont pas linéairement séparables [95], un tel hyperplan n’existe
pas. Il faut donc une reformulation du problème qui tolère les erreurs tout en les pénalisant.










sous contraintes b(xk)(w · xk + w0) ≥ 1− ζk, ∀k ∈ J1, NK
ζk ≥ 0, ∀k ∈ J1, NK
avec C un réel strictement positif choisi par l’utilisateur. La valeur de C est en lien avec la
tolérance aux points mal-classés [96, 97]. Plus C est grand, plus les points mal-classés sont
pénalisés. Les termes ζk représentent la pénalisation des points qui ne sont pas mal-classés.





















Des algorithmes existent pour résoudre cette dernière formulation, par exemple l’algorithme
SMO («Sequential Minimal Optimization») [99].
Cas non-linéaire On peut avoir besoin de faire de la classification non-linéaire. Dans ce
but, on va placer les éléments de C dans un espace de dimension supérieure, puis effectuer
une classification linéaire à l’aide de l’algorithme SVM avec une méthode identique à celle du
cas linéaire [72, 95]. Ces éléments vont être envoyés dans un espace de dimension supérieure
















Plus que de dépendre de Φ, le problème dépend de K(xi, xj) = Φ(xi)Φ(xj). La théorie a
fait intervenir la fonction Φ, mais, en pratique, K est plus souvent décrit explicitement que
Φ [100].
Toute fonction K telle qu’il existe Φ continue telle que K(xi, xj) = Φ(xi)Φ(xj) convient.
Pour garantir cela, si un noyau K vérifie le théorème de Mercer, alors K peut s’écrire comme
le produit scalaire d’une fonction Φ [101]. On parle dans ce cas d’un noyau de Mercer. Il
est à noter que le cas non-linéaire généralise le cas linéaire en prenant Φ comme la fonction
identité de Rn, ce qui revient à prendre K comme le produit scalaire canonique de Rn
Cependant, le choix d’un noyau peut créer des problèmes de surapprentissage [102]. Avoir
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des informations sur notre problème peut aider à choisir le bon noyau, car sa performance
dépend grandement du problème d’optimisation [96].
L’hyperplan, et ses caractéristiques, a été utilisé pour pouvoir effectuer des régressions. Ces
régressions sont appelées «Machines à Régression de Vecteurs de Support». Ces régressions
sont faites à l’aide de fonctions polynomiales [103].
3.2.6 Forêts aléatoires
Les forêts aléatoires sont un outil de classification qui construit sa décision sur une moyenne
de plusieurs arbres de décision. Une forêt aléatoire est constituée de plusieurs arbres qui ont
été générés avec une composante aléatoire. Chaque arbre contient un nœud, appelé racine,
qui contient tout Rn. Ce nœud racine est ensuite divisé en plusieurs nœuds. Chacun de ces
nœuds contient un rectangle de Rn et l’ensemble de ces nœuds forment une partition de Rn.
Récursivement, un nœud, qui représente un rectangle de Rn, peut être divisé, ou non, en
deux autres nœuds formant une partition de ce rectangle [104]. Ce partitionnement continue
à chaque nœud jusqu’à ce qu’un critère d’arrêt soit atteint. Ces critères peuvent être, par
exemple, que l’un des nœuds ne contiendrait pas assez d’éléments de C ou que l’arbre dépas-
serait une certaine profondeur [105].
Pour une forêt aléatoire, chaque arbre est construit à l’aide d’une variable aléatoire Z. Les
tirages aléatoires sont indépendants et identiquement distribués sur Z [106,107]. Deux arbres
différents vont avoir une partition de l’espace différente. Un élément x0 ∈ Rn, que l’on sou-
haite classer, peut se retrouver dans un rectangle très différent d’un arbre à l’autre [108].
Soit F une forêt aléatoire. On notera m ∈ N∗ le nombre d’arbres utilisés dans F . Les arbres
seront notés Ai, i ∈ J1;mK.
Soit x0 ∈ Rn, un élément dont on veut prédire la classe. Pour tout i ∈ J1;mK, on calcule la






Dans cette formule, Ai(x0) représente le nœud qui contient x0 dans Ai, et N(Ai(x0)) est le
nombre d’éléments de C contenus dans le rectangle représenté par le nœud Ai(x0).
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Après que la proportion d’éléments de classe 1 est calculée pour chaque arbre Ai, une moyenne






Il faut noter que, par construction, b̃(x0) ∈ [0; 1] et peut correspondre à ce qui est souhaité
dans cette thèse.
Les arbres de forêts aléatoires ont l’avantage de ne pas reposer sur un modèle linéaire ou
quadratique. Cependant, cette méthode peut être inefficace lorsque C ne contient que quelques
dizaines d’éléments [105]. Ceci est pourtant le cas en optimisation de boites noires. En effet,
C se construit, à partir d’une liste vide, au fur et à mesure que les points sont évalués par la
boite noire.
3.3 Discussion
Après avoir étudié ces algorithmes, l’un d’entre eux sera choisi pour être utilisé dans le reste
de la thèse. Cet algorithme doit correspondre aux particularités des problèmes d’optimisation
de boites noires.
En optimisation de boites noires, il n’y a pas d’expression analytique des contraintes. Il n’y
a pas non plus de connaissance sur le fait que les contraintes soient linéaires, quadratiques,
ou autres. Or, la régression logistique, l’analyse discriminante et SVM sont construits sur des
modèles linéaires. Ces deux derniers proposent d’utiliser un noyau pour transférer les don-
nées dans un espace de plus grande dimension où les données seraient linéairement séparables.
Mais quel noyau utiliser quand aucune réelle connaissance des contraintes n’est accessible ?
Les réseaux de neurones ont une mauvaise performance sur les données bruitées car il peut
y avoir du surapprentissage sur le bruit.
k-nn ne repose sur aucun modèle. De plus, cet algorithme est plutôt robuste aux données
bruitées [74].
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En optimisation de boites noires, il y a peu d’éléments dans la base de données, comme nous
l’avons rappelé au début du chapitre 2, en particulier en début de résolution d’un problème
de boites noires, puisque la cache C est vide au début et contient des éléments supplémen-
taires au fur et à mesure que ces éléments ont été évalués. Or, les forêts aléatoires ont besoin
d’un ensemble d’entrainement important pour que la phase d’apprentissage soit performante.
L’algorithme k-nn sera préféré aux autres dans les chapitres 4 et 6 car il semble mieux cor-
respondre aux caractéristiques de l’optimisation de boites noires.
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CHAPITRE 4 STRATÉGIES D’ORDONNANCEMENT
La stratégie opportuniste est partie prenante de NOMAD, le développement informatique
de MADS, qui l’utilise par défaut. La stratégie opportuniste est décrite dans la section 2.3.1
et son intérêt a été montré dans [6]. Or, les différentes stratégies d’ordonnancement dans
NOMAD n’ont pas encore été évoquées. L’utilisateur a le choix entre plusieurs possibilités. Il
y a l’ordonnancement lexicographique (ordonnancement selon la première coordonnée, puis
selon la deuxième, etc) ou selon la direction du dernier succès. Il peut utiliser des modèles
ou des fonctions substituts pour la fonction objectif f et/ou pour la fonction de violations
des contraintes h, comme un modèle quadratique comme dans [8] ou bien avec les fonctions
substituts proposées par [109]. Il peut même définir son propre critère. L’ordonnancement
lexicographique donne priorité d’abord aux points avec la plus faible valeur de la première
coordonnée. Ceci favorise de façon arbitraire une région de l’espace par rapport à d’autres.
Ce critère est donc désactivé par défaut dans NOMAD. En présence de fonctions substituts,
il s’agit d’informations utiles et donc l’ordonnancement utilisant les modèles de f et h est
prioritaire par défaut. Cependant, dans de nombreux problèmes, aucun modèle n’est dispo-
nible. La stratégie d’ordonnancement est alors une stratégie basée sur l’angle fait avec la
direction de dernier succès [51,110].
Figure 4.1 Choix d’un point selon la direction de dernier succès.
Cette direction de dernier succès semble prometteuse. Si un succès a été obtenu dans cette
direction, d’autres succès peuvent se trouver dans le prolongement. Bien qu’il n’y ait pas de
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modèle utilisé, cette direction donne un peu d’information sur la fonction f . La figure 4.1
montre deux points candidats, par rapport à l’itéré courant xk. A décrit par rapport à xk la
direction dA et B décrit par rapport à xk la direction dB. La direction ayant mené au dernier
succès est notée d. α est l’angle géométrique entre dA et d, β est l’angle géométrique entre
dB et d. Comme β < α alors dB représente une direction plus proche de d que dA. Ainsi,
le candidat B sera placé avant A dans l’ordonnancement. Le critère peut être pris aussi en








Ce chapitre propose deux nouvelles stratégies d’ordonnancement. Une première est basée sur
la distance des éléments candidats par rapport à la cache. La seconde favorisera les éléments
qui seront estimés comme ayant le plus de chances d’être réalisables.
4.1 Ordonnancement selon la distance à la cache
Nous proposons une autre stratégie très simple d’ordonnancement. Il s’agit d’évaluer les
points les plus éloignés de ceux qui ont été rencontrés précédemment par l’algorithme. La
motivation derrière cette stratégie est de partir vers des régions moins explorées dans l’espoir
de trouver des améliorations.
Soit k ∈ N le numéro de l’itération. Comme il y a une notion de distance, il faut faire face
aux problèmes de mise à l’échelle. Pour cela, la mise à l’échelle dynamique évoquée à la
section 2.3.4 sera utilisée. Si à l’itération k ∈ N, la cache, c’est-à-dire l’ensemble des points
déjà évalués par l’algorithme, est notée Ck, et que MADS fournit une liste de points à évaluer
x ∈ Lk, alors le carré de la distance d’un élément x ∈ Lk à la cache Ck, en tenant compte de
la mise à l’échelle, est









Ainsi cette stratégie d’ordonnancement s’effectue comme à l’algorithme 7.
Résultats numériques On souhaite comparer cet ordonnancement à l’aide de distance à
la cache avec celui utilisant la direction de dernier succès. La comparaison va se faire à l’aide
de profils de données et de performance, tels que cela a été expliqué à la section 2.4. Les
profils vont être effectués sur deux séries de tests. Tous ces tests sont effectués sur NOMAD
3.8.0 avec des directions générées par ORTHOMADS (2n directions [60]) et les modèles qua-
dratiques ont été désactivés.
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Algorithme 7 : Ordonnancement selon la distance à la cache
Entrées : k ∈ N, δki pour i ∈ J1;nK, Lk ⊂ Rn, la cache Ck.
1 : Ordonnancement des éléments de Lk
Pour chaque x ∈ Lk.









Trier les éléments x ∈ Lk par ordre décroissant des valeurs d2(x, Ck).
2 : Évaluation opportuniste
Faire évaluer par la boite noire les éléments de Lk avec la stratégie opportuniste.
La première série de tests est effectuée sur des problèmes analytiques. Il y a 46 problèmes
analytiques différents qui sont tous lancés avec chacun un point de départ réalisable. Ils sont
listés dans le tableau 4.1 avec leurs sources, leurs nombres de variables n, leurs nombres de
contraintesm et si les variables contiennent des bornes ou non. Pour chacun de ces problèmes,
10 graines aléatoires sont utilisées pour avoir des directions différentes. En effet, les directions
Dk comprennent une composante aléatoire. Choisir ces graines aléatoires permet la repro-
ductibilité des résultats. Les résultats numériques sont effectués au total sur 460 différentes
instances.
Les graphiques de la figure 4.2 montrent qu’il n’y a pas de différences majeures entre les deux
stratégies sur des problèmes analytiques. Il faut donc étudier si les résultats diffèrent sur de
vraies boites noires, issues de problèmes industriels.
La deuxième série de tests regroupe donc 3 boites noires issues de problèmes industriels. Ces
problèmes sont MDO [116], STYRENE [28] et Lockwood [38].
MDO est un problème de portance d’avion avec 10 variables, toutes bornées par 0 et 100, et
contenant 10 contraintes.
STYRENE est un problème issu de la chimie dans lequel l’objectif est de maximiser la va-
leur actuelle nette dans la cadre de la production du STYRENE. Ce problème contient 11
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a) Profil de performance τ = 10−3. b) Profil de données τ = 10−3.
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c) Profil de performance τ = 10−5. d) Profil de données τ = 10−5.
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e) Profil de performance τ = 10−7. f) Profil de données τ = 10−7.
Figure 4.2 Profils de performance et de données avec τ = 10−3, τ = 10−5 et τ = 10−7 pour
des problèmes analytiques.
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Tableau 4.1 Description de 46 problèmes analytiques de la littérature.
# Nom Source n m Bornes
1 ARWHEAD10 [111] 10 0 non
2 ARWHEAD20 [111] 20 0 non
3 BDQRTIC10 [111] 10 0 non
4 BDQRTIC20 [111] 20 0 non
5 BIGGS [111] 6 0 non
6 BRANIN [112] 2 0 oui
9 BROWNAL10 [111] 10 0 non
10 BROWNAL20 [111] 20 0 non
11 CRESCENT [3] 10 2 non
12 DISK [3] 10 1 non
13 ELATTAR [113] 6 0 non
14 EVD61 [113] 6 0 non
15 FILTER [113] 9 0 non
16 G210 [114] 10 2 oui
17 G220 [114] 20 2 oui
18 GOFFIN [113] 50 1 oui
19 HS78 [115] 5 1 oui
20 HS114 [115] 9 7 oui
21 GRIEWANK [112] 10 0 oui
22 L1HILB [113] 50 1 oui
23 MAD6 [113] 5 7 non
24 OSBORNE2 [113] 11 0 non
25 PBC1 [113] 5 0 non
26 PENALTY1_10 [111] 10 0 non
27 PENALTY1_20 [111] 20 0 non
28 PENALTY2_10 [111] 10 0 non
29 PENALTY2_20 [111] 20 0 non
30 PENTAGON [113] 6 15 non
31 POLAK2 [113] 10 0 non
32 POWELLSG12 [111] 12 0 non
33 POWELLSG20 [111] 20 0 non
34 RASTRIGIN [112] 2 0 oui
35 SHOR [113] 5 0 non
36 SNAKE [3] 2 2 non
37 SROSENBR10 [111] 10 0 non
38 SROSENBR20 [111] 20 0 non
39 TRIDIA10 [111] 10 0 non
40 TRIDIA20 [111] 20 0 non
41 VARDIM10 [111] 10 0 non
42 VARDIM20 [111] 20 0 non
43 WONG1 [113] 7 0 non
44 WONG2 [113] 10 0 non
45 WOODS12 [111] 12 0 non
46 WOODS20 [111] 20 0 non
contraintes, dont 4 qui renvoient des valeurs binaires. Il contient 8 variables.
Lockwood est une version simplifiée d’un problème de pompage et de traitement pour l’as-
sainissement d’eaux souterraines dans le Montana. Il contient 6 variables, et il s’agit d’une
version avec 4 contraintes.
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D’autres descriptions succinctes de ces problèmes peuvent être trouvées dans les articles
[14,28,110]. Pour chacun de ces problèmes, 30 points de départ réalisables ont été sélection-
nés à l’aide d’un hypercube latin. Les résultats numériques sont donc obtenus au total sur
90 instances différentes.
Ce que l’on observe sur les deux graphiques en haut sur la figure 4.3, c’est, qu’à la précision
τ = 10−2, la stratégie d’ordonnancement selon la distance à la cache, avec les carrés, domine
l’ordonnancement selon la direction de dernier succès, avec les cercles, à la fois sur les profils
de données et de performance. Sur le profil de performance, il y a un resserrement vers le
ratio de performance α = 1.3, voire même la direction de dernier succès passe au dessus. Puis
la distance à la cache repasse au-dessus jusqu’à la fin. L’écart le plus important est observé
pour α = 2 avec un écart de 6.6 points de pourcentage de problèmes résolus. Sur le profil
de données, on observe le même type de tendance. Au début, on constate une très légère
domination de la direction de dernier succès, mais ensuite la stratégie de distance à la cache
la dépasse et la domine. On observe un écart de 15 points de pourcentage à 150 × (n + 1)
évaluations.
Cette tendance s’accentue en augmentant la précision à τ = 10−3, sur les deux courbes du bas
de la figure 4.3. On observe notamment un écart de 18 points de pourcentage à 180× (n+ 1)
évaluations sur le profil de données, tandis que sur le profil de performance, on observe un
écart de 8 points de pourcentage à α = 2.
4.2 Ordonnancement selon la potentielle réalisabilité
Dans cette section, une autre stratégie d’ordonnancement est étudiée. On souhaite ordonner
les éléments, de sorte que ceux qui ont le plus de chance d’être réalisables soient évalués en
premier. Pour cela, une fonction mesurant ce potentiel de réalisabilité est construite. Il faut
que cette fonction ne prenne que des valeurs entre 0 et 1 pour pouvoir l’interpréter comme
une estimation de la probabilité d’être réalisable ou non. Or ceci n’est pas le cas pour une
régression linéaire ou quadratique, ou pour les interpolations. Pour cela, il est possible d’uti-
liser des méthodes de régression issues de la classification supervisée pour ordonner une liste
de points à évaluer du plus prometteur au moins prometteur. Notons π cette fonction de
sorte que pour tout x ∈ Rn, π(x) ∈ [0; 1].
L’objectif est d’utiliser la méthode k-nn afin de pouvoir créer un ordonnancement d’une liste
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c) Profil de performance τ = 10−3. d) Profil de données τ = 10−3.
Figure 4.3 Profils de performance et de données avec τ = 10−1 et τ = 10−3 sur des boites
noires.
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Lk à l’aide d’une fonction, que l’on notera π : Rn 7→ [0, 1]. Plus la valeur π(x) est proche
de 0, plus la méthode M prédit que x devrait être réalisable. À l’inverse, plus la valeur π(x)
est proche de 1, plus cette même méthode prédit que x ne devrait pas être réalisable. Ainsi,
π(x) représente en fait une estimation de la probabilité du point x de ne pas être réalisable
d’après k-nn. On supposera que l’on ne dispose pas d’une fonction substitut pour la fonction
objectif f . Si l’on se trouve à une itération k ∈ N et que MADS fournit une liste Lk de points
à évaluer, l’ordonnancement de Lk s’effectuera à l’aide de la fonction π.
Une itération de MADS s’effectuera comme dans l’algorithme 8.
Algorithme 8 : Itération de MADS avec un ordonnancement fait à l’aide de k-nn
Entrées : k ∈ N, Lk ⊂ Rn.
1 : Ordonnancement des éléments de Lk
Pour chaque x ∈ Lk
Calculer π(x) à l’aide de k-nn.
Ordonner les éléments x ∈ Lk par ordre croissant des valeurs π(x).
2 : Évaluation opportuniste
Faire évaluer par la boite noire les éléments de Lk avec la stratégie opportuniste.
Remarque : Du fait que seul l’ordonnancement des points suggérés est modifié, cette stra-
tégie (comme toute les stratégies d’ordonnancement) n’a pas d’influence sur l’analyse de
convergence de l’algorithme utilisé pour résoudre le problème d’optimisation. Elle ne modifie
notamment pas celle de MADS évoquée à la section 2.3.3.
Résultats numériques Pour effectuer les tests numériques, les mêmes problèmes qu’à la
section 4.1 sont utilisés, à savoir 3 problèmes de boites noires, avec 30 instances pour chacun
de ces 3 problèmes, soit donc 90 instances. Ces 3 problèmes sont STYRENE, MDO et Lock-
wood. Tous ces problèmes contiennent initialement un certain nombre de contraintes et ont
été modifiés en remplaçant toutes les contraintes par une unique contrainte binaire indiquant
si x est réalisable ou non. Les problèmes sont résolus à l’aide de NOMAD 3.8.0, modifié
de façon à proposer une stratégie d’ordonnancement basée sur k-nn. Les directions de sonde
seront choisies comme décrites par ORTHOMADS [60]. Les modèles quadratiques sont désac-
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tivés. Une instance s’arrête au bout de 1500 évaluations ou si la précision par défaut a été
atteinte. Chacun des points de départ de ces instances est réalisable. Aucune fonction substi-
tut ne sera utilisée pour la fonction objectif. La méthode de classification utilisée pour avoir
une fonction substitut de la contrainte binaire sera donc la méthode k-nn. On effectuera au
préalable des tests préliminaires avec différents types de noyaux. La meilleure méthode sera
ensuite choisie pour la comparer avec la méthode par défaut actuelle de NOMAD 3.8.0, en
désactivant les modèles, donc avec un ordonnancement basé sur la direction de dernier succès.
La première méthode utilisera un noyau uniforme avec un nombre de voisins décidé par
LOOCV. La deuxième méthode utilisera un noyau d’Epanechnikov avec un nombre de voi-
sins décidé par LOOCV. La troisième utilisera un noyau gaussien avec tous les éléments de
la cache comme voisins étant donné qu’il est à support sur tout Rn.
La comparaison va se faire à l’aide de profils de données et de performance, telle qu’expliquée
en 2.4.
La figure 4.4 présente les profils de performance et de données aux précisions τ = 10−3 et
τ = 10−5 pour les méthodes évoquées ci-dessus. Elle montre que la courbe représentée à l’aide
de cercles, qui utilise la stratégie d’ordonnancement utilisant le noyau d’Epanechnikov avec
LOOCV, domine globalement les deux autres courbes. C’est donc cette méthode qui sera
choisie pour la comparaison avec l’ordonnancement basé sur la direction de dernier succès.
La figure 4.5 présente les profils de performance et de données entre deux stratégies d’or-
donnancement. La courbe utilisant les carrés est l’ordonnancement utilisant le noyau d’Epa-
nechnikov avec LOOCV. Celle avec les cercles est l’ordonnancement basé sur la direction
de dernier succès. Les deux courbes sont sensiblement les mêmes, et aucune tendance ne se
dégage. Une stratégie basée sur la réalisabilité ne présente donc pas d’avantage par rapport
à la direction de dernier succès, qui est le critère par défaut de NOMAD dans ce genre de
problèmes.
Le manque de risque, dans le fait d’aller tester des régions moins explorées, est lié à l’absence
de fonction substitut pour f . Tester d’abord les points qui ont le plus de chances d’être réa-
lisables a tendance à favoriser l’exploration de zones déjà connues. Ceci est mise en évidence
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précision  = 1e-5
c) Profil de performance, τ = 10−5. d) Profil de données τ = 10−5.
Figure 4.4 Profils de performance et de données avec τ = 10−3 et τ = 10−5 sur des boites
noires.
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c) Profil de performance τ = 10−3 d) Profil de données τ = 10−3







(x1 − 20)2 + (x2 − 1)2
sous contrainte sin(x1)− 110 ≤ x2 ≤ sin(x1)
Le point de départ réalisable est (0; 0)T . Le point optimal est x∗ = (20.02887; 0.92434)T .
Ainsi, ce problème consiste à partir du point de départ à aller à la solution optimale en
restant autant que faire se peut entre les deux sinusoïdes.
Or, tous les éléments réalisables sont sur la gauche de la meilleure solution courante. Donc
dans le cas où l’on favorise la réalisabilité, les points sur la gauche sont testés d’abord. La
figure 4.6 montre les 1000 points évalués avec NOMAD, en haut avec l’ordonnancement de
la direction de dernier succès, en bas avec la potentielle réalisabilité basée sur k-nn avec le
noyau d’Epanechnikov et LOOCV. Sur la première figure, on observe qu’avec la direction de
dernier succès, NOMAD a besoin de peu d’évaluations pour aller d’une crête à une autre.
Cela est particulièrement visible dans [π2 ;
3π




2 ] (sur l’axe des abscisses). Dans
ce deuxième intervalle, la méthode basée sur la potentielle réalisabilité est très freinée et a
besoin de beaucoup d’évaluations pour rejoindre la crête.
Ainsi, dans le chapitre 6, on proposera d’utiliser, à l’aide des mêmes outils, des fonctions
substituts des contraintes binaires. Ainsi, on pourra profiter à la fois de l’information se
basant sur la potentielle réalisabilité et de l’information sur la fonction objectif, qui sera plus
risquée, dans le but que ces deux informations se complètent.
4.3 Discussion
Dans ce chapitre, deux stratégies d’ordonnancement ont été proposées. Elle avaient pour
pour but d’être mises en concurrence avec la stratégie basée sur la direction de dernier suc-
cès. Cette dernière est la méthode par défaut dans NOMAD lorsque des modèles de f et des
contraintes ne sont pas disponibles.
La première méthode, basée sur une stratégie agressive visant à évaluer en priorité les points
les plus éloignés de la cache, a montré une amélioration sur les boites noires, sans pour autant
en apporter sur des problèmes analytiques.
La deuxième méthode, cherchant en priorité à trouver des points réalisables, n’a montré au-
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a) Direction de dernier succès

















Figure 4.6 En haut, les 1000 points évalués avec comme ordonnancement la direction de
dernier succès sur SNAKE. En bas, les 1000 points évalués en favorisant les points qui ont le
plus de chances d’être réalisables.
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cune amélioration. Ceci semble pouvoir s’expliquer par le côté trop sécuritaire.
Cependant, les outils de cette dernière stratégie pourront peut-être utilisés à nouveau pour
faire des modèles de contraintes binaires (et ainsi participer à la création d’une fonction sub-
stitut pour h) en combinant cette recherche de points réalisables avec un modèle de f cette
fois-ci accessible.
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CHAPITRE 5 MISE À L’ÉCHELLE DES SORTIES DANS MADS
Ce chapitre s’intéresse aux problèmes de mise à l’échelle sur les contraintes dans l’algorithme
MADS, principalement l’impact sur la fonction de violation des contraintes.
Soient n,m ∈ N, X ⊂ Rn, l, u ∈ Rn . Soit f : Rn 7→ R et pour tout i ∈ J1,mK, ci : Rn 7→ R





sous contraintes ci(x) ≤ 0, ∀i ∈ J1,mK
l ≤ x ≤ u.
X est l’ensemble qui contient toutes les contraintes non- relaxables. Les ci ≤ 0 sont toutes
des contraintes relaxables. Il s’agit de la même formulation qu’à la section 2.3.2. Ω = {x ∈
X : l ≤ x ≤ u et ∀i ∈ J1,mK, ci(x) ≤ 0} est le domaine réalisable.
L’algorithme MADS a été étendu [7] afin de prendre en compte différentes échelles en entrée
via les pas du treillis selon chaque direction. En revanche, rien n’a été proposé à ce jour pour
les contraintes. Il peut être facile de considérer qu’une contrainte puisse retourner en sortie
des valeurs positives qui sont souvent très grandes (comme un coût de production en dollars)
et d’autre des valeurs positives qui seront en général plus petites (temps d’exécution d’une
tâche simple en minutes). Même si, pour ces exemples, l’utilisateur peut avoir conscience de
ces ordres de grandeur et rectifier les contraintes en fonction de cela, ces différences d’échelle
peuvent créer arbitrairement un déséquilibre entre les contraintes. Cela peut donner plus
de poids à quelques contraintes par rapport à d’autres. Une première considération est de







≤ 0, ∀i ∈ J1;mK
l ≤ x ≤ u
avec, pour tout i ∈ J1;mK, ai ∈ R∗+ est équivalent au problème précédent. Or, pour tout












, et les deux
problèmes vont être traités différemment par MADS, même si ce sont de par leurs définitions
des problèmes strictement équivalents.
Dans tout ce chapitre, la cache à l’itération k ∈ N sera notée Ck.
5.1 Pondérations des contraintes relaxables pour h
L’objectif visé par ce travail est de faire une mise à l’échelle des contraintes de sorte qu’une
contrainte ne soit pas arbitrairement favorisée par rapport à une autre à cause d’un pro-
blème d’échelle, ceci pour que deux problèmes équivalents aient des traitements équivalents.
La mise à l’échelle aura lieu pour les contraintes relaxables. Pour les autres, si elles ne sont
pas vérifiées, la valeur de h est +∞, donc une mise à l’échelle ne servirait à rien.
Un premier élément à noter, les poids vont changer au fur et à mesure des itérations. Ceci
va avoir pour incidence de changer le calcul de la violation des contraintes. Or dans [3], c’est
une fonction qui la calcule. Sa définition est donc immuable. Il est donc décidé d’avoir une
fonction de violation par itération de l’algorithme de MADS dans le cadre théorique de ce
travail. Chaque fonction de violation des contraintes est elle-même dépendante des poids de
l’itération courante. Ainsi, pour tout i ∈ J1;mK, on notera (aki )k∈N ∈ (R∗+)N, la suite des poids
pour la i-ème contrainte. Ceci permet donc de définir la suite des fonctions de violation des
contraintes (hk)k∈N par son terme général tel que pour tout k ∈ N, hk : Rn 7→ R+ ∪ {+∞}










si x ∈ X
+∞ sinon.
Remarque : hk ne représente pas ici la fonction h à la puissance k. Cette notation est faite
pour coïncider avec hkmax de la section 2.3.2.
Ceci a forcément un impact sur la barrière progressive puisqu’elle utilisait à la base un dia-
gramme de h vs f sur lequel à chaque x ∈ Ck, il y avait un point associé dans ce diagramme
qui avait en abscisse h(x) et en ordonnée f(x). Dans le cadre de ce chapitre, chacune des
itérations aura son diagramme hk vs f fonctionnant sur le même principe, la barrière et les
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points non-dominés devant théoriquement être recalculés intégralement au début de chaque
itération. En pratique, à une itération k ∈ N, il n’y a pas toujours de changements entre aki
et ak+1i . Si ceci est le cas pour tout i ∈ J1;mK, alors hk = hk+1. Ainsi, les points dominés
au début de l’itération k restent dominés au début de l’itération k + 1. Il n’est donc pas
nécessaire de déterminer à nouveau les points dominés depuis le début.
Si pour un k ∈ N, hk 6= hk+1, alors l’emplacement des points de la cache va changer entre
les diagrammes «hk vs f» et «hk+1 vs f». Ceci amène quelques conséquences concernant le
fonctionnement de la barrière progressive.
La figure 5.1 montre un exemple de diagrammes «hk vs f» au début d’une itération k et
k + 1, k ∈ N. Dessus, le point A qui était au-delà de la barrière passe de l’autre côté et
devient même un point non-dominé. Le point B, qui était non-dominé, reste du bon côté de
la barrière mais devient dominé par le point C. Le point D, qui était non-dominé, se retrouve
même de l’autre côté de la barrière.
Plusieurs façons de pondérer vont être évoquées. Cependant, il est très important que la
propriété 2.2 reste vérifiée. Une version alternative est proposée qui s’adaptera au cadre de
ce chapitre.
Propriété 5.1. Soient x ∈ X et (aki )k∈N ∈ (R∗+)N. On a l’équivalence :
hk(x) = 0 si et seulement si x est réalisable par rapport à
Ω = {x ∈ X : ∀i ∈ J1,mK, ci(x) ≤ 0}.
5.2 Trois possibilités de pondérations de la violation des contraintes
Trois pondérations différentes sont proposées dans cette section. Les trois pondérations seront
initialisées : pour tout i ∈ J1;mK, a0i = 1. Cependant, les deux premières verront les poids ne
changer qu’au plus une fois par contrainte, tandis que la troisième nécessitera de changer un
nombre indéfini de fois.
Pondération par la première violation La première pondération cherche à effectuer
une mise à jour le plus rapidement possible. Pour cela, pour une contrainte donnée, sa pon-
dération sera effectuée par la valeur obtenue lors de la première violation de celle-ci. En
d’autres termes, soit i ∈ J1;mK, alors ai sera égal à la valeur ci(x) pour le premier x ∈ Ck tel



























a) Au début de l’itération k. b) Au début de l’itération k + 1.
Figure 5.1 Mise à jour de h et de hmax.
identifie un candidat x qui viole la contrainte : ci(x) > 0 . De plus, une fois modifié, aki est
fixé pour le reste du déroulement de l’algorithme.
La question du recalcul des hk(x), x ∈ Ck ne se pose qu’une seule fois par contrainte. Néan-
moins, deux problèmes peuvent être anticipés. Cette valeur est intégralement dépendante
de celle trouvée, qui peut être beaucoup plus grande ou beaucoup plus petite que les va-
leurs trouvées en général pour cette contrainte. Ceci peut créer un déséquilibre par rapport
aux autres contraintes. Rappelons que, pour tout i ∈ J1,mK et tout k ∈ N, une contrainte
binaire a toujours dans ce cas une valeur aki = 1 et donc que les
ci(x)
aki
valent tous 0 ou 1.
L’ordre de grandeur souhaité est de l’ordre de 1, ce que cette façon de calculer aki ne peut
garantir pour une contrainte à valeurs continues. L’autre problème est que si la valeur de aki
est très faible, des difficultés de calculs liées à des divisions de nombres petits sont à envisager.
Pour cela une deuxième pondération va utiliser la médiane pour atténuer ces défauts.
Pondération par la médiane La deuxième option est d’attendre que la contrainte soit
violée un certain nombre de fois, pour avoir un échantillon représentatif. Typiquement, à
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l’itération k ∈ N, pour calculer aki , on regarde si la contrainte ci est violée n fois, où n est
le nombre de variables. Si ce n’est pas le cas, alors aki = 1. Sinon, notons {x1, . . . , xn} ⊆ Rn
les n premiers points qui violent la i-ème contrainte, triés par ordre croissant de valeurs de
ci(xj), j ∈ J1;nK. Alors on pose,
aki = ci(xdn2 e). (5.1)
Comme pour la pondération par la première violation, il faut noter que le changement de
pondération ne se fera qu’au plus une seule fois par contrainte.
Même si les risques de tomber sur une pondération non-adaptée sont réduits, du fait de
prendre la médiane par rapport à la première violation d’une contrainte, il est toujours
possible que les n premières violations ne soient pas représentatives non plus des valeurs
prises habituellement par cette contrainte.
Pondération par le maximum La troisième pondération introduit pour tout i ∈ J1;mK
la suite (aki )k∈N de terme général
aki =










∈ [0; 1]. De ce fait, les contraintes
sont davantage comparables entre elles, y compris avec les contraintes binaires. Il faut noter
également que cette mise à l’échelle dynamique s’étend parfaitement aux contraintes binaires
puisque ces coefficients pour les mises à l’échelle pour ces contraintes vaudraient 1.
Il faut préciser aussi que lorsque {ci(x) : x ∈ Ck, ci(x) > 0} 6= ∅, alors cet ensemble est une
partie finie de R et possède dès lors un plus grand élément. Ceci définit correctement aki .
Cette façon de calculer les aki engendre trois problèmes. Le premier est que si l’on trouve
une valeur particulièrement grande par rapport aux autres violations typiques de cette même
contrainte, aki risque de baisser trop fortement
ci(x)
aki
, ce qui risque d’abaisser trop fortement
l’importance globale accordée à cette contrainte. Le deuxième problème est que dans cer-
taines boites noires qui sont des codes informatiques, lorsqu’il y a une erreur (par exemple
provoquée par une contrainte cachée), une valeur arbitrairement élevée (comme 1020) est ren-
voyée. Dans ce cas, cela a un impact direct sur la valeur aki et sur le calul de hk. Le troisième
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problème est d’être obligé de mettre à jour aki à chaque nouvelle plus grande valeur positive
trouvée pour cette contrainte. Ainsi, il faut constamment vérifier s’il ne faut pas remettre à
jour les poids, à l’inverse des autres méthodes où le changement de pondération ne s’effectue
qu’une seule fois par contrainte.
5.3 Mise à jour de la cache et de hmax
Lorsque qu’il n’y a pas de mise à l’échelle des sorties, la fonction h est toujours la même au
fur et à mesure des itérations. La fonction de violation des contraintes est calculée par la
même formule pour tous les éléments de la cache et n’est jamais recalculée. Ceci n’est plus
le cas s’il y a une mise à l’échelle des sorties, étant donné que les pondérations changent la
façon de calculer h. Pour pallier cela, il est possible de recalculer h pour tous les éléments de
la cache dès que l’on sait que les coefficients de pondération ont changé.
Le fait de recalculer h pour chaque élément de la cache, via la suite (hk)k∈N, a une consé-
quence sur l’application de la barrière progressive, notamment s’il n’y a pas de mise à jour de
hkmax cohérente avec (hk)k∈N. Il se peut qu’à une itération k ∈ N, après calcul, tous les points
passent de l’autre côté de la barrière, c’est-à-dire que l’on ait pour tout x ∈ Ck non-réalisable,
hk(x) > hkmax. Or, dans ce cas, tous les points de la cache sont rejetés par la barrière progres-
sive. Faute de points, NOMAD, l’implémentation de MADS, s’arrête. Pour cela, une mise à
jour de hkmax est nécessaire.
La figure 5.1 montre comment choisir le nouveau hkmax.
À une itération k ∈ N de MADS avec la barrière progressive, si l’on a au moins un point
non-réalisable, alors hkmax est choisi de façon à avoir forcément la même valeur de l’un des
h(x) avec un certain x ∈ Ck. Dans ce projet, on souhaite conserver cette propriété. Ainsi,
lorsque la droite d’équation hk = hkmax passe par l’un des points dans le diagramme hk vs f
de la barrière progressive. Appelons ce point xkmax ∈ R, représenté par le triangle X dans le
diagramme de gauche hk vs f de la figure 5.1. Alors après mise à jour de h du point xkmax le
point X est déplacé sur le diagramme hk+1 vs f par rapport au diagramme hk vs f , comme
sur la figure 5.1. C’est le cas pour tous les autres points qui voient leurs valeurs de h modifiées
(à noter que les points réalisables, comme le point E, qui sont sur l’axe des abscisses, eux
nécessairement ne bougent pas car ils ont toujours la valeur 0 par les fonctions hk). Lorsque
hk 6= hk+1, il est décidé de choisir hk+1max de telle sorte que la droite d’équation h = hk+1max passe
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toujours par le point X dans le diagramme hk+1 vs f . Ainsi, il y a la garantie qu’au moins un
point ne sera pas coupé par la barrière progressive, à savoir le point xkmax, toujours représenté
par X. C’est ce que l’on appellera «la mise à jour de hkmax».
5.3.1 Analyse de convergence
Cette mise à l’échelle des sorties est en lien avec plusieurs aspects de la barrière progressive,
qui a été présentée en 2.3.2. Or, l’analyse de convergence de MADS est dépendante de la
barrière progressive, dans les cas où certaines contraintes l’utilisent. Il convient de vérifier les
modifications que cela pourrait avoir dans l’analyse de convergence. Plusieurs pondérations
ont été vues et elles n’ont pas toutes la même incidence sur l’analyse de convergence.
Pondération par la première violation et par la médiane Les deux pondérations
sont regroupées car elles ont une analyse identique. Tout d’abord, il faut noter que dans
les deux cas, il n’y a réellement qu’au plus un seul changement dans les poids pour chaque
contrainte, le poids étant de 1 au début et valant ensuite une valeur que l’on notera a ∈ R∗+ .
Ainsi, pour tout i ∈ J1;mK, il existe ki ∈ N tel que pour tout k ∈ J0; kiJ, aki = 1 et pour tout
k ∈ Jki; +∞J, aki = ai > 0. Ainsi (aki )k∈N converge vers une valeur strictement positive. Il en
découle par construction de (hk)k∈N que cette suite prend à partir du rang kmax = max
i∈J1;mK
ki










si x ∈ X
+∞ sinon.
Ainsi, à partir de l’itération kmax, la suite (hk)k∈N prend toujours la même valeur donc
l’analyse de convergence de la barrière progressive évoquée dans 2.3.2 et décrite dans [3] est
valide à partir de ce rang.
Pondération par le maximum Le type de raisonnement qui a été utilisé pour l’analyse
de convergence avec la pondération par la médiane ne peut plus être utilisé dans le cas d’une
pondération par le maximum. En effet, il existe des exemples où l’on peut montrer que l’on
convergera vers la solution optimale mais avec une infinité de pondérations si l’on donne un
budget d’évaluation infini. Posons f : [0; 2] 7→ R définie par son terme général f(x) = −x et
c : [0; 2] 7→ R défini par son terme général
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c(x) =






sous contrainte c(x) ≤ 0
0 ≤ x ≤ 2
admet comme solution optimale x∗ = 1.
Si on lance l’algorithme MADS avec comme point de départ x0 = 0.9, on va générer des
points proches de x∗ de part et d’autre. Au fur et à mesure, le pas du maillage va diminuer
et on va avoir des points plus grands strictement que 1 et de plus en plus proches de 1,
donc ayant des valeurs par la contrainte c de plus en plus grandes. Ainsi, on trouvera une
infinité de points qui donneront des valeurs de plus en plus grandes par la fonction c, donc
qui provoqueront une infinité de mises à jour de h.
Cependant, certains résultats peuvent être prouvés.
Théorème 5.1. La suite de fonctions (hk)k∈N converge.
Démonstration : Pour tout i ∈ J1;mK, il faut noter que la suite (aki )k∈N est croissante à partir
d’un certain rang (à partir de la première violation de la i-ème contrainte, si cette contrainte
est violée une fois, soit à partir du rang 0) par construction de cette pondération.
Remarque : On précise ici ce qui est sous-entendu par une suite «croissante» (respectivement
«décroissante»). Soit (uk)k∈N une suite à valeurs réelles. Alors (uk)k∈N est croissante (respec-
tivement «décroissante») si pour tout k ∈ N, uk ≤ uk+1 (respectivement uk ≥ uk+1 ).
Comme (aki )k∈N est croissante à partir d’un certain rang et à valeurs strictement positives, il
existe deux cas de figure. Soit cette suite est majorée et elle converge vers une valeur ai > 0,







une valeur positive ou nulle. De la convergence de cette dernière suite, il en découle que la
suite (hk)k∈N converge. D’où le résultat.
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Le théorème suivant s’intéresse à la décroissance de la suite {hkmax}k∈N. C’était l’une des
propriétés de l’analyse de convergence de la barrière progressive [3].
Théorème 5.2. La suite {hkmax}k∈N est décroissante à partir d’un certain rang.
Démonstration : La démonstration du dernier théorème a souligné que, pour tout i ∈ J1;mK
la suite (aki )k∈N est croissante à partir d’un certain rang. Notons ki ce rang, et notons
kmax = max
i∈J1;mK
ki. À partir du rang kmax, soit la valeur de hkmax change du fait du change-
ment de la pondération comme expliqué à la section 5.3, soit du fait du fonctionnement
de la barrière progressive, comme expliqué dans [3] et dans 2.3.2. Dans le second cas, on
sait que hkmax est mis à jour avec une valeur plus petite. Dans le premier cas, soit k ∈ N,
k ≥ kmax et soit x∗ l’élément qui a servi pour la mise à jour de hkmax. Alors hkmax = hk(x∗)
et hk+1max = hk+1(x∗). Il faut donc prouver que hk+1(x∗) ≤ hk(x∗). Or comme, k ≥ kmax, alors
pour tout i ∈ J1;mK, 0 < aki ≤ ak+1i , donc 0 < 1ak+1i ≤
1
aki
. Ceci étant vrai pour tout i ∈ J1;mK,
il en découle que hk+1(x∗) ≤ hk(x∗). Ainsi, hk+1max ≤ hkmax. On a montré qu’à partir du rang
kmax, qu’importe la manière dont la barrière était mise à jour, hk+1max ≤ hkmax. D’où le résultat.
Une démonstration quasiment identique peut être utilisée pour montrer que, pour tout x ∈ X,
la suite {hk(x)}k∈N est décroissante (au sens large, comme décrit pour les suites) à partir du
rang kmax. Par ailleurs, par construction, la suite {hkmax}k∈N est minorée par 0. Comme, en
plus, elle est décroissante à partir d’un certain rang, alors elle converge.
Il reste une propriété assez proche de la décroissance de (hk(x))k∈N pour tout x ∈ X à par-
tir du rang kmax. En fait, les points ne vont jamais voir leurs valeurs diminués par la suite
(hk(x))k∈N dès qu’ils sont évalués. Ceci est résumé par le théorème 5.3.
Théorème 5.3. Soit k0 ∈ N. Pour tout x ∈ Ck0 ∩X, la suite {hk(x)}k∈Jk0;+∞J est décrois-
sante.
Démonstration : Soient k0 ∈ N et A = {i ∈ J1;mK : ∀x ∈ Ck0 ci(x) ≤ 0}. A est l’ensemble des
indices des contraintes qui n’ont pas été violées au début de l’itération k0. Soit x ∈ Ck0 ∩X.


































(par définition de A)
De plus, pour tout i /∈ A, il existe xi ∈ Ck0 , tel que ci(xi) > 0. Or la suite {aki }k∈N est crois-
sante à partir de la première violation de la contrainte ci. Donc, pour tout i /∈ A, {aki }k∈Jk0;+∞J
est croissante et à valeurs strictement positives. D’où, pour tout i /∈ A, { 1
aki
}k∈Jk0;+∞J est
décroissante et à valeurs strictement positives. Il en découle que {hk(x)}k∈Jk0;+∞J est décrois-
sante. D’où le résultat.
Ce théorème 5.3 montre donc que les seuls éléments x ∈ X pour lesquels la suite de
{hk(x)}k∈Jk0;+∞J n’est pas décroissante, et donc peut encore prendre parfois des valeurs plus
grandes, sont parmi les points qui n’ont pas encore été évalués. Cela montre aussi qu’à partir
du diagramme hk0 vs f , un point ne va jamais se déplacer vers la droite dans le diagramme
hk0+1 vs f .
La convergence de la suite {hk}k∈N a été évoqué. Sans information supplémentaire, c’est ce
que l’on appelle une convergence simple. Mais en rajoutant une hypothèse sur le fait que les
fonctions ci soient majorées sur X, la convergence uniforme peut être prouvée, qui est plus
forte que la convergence simple.
Théorème 5.4. Si pour tout i ∈ J1;mK, les fonctions ci sont majorées sur X, alors {hk}k∈N
converge uniformément vers h∗ sur X.
On prendra la convention suivante pour la démonstration : si ai = +∞, alors 1ai = 0.
Démonstration :
Soit x ∈ X et k ∈ N. Puisque pour tout i ∈ J1;mK, les fonctions ci majorées sur X, alors
C = max
i∈J1;mK

































Cette dernière inégalité étant vraie pour tout x ∈ X, alors
sup
x∈X
∣∣∣hk(x)− h∗(x)∣∣∣ ≤ C2 m∑
i=1




Ce qui prouve le théorème 5.4.
Points à noter sur l’implémentation pratique de la mise à l’échelle NOMAD 3.8.0
propose une implémentation en C++ de la barrière progressive pour MADS. À ce titre,
NOMAD conserve les points de la barrière avec notamment tous les points non-dominés et
non-réalisables. Dans cette version par défaut, au début de chaque itération k ∈ N, la barrière
n’est pas recalculée depuis le début. En effet, un point qui n’est pas dans la barrière est un
point dominé. Or comme il n’y a pas de pondération, ce point dominé restera dominé pour
tout le déroulement de la résolution par NOMAD. Dans NOMAD, la fonction de violation
des contraintes est décrite. Ainsi, il n’y a pas besoin de vérifier à nouveau s’il peut faire partie
de la barrière. Il en résulte que les seuls points qui peuvent faire partie de la barrière sont
ceux qui y étaient au début de l’itération k et ceux qui ont été évalués pendant l’itération
k. NOMAD 3.8.0 procède donc ainsi, pour tous les éléments évalués x ∈ Vk, on vérifie si x
est dominé par un élément de la barrière, si ce n’est pas le cas alors il doit être rajouté à la
barrière et il faut retirer les éléments de la barrière qu’il domine.
Cette stratégie doit être ajustée lorsqu’il y a des pondérations comme proposées dans ce
chapitre. En effet, comme les valeurs de h peuvent changer, dans NOMAD, pour tous les
points de la cache, alors un point dominé peut devenir non-dominé. Ainsi, à chaque fois
qu’il faut recalculer toutes les valeurs de h pour la cache dans NOMAD, il faut déterminer à
nouveau la barrière en la recalculant depuis une liste vide.
5.3.2 Résultats numériques
Tous les résultats numériques sont effectués sur NOMAD 3.8.0 avec les directions de OR-
THOMADS [60], en désactivant les modèles et un budget de 1500 évaluations.
Les résultats numériques sont répartis sur deux familles de problèmes. La première est com-
posée de problèmes analytiques, qui sont énumérés dans le tableau 5.1. La deuxième famille
de problèmes est un ensemble de boites noires, les mêmes qu’en section 4.1. Pour chaque
problème «original», une version modifiée, dite «déséquilibrée», a été construite. Ce déséqui-
librage a été fait de façon arbitraire sur certaines contraintes en les multipliant chacune par
un coefficient 10ji , ji ∈ Z.
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Pour chacun des problèmes, des points de départ réalisables ont été générés à l’aide d’un
hypercube latin, soit sur tout le domaine, soit autour d’un point réalisable connu.
Pour comparer les différentes versions, des profils de données et de performance, tel que dé-
crits à la section 2.4, sont générés.
Problèmes analytiques Des tests seront d’abord faits sur 5 problèmes analytiques non
modifiés. Pour chaque problème, il y aura 100 points de départ réalisables. Ceci fera 500
instances au total. Ensuite, les 5 problèmes seront modifiés pour que les contraintes soient
«déséquilibrées». Chaque problème aura les mêmes 100 points de départ réalisables que pour
les problèmes non modifiés, soit encore 500 instances.
# Nom Source n m Bornes
1 PIGACHE [117] 4 11 oui
2 PRESSURE VESSEL MIXED CASE1 [118] 4 3 non
3 REINFORCED CONCRETE BEAM MOD1 [119] 3 2 oui
4 SPEED REDUCER MOD MIXED CASE1 [118] 7 1 oui
5 SPRING MOD MIXED CASE1 [120] 3 4 oui
Tableau 5.1 Description de 5 problèmes analytiques de la littérature.
La figure 5.2 regroupe les profils de données et de performance regroupant les 500 instances
sur des problèmes analytiques non modifiés. La pondération par le maximum domine assez
largement les autres méthodes sur les profils. À la précision τ = 10−5, elle résout environ
58% des problèmes, quand le deuxième n’en résout qu’environ 35%.
La figure 5.3 regroupe les profils de données et de performance regroupant les 500 instances sur
des problèmes analytiques «déséquilibrés». Les figures montrent une domination de la pon-
dération par le maximum, à la fois pour les profils de données et de performance. Les deux
autres pondérations semblent légèrement avoir de moins bons résultats que sans pondération.
Les problèmes analytiques montrent pour l’instant une nette domination de la pondération
par le maximum.
Boites noires Les boites noires utilisées pour les tests numériques sont «STYRENE»,























précision  = 1e-1
50 100 150




















précision  = 1e-1






















précision  = 1e-3
100 200 300




















précision  = 1e-3
c) Profil de performance τ = 10−3. d) Profil de données τ = 10−3.
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précision  = 1e-5
e) Profil de performance τ = 10−5. f) Profil de données τ = 10−5.
Figure 5.2 Profils de performance et de données τ = 10−1, τ = 10−3 et τ = 10−5 pour des
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précision  = 1e-3
c) Profil de performance τ = 10−3. d) Profil de données τ = 10−3.





















précision  = 1e-5
100 200 300 400




















précision  = 1e-5
e) Profil de performance τ = 10−5. f) Profil de données τ = 10−5.
Figure 5.3 Profils de performance et de données τ = 10−1, τ = 10−3 et τ = 10−5 pour des
problèmes analytiques «déséquilibrés».
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ainsi qu’à le section 4.1. Pour chacune des boites noires, il y aura 30 points de départ réali-
sables qui seront utilisés.
La figure 5.4 présente les profils de données et de performance pour les 90 instances des trois
boites noires non modifiés pour les précisions τ = 10−1, τ = 10−2 et τ = 10−3. À la précision
τ = 10−1, la pondération par la médiane domine légèrement les autres. Aux deux autres
précisions, la pondération qui domine est la pondération par le maximum. Cependant, à la
précision τ = 10−3 ne domine pas la méthode par défaut.
On s’intéresse à présent aux instances des boites noires «déséquilibrées». Pour chacune des
boites noires «déséquilibrées», il y a les mêmes points de départ que dans les versions non
modifiées.
Ce que l’on observe sur les profils de la figure 5.5, c’est que la pondération par la première
violation se détache comme étant celle qui est dominé par les autres. Ceci est notamment le
cas aux précisions τ = 10−2 et τ = 10−3. Par rapport aux boites noires non modifiées, où elle
avait eu de moins bons résultats que la méthode par défaut, la pondération par la médiane
a des résultats équivalents à la méthode par défaut. Concernant la pondération par le maxi-
mum, elle a des résultats équivalents que la méthode par défaut pour la précision et τ = 10−3,
mais se fait légèrement dominer les autres par la méthode par défaut pour τ = 10−2. Cette
pondération domine cependant les autres pondérations aux précisions τ = 10−2 et τ = 10−3.
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précision  = 1e-1
a) Profil de performance τ = 10−1. b) Profil de données τ = 10−1.
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précision  = 1e-3
e) Profil de performance τ = 10−3. f) Profil de données τ = 10−3.
Figure 5.4 Profils de performance et de données τ = 10−1, τ = 10−2 et τ = 10−3 pour des
boites noires non modifiées.
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précision  = 1e-1
a) Profil de performance τ = 10−1. b) Profil de données, τ = 10−1.
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précision  = 1e-2
c) Profil de performance τ = 10−2. d) Profil de données τ = 10−2.
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précision  = 1e-3
e) Profil de performance τ = 10−3. f) Profil de données τ = 10−3.
Figure 5.5 Profils de performance et de données avec τ = 10−1, τ = 10−2 et τ = 10−3 pour
des boites noires «déséquilibrées».
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5.4 Pondérations des contraintes relaxables pour h̃
Dans le cadre de la stratégie opportuniste, il est possible de faire un modèle ou une fonction
substitut pour chaque contrainte, en utilisant des outils développés dans la sous-section 2.3.1.
Pour tout i ∈ J1;mK, la fonction substitut de la contrainte ci sera notée c̃i. Dès lors, il est









si x ∈ X
+∞ sinon.
Remarque : Dans cette section, on notera h̃, au lieu de h̃k, pour rester cohérent avec les
notations traditionnelles pour les fonctions substituts comme dans [8].
Actuellement, en supposant que l’on ait à disposition une fonction substitut f̃ pour f et
h̃ pour h, l’ordonnancement suit la stratégie suivante : soient x et y, alors x est soumis à
la boite noire avant y si et seulement si (f̃(x) ≤ f̃(y) et h̃(x) < h̃(y)) ou (f̃(x) < f̃(y) et
h̃(x) ≤ h̃(y)).
Du fait que h̃ a de l’importance dans le fonctionnement de MADS et au regard des résultats
de la pondération de h, une pondération de h̃ semble appropriée. On veut utiliser la même
pondération pour h et pour h̃. Comme la pondération sur h avait montré la pertinence d’une











si x ∈ X
+∞ sinon.
où la suite (aki )k∈N est définie par son terme général
aki =





Ces pondérations peuvent être indépendantes. Il est possible de tester une pondération sur
h, via (hk)k∈N, sans en faire sur h̃ et vice versa. Enfin, il est possible de faire les deux
pondérations en même temps. La pondération avec la (hk)k∈N seule ayant déjà été testée, les
deux autres versions sont comparées avec NOMAD par défaut, mais avec les modèles activés.
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5.4.1 Résultats numériques
Pour ces résultats numériques, trois versions vont être comparées. Elles utilisent toutes des
modèles quadratiques pour la fonction objectif et les contraintes sur NOMAD 3.8.0 et en
utilisant les directions générées par ORTHOMADS [60]. La première, représentée par les
ronds dans les profils, est la méthode par défaut. La deuxième, représentée par des carrés,
n’effectue une pondération que sur h̃. La troisième, représentée par des triangles, effectue
des pondérations à la fois avec la suite (hk)k∈N, mais aussi sur h̃. Les pondérations seront
effectuées à l’aide de la violation maximum de chaque contrainte.
Les tests sont effectués sur les mêmes boites noires STYRENE, MDO et Lockwood qu’à la
section 5.3.2.
La figure 5.6 s’intéresse aux boites noires non modifiées. À la précision τ = 10−1, les pondéra-
tions n’apportent aucune amélioration sur les boites noires testées. Aux précisions τ = 10−2
et τ = 10−3, paradoxalement, la pondération faite seulement sur h̃ apporte de meilleurs ré-
sultats qu’une pondération sur h et h̃ et la méthode par défaut. Cependant, les différences
sont peu importantes et les résultats de la sous-section 5.3.2 avaient montré peu de résultats
satisfaisants sur les boites noires non modifiées.
Les boites noires «déséquilibrées» sont également testées. Elles ont été déséquilibrées de la
même façon qu’à la section 5.3.2.
La figure 5.7 s’intéresse aux boites noires «déséquilibrées». Ce qui est observé, c’est que la
version où la pondération est faite sur h et sur h̃ domine les deux autres versions dans tous
les cas. Il est intéressant de noter qu’aux précisions τ = 10−2, la pondération uniquement
sur h̃ domine la version par défaut, mais se fait dominer par la troisième. Ceci montre l’effet
cumulatif de la pondération des contraintes. S’il est préférable pour les problèmes mal éche-
lonnés d’avoir une pondération sur h ou sur h̃, il est nettement préférable d’effectuer cette
double pondération.
Par rapport à la figure 5.6, la figure 5.7 montre d’ailleurs l’efficacité de la pondération des
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précision  = 1e-1
a) Profil de performance τ = 10−1. b) Profil de données τ = 10−1.
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précision  = 1e-3
e) Profil de performance τ = 10−3. f) Profil de données τ = 10−3.
Figure 5.6 Profils de performance et de données avec τ = 10−1, τ = 10−2 et τ = 10−3 pour
des boites noires non modifiées.
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précision  = 1e-1
a) Profil de performance τ = 10−1. b) Profil de données τ = 10−1.
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précision  = 1e-3
e) Profil de performance τ = 10−3. f) Profil de données τ = 10−3.
Figure 5.7 Profils de performance et de données avec τ = 10−1, τ = 10−2 et τ = 10−3 pour
des boites noires «déséquilibrées».
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5.5 Discussion
Ce chapitre avait pour objectif de proposer plusieurs mises à l’échelle des contraintes et d’en
étudier les impacts sur MADS en pondérant les contraintes. Ces pondérations reposaient sur
les valeurs prises par les contraintes : la première violation, la médiane sur les n premières
violations et la plus grande violation.
D’un point de vue théorique, l’analyse de convergence reposait sur la barrière progressive.
Il a été montré pour les deux premières pondérations que l’analyse de convergence restait
identique, à partir du rang où toutes les pondérations étaient faites. Pour la troisième pon-
dération, les propriétés de {hkmax}k∈N sont conservées.
Concernant les résultats numériques, il a pu être mis en évidence qu’une pondération a un im-
pact positif sur les problèmes qui ne sont pas correctement mis à l’échelle. La pondération n’a
pas d’impact négatif quand le problème initial n’a pas de problème de mise à l’échelle. Parmi
les pondérations proposées, celle qui semble avoir les meilleurs résultats est la pondération
par la plus grande violation.
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CHAPITRE 6 ESTIMATION DE LA FONCTION DE VIOLATION DE
CONTRAINTES AVEC CONTRAINTES BINAIRES ET CONTRAINTES
NON-RELAXABLES





sous contraintes bi(x) ≤ 0, ∀i ∈ J1, qK
ci(x) ≤ 0, ∀i ∈ J1,mK
l ≤ x ≤ u.
où pour tout i ∈ J1, qK, bi : Rn 7→ {0; 1}, pour tout i ∈ J1,mK, ci : Rn 7→ R et f : Rn 7→ R.
Dans ce chapitre, et à l’inverse du chapitre 2, l’ensemble X contient toutes les contraintes
non-relaxables mais aussi les contraintes cachées. Les contraintes cachées sont celles qui ne
sont pas connues de l’utilisateur [9]. Les contraintes, pour tout i ∈ J1, qK, bi(x) ≤ 0 et, pour
tout i ∈ J1,mK, ci(x) ≤ 0 sont des contraintes relaxables. Les contraintes non-relaxables et
les contraintes cachées sont actuellement traitées par la barrière extrême. L’article [121] avait
proposé un traitement des contraintes cachées en modifiant l’algorithme nommé «DIRECT».
Les contraintes binaires sont traitées de par leur nature par la barrière extrême. Ce chapitre
propose à la fois un traitement pour un problème avec plusieurs contraintes binaires et un
nouveau traitement des contraintes non-relaxables et cachées. Les contraintes binaires seront
modélisées à l’aide de k-nn (voir la section 3.2.1). Ces modèles serviront pour estimer la
fonction de violations des contraintes. Les contraintes non-relaxables et cachées seront traitées
comme des contraintes binaires.
6.1 Traitement des contraintes binaires et des contraintes non-relaxables
Les contraintes non-relaxables et cachées seront jumelées afin de ne former qu’une seule
contrainte. Dès lors, le fait de fusionner toutes ces contraintes la rendra forcément non-
quantifiable, comme cela est décrit dans [9]. La contrainte est soit satisfaite, soit elle ne l’est
pas, mais sans qu’il soit possible de donner une information plus précise. Ainsi, fusionner ces
contraintes en une seule contrainte binaire a un sens. Pour cela, la contrainte x ∈ X sera
remplacée par la contrainte b0(x) ≤ 0 où b0 : Rn 7→ {0; 1} avec b0 = 1− 1X . La fonction 1X
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est définie par :
1X(x) =
 1 si x ∈ X0 si x /∈ X.





sous contraintes bi(x) ≤ 0, ∀i ∈ J0, qK
ci(x) ≤ 0, ∀i ∈ J1,mK
l ≤ x ≤ u.
Dans la section 2.3.2, il a été écrit que la barrière progressive avait permis une gestion plus
souple des contraintes que la barrière extrême. La barrière progressive utilise la fonction de
violation des contraintes, mais uniquement de celles qui sont relaxables. Donc la formulation









max(0, ci(x))2 si b0(x) ≤ 0
+∞ sinon.
qui peut se ré-écrire encore plus simplement en profitant du fait que pour tout i ∈ J1; qK,








max(0, ci(x))2 si b0(x) ≤ 0
+∞ sinon.
Il peut être souligné que dans ce cadre, des problèmes de mise à l’échelle peuvent intervenir
étant donné que les fonctions ci ne sont pas forcément à la même échelle que les contraintes
binaires. Ceci sera étudié en section 6.2
De nouvelles façons de créer une fonction substitut (voir 2.3.1) de h vont être proposées.

























L’équation 6.1 est la prolongation naturelle de la version par défaut de h̃ en prenant en
compte les contraintes binaires, avec des modèles de contraintes binaires b̃i, i ∈ J1; qK, et en
prenant en compte les contraintes non-relaxables et binaires, via b̃0.
L’équation 6.2 est très proche de 6.1 en remplaçant le terme max(0, b̃i(x))2 par max(b̃0(x), b̃i(x))2.
Ceci a pour but de favoriser l’obtention des points réalisant la contrainte b0.
L’équation 6.3 est la prolongation naturelle de la version par défaut de h̃ et ce en faisant
une pénalisation multiplicative pour la contrainte b0. À noter que si l’on choisit k-nn avec le
noyau d’Epanechnikov (comme au chapitre 4), alors pour x ∈ Rn, (1 + b̃0(x)) ∈ [1; 2]. Si l’on
pense que les contraintes non-relaxables et cachées ont de fortes chances d’être satisfaites par
x, alors b̃0(x) est proche de 0, donc (1+ b̃0(x)) est proche de 1. Ainsi le facteur de droite n’est
pas pénalisé. À l’inverse, si l’on pense que les contraintes non-relaxables et cachées ont peu
de chances d’être satisfaites par x, alors b̃0(x) est proche de 1, donc (1 + b̃0(x)) est proche de
2. Ainsi le facteur de droite est doublé, ce qui le pénalise davantage.
Avec f̃ et h̃, NOMAD trie les points en se conformant à la règle suivante : soient x et y,
alors x est soumis à la boite noire avant y si et seulement si (f̃(x) ≤ f̃(y) et h̃(x) < h̃(y)) ou
(f̃(x) < f̃(y) et h̃(x) ≤ h̃(y)).
6.1.1 Résultats numériques
STYRENE est un problème comprenant naturellement quatre contraintes binaires et des
contraintes cachées. Les contraintes cachées ont un poids important, puisqu’il y a approxi-
mativement 14% des points testés qui violent une contrainte cachée [58]. Ce problème n’a subi
aucune modification avant d’effectuer les tests. MDO ne possède initialement ni de contrainte
binaire, ni de contrainte cachée ou non-relaxable. Pour observer un traitement de toutes ces
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contraintes, la première contrainte est traitée comme une contrainte binaire et la deuxième
comme une contrainte non-relaxable ; la dernière restant traitée par la barrière progressive.
Comme pour MDO, Lockwood voit sa première contrainte traitée comme une contrainte bi-
naire et sa deuxième comme une contrainte non-relaxable.
Les tests ont été effectués sur NOMAD 3.8.0 utilisant ORTHOMADS [60], des modèles qua-
dratiques et un budget de 1500 évaluations. Les fonctions substituts b̃i, i ∈ J1, qK, sont
déterminées en utilisant k-nn, et avec le noyau d’Épanechnikov avec comme nombres de voi-
sins
√
|Ck|, où k ∈ N est le numéro de l’itération. Des tests ont été faits avec LOOCV et
10− fold−CV 3.1, mais sur ces boites noires, du fait de la pluralité de validations croisées
requises, les temps de calcul étaient trop longs. Ceci était le cas malgré le fait que les al-
gorithmes d’optimisation de boites noires utilisent plus souvent le nombre d’évaluations que
le temps de calcul comme ressources disponibles. C’est pour cette raison qu’une règle plus
simple dans le choix du nombre des voisins (
√
|Ck|) a été utilisée.
La figure 6.1 montre que chacun des trois nouveaux traitements de h̃ résout plus de pro-
blèmes que la méthode par défaut. Bien que l’on observe peu de différences entre chacun des
traitements, il semble cependant que le traitement avec la fonction h1 entraine de meilleurs
résultats.
Il est possible de se demander s’il existe un problème de différences d’échelle des contraintes
ci par rapport aux contraintes binaires. Les contraintes binaires sont toutes à l’échelle «1»
les unes par rapport aux autres du fait qu’elles ne prennent toutes que 0 et 1 comme valeurs.
La section 6.2 traite de cette problématique à l’aide des résultats du chapitre 5.
6.2 Mise à l’échelle des valeurs des contraintes
Le chapitre 5 a mis en évidence l’intérêt de mettre à l’échelle les contraintes. L’idée est d’utili-
ser les conclusions du chapitre 5 pour donner des poids aux estimations de chaque contrainte
dans le cas où il y a des contraintes binaires. La mise à l’échelle sera dépendante de l’itéra-
tion k ∈ N. Le coefficient utilisé pour la mise à l’échelle de la contrainte ci sera noté aki . Sa
définition prend en compte les conclusions du chapitre 5 et vaut,
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précision  = 1e-2
a) Profil de performance, τ = 10−2. b) Profil de données τ = 10−2.
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précision  = 1e-4
c) Profil de performance, τ = 10−4. d) Profil de données τ = 10−4.









où Ck est la cache au début de l’itération k.
Il n’y a pas besoin de calculer les pondérations pour les contraintes binaires, car, avec la
même méthode de calcul, ils vaudraient tous 1.
Les versions qui seront proposées auront des formulations similaires à la section 6.1. Voici
des nouvelles estimations de la fonction de violations de contraintes qui prennent en compte


































































De fait, les contraintes sont davantage comparables entre elles, notamment avec les contraintes
binaires.
Résultats numériques Les résultats numériques présentés ici sont obtenus en comparant
la méthode par défaut NOMAD 3.8.0 et celles qui proposent un traitement des contraintes bi-
naires, non-relaxables et cachées en plus d’une mise à l’échelle des contraintes. Les directions
seront générées par ORTHOMADS [60] et les modèles quadratiques sont activés. Les tests
sont effectués sur 3 boites noires : STYRENE, MDO et Lockwood [14,28,110]. Pour chacun
des problèmes, il y aura des tests sur 30 instances partant de points de départ réalisables, soit
86
90 instances au total. Il s’agit des 90 mêmes instances et des mêmes paramètres de NOMAD
qu’à la section 6.1.
Les b̃i, i ∈ J1, qK, sont déterminés en utilisant k-nn avec le noyau d’Épanechnikov avec comme
nombres de voisins
√
|Ck|, où k ∈ N est le numéro de l’itération.
On va présenter les résultats sur des profils de données et de performance aux précisions
τ ∈ {10−2, 10−4} sur les 90 instances des 3 boites noires en même temps.
La figure 6.2 compare les versions utilisant la mise à l’échelle entre elles avec la version par
défaut. On observe que les quatre versions dominent toutes la version par défaut sur les profils
de performance. Sur les deux profils de données, on observe qu’au début de la convergence,
la méthode par défaut domine. Cependant, les courbes se croisent à environ 50 × (n + 1) à
τ = 10−2 et 100× (n+ 1) à τ = 10−4. Il est à souligner que la version h7 se fait dominer par
rapport aux traitements des contraintes à la précision 10−2, mais semble fournir de meilleurs
résultats que les autres à 10−4. Celle qui semble le mieux fonctionner, et concurrence le mieux
h7 à la précision τ = 10−4, est en moyenne h5. Rappelons que h5 et h7 avaient des définitions
très proches. La version h7 profitait davantage de la mise à l’échelle. Il peut donc être préfé-
rable de la favoriser malgré tout.
Il est à souligner qu’il y a peu de différences en terme de ratio de problèmes résolus entre les
versions avec et sans mise à jour. Il est donc pertinent d’essayer de dégager l’une des sept
versions par rapport aux autres. Pour cela, la meilleure version sans mise à l’échelle (h1) et
la meilleure version avec mise à l’échelle (h7) vont être comparées.
La figure 6.3 montre des profils de données et de performance pour comparer h1 et h7 sur
les 90 instances étudiées dans ce chapitre. Le budget est toujours de 1500 évaluations. Les
modèles quadratiques sont activés. La version qui doit être préférée est h7. Celle-ci domine
légèrement la version h1 sur les profils de performance à la précision τ = 10−2 et τ = 10−4
et le profil de données à la précision τ = 10−2. Le profil de données à la précision τ = 10−4
montre des résultats similaires entre h1 et h7.
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précision  = 1e-2
a) Profil de performance, τ = 10−2. b) Profil de données τ = 10−2.
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précision  = 1e-4
c) Profil de performance, τ = 10−4. d) Profil de données τ = 10−4.
Figure 6.2 Profils de performance et de données avec τ = 10−2 et τ = 10−4 pour des boites
noires.
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précision  = 1e-4
c) Profil de performance, τ = 10−4. d) Profil de données τ = 10−4.
Figure 6.3 Profils de performance et de données avec τ = 10−2 et τ = 10−4 pour des boites
noires pour les deux meilleures versions.
89
6.3 Discussion
Dans ce chapitre, l’objectif était de proposer un traitement pour plusieurs contraintes : bi-
naires, non-relaxables et cachées. Les contraintes non-relaxables et cachées ont été transfor-
mées en une contraintes binaire. Le traitement des contraintes binaires a été fait par le calcul
d’un modèle h̃ de la fonction de violation de contraintes. Plusieurs variantes ont été propo-
sées, notamment concernant l’utilisation de la contrainte binaire regroupant les contraintes
non-relaxables et cachées.
Des premiers résultats numériques ont été effectués sans mise à l’échelle des contraintes.
Ceci avait pour but d’isoler l’importance d’un traitement de ces contraintes. Les différentes
versions ont toutes montré qu’un traitement pour les contraintes binaires, non-relaxables et
cachées a un aspect positif, car elles ont toutes dominé la version de MADS par défaut.
Chaque traitement a dominé la méthode par défaut. Il existe cependant peu de différences
entre chacun des trois traitements. S’il faut en choisir un, la version avec h1 a montré une
très légère supériorité.
Ensuite, du fait qu’une contrainte binaire a une échelle qui ne dépend pas de la formulation de
l’utilisateur, elle risque de ne pas être à l’échelle par rapport aux autres contraintes. Ainsi, les
conclusions du chapitre 5 ont été utilisées pour voir si une pondération des autres contraintes
ne donnerait pas un traitement plus équitable des contraintes binaires. Ceci n’a été testé que
sur des boites noires qui n’ont pas été déséquilibrées. Peu de différences ont été observées par
rapport aux tests précédents. Cependant, la version h7, favorisant le fait que les contraintes
non-relaxables et cachées soient vérifiées, a montré les résultats les plus satisfaisants. Cette
dernière est celle recommandée si l’on veut effectuer une mise à l’échelle des contraintes. Sans
cette mise à l’échelle, soit on peut choisir la version h2 (si on veut trouver la formulation la
plus proche de h7), soit on peut choisir la version h1 (car c’est elle qui a fourni de meilleurs
résultats sans mise à l’échelle).
Il a été considéré que la contrainte x ∈ X était modélisée par l’entremise d’une seule
contrainte. Cependant, lorsqu’il y a plusieurs contraintes non-relaxables identifiées, avoir
une contrainte binaire par contrainte non-relaxable pourrait être envisagé. Cela nécessiterait
des ajustements par rapport à ce chapitre.
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CHAPITRE 7 CONCLUSION ET RECOMMANDATIONS
Dans cette thèse, plusieurs extensions de l’algorithme MADS ont été développées. Celles-ci
ont été réalisées dans un cadre d’optimisation de boites noires. Ces extensions ont concerné
l’ordonnancement des points, dans le cadre de la stratégie opportuniste, et la gestion des
contraintes. Des stratégies d’ordonnancement ont été proposées dans un contexte sans modèle
dans le chapitre 4. Le chapitre 5 a montré que lorsque les contraintes n’étaient pas correcte-
ment à l’échelle, alors une mise à l’échelle de celles-ci permettaient d’améliorer la performance
de MADS. Le chapitre 6 a permis de définir un nouveau traitement des contraintes binaires,
non-relaxables et cachées. Ce traitement, basé sur la création de modèles de ces contraintes,
produit de meilleurs résultats qu’avec le traitement par défaut, utilisant la barrière extrême.
Ceci renforce l’idée qu’il est toujours utile d’avoir des modèles des fonctions mises en jeu dans
un problème d’optimisation de boites noires.
7.1 Synthèse des travaux et limites
Le chapitre 4 avait pour objectif de proposer de nouvelles stratégies d’ordonnancement pou-
vant améliorer celle qui est proposée par défaut dans MADS en l’absence de modèles. Deux
stratégies très différentes ont été testées. L’une d’entre elles cherchait à évaluer prioritaire-
ment les points qui avaient le plus de chances d’être réalisables. Pour cela, on estimait la
probabilité qu’un point soit réalisable à l’aide de l’algorithme k-nn. Plusieurs noyaux ont été
testés ; le noyau d’Épanechnikov avec LOOCV est celui qui a obtenu les meilleurs résultats.
Cette estimation avec k-nn n’est cependant pas parvenue à battre la stratégie d’ordonnan-
cement basée sur la direction de dernier succès, la stratégie par défaut dans NOMAD sans
modèles. Il a pu être mis en évidence, notamment avec le problème SNAKE, que la stratégie
basée sur la potentielle réalisabilité est trop prudente. Une deuxième stratégie, plus aventu-
reuse, proposait d’évaluer les points d’abord les plus éloignés par rapport à la cache. Ceci a
montré des améliorations sur des problèmes de boites noires. Il peut donc être recommandé
d’utiliser cette stratégie dans NOMAD par défaut, à la place de la direction de dernier succès,
dans le cadre de problèmes sans modèles.
Le chapitre 5 s’intéressait aux questions de mise à l’échelle dans MADS. Il a été montré
que des problèmes équivalents ne subissent pas les mêmes traitements dans MADS, car des
différences d’échelles créent des fonctions de violations de contraintes différentes. Ces diffé-
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rences peuvent notamment donner un poids arbitrairement élevé ou faible à une contrainte
par rapport à d’autres. Ces différences ont un impact à la fois sur la barrière progressive, via
la fonction de violations de contraintes h, et sur l’ordonnancement de points candidats, via
l’estimation de la fonction de violations de contraintes h̃. Plusieurs contributions ont été faites
à ce sujet. Concernant l’impact sur la barrière progressive, au lieu d’avoir une seule fonction
de violations de contraintes, une suite {hk}k∈N de fonctions de violations de contraintes a
été créée pour mettre à l’échelle les contraintes. Une autre contribution a concerné les chan-
gements occasionnés sur la barrière progressive, sur les points potentiellement dominés et
sur le choix de la barrière hmax. De plus, plusieurs points de convergence selon les différentes
pondérations ont été obtenus. Une pondération sur h a montré des résultats positifs, principa-
lement sur des boites noires déséquilibrées, avec une pondération par la plus grande violation.
Ceci a permis de montrer que, si un problème possède une mauvaise mise à l’échelle, alors
les performances peuvent être améliorées en pondérant les contraintes. Différentes mises à
l’échelle ont également été proposées pour h̃. Les résultats numériques ont montré un impact,
en effectuant des tests sur des boites noires déséquilibrées, en pondérant h̃. Enfin, combiner
des mises à l’échelle pour h et h̃ a permis d’avoir des résultats meilleurs qu’en ne pondérant
que h̃. Il est donc recommandé d’effectuer cette opération pour tous les problèmes car, si le
problème est déséquilibré alors l’impact est positif, et s’il est correctement mis à l’échelle,
l’impact n’est pas négatif ; donc cette mise à l’échelle ne nuira pas en moyenne.
Le chapitre 6 avait pour objectif de proposer un nouveau traitement de plusieurs contraintes :
binaires, non-relaxables et cachées. Ces types de contraintes utilisaient auparavant la bar-
rière extrême. Il y a plusieurs contributions dans ce chapitre. La première a été de regrouper
les contraintes non-relaxables et cachées en une nouvelle contrainte binaire. La deuxième a
consisté à proposer un modèle des contraintes binaires à l’aide de k-nn avec le noyau d’Epa-
nechnikov. La troisième a été d’incorporer ces nouveaux modèles pour les utiliser dans h̃.
Les résultats ont montré que l’utilisation de ces modèles pour les contraintes binaires per-
mettait d’avoir de meilleurs ordonnancements. Les nouvelles versions ont toutes obtenues de
meilleurs résultats que MADS par défaut. Il est donc recommandé d’incorporer ces modèles
de contraintes binaires et ces traitements de contraintes binaires, non-relaxables et cachées
dans NOMAD. La dernière contribution a été de vérifier l’impact d’une mise à l’échelle avec
ces modèles de contraintes binaires. Les différences ont été peu significatives, mais il semble
cependant que, même dans ce cadre, une mise à l’échelle soit parfaitement justifée d’un point
de vue numérique.
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7.2 Améliorations et travaux futurs
Des améliorations pourraient être entreprises en apprentissage sur les contraintes binaires
pour avoir une meilleure compréhension de celles-ci. Notamment, d’autres méthodes de clas-
sification supervisée pourraient être testées, pour confirmer ou améliorer le choix expliqué en
section 3.3.
Le chapitre 5 proposait de mettre les contraintes à l’échelle pour qu’elles aient globalement
le même poids. Ceci leur a donné la même importance dans la suite de fonctions de viola-
tions de contraintes. Ce choix peut sembler arbitraire. Une sélection des variables les plus
influentes a par exemple été utilisée dans un contexte de parallélisation en optimisation sans
dérivées [4]. Ainsi, une méthode qui apprendrait dynamiquement l’importance de chacune
des contraintes, en les hiérarchisant ou en les pondérant, pourrait être envisagée.
Enfin, les contraintes binaires ne donnant aucune nuance pour des points non-réalisables,
celles qui sont relaxables pourraient avoir un traitement dans la barrière progressive en ne
pénalisant pas par max(0, b(x))2 dans h (où b est une fonction à valeurs binaires), mais
peut-être par max(0, b̃(x))2. En effet, un point serait moins pénalisé si l’on pense qu’il aurait
de fortes chances d’être réalisable. Cela entrainerait deux difficultés notables. La première
est que la fonction de violations de contraintes changerait en fonction des itérations. Cela
constituait l’une des difficultés du chapitre 5, mais l’analyse de convergence semble moins
claire dans ce cadre. De plus, l’utilisation d’un modèle dans une fonction de violations de
contraintes ferait co-exister, dans la même fonction, des valeurs brutes de contraintes avec
des modèles. Ceci pourrait créer des asymétries dans les différentes contraintes.
Enfin, le chapitre 6 a proposé de modéliser l’ensemble des contraintes non-relaxables par une
seule contrainte binaire. Lorsque plusieurs contraintes non-relaxables sont identifiées, une
nouvelle formulation du problème initial modélisant chaque contrainte non-relaxable par une
contrainte binaire pourrait être choisie.
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