The moduli space A g of principally polarized abelian varieties of dimension g is unirational if g ≤ 5. The result is classically known if g ≤ 3, due to Clemens for g = 4 [Cl] and to Donagi for g = 5 [Do] (see also [MM] and [Ve] for alternative proofs). The variety A g is of general type if g ≥ 7. This was proved by Tai for g ≥ 9 [Ta1] and extended by Mumford for g ≥ 7 [Mu]. The Kodaira dimension of A 6 is unknown.
Introduction
The moduli space A g of principally polarized abelian varieties of dimension g is unirational if g ≤ 5. The result is classically known if g ≤ 3, due to Clemens for g = 4 [Cl] and to Donagi for g = 5 [Do] (see also [MM] and [Ve] for alternative proofs). The variety A g is of general type if g ≥ 7. This was proved by Tai for g ≥ 9 [Ta1] and extended by Mumford for g ≥ 7 [Mu] . The Kodaira dimension of A 6 is unknown.
Many authors studied also the problem of unirationality or non-unirationality and of calculating the Kodaira dimension of the moduli spaces A g (d 1 , d 2 , . . . , d g ) of abelian varieties of dimension g with nonprincipal polarizations of type D = (d 1 , d 2 , . . . , d g ), d i |d i+1 . Without loss of generality one may consider only polarizations with d 1 = 1 since dividing a polarization of an abelian variety by its first elementary divisor one obtains a polarization that satisfies this condition. The modular varieties A 2 (1, d) attracted much attention, particularly in the last 10 years. At present it is known that A 2 (1, d) is unirational if 2 ≤ d ≤ 11. This was proved: for d = 2, 3 by Birkenhake and Lange in [BL1] ; for d = 4 by Birkenhake, Lange and van Straten in [BLvS] ; for d = 5 by Horrocks and Mumford in [HM] (see also [HKW] ); for g = 7 by Manolache and Schreyer in [MS] ; for g = 9 by O'Grady in [O'G] and for g = 6, 8, 10, 11 by Gross and Popescu in [GP1, GP2] . We refer the reader to [GP2] for a more detailed discussion on the subject. Gritsenko proved in [Gri1, Gri2] that A 2 (1, d) is not unirational if d ≥ 13 and d = 14, 15, 16, 18, 20, 24, 30, 36 . Sankaran proved in [Sa] that A 2 (1, d) is of general type if d is a prime number ≥ 173.
The following results are known about the modular varieties of non-principally polarized abelian varieties of dimension ≥ 3. Tai proved that A g (D) is of general type if g ≥ 16 and D is an arbitrary polarization type or if g ≥ 8 for certain D (see Theorems 3.2 and 4.3 of [Ta2] ). Gritsenko proved in [Gri3] that if D = (1, . . . , 1, d) and ifÃ g (D) is a nonsingular projective model of A g (D) then one has for the geometric genus the inequality p g (Ã g (D)) ≥ p g (Ã g ). Bardelli, Ciliberto and Verra proved that A 4 (1, 2, 2, 2) is unirational [BCV] . In a recent preprint [BL3] In the present paper we consider threedimensional abelian varieties with polarizations of exponent 2 or 3. We prove that the following modular varieties are unirational: A 3 (1, 1, 2), A 3 (1, 2, 2), A 3 (1, 1, 3) and A 3 (1, 3, 3) . By the result of Birkenhake and Lange cited above it suffices to verify the unirationality only of A 3 (1, 1, 2) and A 3 (1, 1, 3). The idea of the proof is the following. One proves that for every sufficiently general abelian threefold P with polarization of type (1, 1, d), d = 2 or 3, there is a covering π : X → Y of an elliptic curve Y of degree d simply branched in 6 points such that P ∼ = Ker(Nm π : J(X) → J(Y )) and the polarization of P is the restriction of the canonical polarization of J(X). One obtains the unirationality of A 3 (1, 1, d), d = 2 or 3 by proving unirationality of certain Hurwitz spaces of coverings of elliptic curves. When d = 3 one uses Miranda's results which relates triple coverings with rank 2 vector bundles on the base [Mi] and Atiya's results about vector bundles on elliptic curves [At] . The unirationality of A 3 (1, 1, 4) and A 3 (1, 1, 5) can be proved in a similar manner using the theory of Gorenstein coverings of degree 4 and 5 [Sc, CE, Ca] . The result will be published elsewhere.
Here is an outline of the content of the paper by sections. Section 1 contains some simple lemmas which connect coverings of elliptic curves with abelian varieties. In Section 2 we study the Hurwitz space H d,n (Y ) which parameterizes degree d coverings π : X → Y of an elliptic curve Y simply branched in n ≥ 2 points. The direct summand E ∨ in the decomposition π * O X ∼ = O Y ⊕ E ∨ is called the Tschirnhausen module of the covering. Given A ∈ P ic n/2 Y we denote by H d,A (Y ) the subset of H d,n (Y ) parameterizing coverings with det E ∼ = A. We prove in Theorem 2.10 that H 3,A (Y ) is rational if deg A is odd and is unirational if deg A is even. Varying Y we obtain in Proposition 2.14 a degree d covering of T -curves p : X → Y where T is rational of dimension 6. This covering is later used for proving unirationality of A 3 (1, 1, d), d = 2 or 3.
Large part of Section 3 is an overview of polarized Hodge structures of weight one and their variations. Some simple facts we need are usually included as particular cases of more general theorems and also usually only unimodular polarizations are considered. It seems to us appropriate to include in the paper some of the material we use. With every covering π : X → Y of smooth projective curves one can associate two dual abelian varieties Ker(Nm π : J(X) → J(Y )) 0 and P ic 0 X/π * P ic 0 Y polarized naturally by dual polarizations. Varying the covering into a family with smooth base T one obtains respectively two morphisms Φ : T → A(D) andΦ : T → A(D) into moduli spaces of abelian varieties. The morphisms Φ andΦ are constructed by means of variations of Hodge structures of weight one. In Proposition 3.21 we give a multiplicative formula for the differential of Φ.
In Section 4 we consider a minimal versal deformations of a simple covering π : X → Y and study the associated period mappingsΦ into the Siegel upper half space obtained by the periods of holomorphic differentials with trace 0. When Y is an elliptic curve we prove in some cases that for general enough X the kernel of the differential dΦ, evaluated at the reference point corresponding to π : X → Y , has dimension 1 (the minimal possible). This is proved for deformations with fixed Y in Proposition 4.12. For deformations with varying Y we have the criterion of Proposition 4.16. Furthermore we prove the equality dim Ker dΦ = 1 in the case of deg π = 2 in Proposition 4.18 and in the case of triple coverings simply branched in 6 points in Proposition 4.22. The latter is proved by an argument of degeneration.
In Section 5 we prove our main results. In Theorem 5.1 we give an alternative proof of a result of Birkenhake and Lange that A 2 (1, 2) and A 2 (1, 3) are unirational [BL1] . Using the same argument and applying the results of Gritsenko and Sankaran cited above we prove in Theorem 5.2 that if d is a prime number and if A ∈ P ic 2 Y is a fixed invertible sheaf then every connected component of the Hurwitz space H d,A (Y ) is non-unirational if d ≥ 13 and is of general type if d ≥ 173. Finally in Theorem 5.3 we prove that A 3 (1, 1, 2) and A 3 (1, 1, 3) are unirational.
An argument of Section 4 uses that degenerating coverings of smooth projective curves into a covering of reduced curves the limit of the trace mapping of holomorphic differentials equals the trace mapping of regular differentials. As discussed in [Li, p.7 ] such a statement does not seem to follow immediately from relative duality (cf. [Kl, Corollary 18] ). We give a proof of the statement we need in an appendix.
Notation and terminology. We use the term morphism only in the category of schemes. When working with complex spaces we use the term holomorphic mapping. We make distinction between locally free sheaves and vector bundles and we denote differently their projectivizations. If E is a locally free sheaf of Y and if E is the corresponding vector bun-
A morphism (or holomorphic mapping) π : X → Y is called covering if it is finite, surjective and flat. If X and Y are smooth, then finiteness and surjectivity imply flatness (see e.g. [Mat, p.179] and [Fi, p.158] ). A covering of irreducible projective curves π : X → Y of degree d is called simple if X and Y are smooth and for each y ∈ Y one has d − 1 ≤ # π −1 (y) ≤ d. Unless otherwise specified we assume the base field k = C .
Coverings of elliptic curves and abelian threefolds
We first discuss the relation between coverings of elliptic curves of degree d and abelian threefolds with polarization of type (1, 1, d). 
Proof. To prove this statement we may look at these abelian varieties as real tori:
Lemma 1.2 Let X and Y be smooth, projective curves, let g(Y ) = 1, g(X) ≥ 2 and let Let Y be an elliptic curve. Let X be a smooth, irreducible, projective curve which is a cover π : X → Y of degree d simply branched at B ⊂ Y . By Hurwitz' formula g = g(X) = #B 2 + 1. Let Nm π : J(X) → J(Y ) be the induced map of the Jacobians. Then P = Ker(Nm π ) 0 is an abelian variety of dimension g − 1 = #B 2
. Let Θ ⊂ J(X) be a theta divisor inducing the principal polarization of J(X) and let Θ P be its restriction on P . Lemma 1.3 Let π : X → Y and let Θ P = Θ| P be as above. Suppose d = deg π is a prime number. Then the type of the polarization associated with Θ P is (1, . . . , 1, d).
Proof. Upon choosing a point in X we may identify X with its image in J = J(X) under the Abel map. We have homological equivalence X ≈
According to Lemma 1.2 one has (Nm π ) * (0) = P . Therefore by the projection formula
On the other hand if the type of Θ P is (d 1 , . . . , d g−1 ) one has
A composition of π with an automorphism of Y does not change P ⊂ J(X). Counting parameters we see that there are two cases in which one might obtain a generic abelian (g − 1)-fold with polarization of type (1, . . . , 1, d) by this construction.
Case A. dim P = 2. Here dim A 2 (1, d) = 3. One obtains the same number of moduli by fixing Y , varying 4 branch points of simple d-sheeted coverings and subtracting 1 for the action of Aut(Y ).
Case B. dim P = 3. Here dim A 3 (1, 1, d) = 6. This number of moduli is obtained by varying Y , varying the 6 branch points of simple d-sheeted coverings and subtracting 1 for the action of Aut(Y ).
2
Hurwitz spaces of triple coverings of elliptic curves
We are mainly interested in simple ramified coverings. Let R ⊂ X be the ramification locus and B ⊂ Y be the discriminant locus bijective to R. We have #B = n = 2e. Proof. Let B = {b 1 , . . . , b n } and let y 0 ∈ Y − B. The fundamental group of Y − B is isomorphic to
where α i is a simple loop around b i . Consider the homomorphism m :
Since (12) and (12 . . . d) generate S d by Riemann's existence theorem m is the monodromy homomorphism of a connected simple covering π : X → Y of degree d branched at B.
2.2
The set of equivalence classes of simple coverings of Y of degree d branched at n ≥ 2 points is parameterized by the Hurwitz space H d,n (Y ) (see e.g. [Mo] ). The Hurwitz space is anétale cover of Y (n) − ∆, where ∆ is the codimension one subvariety consisting of nonsimple divisors of degree n. So it is smooth equidimensional of dimension n. We denote by p : X → Y × H d,n (Y ) the universal family of simple d-sheeted coverings branched in n points. It has the following properties:
• X is smooth;
is a smooth, proper morphism with connected fibers;
• for every simple d-sheeted covering π : X → Y branched in n points there is a unique
The connection between triple coverings and rank 2 bundles is due to R. Miranda [Mi] . It was generalized to Gorenstein coverings of arbitrary degree d by O. Schreyer [Sc] (for coverings of P 1 ) and by G. Casnati and T. Ekedahl [CE] in the general case. We recall some basic facts taken from [CE] . Let π : X → Y be a covering of degree d of smooth, projective curves. The Tschirnhausen module of the covering is the quotient sheaf E ∨ defined by the exact sequence
One has E ∨ ∼ = Ker(T r π : π * O X → O Y ) and this is a locally free sheaf of rank d − 1. There is a canonical embedding i : X → P(E) and i [CE, p.448] ).
The equality 2 deg E = deg R follows thus from Hurwitz' formula.
Let
be the universal family of simple coverings of degree d ≥ 2 branched in n = 2e points. Let E ∨ be the corresponding Tschirnhausen module. Let A = det E. By Lemma 2.3 for every z ∈ H d,n (Y ) one has deg(A z ) = e. We obtain a morphism h :
Lemma 2.5 Let d and e be integers such that d ≥ 2, e ≥ 1. Let A ∈ P ic e Y . The following properties hold.
ii.
(ii). Given an element [π :
e Y has the property that its restriction on every connected component of H d,n (Y ) is surjective. Hence every sufficiently general fiber H d,A (Y ) is equidimensional of dimension n − 1 and is furthermore smooth [Ha, III.10.7] . Using (i) we conclude that every fiber H d,A (Y ) has these properties.
2.6
If π : X → Y is a triple covering of smooth projective curves with Tschirnhausen module isomorphic to E ∨ then P(E) is a ruled surface, ϕ : P(E) → Y , and i(X) is a divisor of the linear system
Tschirnhausen modules such that η is transformed into η ′ under the isomorphism. Conversely, given a rank 2 locally free sheaf E on Y with associated ruled surface ϕ : P(E) → Y any nonsingular, irreducible divisor X ∈ |O P(E) (3)⊗ϕ * (det E) −1 | determines a triple covering π : X → Y with Tschirnhausen module isomorphic to E ∨ . The group P GL Y (E) acts faithfully on the set of reduced divisors of |O P(E) (3) ⊗ ϕ * (det E) −1 | and the orbit P GL Y (E) · X corresponds to the equivalence class [X → Y ].
2.7
We now consider simple triple branched coverings π : X → Y where Y is elliptic. The number of branch points n = #B = #R = 2 deg E, n ≥ 2. Let H 3,n (Y ) be the corresponding Hurwitz space. We wish to determine the types of the Tschirnhausen modules of general coverings. We need to bound above the number of moduli of [X → Y ] ∈ H 3,n (Y ) with certain types of Tschirnhausen modules (Cases 1 -5 considered below). We do not need to address the question whether such coverings with smooth, irreducible X actually exist. Let us first consider the case of decomposable Tschirnhausen modules. Let deg E = e, n = 2e,
In order that E ∨ is the Tschirnhausen module of the irreducible covering π : X → Y determined by η it is necessary that α = 0 and δ = 0 (see [Mi, p. 1145] or [CDC, p. 266] 
, and 2b > a since b ≥ a. We see that if n = 2 and if X is irreducible then the Tschirnhausen module is indecomposable. The splitting (1) yields
Here L and M may vary independently, so
This case is possible only if n ≡ 0(mod 4) since n = 2(a + b). Here # moduli ≤ 2 + 2e − 2 = n.
Case 4. 2a = b. Here one has two subcases:
Recall from [At, p.432 ] that on an elliptic curve for every r ≥ 1 up to isomorphism there is a unique indecomposable locally free sheaf F r of rank r and degree 0 with h 0 (Y, F r ) = 0. Furthermore any indecomposable locally free sheaf E of degree e and rank r such that r|e is isomorphic to L ⊗ F where L is an invertible sheaf of degree e r . Case 5.The Tschirnhausen module of π : X → Y is indecomposable of even degree. Let n = 2e, e is even. Let us fix an indecomposable E with deg E = e. Let E ∼ = L ⊗ F 2 . We have by [At, p.438] that
Hence by [At, p.430] [At, pp.433, 437] , hence h 0 (End Y (E)) = 2. Varying E (i.e. L ∈ P ic e/2 Y ) we obtain #moduli ≤ 1 + n − 2 = n − 1.
We need a technical result related to [CE, Theorem 3.6 ]. Although we need it only in the case of families of elliptic curves we state and prove it for arbitrary dimensions and arbitrary algebraically closed base field k of characteristic 0. Let Y be a smooth integral scheme over k. We recall from [CE, Definition 3.3 ] that given a rank 2 locally free sheaf 
the associated vector bundle with fibers
Then there is a smooth subscheme X ⊂ P(E ′ ) and a triple covering p :
Proof. If H 0 is empty there is nothing to prove. Suppose H 0 = ∅.
Step 1. Let H ′ be the set of η ∈ H for which (a) holds. We claim H ′ is Zariski open in H. Consider the incidence correspondence Γ ⊂ P(E) × Z H defined as follows.
Consider the projection ε : Γ → Y × H, ε(x, η) = (y, η). An element η ∈ H z fails to be of right codimension in y ∈ Y z if and only if η(x) = 0 for ∀x ∈ P(E) y . Equivalently (y, η) ∈ Σ where Σ ⊂ Y × Z H is the subset of points for which dim ε −1 (y, η) ≥ 
we obtain a section which is of right codimension for every (y, η) ∈ Y × Z H ′ . By [CE, Theorem 3.4 ] one obtains a closed subscheme
) and a Gorenstein triple covering p :
, so again by properness its image in H ′ 1 is closed. The complement of the latter in H ′ 1 is the set H ′′ consisting of η for which both (a) and (b) hold. Hence
′′ be the discriminant subscheme (see e.g. [AK, ). We apply to the projection B → H ′′ the same argument as that in Step 2 to conclude that
Step 2. The last claim of the lemma follows from the functoriality of Miranda's construction.
Proposition 2.9 Let n = 2e ≥ 2. There is a Zariski open dense subset of the Hurwitz space
U ⊂ H 3,n (Y ) such that for every [X → Y ] ∈ U one has 1. if e ≡ 1(mod 2) the Tschirnhausen module E ∨ is indecomposable of degree −e.
if e ≡ 0(mod 2) the Tschirnhausen module
and L ≇ M.
Proof. We need to prove that in each of the cases 1, 3, 4 and 5 from 2.7 if a triple covering π : X → Y with Tschirnhausen module of that type exists then the set of equivalence classes of such coverings is contained in a closed subscheme of H 3,n (Y ) of codimension ≥ 1. We apply Lemma 2.8 with Y = Y × Z, q = π 2 where Z and E are constructed in the various cases as follows. In Case 1 we let
Here π 12 and π 13 are the corresponding projections of
In Case 5 we let Z = P ic e/2 Y and let
Suppose there is a triple covering of one of the considered types. Let H 0 and X → Y × H 0 be as in Lemma 2.8. By the universal property of the Hurwitz space there is an associated morphism f : H 0 → H 3,n (Y ). The closure f (H 0 ) is a closed subscheme of codimension ≥ 1 according to the calculations of the number of moduli in the various cases from 2.7.
Theorem 2.10 Let Y be an elliptic curve, let n be a pair integer n = 2e ≥ 2.
and e ≡ 1(mod 2) and is unirational if d = 3 and e ≡ 0(mod 2).
Proof. It is clear from the proof of the preceding lemma that the morphism h :
e Y which are isomorphic to each other. Hence it suffices to prove the statements for
is the closed subset of nonsimple divisors one obtains an isomorphism f :
we have two cases. Case 1. e ≡ 1(mod 2). According to Atiya's results [At] up to isomorphism there is a unique indecomposable rank 2 locally free sheaf E on Y with deg E ∼ = A. By Proposition 2.9 and Lemma 2.5 there exist simple triple coverings with Tschirnhausen module isomorphic to E ∨ . Applying Lemma 2.8 with
which moreover is invariant with respect to the action of C * . Using the universal property of the Hurwitz space H 3,n (Y ) one obtains a morphism f : PH 0 → H 3,A (Y ). This morphism is dominant by Proposition 2.9. It is injective since h 0 (Y, End(E)) = 1 (cf. [At, Lemma 22 ] and 2.6). Hence
−1 and let µ : P ic a Y → P 1 be the quotient map. Let Z ⊂ P 1 be the complement of the branch locus of µ. Consider the double covering 1 ×µ :
z ). We apply Lemma 2.8 with Y = Y × Z, q = π 2 and using Proposition 2.9 and Lemma 2.5 we conclude that H 0 is nonempty. Here H is a vector bundle over Z and its Zariski open subset H 0 is C * -invariant. The family of triple coverings X → Y × H 0 yields a morphism f : PH 0 → H 3,A (Y ) which is dominant by Proposition 2.9. Hence H 3,A (Y ) is irreducible and unirational. 
2.13
So far in this section we considered families of triple coverings of a fixed elliptic curve. We now want to vary also the elliptic curve. We need only the case of triple coverings simply branched at 6 points and this is the case we work out. We consider a sufficiently general pencil of cubic curves in P 2 . Blowing up the nine base points and discarding the singular fibers we obtain a smooth family q : Y → Z, Z ⊂ P 1 of elliptic curves with 9 sections. Let us choose one of the sections and call it D. We construct a rank 2 locally free sheaf on Y as in [Ha, Ch.V, Ex.2.11.6] . Namely, the extensions
is locally free of rank one by Grauert's theorem. Replacing Z by a smaller affine set we may assume R 1 q * O Y (−D) is trivial. A trivializing section yields an extension (2) with the property that F z is indecomposable over Y z for every z ∈ Z. Let E = F ⊗ O Y (D). By semicontinuity, replacing Z by a smaller open set, we may assume
is independent of z. We may now apply Lemma 2.8.
H → Z is the corresponding vector bundle and H 0 ⊂ H the open subset that satisfies the three conditions of Lemma 2.8 then H 0 = ∅ by Corollary 2.12. According to that lemma letting P(H 0 ) = T we obtain a family of triple coverings
Letting Y T = Y × Z T one obtains a family of coverings over T :
In the case of double coverings one has an analogous and simpler construction. Here one lets 
c. T is a rational variety of dimension 6.
Proof. Part (b) follows from Corollary 2.12 and Lemma 2.8. The other parts are clear.
Families of coverings and variations of Hodge structures
We start by recalling some well known facts and fixing notation (cf. [Gr1, Gr2, GS, Ke] ).
3.1 A polarized Hodge structure of weight one is given by the following data.
i. A free abelian group M of rank 2g.
iii. An integer valued, skew-symmetric, nondegenerate form Q : M × M → Z whose C-bilinear extension Q C satisfies the Riemann relations
One defines the real Weyl operator C so that it has eigenvalue i on U and −i on U. Given such data one may define a polarized abelian variety P (U) = U/π 0,1 (M). The polarization on P (U) is defined by the Hermitian form
3.3 Consider a polarized Hodge structure as in 3.
The transposed Weyl operator t C has eigenvalues i, −i on V and V respectively. Consider the corresponding splitting Λ C = V ⊕ V . The complex torus A(U) = V /π V (Λ) is dual to P (U). Indeed, define a complex structure on Λ R by
As we saw above we have (M R , J)/M ∼ = P (U). The R-extension of the perfect pairing , : Λ × M → Z satisfies Iv, Jϕ = v, ϕ . Thus A(U) is dual to P (U). Let ω 1 , . . . , ω g be a C-basis of U and let γ 1 , . . . , γ 2g a Z-basis of Λ. Let {γ * ρ } be the dual basis of M and let Π = (π αρ ) be the g × 2g period matrix with entries π αρ = γ ρ , ω α . Then ω α = ρ π αρ γ * ρ . In matrix form this can be written as
). The matrix Π is the period matrix of the torus A(U). In Example 3.2 we have Λ = H 1 (X, Z),
3.4 The material of this paragraph is related to [BL2, BL3] . Let Λ be a lattice of rank 2g. Let E be a nondegenerate, integer valued, skew-symmetric form on Λ. Let φ :
. We need to multiply E * by an integer in order to make it integer-valued on Λ * . Let A = (a ρσ ) be the matrix of E in a basis
one has that the matrix of E * in the basis {γ *
and hence eA * is with integer entries.
We see thatÊ = eE * is an integer valued skew-symmetric form on Λ * with elementary
. If A = (a ρσ ) is the matrix of E in the basis {γ ρ } of Λ and if
The equality φ * Ê = e E and (5) implyφ * E = eÊ, soÊ * = 1 e E and since the maximal elementary divisor ofÊ is
the following relations hold
Let P = C g /Λ be an abelian variety with polarization E = Im H. It is convenient to consider C g as the real space Λ R and the multiplication by i as a linear operator I : Λ R → Λ R with I 2 = −1. The Riemann conditions for E are:
* be the dual complex torus. Here the complex structure on Λ * R is defined [Ke, p.7] ). Now the above construction yields a polarizationÊ onP such that the polarization mappingφ :P → P satisfiesφ
With every simplectic basis {λ i } of Λ, E(λ i , λ g+j ) = d i δ ij , one may associate a normalized period matrix (Z, D) of P . Here D = diag(d 1 , . . . , d g ), Z belongs to the Siegel upper half space H g and is defined by the equalities [LB, p.213] 
One has φ(λ j ) = d j λ * g+j , φ(λ g+j ) = −d i λ * i , so applying φ to (7) and dividing by d j one obtains
where 
With respect to − t C one has the splitting Λ C = W ⊕ W with eigenvalues i and −i respectively, where
is a polarized Hodge structure of weight one. We call it the dual polarized Hodge structure of (M,
We summarize the arguments of 3.1 -3.5 in the following statement. 
with polarizations E, resp.Ê which have types
Q where c is the first elementary divisor of Q and E = −Q. In appropriate simplectic bases the normalized period matrices of A(U) and P (U) are respectively
) and S is the matrix defined in (8). The dual polarized Hodge structure is defined by Λ = M * , Λ C = W ⊕ W ,Q, where W = U ⊥ , W = (U ) ⊥ and one has A(U) = P (W ), P (U) = A(W ).
Example 3.7 Consider A(U) ∼ = J(X) from 3.2 and 3.3. Let E : Λ × Λ → Z be the skew-
is the canonical principal polarization of J(X). The period g×g matrix Z as defined in 3.4 is the same as the classical one. In fact if {A i , B j } g i,j=1 is a standard system of cycles on X, (A i , B j ) X = δ ij , then {λ i = B i , λ g+j = A j } is a simplectic basis for E. Thus if ω 1 , . . . , ω g is a normalized basis of differentials, A j ω i = δ ij then Z ij = B j ω i . The polarized Hodge structure dual to the one of Example 3.2 is H 1 (X, Z),
3.8 Let π : X → Y be a covering of smooth projective curves, g(Y ) ≥ 1. Then π * :
The corresponding pair of dual abelian varieties is
Consider the restriction of −( , ) X on Λ. It is a nondegenerate form as evident from the orthogonal decomposition H 1 (X, R) = Ker π * ⊕ π * H 1 (Y, R). Dividing it by its smallest elementary divisor we obtain a polarization E : Λ × Λ → Z on A(U). The dual form E : M × M → Z is a polarization on P (U), both E andÊ have first elementary divisor 1, have the same exponent and their types are related as in Proposition 3.6. The Hodge structures M C = U ⊕ U and Λ C = W ⊕ W are polarized respectively by Q = −Ê and Q = −E Example 3.9 (i) Let π : X → Y be a covering of smooth, projective curves of prime degree d, let g(X) ≥ 3, g(Y ) = 1. Then P = Ker(Nm π ) is connected by Lemma 1.2 and by Lemma 1.3 the polarization E induced from J(X) has type (1, . . . , 1, d). hence the dual abelian varietyP = P ic 0 (X)/π * P ic 0 (Y ) has dual polarizationÊ of type (1, d, . . . , d).
(ii) Let π : X → Y be a double covering of smooth, projective curves where g(X) = 7, g(Y ) = 3 as in [BCV] . Then Ker Nm π is connected and equals the Prym variety P with induced polarization E of type (1, 2, 2, 2). Thus the dual varietyP = P ic 0 X/π * P ic 0 Y has dual polarizationÊ of type (1, 1, 1, 2).
3.10
We want to adapt the arguments in [Gr1, pp.576, 577 ] to the case of arbitrary polarizations. Let M, M C = U ⊕ U , Q : M × M → Z be a polarized Hodge structure. Let Λ = M * , Λ C = W ⊕ W ,Q be the dual Hodge structure and let −Q = E : Λ × Λ → Z and E : M × M → Z be the associated skew-symmetric forms as defined in Proposition 3.6. Let {ω α } be a basis of U, let {λ ρ } be a simplectic basis of Λ with respect to E and let Π be the corresponding period matrix
). Since Q = −cÊ, c ∈ N, the Riemann relations of 3.1 may be written as (a) (Ê(ω α , ω β )) = 0, (b) i(Ê(ω α , ω β )) < 0 or equivalently in matrix form for Π = (Π 1 Π 2 )
In this form the relations are the same as in [LB, p.77] . Changing the basis of U by t (φ 1 , . . . , φ g ) = A t (ω 1 , . . . , ω g ) and the simplectic basis of Λ by (µ 1 , . . . , µ 2g ) = (λ 1 , . . . , λ 2g )R one obtains an equivalent period matrix Π ′ ∼ Π, Π ′ = AΠR. The same argument as in [Gr1, p.577] shows that det Π 1 = 0, det Π 2 = 0, so every Π is equivalent to DΠ
with Z ∈ H g as follows from Riemann's relations. The matrix R ∈ M 2g (Z) satisfies the equal-
, the group defined in [LB, p.219] . Multiplying on the right a normalized period matrix (ZD) by R = t ( a b c d ) and then normalizing one obtains (Z ′ D) where
. This is the left action of Γ D on H g defined in [LB, p.219] . The quotient Γ D \H g is the moduli space A D for polarized abelian varieties of type D (ibid). In conclusion one obtains a correspondence
Using the dual polarized Hodge structure (Λ, Λ C = W ⊕ W ,Q) one obtains similarly another correspondence
Comparing with Proposition 3.6 we see that (10) and (11) associate to a polarized Hodge structure of weight one respectively the isomorphism classes [A(U)] ∈ A D and [P (U)] ∈ AD.
3.11 Let T be a connected complex manifold. A polarized variation of Hodge structure of weight one (VHS) over T is given by the following data.
i. A flat bundle of rank 2g lattices M → T .
iii. A flat skew-symmetric form Q : M × M → Z which satisfies fiberwise the Riemann relations of 3.1.
Given a VHS one may consider the dual VHS
⊥ and the polarizationQ is obtained from Q as described in the beginning of 3.4. Dividing by an appropriate negative integer −c one obtains flat, integer valued, skewsymmetric forms E = −Q,Ê = − 1 c Q such that for each s ∈ T the forms E s ,Ê s are respectively polarizations of types D = (1, d 2 , . . . , d g ),D = (1,d 2 , . . . ,d g ) of the associated complex tori A(F s ), P (F s ) as in Proposition 3.6. Let S ⊂ T be an open set in the Hausdorff over which M and F are trivial. Choosing a frame λ 1 , . . . , λ 2g of L| S , a frame ω 1 , . . . , ω g of F| S and normalizing the associated period matrices as in 3.10 one obtains a holomorphic Proposition 3.12 Let T be a connected complex manifold and let M,
polarized variation of Hodge structures of weight one. Let D andD be the dual polarization types as defined in 3.11. Then one can define period mappings Φ : T → A D andΦ : T → AD which transform s ∈ T respectively into the isomorphism classes of polarized abelian varieties Φ(s) = [A(F s )],Φ(s) = [P (F s )]. If T is algebraic, so are the period mappings Φ andΦ. The mapping Φ is dominant if and only ifΦ is dominant.
Proof. That Φ andΦ are algebraic if T is algebraic follows from Borel's extension theorem [Bo, Theorem 3.10] . The last statement follows from comparing the differentials of Φ andΦ by means of (8).
3.13
We now consider a family of coverings of curves and associate to it two dual VHS. Suppose we are given a commutative diagram of holomorphic mappings
where T is a connected complex manifold, f and q are smooth, proper of relative dimension one and p is surjective. Then we have the standard VHS associated with f and q:
X /T and similarly for q. One has a morphism of VHS p
We obtain a dual VHS letting
the cup-product which is an unimodular polarization of (H X , F X ) (cf. Example 3.2).
According to 3.5 we letQ : H * X × H * X → Z be the dual polarization. Since M is a quotient of H X the dual L = M * may be embedded in H * X . RestrictingQ on L and dividing the obtained flat skew-symmetric form by its least elementary divisor one obtains a polarization Q : L × L → Z. Its dual Q : M × M → Z polarizes the VHS (M, F). The flat forms E = −Q andÊ = −Q polarize fiberwise respectively the associated complex tori Ker(Nm ps ) 0 and P ic 0 X s /p * s P ic 0 Y s for ∀s ∈ T . Applying Proposition 3.12 we obtain the following result.
Proposition 3.14 Let p : X → Y be a covering of smooth T -curves over a smooth connected algebraic base T (cf. (12)). Fix o ∈ T and suppose the restriction of the intersection form
( , ) Xo on Ker((p o ) * : H 1 (X o , Z) → H 1 (Y o , Z)) has elementary divisors (m, md 2 , . . . , md g ), d i |d i+1 . Let D = (1, d 2 , . . . , d g ),D = (1,d 2 , . . . ,d g ) whered i = d g /d g−i+1 . Then the period mappings Φ : T → A D andΦ : T → AD given by Φ(s) = [Ker(Nm ps ) 0 ] and Φ(s) = [P ic 0 X s /p * s P ic 0 Y s ] are
algebraic morphisms. The morphism Φ is dominant if and only if the morphismΦ is dominant. If this is the case and if T is unirational, then both A D and AD are unirational varieties.
Remark 3.15 A recent result of Birkenhake and Lange [BL3] shows that A D and AD are in fact isomorphic to each other.
Example 3.16
In [BCV, p.124] it is proved that A 4 (1, 2, 2, 2) is unirational considering the Prym mapping for a family as in (12) where T is a Zariski open set in |O P 2 (4)(−p 1 − p 2 − p 3 − p 4 |, where p 1 , . . . p 4 are general points in P 2 , q : Y → T is the corresponding family of plane quartics and p : X → Y is a suitable double covering. From Proposition 3.14 it follows that every general abelian variety of dimension four with polarization of the type (1, 1, 1, 2) is isomorphic to P ic 0 X s /p * s P ic 0 Y s for some s ∈ T and A 4 (1, 1, 1, 2) is unirational. The latter follows of course from the result of Birkenhake and Lange cited above.
Question 3.17 Is it true that the moduli space A 4 (1, 1, 2, 2) is unirational?
3.18
We now wish to give a formula for the differential of the period mapping Φ of the VHS considered in Proposition 3.14. Let us first consider the general set-up of polarized VHS of weight one. Since the problem is local replacing T by a smaller open set S we may restrict ourselves to the case where M = M × S is constant and the holomorphic subbundle F ⊂ M C is trivial. Let us fix a basis λ * 1 , . . . , λ * 2g of M and a frame ω 1 , . . . , ω g of F. Transposing (9) we may write
By the first Riemann relation 3.1(iii) every g-plane F(s) ⊂ M C is isotropic with respect to Q C . Let us denote byĎ ⊂ Gr(g, M C ) the simplectic grassmanian of isotropic g-planes and let D ⊂Ď be the open subset of those g-planes satisfying the second Riemann relation [GS, p.54] . One obtains a holomorphic mappingΦ : S → D ⊂Ď,Φ(s) = F(s). Considering g-planes is equivalent to taking quotient modulo the equivalence relation t Π ∼ t Π t A, A ∈ GL(g, C). ThusΦ is a coordinate free description of the mappingΦ S : S → H g considered in 3.11. Let U →Ď be the tautological vector bundle. The cotangent bundle (TĎ) * is isomorphic to Sym 2 U. Fiberwise this isomorphism is explicitly described as follows. If z = [U ⊂ M C ] ∈ D the vector φ ∈ Hom(U, M C /U) = T z Gr(g, M C ) belongs to the tangent space toĎ if and only if Q(φ(u), v)+Q(u, φ(v)) = 0 for ∀u, v ∈ U. Since Q is skew-symmetric this is equivalent to saying that the bilinear form q φ (u, v) = Q(φ(u), v) is symmetric. Considering the trilinear form
yields the isomorphisms
Consider the period mappingΦ : S →Ď. Let s ∈ S. The differential ofΦ at s ∈ S yields a trilinear form
From (14) one obtains a formula for t dΦ(s):
where · denotes the product in the symmetric algebra induced from ⊗.
3.19
Let us apply the above to the VHS associated with a surjective holomorphic mapping p : X → Y of smooth families of curves over T as in 3.13. Let s 0 ∈ T and let X = X s 0 , Y = Y s 0 , π = p s 0 . We may replace T by a smaller neighborhood S of s 0 such that f : X → S and q : Y → S are C ∞ -trivial fibrations and all bundles occurring in the constructions of 3.13 are trivial (in the corresponding category). Abusing notation let us denote by π * both the homomorphism π * :
, where D X , D Y are the Poincaré isomorphisms. Let ( ) − denote the kernel of π * on the corresponding object. The Gysin homomorphism preserves the Hodge type and coincides with the trace map T r ps on H 1,0 (X s ) = H 0 (X s , Ω Xs ) . We thus obtain a VHS as follows:
Notice that for the Weyl operators one has
− is the constant skew-symmetric form induced from
The canonical homomorphism j : F) . We wish to compare the polarization Q on (M, F) as defined in 3.13 with Q − from (17).
lattices of equal rank has kernel 0 and induces a morphism of VHS (M
′ , F ′ ) → (M,
Lemma 3.20 Suppose the restriction of the intersection form
. Using the notation of 3.8 and 3.13 we have Λ = H 1 (X, Z) − , ( , ) X | Λ = −mE. The homomorphism ϕ : Λ → Λ * = M is given by δ, ϕ(λ) = E(λ, δ) and one has
On the other hand the Poincaré isomorphism
One has for every λ, δ ∈ Λ δ, ϕ
Hence
We conclude from the lemma that via the isomorphism j : M 
Proposition 3.21 Let p : X → Y be a surjective holomorphic mapping of smooth families of curves over T as in (12) . Let (M, F, Q) be the polarized variation of Hodge structures defined in 3.13. Let 
∈ T s 0 S and let Z ⊂ S be a smooth, complex analytic curve tangent to ∂ ∂τ at s 0 . The restricted family X Z → Z yields the standard VHS H 1,0 (X u ) ⊂ H 1 (X, C), u ∈ Z. By [Gr2, p.816 ] the differential of the period mapping of this VHS transforms ∂ ∂τ into an element of Hom(H 1,0 (X), H 0,1 (X)) given by the cup-product ω → ρ( ∂ ∂τ )•ω (i.e. ∪ composed with contraction). From the splitting
is given as well by the cup product:
We may replace in this integral ρ(
). The new integrand (v 0,1 ∧ ω 1 ) ∧ ω 2 is a (1, 1) form which is given locally by
Integrating this (1, 1) form we obtain by the definition of Serre's duality the required formula for t dΦ. 
is an isomorphism [KS] . Similarly to the above one obtains a holomorphic mapping p : X → Y and a smooth, proper mapping f : X → N × H which fit into a commutative diagram as in (19). The constructed family of coverings is versal for deformations of π : X → Y as shows the following proposition. Proof. As mentioned above the existence of V ∋ h(s 0 ) and a holomorphic mapping ν : V → N such that Y ′ V ∼ = Y × N V follows from Kodaira-Spencer's theorem of completeness [KS] .
Proposition 4.3 Let π : X → Y be a covering of a smooth, projective curve of genus
We may replace T by h −1 (V ) and f ′ : X ′ → T by the corresponding restriction. We then obtain a deformation into the family q : Y → N as defined in [Ho2, §5] :
An easy calculation which uses [Ho2, Lemma 5.1] shows that the characteristic map τ : (19) is an isomorphism. Therefore by Horikawa's theorem of completeness [Ho2, Theorem 5.2] there is a neighborhood S of s 0 ∈ T and a holomorphic mapping µ : S → N × H such that the restriction of (20) on S is isomorphic to the pull-back of (19) by µ. This proves the proposition.
Let Y be a curve of genus g ≥ 0 and let π : X → Y be a simple covering of degree d ≥ 2 with n ≥ 2 branch points. Let C → M, C o ∼ = X be a minimal versal deformation of X. Let (Ψ, f ) : X → Y × H be the (local Hurwitz) family considered in 4.1. Shrinking H if necessary, there is a holomorphic mapping h : 
is given by the formula
Proof. We are in the situation considered by Horikawa in [Ho1] . At the ramification points of (Ψ, f ) :
Here T is a skyscraper sheaf (non-canonically) isomorphic to ⊕ n i=1 C a i . Then Horikawa's characteristic mapping τ :
Consider the exact cohomology sequence
The Kodaira-Spencer mapping equals the composition ρ = δ • τ [Ho1, p.376] . In order to prove (21) it suffices to verify that for every ϕ ∈ H 0 (X, ω ⊗ 2 X ) and every i = 1, . . . , n for the Serre duality pairing one has
For every i = 1, . . . , n let U i be a small disc containing a i with local coordinate z i , z i (a i ) = 0, such that π(U i ) ⊂ ∆ i and such that π is locally given by
while the other
. A calculation similar to the one in [ACGH, pp.14, 15] shows (22).
Corollary 4.5 Let the hypothesis be as in Proposition 4.4. Then the annihilator of dh(T
Remark 4.6 When Y = P 1 this result was proved by Donagi and Green by a different argument [DS, Appendix] . 
Proof. The second formula was proved in Proposition 4.4. We give the proof of the first one in the case g(Y ) = 1. The case g(Y ) ≥ 2 is similar. Using the notation of 4.2 we consider the Stein covering of X,
) ∈ H 1 (X, T X ) of the deformation of X defined by (18), the branch points remaining fixed, is given by the 1-cocycle
. Using a calculation similar to the one in [ACGH, pp.14, 15] one obtains for the Serre duality pairing
4.8 Let π : X → Y be a simple branched covering of degree d ≥ 2 where Y is a smooth projective curve of genus g(Y ) ≥ 1. Consider the deformation (19) of the covering π as described at the end of 4.2. Let S = N × H and let q ′ : Y ′ → S be the pullback of the family q : Y → N via π 1 : S → N. We obtain a commutative triangle as in (12) : 
Proof. One applies Proposition 3.21 with
) , ω 1 ω 2 ) equals the right-hand side of (25) and (26) in the respective cases follows from the proofs of Proposition 4.7 and Proposition 4.4.
4.10
We now restrict ourselves to the case of coverings of elliptic curves π : X → Y with g = g(X) ≥ 3 and first we consider deformations of π : X → Y with fixed Y . Consider the canonical map φ K :
It defines a point q − ∈ P g−1 with the property that the differentials ω ∈ H 0 (ω X ) − define hyperplanes in
be the period mapping corresponding to the variation Proof. We identify X with its image φ K (X) ⊂ P g−1 . Then H α ∩ X = R where R is the ramification divisor of π : X → Y and the span R = H α . By (26) the annihilator of dΦ Y (T B H) equals the subspace of S 2 H 0 (ω X ) − consisting of elements which vanish in R. Identifying H 0 (ω X ) with H 0 (P g−1 , O P g−1 (1)) we consider the restriction map r :
. This is an isomorphism since both spaces have the same dimension and the kernel is 0. Indeed any element of the kernel corresponds to a reducible quadric H ′ ∪ H α with center H ′ ∩ H α . The quadrics of |S 2 H 0 (ω X ) − | are singular and contain q − in their center. By Lemma 4.11 q − / ∈ H α , thus no quadric of the type
Let g(X) = 3. Then X ⊂ P 2 is a quartic and H α is a line intersecting X in 4 distinct points. Here
Suppose g(X) ≥ 4. The restriction mapping
is an isomorphism (see the proof of [Is, Lemma 2.10] ). Therefore 
Proof. Suppose π : X → Y is a covering of degree d simply branched in n points such that X is hyperelliptic. Let µ : X → P 1 be the corresponding covering of degree 2. Consider ν = (µ, π) :
Indeed, since µ = π 1 • ν, the other possibility would be deg ν = 2, X ′ ∼ = P 1 . This is however absurd, since π 2 : X ′ → Y is an epimorphism. The curve X ′ belongs to |π *
The curve C is irreducible and belongs to |O P 1 ×P 1 (d, 1)|, hence it is isomorphic to P 1 . We obtain that the covering π : X → Y fits into a commutative diagram
where ψ : C → P 1 is a morphism of degree d. Conversely, given ϕ : Y → P 1 of degree 2 and ψ : C → P 1 of degree d one defines X ′ = C × P 1 Y . Normalizing X ′ one obtains π : X → Y such that X is hyperelliptic. Composing in (27) with an automorphism τ : P 1 → P 1 does not change the equivalence class of π : X → Y . Thus we may suppose the discriminant locus of ϕ is a fixed set B ϕ = {0, 1, λ, ∞} where λ is determined by the j-invariant of Y up to a finite number of choices [Ha, Ch.IV §4] . If c ∈ P 1 − B ϕ is a branch point of ψ, then the two points ϕ −1 (c) are branch points of π. One concludes firstly that all branch points of ψ contained in P 1 − B ϕ are simple and secondly #(B ψ − B ϕ ) ≤ The next lemma follows from the proof of Proposition 4.12. Abusing notation we will not distinguish between S m H 0 (X, ω X ) and H 0 (P g−1 , O P g−1 (m)). We denote by S 2 H 0 (X, ω X ) − (−R) the space of elements of S 2 H 0 (X, ω X ) − which vanish on the ramification locus R.
Lemma 4.15 Let the assumptions be as in Proposition 4.12. Let g(X) ≥ 4. Then for every
We now consider the deformation (19) 
Proof. Identify X with φ K (X) ⊂ P g−1 . Let c ∈ Y and let v be a local coordinate as in 4.2.
X ) be the multiplication map. By Propositions 4.12 and 4.9 one has dim Ker dΦ(s 0 ) = 1 if and only if the linear functional (28) is not identically zero. For every F − we have by Lemma 4.15 the representation
Since T r π (ω) = const α we conclude that λ(F − ) = 0 if and only if T r π (ω) = 0, i.e. iff ω ∈ H 0 (X, ω X ) − , or equivalently iff the linear form of H 0 (P g−1 , O P g−1 (1)) corresponding to ω vanishes in q − . Suppose there is a quadric Q ⊂ P g−1 given by an equation F = 0 such that Q ⊃ X and
corresponding to F as in Lemma 4.15. Since q − belongs to the center of the quadric {F − = 0} the form ω cannot belong to
. Let F − = ω · π * α + F be the representation of Lemma 4.15. By Lemma 4.11 and the argument above the linear forms of H 0 (P g−1 , O P g−1 (1)) which correspond to ω and π * α do not vanish in q − . Since q − belongs to the center of {F − = 0} we conclude that F does not vanish in q − .
Corollary 4.17 Let X ⊂ P 3 be a canonical curve which is a simple covering of an elliptic curve π : X → Y . Let Q be the unique quadric in P 3 which contains X and let q − ∈ P Proof. X is a bi-elliptic curve and it is well-known that φ K (X) lies on a normal elliptic cone C of degree g − 1 ( [ACGH, p.269] and [Sh, Na] ). The vertex of the cone is exactly the point q − defined in 4.10. One has q − / ∈ X, the projection from the vertex maps X into Y ⊂ P g−2 and this projection coincides with π. Every quadric Q which contains X ∪ {q − } should contain C as well since the generators of C are secants of X. By Enriques-Babbage theorem ∩ Q⊃X Q equals either X or a surface of degree g −2. Since deg C = g −1 we conclude there is a quadric Q which contains X and does not contain q − so that Proposition 4.16 may be applied.
4.19
We now consider the deformation (19) in the case of triple coverings of genus 4 and we wish to prove that the differential of the period mappingΦ :
to a dense open subset of H 3,n (Y ). Applying Corollary 4.17 and using the irreducibility of the Hurwitz spaces H 3,n (Y ) proved in Theorem 2.10 it suffices to construct a single π : X → Y with non-hyperelliptic X such that q − / ∈ Q. We do not know explicit examples of triple coverings of smooth curves which satisfy this condition. For example our calculations show that in the case of cyclic triple coverings one has in fact q − ∈ Q. We resolve the problem by considering singular curves and smoothing.
Let Y be a fixed elliptic curve and let
We consider the following triple covering of Y :
The regular differentials of X ′ are of the form ω = (ω 1 , ω 2 ) where
and Res x i ω 1 + Res y i ω 2 = 0 for ∀i = 1, 2, 3. In order to describe the canonical image φ K (X ′ ) we proceed as follows. We have embeddings
and φ 2 = φ | y i | : C 2 ֒→ P 2 2 such that x i and y i are respectively pull-backs of the lines ℓ 1 and ℓ 2 . There is a unique projective linear mapping of ℓ 1 into ℓ 2 that transforms x i into y i . Identifying ℓ 1 with ℓ 2 along this transformation we obtain a reducible quadric
By dimension count one easily verifies that
where F is an irreducible cubic surface in P 3 . Since the degrees of both sides in (30) are equal to 6 one obtains that φ 1 (C 1 ) ∪ φ 2 (C 2 ) is a canonical curve of arithmetic genus 4. This shows Claim. The canonical map φ K : X ′ → P 3 is a regular embedding and φ K (X ′ ) = Q ∩ F where Q is a reducible quadric H 1 ∪ H 2 and F is an irreducible cubic surface.
− be the hyperplane of regular differentials with trace 0 and let q − ∈ |ω X ′ | * = P 3 be the corresponding point. Then
Proof. Let A = {y 1 , y 2 , y 3 }, Let σ : C 2 → C 2 be the involution interchanging the branches of p 2 : C 2 → Y and let G = {id, σ}. The mapping p * 2 • T r p 2 transforms injectively
Since these spaces as well as
Conversely by the isomorphism (31) the regular differentials with trace 0 are the pairs (ω 1 , ω 2 ) that satisfy the latter property. The fact that the restrictions (ω 1 , ω 2 ) → ω 1 and 
Proof. Consider the curve X 0 = C 1 ⊔ C 2 and the covering
It is isomorphic to Ker(T r π 0 :
There is a canonical embedding X 0
The trace map is given on local
. This is an 
There is a sectional curve with minimal self-intersection −e 1 = 1 passing through y ′ 2 [Ha, Ex.V.2.7] . Performing an elementary transformation with center in y ′ 2 we obtain a new ruled surface W 2 → Y with invariant e 2 = 0 [Se, p.210] and an embedding of X 2 = X 1 /x 2 ∼ y 2 in W 2 . We claim that W 2 may have only a finite number of sectional curves with minimal self-intersection −e 2 = 0. Indeed, otherwise there would be an ∞ 1 family of such curves and if z 2 ∈ W 2 is the image of the blown-down curve ofW 1 there would be a sectional curve with minimal self-intersection passing through z 2 . Performing an elementary transformation of W 2 with center in z 2 we would obtain a ruled surface with invariant e = 1. This surface is however isomorphic to W 1 with invariant e 1 = −1 which is absurd. Let π 2 :
→ Y be the mapping induced by π 0 . Since C 2 ⊂ X 2 cannot be a sectional curve we may choose b 3 in such a way that if π Therefore b = 0. We now apply a criterion of very ampleness due to Biancofiore and Livorni [BLi, p.183] . Namely, b = 0 > 3e + 2 = −1, hence O W (X ′ ) is a very ample invertible sheaf. The required family in the proposition is constructed as follows. Let P n = |O W (X ′ )| ∨ and let ϕ : W → P n be the closed embedding. We let Z =P n , X ′ ⊂ W × Z be the closed subset X ′ = {(x, γ)|ϕ(x) ∈ H γ }. It is clear that X ′ is smooth and projective. The projection π 1 : X ′ → W has fibers ∼ = P n−1 , so X ′ is irreducible. The projection W → Y induces p ′ : X ′ → Y × Z which is a finite surjective morphism to a smooth variety, so it is flat. Let f ′ = π 2 : X ′ → Z. This is a flat morphism since it is a composition of two flat morphisms:
is reduced}. We prove below T is open in Z. Assuming this we let X = (p ′ ) −1 (Y × T ) and p : X → Y × T be the restriction of p ′ on X . For proving openness of T we use that a locally noetherian scheme is reduced if and only if it satisfies the conditions R 0 and S 1 [AK, p.132] . Every X ′ s is a hyperplane sections of the smooth surface W , so it is Cohen-Macaulay and satisfies the conditions S k for all k. The condition R 0 means the scheme is smooth at every generic point. Let R ′ ⊂ X ′ be the closed subset where the differential of f ′ has not a maximal rank. Since f ′ is proper B = f ′ (R ′ ) is closed in Z and B = Z by Bertini's theorem. Let B 1 = {s ∈ B| dim(f ′ | R ′ ) −1 (s) ≥ 1}. This is a closed subset of B and the condition R 0 holds for s ∈ Z iff s ∈ Z − B 1 . Thus T = Z − B 1 is open.
It remains to prove that for sufficiently general s ∈ T the covering p s : X s → Y is simple. The ruled surface W has invariant e = −1, so W = P(F ) where F is a normalized indecomposable locally free sheaf [Ha, Ch.V §2] . If E is the dual of the Tschirnhausen module of π ′ : X ′ → Y , then by [Mi, p.1150] one has E ∼ = F ⊗ L for a certain invertible sheaf L on Y , hence E is indecomposable of degree 3 (see the proof of Lemma 2.3). Let A = det E. By Proposition 2.9 and Lemma 2.5 every sufficiently general simple covering [X → Y ] ∈ H 3,A (Y ) has Tschirnhausen module isomorphic to E ∨ and X ∈ |O P(E) (3) ⊗ π * (det E) −1 |. The curve X ′ belongs to the same linear system. Since simpleness is an open condition we obtain that for sufficiently general s ∈ T the covering p s : X s → Y is simple. Proof. Composing π by an automorphism of Y does not change neither q − ∈ P 3 nor the quadric Q ⊃ φ K (X). By the argument of Lemma 2.5 it suffices to prove the claim only for one line bundle in P ic 3 (Y ). Let E ∨ be the Tschirnhausen module of the reducible covering π ′ : X ′ → Y as at the end of the preceding proof. Let A = det E. By the proofs of Theorem 2.10 (cf. Corollary 2.12) and Proposition 4.21 a Zariski open nonempty subset of H 3,A (Y ) consists of equivalence classes of coverings [X → Y ] such that X ∈ |O W (X ′ )|. We claim that for every C ∈ |O W (X ′ )| the dualizing sheaf ω C is spanned, i.e. the canonical homomorphism H 0 (C, ω C ) ⊗ O C → ω C is surjective. Indeed, using the notation of the proof of Proposition 4.21 one has K W + X ′ ≡ Y 0 + F . Hence O W (K W + X ′ ) is base-point-free by [BLi, p.183] . Thus by the adjunction formula ω C ∼ = O W (K W + X ′ ) ⊗ O C is spanned. Let us consider the family f : X → T constructed in Proposition 4.21. Let ω X /T := Ω n X ⊗ f * (Ω n−1 T ) −1 . By flatness f * ω X /T is locally free of rank 4. By the above claim the canonical morphism f * (f * ω X /T ) → ω X /T is an epimorphism. This yields a well-defined relative canonical map
The trace mapping T r p : p * (Ω ) is surjective since φ K (X s 0 ) is contained in a unique quadric. Hence replacing T by an affine neighborhood of s 0 if necessary we may assume that for every s ∈ T the fiber homomorphism ϕ * ⊗ k(s) is surjective with one dimensional kernel. In particular if X s is smooth it is non-hyperelliptic. We obtain a relative quadric Q ⊂ P which contains ϕ(X ). The set V = {s ∈ T |µ(s) ∈ Q(s)} is closed in T and s 0 / ∈ V . The proposition is proved.
Unirationality results
We first give an alternative proof of a known result [BL1] . [NS, p.565] . For vector bundles of rank 2 and degree 3 over an elliptic curve being stable and being indecomposable are equivalent conditions [Tu, p.20] . Hence by Proposition 2.9 if one chooses s 0 ∈ T general enough a neighborhood of µ(s 0 ) in N ×H corresponds to triple coverings with indecomposable Tschirnhausen modules of degree −3. Given a triple covering of an elliptic curve, composing the covering by a translation results in translation of the determinant of the Tschirnhausen module (cf. the proof of Lemma 2.5) while the kernel of the norm map of the Jacobians remains the same. This shows thatΦ ′ (S) contains the image byΦ of a certain neighborhood of µ(s 0 ) in N × H. Therefore a neighborhood ofΦ ′ (s 0 ) in H 3 is contained inΦ ′ (S). This shows that Φ : T → A 3 (1, 1, d) is dominant.
By construction T is rational. Therefore A 3 (1, 1, d) is unirational. The unirationality of A 3 (1, d, d) then follows either from the result of Birkenhake and Lange [BL3] or from the weaker statement in Proposition 3.12.
