Point-like Rashba interactions as singular self-adjoint extensions of
  the Schr\"{o}dinger operator in one dimension by Kulinskii, Vladimir & Panchenko, Dmitry
Point-like Rashba interactions as singular self-adjoint extensions
of the Schro¨dinger operator in one dimension
V.L. Kulinskii1, ∗ and D. Yu. Panchenko1, 2, †
1Department for Theoretical Physics, Odessa National University,
Dvoryanskaya 2, 65026 Odessa, Ukraine
2Department of Fundamental Sciences, Odessa Military Academy,
10 Fontanska Road, Odessa 65009, Ukraine
Abstract
We consider singular self-adjoint extensions for the Schro¨dinger operator of spin-1/2 particle in
one dimension. The corresponding boundary conditions at a singular point are obtained. There
are boundary conditions with the spin-flip mechanism, i.e. for these point-like interactions the
spin operator does not commute with the Hamiltonian. One of these extensions is the analog of
zero-range δ-potential. The other one is the analog of so called δ(1)-interaction. We show that in
physical terms such contact interactions can be identified as the point-like analogues of Rashba
Hamiltonian (spin-momentum coupling) due to material heterogeneity of different types. The
dependence of the transmissivity of some simple devices on the strength of the Rashba coupling
parameter is discussed. Additionally, we show how these boundary conditions can be obtained in
the non-relativistic limit of Dirac Hamiltonian.
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I. INTRODUCTION
Point-like interactions can be described as the singular extensions of the Hamiltonian and
are very useful quantum mechanical models because of analytically tractability [1–5]. They
are equivalent to some boundary conditions at the singular points and represent the limiting
cases of field inhomogeneities. Therefore it is important to understand the relation between
parameters of these BC and the specific physical characteristics of inhomogeneities. In mod-
ern nanoengineering the spin control is of great interest [6, 7]. Besides the external magnetic
field another interaction which could be used for such controlling is the spin-momentum
coupling [8, 9]. The inclusion of magnetic field and other interactions which influence spin
dynamics is a natural route for searching spin-dependent singular interactions. The inter-
actions which influence spin polarization would give new examples of contact interactions
with applications in condensed matter physics and QFT [10].
II. CONTACT INTERACTIONS FOR SPIN 1/2 CASE
In non relativistic limit spin s = 1/2 particle is described by the Pauli Hamiltonian [11]:
Hˆ =
(
pˆ− q
c
A
)2
2m
+ q ϕ− q ~
2mc
σˆ · ~H (1)
with σ representing the vector of Pauli matrices and ~H is the external magnetic field with
A is its vector potential and ϕ is the scalar potential. This Hamiltonian acts in space of
2-component wave functions: where:
Ψ =
 ψ↑
ψ↓
 , (2)
and ψ↑, ψ↓ are the wave functions of corresponding spin “up-“ and “down-“ states |↑〉 , |↓〉.
The probability current for (1) reads:
Jw =
~
m
Im
(
Ψ†∇Ψ)− q
mc
AΨ†Ψ +
~
2m
rot
(
Ψ†σ Ψ
)
, (3)
with the last term describing the magnetization current.
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Bearing in mind the application to the 1-dimensional layered systems with spatial hetero-
geneity we use the conservation of current (3) to derive proper boundary conditions (BCs)
for free particle with spin s = 1/2 modeling point-like interactions. We use the results of
[12] where all possible self-adjoint BCs were related with the following Hamiltonian:
LX = −D2x ( 1 +X4 δ ) + iDx
(
2X3 δ − iX4 δ(1)
)
+X1 δ + (X2 − iX3) δ(1) . (4)
Here symbol Dx stands for the derivative in the sense of distributions on the space of
functions continuous except at the point of singularity where they have bounded values
along with derivatives [12, 13]:
δ(ϕ) =
ϕ(+0) + ϕ(−0)
2
, δ(1)(ϕ) = −ϕ
′(+0) + ϕ′(−0)
2
(5)
The parameters Xi ∈ R determine the values of the discontinuities of the wave function and
its first derivative. The boundary conditions (b.c.) corresponding to each contribution in
Eq. (5) can be represented in matrix form: ψ(0 + 0)
ψ′(0 + 0)
 = MXi
 ψ(0− 0)
ψ′(0− 0)
 (6)
and conserve the current (we put ~ = 1, c = 1 and m = 1/2):
j = 2 Im (ψ∗ ψ′) (7)
of the Hamiltonianfootnotewe put ~ = 1 and m = 1/2:
Hˆ = − d
2
d x2
(8)
of a spinless particle. Physical classification of all these b.c. on the basis of gauge symmetry
breaking was proposed in [14]. They can be divided into tow subsets. The first one is formed
by the matrices:
MX1 =
 1 0
X1 1
 , MX4 =
 1 −X4
0 1
 , (9)
which can be associated with potential or electrostatic point-like interactions, e.g. standard
zero-range potential is nothing but the limiting case of electrostatic field barrier. Other one
is given by the BC matrices:
MX2 =
 µ 0
0 1/µ
 , MX3 = epi iΦ
 1 0
0 1
 (10)
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of point-like interactions of magnetic type. Here
X2 = 2
µ− 1
µ+ 1
, epi iΦ =
2 + iX3
2− iX3 (11)
where µ =
√
m+/m− is the mass-jump parameter and Φ is the flux fraction modulo pi.
Magnetic nature of MX3 is obvious because it is interpreted as the localized magnetic flux
which breaks the homogeneity of the phase of the wave function ψ. Also breaking of the
time reversal manifests itself in scattering matrix [14].
The natural question arises as to the consideration a particle with internal magnetic
moment, e.g. a particle with spin s = 1/2. The very straightforward way for derivation of
corresponding b.c. is the conservation of current Eq. (3). Therefore we introduce 4-vector
(bispinor) of the the boundary values at the singular point:
Φ0±0 =

ψ↑
ψ′↑
ψ↓
ψ′↓

0±0
(12)
and boundary condition 4× 4-matrix M :
Φ0+0 = M Φ0−0 . (13)
Due to the structure of current Eq. (3) for the Hamiltonian (1) we have conservation of all
its components:
Jx =
1
i
(
Ψ† ∂Ψ
∂x
− ∂Ψ†
∂x
Ψ
)
Jy =−
(
∂Ψ†
∂x
σzΨ + Ψ
†σz ∂Ψ∂x
)
(14)
Jz =
∂Ψ†
∂x
σyΨ + Ψ
†σy ∂Ψ∂x
Note that here we use expanded form of “curl“ operator in Eq. (3) with explicit derivatives
because we expect the discontinuity in their values. In fact the very this form follows from
the Dirac equation in non relativistic limit and the curl-operator appears after collecting the
corresponding terms (see [11]). This difference is important in view of the X2 interactions
which breaks the homogeneity in dilatation symmetry [15] because of the mass jump [14, 16].
In general Jy and Jz are non zeroth even if we consider 1-dimensional case, e.g. layered
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system. The only demand consistent with the hermiticity of the Hamiltonian (1) is the
conservation of current components (14).
In terms of vector Φ the components of the probability current are represented as follow-
ing:
Ji = Φ
†ΣiΦ , i = x, y, z (15)
where 4× 4 matrices Σi are calculated by comparison of expressions Eq. (14) and Eq. (15):
Σx =
1
i
Sp2 0
0 Sp2
 , Σy =
−σx 0
0 σx
 , (16)
Σz =
1
i
 0 σx
−σx 0
 and Sp2 =
 0 1
−1 0
 , (17)
Thus the conservation of total current gives the conditions for M -matrix:
M †ΣiM = Σi , i = x, y, z (18)
Besides trivial solution for M -matrix consisting of two MX2,3-blocks (no spin-flip), simple
algebra gives the nontrivial 1-parametric solution of Eqs. (18):
Mr =

1 0 0 r
0 1 0 0
0 r 1 0
0 0 0 1
 , r ∈ R (19)
with
Mr1 Mr2 = Mr1+r2 .
and b.c. of the form 
ψ↑
ψ′↑
ψ↓
ψ′↓

0+0
= Mr Φ0−0 =

ψ↑ + r ψ′↓
ψ′↑
ψ↓ + r ψ′↑
ψ′↓

0−0
(20)
which defines the spin-flip variant of X4-extension. E.g. corresponding scattering matrix for
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Mr is as following:
Sˆr =
1
k2 r2 + 4

k2 r2 4 −2 i k r 2 i k r
4 k2 r2 2 i k r −2 i k r
−2 i k r 2 i k r k2 r2 4
2 i k r −2 i k r 4 k2 r2
 (21)
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FIG. 1. Scattering of |↑〉 - state on r −X4 defect
Another solution of Eq. (18) is
M˜r˜ =

1 0 0 0
0 1 r˜ 0
0 0 1 0
r˜ 0 0 1
 , r˜ ∈ R (22)
with the b.c. of the form:
ψ↑
ψ′↑
ψ↓
ψ′↓

0+0
= M˜r˜ Φ0−0 =

ψ↑
r˜ ψ↓ + ψ′↑
ψ↓
r˜ ψ↑ + ψ′↓

0−0
(23)
and can be considered as the δ-potential (X1-extension) augmented with the spin-flip mech-
anism. From the explicit form of the boundary conditions, e.g.:
ψ↑
ψ′↑
ψ↓
ψ′↓

0+0
= MrMX2 Φ0−0 =

µ−1 ψ↑ + µ r ψ′↓
µψ′↑
µ−1ψ↓ + µ r ψ′↑
µψ′↓

0−0
(24)
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where MX2 is the block-diagonal matrix of X2-extensions. Thus the boundary condition for
s = 1/2 particle with the spin-flip contact interaction can be written in general form:
Φ0+0 = M˜r˜MrMX2 . (25)
In contrast to this the X3-extension can not be augmented with the spin-flip mechanism
since it trivially decouples from r-coupling:
ψ↑
ψ′↑
ψ↓
ψ′↓

0+0
= MrMX3 Φ0−0 = e
i piΦ

ψ↑ + r ψ′↓
ψ′↑
ψ↓ + r ψ′↑
ψ′↓

0−0
(26)
In accordance with the spin-momentum nature of the r-couplings the physical reason of
such factorization is that X3 contact interaction does not include spatial inhomogeneity in
electric field potential ϕ. This is quite consistent with the difference between X2 and X3
from the point of view of breaking the gauge symmetry [14, 17].
On this basis the standard test systems and their transport characteristics can be calcu-
lated straightforwardly in order to demonstrate spin-filtering properties. We give here just
two examples here: the resonator (see Fig. 2,3), and the filter (see Fig. 5,6). The intensity
in
out
FIG. 2. Resonator
of spin-flip process, generating the spin-↓ state from incident spin-↑ state is shown in Fig 3.
These results demonstrate that spin-flip mechanism even at small values of r-coupling can
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reach high probabilities with increasing the energy of incident particle. Of course this di-
rectly follows from the boundary conditions (19) and (22) since the effects depend on both
r and the momentum. Comparison of r˜ −X1 and r −X4 cases shows that the last one is
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FIG. 3. Intensity of reflected spin-↓ state for r −X4 resonator (see Fig. 2) at different values of r.
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FIG. 4. Intensity of reflected spin-↓ state for r˜ −X1 resonator (see Fig. 2) at different values of r˜.
more effective as spin-flipping mechanism.
The zone structure for r − X4 periodic comb can be also calculated in standard way.
It strongly depends on r. The lowest states belong to two parabolic zones with different
effective mass at r < 1:
E±(k) =
~2 k2
2m±
, m± = 1± r (27)
At r = 1 one branch of excitations becomes massless E(k) = 2
√
3 k. Of course this is the
remnant of what happens in standard X4-structure [3]. More intriguing problem here is the
inclusion of the correlation effects due to spin statistics and investigation of phases with
8
in
out
FIG. 5. Filter
FIG. 6. Transmission r −X4 filter intensity for different values of r.
magnetic (dis)order in dependence on the intensity of point-like interactions. This way of
research may be useful for modeling 1-dimensional magnetic systems [18].
III. PHYSICAL ORIGIN OF THE SPIN-FLIP BOUNDARY CONDITIONS
The spin-flip point interactions introduced above make the spin operator no longer the
integral of motion. There are two obvious physical origins for it a) an external magnetic field
with x, y-components and b) spin-momentum coupling (Rashba coupling). The explicit k-
dependence of the amplitudes of the spin-flip processes indicates that these interactions are
due to spin-momentum coupling. Thus the physical interpretation of interactions represented
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by the b.c. matrices Mr, M˜r˜ can be given in terms of the Rashba Hamiltonian [8, 9] (see
also [19] and reference therein). Indeed, the Pauli Hamiltonian Eq. (1) as well as the current
density Eq. (3) can be derived as the non relativistic limit for the Dirac Hamiltonian
HˆD = α · (pˆ−A) + β m+ ϕ (28)
where α = αi, i = 1, 2, 3 and β are the Dirac matrices
α =
0 σ
σ 0
 , β =
I 0
0 −I
 (29)
with I being 2× 2 unit matrix. They act in the space of bispinors Ψ:
ΨD =
ξ
η
 (30)
where spinors ξ and η represent particle and hole with respect to the Dirac vacuum states
respectively [11]. The probability density is:
JD = Ψ
†
DαΨD (31)
and in non relativistic limit transforms into
J = ξ∗ σ η + η∗ σ ξ (32)
with
η =
1
2m
vˆ ξ (33)
Here vˆ is the velocity operator. In the absence of external electromagnetic field this is
equivalent to the following reduction of the bispinor in 1-dimensional case
ΨD →
ξ
ξ′
 (34)
so that the boundary element 4-vector (12) appears. Also we refer to the paper [20] where
mass jump matching conditions were derived for the Dirac Hamiltonian in a graphen-like
material where the speed of light interchanged with the Fermi velocity vF .
The expansion of next order generates the spin dependent operator in the Hamiltonian:
HˆSP = λσ · (∇ϕ× pˆ) (35)
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It couples the spin with the momentum due to inhomogeneous background of the electric
potential ϕ. In the limiting case of point-like interaction on the axis when ∇ϕ → 0 on
both sides of the singular point this term drops out and should be interchanged with the
boundary condition for the corresponding boundary vector (12) of the Pauli Hamiltonian
(1). The conservation of the corresponding probability density current Eq. (3) provides
self-adjointess of the boundary conditions for (1) in the presence of point-like singularity.
As a result, all extensions Xi , i = 1, 2, 4 which are singular limiting cases of the spatial
distribution of the external electric field potential ϕ can be augmented with the spin-flip
mechanism. Thus Eq. (25) defines the one-dimensional analog of the Hamiltonian with the
point-like Rashba spin-momentum interaction [8].
CONCLUSION
The main result of the paper is that those extensions of the Schro¨dinger operator which
are physically constracted on the basis of the inhomogeneous distribution of the electric field
potential ϕ(x) can be augmented with the spin-flip mechanism. Note that in Eq. (24) both
r-coupling and µ-parameter determine the spin-flip mechanism. This is in coherence with
the results of [17] where X2 and X4 extensions were treated on the common basis of the
spatial dependent effective mass. In its turn it is caused by the electrostatic field of the
crystalline background. So it is not surprise that these extensions can be combined through
spin-momentum coupling in the Rashba Hamiltonian thus forming the “internal“ magnetic
field. In contrast to this pure “magnetic“ X3-extension which is due to the external magnetic
field does not couple with the Rashba point-like interactions.
Thus we can state that one-dimensional analog of the Rashba Hamiltonian is obtained.
It is interesting to check this result independently using the Kurasov’s distribution theory
technique [12] modified correspondingly for spin 1/2 case. This will be done in future work.
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