Deep neural networks (DNNs) perform well in the fields of image recognition, speech recognition, pattern analysis, and intrusion detection. However, DNNs are vulnerable to adversarial examples that add a small amount of noise to the original samples. These adversarial examples have mainly been studied in the field of images, but their effect on the audio field is currently of great interest. For example, adding small distortion that is difficult to identify by humans to the original sample can create audio adversarial examples that allow humans to hear without errors, but only to misunderstand the machine. Therefore, a defense method against audio adversarial examples is needed because it is a threat in this audio field. In this paper, we propose a method to detect audio adversarial examples.
INTRODUCTION
Deep neural networks (DNNs) [1] are used for machine learning tasks such as image recognition, speech recognition, pattern analysis, and intrusion detection. However, DNNs are vulnerable to adversarial examples [2] that add a little amount of noise to the original sample. For example, if an attacker adds some noise to a turn left road sign, the modified turn left road sign is correctly recognized by a person but incorrectly recognized as a turn right road sign by a DNN-equipped autonomous vehicle. This type of an adversarial example leads to a decrease in the DNN's performance, and therefore, significant amount of research is being conducted in the field of image processing to address the aforementioned issue.
Adversarial examples have also recently been extended to the domain of audio, and several papers [3] [4] [5] [6] [7] have been introduced presenting different approaches to combat the threat. Vaidya et al. [3] proposed using the cocaine noodles method that will mislead a speech recognition system by making a strange sound, which cannot be understood by a person. To improve cocaine noodles method, Carlini et al. [4] suggested a hidden voice command method to improve the strange sound that people can not understand by adding human feedback. Zhang et al. [5] proposed the dolphin attack method, which makes the speech recognition system misleading by producing a high frequency band that cannot be heard by humans. Carlini and Wagner (CW) [6] recently published a paper on an attack that generates an audio adversarial example by adding a little BIT of noise to the original sample. This method improves the CTC loss function [8] by adding a little BIT of noise to the original voice data such that it is not mistaken by a human but is mistaken by the recognition system. As described above, these are some of attacks on adversarial examples in the audio field, but research on defense methods is also needed.
We propose a detection method that can reduce the effect of a CW attack, a state-of-the-art attack on the DeepSpeech model [9] . Our method applies the difference between the classification results of the original image and the adversarial example through audio modification. The contributions of this paper in the field of adversarial examples through audio modification are as follows:
• This is the first study that focuses on detecting audio adversarial examples using audio modification. We systematically show the platform of the proposed method. • We analyze the spectrum, waveform, and accuracy rate of the proposed method. We also present the possibility of various ensemble methods of audio modification.
• We show the performance of the proposed method for the state-of-the-art DeepSpeech and the state-of-the-art CW attack. The composition of this paper is as follows. In Section 2, the proposed method is presented. The evaluation is described in Section 3. Section 4 concludes the paper.
METHODOLOGY
The CW attack methodology used in the scenario is described in Section 2.1. Section 2.2 introduces the proposed defensive method.
Attack method
The CW attack [6] is a state-of-the-art attack that generates adversarial examples with 100% attack success rate.
where dB x (x, x * ) is a distortion loss function between adversarial example x * and original sample x. i c i × д i (x * , π i ) is a loss function of the sequence. DeepSpeech misclassifies x * as target phrase t due to the loss function of the sequence. dB x (x, x * ) is the distortion loss function between adversarial example x * and original sample x. CW attack generates an audio adversarial example that is misclassified as the target phrase by DeepSpeech, while minimizing the distortion and adjusting the c value. Figure 1 shows an overview of the proposed method comprising two steps. First, the initial audio sample is verified against the recognition system and given an initial classification result. Subsequently, a modified audio signal is generated by audio modification of the initial audio sample. Next, the generated modified audio signal is compared with the classification result of the initial audio sample. If the difference in the classification result is large, the initial audio sample is regarded as an adversarial example. If the difference is small, the initial audio sample is regarded as an original sample. In principle, our method employs the features of the audio adversarial example. In the process of creating an audio adversarial example, some distortion is added to the original sample to a point where the machine begins to misinterpret the signal. Therefore, if the distortion is caused by audio modification, the difference in the classification result by the adversarial example is larger than that of the original sample.
Proposed method
For audio modification, low-pass filters [10] , high-pass filters [11] , or notch filters [12] can be used, or any combination of the aforementioned filters can be used with equal success. Thus, a variety of audio modification combinations can lead to an improvement in the detection of audio adversarial examples through comparative analysis. In this paper, we applied the low-pass filter method [10] as a single method.
EVALUATION
We used 100 arbitrary samples of the Mozilla Common Voice dataset [13] during our evaluation. The average time for each sample was about 6 s and the dataset was 16bit with 16000 Hz. We used a Tensorflow [14] library and an Intel(R) i5-7100 3.90-GHz server. We used pretrained DeepSpeech models [9] with an 83.51% accuracy rate for the audio recognition system and a low-pass filter method. The CW attack method was used to generate the audio adversarial examples. The learning rate was at 10, and Adam [15] was used as the optimizer. In terms of experimental results, Figure 2 shows the waveform before and after audio modification for the original sample and audio adversarial example. Figure 2 (b) shows a little BIT noise added overall in Figure 2 are almost the same. On the other hand, Figure 4 shows that the recognition system correctly recognizes an audio of Figure 2 Figure 5 demonstrates that the accuracy rate of the adversarial example decreases while maintaining the accuracy of the original sample until value of dB is 12. However, if the number of dB increases to be over 24, the accuracy of the original sample is reduced due to severe audio modification. Therefore, at exactly 12 dB, it can be considered to have hit a "sweet spot".
CONCLUSION
In this paper, we proposed a method to detect audio adversarial examples through audio modification. The key point of this method was the addition of a new low level distortion using audio modification, enabling classification result of the adversarial example to changes in sensitivity. In contrast, the original sample undergoes only a slight change in the classification result for low level distortion. Experimental results show that the accuracy of the adversarial example decreases to 6.21% at approximately 12 dB. It can detect the audio adversarial example compared to the initial audio sample. Future research will focus on the examination of our defensive method in terms of an ensemble strategy.
