Abstract-This paper studies the persistence of innovation in Dutch manufacturing using an unbalanced panel of firm data from four waves of the Community Innovation Survey between 1994 and 2002. We estimate by maximum likelihood a dynamic type 2 tobit model accounting for individual effects and handling the initial conditions problem. We find true persistence in the probability of innovating in the high-tech category of industries and spurious persistence in the low-tech category. Furthermore, past innovation output intensity affects, albeit to a small extent, current innovation output intensity in the high-tech category, while no such evidence is found in the low-tech category.
I. Introduction
T HIS paper examines the persistence of innovation in Dutch manufacturing using an unbalanced panel of firm data from four waves of the Community Innovation Survey (CIS) pertaining to the periods 1994-1996, 1996-1998, 1998-2000, and 2000-2002 . The main issue this paper addresses is whether success breeds success in innovation. We examine two aspects of persistence. First, does success in past innovation increase the probability of success in current innovation? Second, does past innovation output intensity, as measured by the share in total sales accounted for by sales of new or improved products (innovative sales), positively affect current innovation output intensity? 1 Persistence of innovation plays an important role in endogenous growth and industrial dynamics. It can explain ongoing growth even in the absence of knowledge externalities. Furthermore, if innovation output intensity is closely linked to economic performance, as shown in studies using the Crépon-Duguet-Mairesse type of model (Crépon, Duguet, & Mairesse, 1998) , persistence in innovation output intensity may explain the persistence of firm economic performance such as productivity or profits (see Cefis & Ciccarelli, 2005) .
Several theoretical explanations to the persistence of innovation have been put forward in the literature. One strand of literature following Schumpeter points to a relationship between market power and innovation. Monopolists have more to lose by not innovating than potential new entrants do (see Gilbert & Newbery, 1982) . Hence, incumbents tend to innovate persistently. A second explanation pertains to the financial constraints that a firm may face in funding its innovation activities. Indeed, because of information asymmetry between the innovator and the lender, the firm is unwilling to disclose valuable technological information that may be acquired by competitors (Bhattacharya & Ritter, 1983) . Therefore, seeking external sources of funds may be more expensive than relying on retained earnings. As a result, profits that are generated by past successful innovations condition the financing of current innovation activities. A third explanation stems from the notion of technological trajectories defined in the evolutionary theory (see Nelson & Winter, 1982) . Along a technological trajectory, radical innovations are followed by a succession of incremental innovations. Consumers are inclined to buy new generations of products, increasing the demand for innovation. Furthermore, in a process similar to Arrow's learning by doing, firms learn by innovating and develop organizational competencies along the technological trajectory (Dosi & Marengo, 1994) .
This study contributes to the empirical literature on innovation in a number of ways. First, it analyzes persistence using innovation output indicators from the CIS survey other than patents. Second, this is the first time that four waves of the CIS are used to investigate jointly the two aspects of persistence of innovation mentioned earlier (in qualitative as well as in quantitative terms). Third, we estimate a dynamic type 2 tobit model, according to Amemiya's (1984) terminology, using an unbalanced panel of firm data accounting for unobserved heterogeneity through individual effects. The incidence and the intensity of innovation are estimated jointly, allowing a correlation between the processes governing the introduction of new or significantly improved products or processes, and the generation of innovative sales. Both equations of the model follow a dynamic specification. We use an estimation technique suggested by Wooldridge (2005) to handle the initial conditions problem and generalized in Raymond et al. (2007) to models with sample selection, and find true persistence in the incidence of innovation in the category of industries referred to as high tech and spurious persistence in the category of industries referred to as low tech. Furthermore past innovation output intensity affects, albeit to a small extent, current innovation output intensity in the high-tech category, while no such evidence is found in the low-tech category.
Section II summarizes the findings of the empirical literature on the persistence in the occurrence and in the intensity of innovation. We describe the data in section III, and present the model in section IV and its estimation in section V. We present and discuss the estimation results in section VI and conclude in section VII.
II. Literature
We briefly describe the empirical literature on the persistence in the occurrence and in the intensity of innovation. Some studies test the Schumpeter Mark I and II hypotheses, crediting the entrepreneur (Schumpeter, 1934) or the established capitalist (Schumpeter, 1942) as the main source of innovation, two hypotheses also known as "creative destruction" or "creative accumulation" (Cefis & Orsenigo, 2001; Cefis, 2003) . Other authors test whether innovation activities are subject to some kind of inertia, denoted by "dynamic economies of scales" or "success breeds success" (Crépon & Duguet, 1997; Geroski, van Reenen, & Walters, 1997) . In the evolutionary literature on industry dynamics, industry and country differences in the persistence of innovation are investigated (Malerba & Orsenigo, 1999) .
The literature identifies two types of studies according to whether patent or other data are used. In the first type of studies, innovation is measured by the number of patents granted or applied for at the European Patent Office (EPO) or the U.S. Patents and Trademarks Office (US PTO). In the second type of studies, innovation is measured on the input side by R&D or other innovation activities or on the output side by the introduction of new products or processes, or both, on the basis of data from R&D or innovation surveys. Table 1 shows that all the studies on the persistence of innovation that use patent data, with the exception of Cré-pon and Duguet (1997) , conclude that there is no clear-cut evidence of strong persistence in innovation activities, regardless of the methodology. In fact, those studies share a common drawback: the type of data used to analyze persistence. Indeed, in order for a firm to appear in a patent data set, it has to be the first to apply for a patent. Hence, when analyzing the persistence of innovation using patent data, one is unwittingly analyzing the persistence in "winning the patent race," which is even harder than coming up with a new product.
Studies using major innovations yield results that are similar to those obtained with patent data (Geroski et al., 1997) . Indeed, a major innovation is one that forms a pathbreaking success, which is unlikely to persist over a long period of time. On the contrary, R&D and innovation data allow persistence to be analyzed at the firm level without mentioning the patenting or market leadership status of the firm. In this case, regardless of the methodology, persistence in innovation activities is found to be high, whether input measures (Máñez Castillejo et al., 2004; Peters, 2005) or output measures (Flaig & Stadler, 1994; Duguet & Monjon, 2002) of innovation are used. Most studies examine only the persistence in the decision to innovate using a dynamic probit or a duration model. Van Leeuwen's (2002) study is the only one that analyzes the dynamics of innovation input intensity and links it to that of innovation output intensity using two waves of the Dutch CIS data. However, his analysis does not account for individual effects and does not model the dynamics in the decision to innovate.
Our study attempts to give insight into the link between the persistence of innovation and the dynamics of firms' innovation output intensity in Dutch manufacturing using four waves of the CIS.
III. Data
The data are collected by the Central Bureau voor de Statistiek (CBS) and stem from four waves of the Dutch CIS, CIS 2 (1994 -1996 ), CIS 2.5 (1996 ), CIS 3 (1998 -2000 , and CIS 3.5 (2000 and CIS 3.5 ( -2002 -merged with data from the Production Survey (PS). Only enterprises in Dutch manufacturing (SBI 15.1-37.2) are included in the analysis. 2 The population of interest consists of enterprises with at least ten employees and positive sales at the end of the period covered by the innovation survey.
The CIS and PS data are collected at the enterprise level. A combination of a census and a stratified random sampling is used for each wave of the CIS and PS. A census is used for the population of enterprises with at least fifty employees, and a stratified random sampling is used for enterprises with fewer than fifty employees. The stratum variables are the economic activity and the number of employees of an enterprise. The same cut-off point of fifty employees is applied to each wave of the CIS and PS, resulting in about 3,000 enterprises in each wave of the merged data of our sample.
In order to carry out our analysis, we consider enterprises that take part in at least two consecutive innovation and production surveys, resulting in an unbalanced panel of 2,764 enterprises. Thus, we have in our sample three categories of enterprises. The first category consists of new enterprises and enterprises that were not sampled in, or responded to, at least one previous innovation or production survey. In the second category are enterprises that died, were merged or acquired, or ceased to be sampled or failed to respond after two or three consecutive innovation or production waves. The last category mainly consists of large firms that existed in 1994, survived without merger and acquisition until 2002, and took part in all four waves of the innovation and production surveys, hence forming a balanced panel of 588 enterprises. The unbalanced panel is more representative of the population of interest than the balanced panel and contains more observations, and therefore it is less prone to survivorship bias than the balanced panel is. We perform the analysis using both panels and contrast the results obtained to assess the magnitude of part of the survivorship bias. Since survival is related to size (Doms, Dunne, & Roberts, 1995; Agarwal & Audretsch, 2001) , the survivorship bias is not entirely accounted for because of the sampling of enterprises with fewer than fifty employees.
A. Dependent Variables
As we examine two aspects of persistence, in the occurrence and the intensity of innovation, we distinguish two dependent variables. The first dependent variable is binary, indicating whether an enterprise is a technological product or process (TPP) innovator. In the innovation survey, an enterprise is asked (a) whether it has implemented at least one new or improved product or (b) whether it has implemented at least one new or improved process during the period under review. A TPP innovator is an enterprise that has responded positively to either of these, or both.
The CIS data set also provides information regarding the share in total sales accounted for by sales of new or improved products, measured at the end of the period under review. This is the measure of innovation output intensity used in this study. A logit transformation of this measure is used in order to make it lie within the set of real numbers. 3
B. Explanatory Variables
We explain the probability of being a current TPP innovator by the fact of having been a TPP innovator in the previous wave, lagged size, lagged market share, being part of a group, industry dummies, and time dummies. Measurements of these variables are available for both TPP and non-TPP innovators. Besides lagged size, being part of a group, industry dummies, and time dummies, we explain current innovation output intensity by past innovation output intensity, three lagged R&D variables, and lagged indicators for demand pull, proximity to science, cooperation, and subsidy. All the additional explanatory variables of innovation output intensity stem from the CIS surveys. It is to be noted that a one-period lag actually corresponds to two years (since the Dutch CIS is held on a biannual term).
According to the Schumpeterian tradition (Schumpeter, 1942) , size and domestic market share influence positively the probability of being a TPP innovator. Large firms have more internal finance and easier access to external finance.
They are more likely to engage in risky projects and benefit from economies of scale. Size is measured by the number of employees, and domestic market share is defined as the ratio of the sales of an enterprise over the total sales of the three-digit industry it belongs to. 4 The number of employees and sales stem from the PS and are measured for the last year of the period under review. Size and domestic market share are log-transformed in the estimation.
Firms that are part of a group, defined in the Oslo manual (OECD, 2005) as an association of enterprises bound together by legal or financial links, are expected to be more innovative because they benefit from knowledge spillovers, internal access to finance, and synergies in marketing (Veugelers & Cassiman, 2004) . A binary variable indicating whether an enterprise belongs to a group during the period under review is directly reported in the CIS.
We include three R&D variables as explanatory variables on the grounds that experience and knowledge accumulated from past R&D have a positive influence on innovation output, as in the knowledge production function literature (Hall, Griliches, & Hausman, 1986) . The first, R&D intensity, is the ratio of total (intramural and extramural) R&D expenditures over total sales. This variable is measured at the end of the period under review. Its logarithmic transformation is used in the estimation when the variable takes on a positive value. Second, a dummy variable for non-R&D performer is included in the analysis to "compensate" for the fact that the log transformation of the original R&D intensity is set to 0 for observations with original R&D intensity equal to 0. The third R&D variable is continuous R&D, which takes on the value 1 if the enterprise reports that it performed intramural R&D continuously during the period under review, and 0 otherwise.
Following Schmookler (1966) , innovation is driven by demand. Most empirical studies find a positive impact of demand pull on the share of innovative sales regardless of the proxy used for demand pull. To proxy demand pull, we construct a dummy variable that equals 1 if at least one of the following objectives of innovation is given the highest mark on a 0-3 Likert scale, and 0 otherwise: open up new markets, extend product range, and replace products phased out.
Other authors credit technology as the major source of innovation (Rosenberg, 1974) . Proximity to science is proxied by a dummy variable constructed from the indicator stating the importance of public or private research institutions (such as universities) as sources of information for innovation. This proxy takes on the value 1 if at least one of these institutions is deemed to be important or very important to an enterprise (has a value 2 or 3 on a 0-3 Likert scale), and 0 otherwise.
Enterprises that undertake innovative activities in cooperation are expected to benefit from knowledge spillovers, hence to perform better technologically (d 'Aspremont & Jacquemin, 1988) . A dummy variable for cooperation is introduced that takes on the value 1 if the enterprise reports that it undertook its innovative activities in cooperation, and 0 otherwise.
We expect enterprises that receive subsidies for innovation to be more innovative, although evidence on this score is mixed (David, Hall, & Toole, 2000) . If an enterprise answers that it has been granted at least one kind of subsidy during the period under review, the variable subsidy takes on the value 1 and 0 otherwise.
In addition to unobserved heterogeneity captured by individual effects in the two equations of the model, we also account for industry and time effects by introducing appropriate dummies in each equation. Table 2 shows descriptive statistics of the dependent and explanatory variables for both the unbalanced and the balanced panel. For instance, 65% and 68% of the enterprises in the unbalanced and balanced panel, respectively, are TPP innovators. Furthermore, the average share of innovative sales of TPP innovators is 28% in the unbalanced panel and 29% in the balanced panel. There is a slightly higher proportion of TPP innovators and innovative sales in the balanced panel, suggesting a positive link between innovation and survival. But it may also be due to a selection bias. Indeed, even our unbalanced panel is biased toward large firms because of the sampling procedure and toward firms that have survived at least five years. 5 The enterprises of the balanced panel are on average larger and more homogeneous in terms of size than those of the unbalanced panel. Apart from size, the enterprise characteristics are on average similar across panels. Table 3 reports transition probability estimates from period t Ϫ 1 to period t for both the unbalanced and the balanced panels. The upper part of the table shows transition probability estimates for the innovation status. For instance, in the unbalanced panel, 59% of non-TPP innovators and 81% of TPP innovators in CIS 2 remain in their initial state in CIS 2.5. The corresponding figures are 56% and 85% in the balanced panel. The lower part of the table shows transition probability estimates between the states of being below and above the average share of innovative sales in two successive waves. For instance, 49% and 81% of the innovators with, respectively, below-and above-average share of innovative sales in CIS 2 remain in their initial state in CIS 2.5. The corresponding figures are 53% and 85% in the balanced panel. The general pattern of table 3 is that TPP innovation status and innovation output intensity are fairly persistent, which may be due to true or spurious state dependence. In order to distinguish the former from the latter, we consider a model of innovative behavior in a dynamic panel data framework that accounts for unobserved individual effects correlated with the initial conditions. The model is a dynamic panel data type 2 tobit that encompasses the cross-sectional type 2 tobit model studied by, for instance, Mairesse and Mohnen (2001) .
C. Descriptive Statistics

IV. Econometric Model
The model explains the occurrence of TPP innovations in Dutch manufacturing enterprises and the extent of these innovations in terms of the share of innovative sales. Formally, it is written as
(1)
where t ϭ 1, . . . , T i , i ϭ 1, . . . , N, and 1[. . .] is an indicator function that takes on the value 1 if the expression between square brackets is true and 0 otherwise. Equation (1) models the current decision of enterprise i to innovate as a latent function of its past innovation achievement (d i,tϪ1 ), its observable characteristics (w it ), 6 timeinvariant unobserved individual effects (␣ 1i ), and other time-variant unobserved variables (⑀ 1it ) independent of w it . The expression in brackets represents the incentive to innovate. If the incentive is sufficiently high, enterprise i is a TPP innovator in which case d it is observed to be 1. We include in w it lagged size and domestic market share rather than their current counterparts so as to avoid explaining the probability of being a TPP innovator during a given survey period by explanatory variables measured at the end of that period. The scalar and the vector ␦Ј capture, respectively, the effects of past innovation achievement and firm characteristics on current innovation achievement and are to be estimated. A positive and statistically significant estimate of identifies the presence of persistence in the occurrence of 6 w it could also include market specific characteristics if they were observable. innovation, which may occur for two reasons: because of state dependence or because of unobserved effects or leftout variables that are correlated over time (through serially correlated errors or individual effects). Heckman (1981) refers to the first phenomenon as true state dependence and the second as spurious state dependence. True state dependence states that past innovation achievement increases positively and significantly the probability of current innovation achievement (true persistence). 7 In order to distinguish it from spurious state dependence, unobserved effects that are correlated over time and the endogeneity of the initial conditions must be properly accounted for when estimating equation (1). Equation (2) models the current share of innovative sales ( y it ) of innovator i(d it ϭ 1) as being determined by its past share of innovative sales ( y i,tϪ1 ), its characteristics (x it ), time-invariant unobserved individual effects (␣ 2i ), and other time-variant unobserved variables (⑀ 2it ) independent of x it . This share is 0 if enterprise i is not an innovator, and the full set of regressors included in x it is available only when enterprise i is an innovator. Besides lagged size and being part of a group, we include in x it three lagged R&D variables, and lagged indicators for demand pull, proximity to science, cooperation, and subsidy. We allow for a oneperiod lag between innovation determinants and innovation output intensity. The scalar ␥ and the vector ␤Ј capture, respectively, the effects of past share of innovative sales and firm characteristics on current share of innovative sales and are to be estimated.
Equations (1) and (2) are jointly estimated, allowing for a correlation between the processes governing the introduction of TPP innovations and the generation of innovative sales.
V. Maximum Likelihood Estimation
The econometric literature on dynamic panel data shows that the coefficient of the lagged dependent variable is overestimated when individual effects and the initial conditions are not properly accounted for. Estimation techniques that properly handle these problems in nonlinear dynamic panel data models are known in the literature (Wooldridge, 2005) .
Semiparametric fixed-effects approaches along the lines of Kyriazidou (2001) cannot be applied to our data, since they consist mostly of qualitative variables, and the few continuous ones that we have exhibit too little within variation. Hence, most of the variables would be wiped out when taking first differences. For instance, we would not be able to identify the effects of industry dummies that are assumed to capture technological opportunities.
In order to cope with the characteristics of our data, we consider an error-components approach and make distributional assumptions on the individual effects. We "integrate out" the individual effects and use the Wooldridge (2005) approach of handling the initial conditions problem. The estimator is described as follows. We assume the individual effects to be correlated with the initial conditions and the regressors, s and b 1 r capture the dependence of the individual effects on the initial conditions. The vectors u ϭ (u 1i , u 2i )Ј and ⑀ ϭ (⑀ 1it , ⑀ 2it )Ј are assumed to be independently and identically (over time and across individuals) normally distributed with means 0 and covariance matrices
respectively, and independent of each other. The likelihood function of one individual, starting from t ϭ 1 and conditional on the regressors and the initial conditions, is written as
) is the likelihood function of individual i conditional on the individual effects, and g(u 1i , u 2i ) is the bivariate normal density function of (u 1i , u 2i )Ј. Define
the likelihood function of individual i conditional on the individual effects is written as
The double integral in equation (5) can be approximated by two-step Gauss-Hermite quadrature, which states that 7 When the term persistence is used in this study without any further explanation, it is to be understood as true persistence. 8 The approach considered in equations (3) and (4) allows the individual effects to be correlated with the regressors. However, because of the lack of variation over time (within variation) in w it and x it , we are not able to identify ␦Ј from bЈ 2 s and ␤Ј from bЈ 2 r , and therefore we assume the individual effects to be correlated only with the initial period values of d it and y it .
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where w m and a m are, respectively, the weights and abscissas of the Gauss-Hermite integration, the tables of which are formulated in mathematical textbooks, and M is the total number of integration points. The larger M, the more accurate the Gauss-Hermite approximation. Equation (5) is written as
where H(u 2i ) is written as
where l(u 2i ) and m(u 1i , u 2i ) are functions of the respective arguments. In the first step, we approximate equation (11) using equation (9). In the second step, we replace the approximation into equation (10) and again apply equation (9). The final expression of the likelihood is written as
where w m , w p , a m , and a p are, respectively, the weights and abscissas of the first-and second-stage Gauss-Hermite integration, with M and P being the first-and second-stage total number of integration points. 9 The same number of integration points (P ϭ M) is used in this study, although P need not be equal to M. Equations (1) and (2) are correlated through the individual effects ( u 1 u 2 0) and the idiosyncratic errors ( ⑀ 1 ⑀ 2 0), and the "total" correlation between the two equations is calculated as
When we use the unbalanced panel data set, we need at least three observations over time for some of the firms, two of which need to be consecutive, to be able to identify the parameters of the lagged dependent variables in equations (1) and (2) and those of the individual effects in equations (3) and (4). Adding firms for which only two consecutive observations are available, where the lagged variables and the initial conditions have the same value, increases the number of observations without harming the identification of the above parameters as long as we have some firms with at least three observations. Conditioning the likelihood on different initial conditions for all firms is acceptable if we assume to be in a steady state. 10 Whenever we include data for a firm for which no observations are available in the first wave, in expression (5) we condition on the first observations available of d i0 and y i0 .
VI. Results
As product-life cycle varies across industries, the persistence of innovation may be expected to be industry specific (Malerba & Orsenigo, 1999; Cefis & Orsenigo, 2001) . We regrouped the three-digit industries into four categories following the OECD classification: high-technology (HT), medium-high technology (MHT), medium-low technology (MLT), and low-technology (LT) industries. 11 We estimated the model by interacting the lagged dependent variable of each equation (d i,tϪ1 , y i,tϪ1 ) with four dummies for the industry categories and allowing for different industry category intercepts. Then a Wald test was performed on the equality of the coefficients of the lagged innovation variables, the persistence parameters, across industry 9 Details on the calculation of the double integral can be found in Raymond et al. (2007) . 10 We did not reject the null hypothesis of equal coefficients for different initial conditions. 11 The OECD classification (OECD, 1999) distinguishes four groups of industries: high-technology industries (SBI 24.4, 30.0, and 35. 3), medium-high-technology industries 35 .2, and 35.5), mediumlow-technology industries 25.1, 25.2, and 35 .1), and low-technology industries (15.1-15.9, 16.0, 17.1-17.7, 18.1-18.3, 19.1-19.3, 36.1-36 .6, 37.1, and 37.2).
categories. 12 With a (4) 2 ϭ 5.340 and a p-value ϭ 0.254 we could not reject the equality of the persistence parameters for HT and MHT, and for MLT and LT in both the occurrence and the intensity of innovation equations. Let us call the two resulting categories high tech and low tech. 13 In table 4, the results of the consequent model are presented.
In order to show the importance of accounting for individual effects and handling the initial conditions problem, we present estimation results for three variants of the dynamic type 2 tobit model using the unbalanced panel in the first three pairs of columns in table 4. More specifically, we present the estimation results of the model without accounting for individual effects in the first pair of columns, and those of the same model with individual effects taken into account but the initial conditions assumed to be exogenous in the second pair of columns. 14 These results are to be contrasted with the estimates in the third pair of columns resulting from the estimation of the model with individual effects correlated with the initial conditions. We also report estimation results for the third variant of the model using the balanced panel in the last pair of columns. A difference in the estimates of the model using the balanced and unbalanced panel is a partial indication of the magnitude of the survivorship bias.
The estimation results on the persistence in the occurrence of innovation-the estimates of the parameters in equation (1)-are presented in the upper part of table 4 and discussed in section VIA. The estimation results on the persistence in the intensity of innovation-the estimates of the parameters in equation (2)-are presented in the middle part of table 4 and discussed in section VIB. The lower part of table 4 shows the estimates of the coefficients of the initial conditions, the standard deviations of the individual effects, and the cross-equation correlations. 12 The test was performed on the model accounting for individual effects correlated with the initial conditions using the unbalanced panel. 13 We have also experimented with two-digit industry dummies and concluded on the basis of a Wald test that the industries could also be regrouped into a high-tech and a low-tech category, allowing different intergroup persistence parameters.
14 Exogenous initial conditions imply that they are uncorrelated with the individual effects. Note: Two time dummies and three industry dummies are included in both equations. Significance levels: * 10%; ** 5%; *** 1%.
A. Persistence in the Occurrence of Innovation
The estimation results of the dynamic type 2 tobit model in the absence of individual effects and the presence of individual effects but exogenous initial conditions are very similar. The persistence parameter in each category of industries is positive and highly significant, and lagged size, lagged domestic market share, and being part of a group affect positively and significantly the probability to innovate. As mentioned earlier, persistence of innovation may be spurious. The existence of true persistence can be ascertained only after accounting for individual effects and handling properly the initial conditions. Once this is done, the hypothesis that the persistence parameter is equal to 0 can no longer be rejected in the low-tech category of industries, while the persistence parameter remains significant in the high-tech category. This result contrasts with that of Duguet and Monjon (2002) , who find strong persistence in achieving TPP innovations in all French manufacturing industries. However, they do not account for individual effects.
We find, however, a significant persistence in the occurrence of innovation in high-tech industries, in sharp contrast to almost all the previous studies that use patent data. 15 The finding that persistence is present only in high-tech industries is consistent with the findings of Blundell, Griffith, & van Reenen (1999) , Aghion et al. (2005) , and Acemoglu et al. (2006) . They find that industries that are closer to the technological frontier are more competitive and that the competitive pressure pushes firms to innovate. Following this logic, firms in high-tech industries are in general closer to the technological frontier and therefore more likely to display persistence in innovation. The estimates are more precise in the unbalanced panel but not statistically different from those of the balanced panel at the 5% significance level.
B. Persistence in the Intensity of Innovation
The estimates of the parameters of equation (2) are again similar in the model without individual effects and in the model with individual effects but exogenous initial conditions. The persistence parameter of each category of industries is positive and highly significant. Furthermore, lagged size, lagged R&D intensity, and lagged subsidy affect positively the current share of innovative sales and, ceteris paribus, past non-R&D performers perform worse in terms of innovation output intensity than past R&D performers.
After accounting for individual effects that are correlated with the initial conditions, the persistence parameter remains significant at the 5% level, but small in magnitude, in the high-tech category, but is no longer significant in the low-tech category. This means that the past share of innovative sales affects the current share of innovative sales in the high-tech category. Again the estimates are more precise in the unbalanced panel but not statistically different from those of the balanced panel at the 5% significance level. The similarity of the estimates confirms our suspicion that using the unbalanced panel is not sufficient to fully account for the survivorship bias because it is itself biased toward large firms (more than fifty employees) and firms that survive at least five years. 16 Both the model that assumes the absence of individual effects and the one that accounts for individual effects but assumes exogenous initial conditions are rejected at the 1% level of significance by a likelihood ratio test. Hence, the full model is the preferred one where equations (1) and (2) are jointly estimated, allowing a correlation between the processes governing the introduction of TPP innovations and the generation of innovative sales. The two equations are found to be correlated, mainly through the individual effects, and the cross-equation "total" correlation, equation (13), is calculated ex post to be 0.265 for the unbalanced panel and 0.230 for the balanced panel.
VII. Conclusion
This study gives insights into the joint persistence of innovation occurrence and innovation output intensity in Dutch manufacturing using four waves of the Community Innovation Survey. We estimate a dynamic type 2 tobit model and find true persistence of innovation in the category of industries referred to as high-tech but only spurious persistence in the other category of industries referred to as low-tech. Furthermore, past innovation output intensity affects, albeit to a small extent, current innovation output intensity in the high-tech category, while no such evidence is found in the low-tech category. According to our results, there is persistence in innovation output when innovation is measured by the appearance of new products or processes and the eventual share in total sales due to new products, at least in enterprises that belong to the high-tech category. Previous studies with one exception have found no persistence in patenting. Our results also contrast with those of Duguet and Monjon (2002) , who find evidence of strong persistence of innovation in all French manufacturing industries. Our results are in accordance with the conclusions of Blundell et al. (1999) and Aghion et al. (2005) that firms belonging to industries that are more competitive and closer to the technological frontier have more incentives to innovate, hence tend to innovate persistently. The individual effects and their correlation with the initial conditions are important to account for when estimating the introduction of TPP innovations and the generation of innovative sales.
Both processes are shown to be positively and significantly correlated, mainly through the individual effects.
Our results confirm the inherent characteristics of the innovation process identified by economic theory. First, the process is dynamic and should be derived from an intertemporal maximization problem. Second, differences in innovation behavior cannot be solely attributed to observable differences across firms (for example, high tech versus low tech). Unobserved heterogeneity, through individual effects, plays a crucial role in accounting for differences in innovation behavior and must be modeled. Finally, qualitative and quantitative measures of innovation (output) must be modeled jointly as they are closely related to one another.
The main caveat of this study is the data we use to implement the model. First, the panel is rather short (T ϭ 4), which may explain in part the lack of true persistence in the low-tech category of industries. Second, there is a one-year overlap between two consecutive waves of the Dutch CIS. Hence, to the extent that respondents answer this survey consistently, the overlap would tend to bias the results toward persistence in being a TPP innovator and in innovation output intensity. However, as no evidence of persistence is found in the preferred model for low tech, it may be concluded that the effect of the overlapping year is not important.
