Abstract-A number of coordinated behaviors have been proposed for achieving specific tasks for multi-robot systems. However, since most applications require more than one such behavior, one needs to be able to compose together sequences of behaviors while respecting local information flow constraints. Specifically, when the inter-agent communication depends on inter-robot distances, these constraints translate into particular configurations that must be reached in finite time in order for the system to be able to transition between the behaviors. To this end, we develop a framework based on finite-time convergence control barrier functions that drives the robots to the required configurations. In order to demonstrate the proposed framework, we consider a scenario where a team of eight planar robots explore an urban environment in order to localize and rescue a subject. The results are presented in the form of a case study, which is implemented on a multi-agent robotic test-bed.
I. INTRODUCTION
A S our understanding of how to structure control and coordination protocols for teams of robots increases, a number of application domains have been identified, such as entertainment [1] [2], surveillance [3] [4], manipulation [5] , and search-and-rescue [6] . Along with a decrease in the production and manufacturing costs associated with the platforms themselves, these applications have been enabled by a number of theoretical results that have emerged at the intersection of different disciplines such as robotics, controls, computer science, and graph theory [7] .
From a controls perspective, one notable requirement is given by the need to define actions that are valuable for the entire team, on the basis of locally available information. For instance, in the context of motion control, different extensions of the consensus equation have been used to arrive at locally defined controllers with provable, global properties [8] . In this context, individual controllers can be defined as weighted sums of neighboring robots' relative states, which are usually easy to obtain. By following this methodology, it is possible to construct coordinated controllers for the solution of many motion control problems, such as rendezvous [9] [10], cyclic pursuit [11] , formation control [12] [13] , area coverage [14] [3], leader-based control [15] , and flocking [16] . Particular instantiations of some of these behaviors are shown in Fig. 1 on a group of six simulated differential drive robots.
Even though these coordinated behaviors can address a number of different tasks, they have limited utility in the context of complex, real-world missions. However, the utility of these behaviors can be greatly expanded if they are sequenced together, which is the primary consideration in this paper. But, for a construction like this to work, it is necessary that the required information is available to the agents as they transition from one behavior to the next.
The available information can be encoded through graphs, whose vertices and edges are respectively represented by the robots and the sharing of information between them. For instance, considering the coordinated behaviors mentioned above, the rendezvous problem requires a connected graph [15] , cyclic pursuit a directed cycle [11] , formation control a rigid graph [15] , and most coverage controllers require a Delaunay graph [14] . As such, the problem of composing different behaviors, can be recast in terms of the ability of the robots to enable the appropriate interactions needed at each stage of a mission.
When the communication between agents depends on their relative configurations (e.g. relative distance or orientation), realizing a certain communication structure directly affects the state of the system, which in turn, affects the execution of the mission itself. In order to overcome this coupling, we arXiv:1907.07718v1 [cs.RO] 17 Jul 2019 separate the problem of generating a sequence of behaviors that corresponds to the solution of a mission objective from their composition. In fact, although generating an appropriate sequences of behaviors from given mission specifications is an interesting problem (e.g. [17] ), in this work we focus on the problem of designing a provably correct composition framework given a sequence of coordinated behaviors.
The contribution of this paper is twofold. Firstly, we introduce a composition framework based on the results in [18] , which guarantees correct composition of coordinated behaviors in the sense that their communication constraints are satisfied. The results in this paper extend those presented in [18] by introducing a decentralized formulation of the composition problem. Secondly, responding to the lack of established large-scale scenarios for the testing of multi-agent techniques, we describe in detail a particular scenario. This case study, called Securing a Building is rich and complex to capture many challenges and objectives of real-world implementation of multi-agent robotics, thus representing a standalone contribution of this paper.
The remainder of this paper is organized as follows. In Section III we review the definition of finite-time convergence barrier functions, while in Section IV we present the multirobot composition framework. In Section V we describe the implementation of the composition framework in a distributed setting, appropriate for the deployment on a team of robots. In Section VI, we discuss the Securing a Building case study in detail, which is executed on the Robotarium [19] . Finally, motivated by the lack in literature of well-established scenarios for testing and comparing multi-agent robotics techniques, in Appendix A we include a discussion about open questions posed by the Securing a Building case study.
II. RELATED WORK
The idea of partitioning complex objectives into simpler tasks can be approached by either sequentially composing primitives, e.g., [20] , or by blending them simultaneously in a hierarchical fashion. An example of hierarchical composition for single robot motion control is navigation between points, e.g., [21] .
The problem of composing different controllers has been approached as a hybrid systems problem, and in [22] , controllers are constructed using motion description language. Symbolic methods are used in [23] for the solution of the motion control problem, where high-level instructions are considered in the form of human-like language. Because of the complexity emerging from the composition of distinct controllers, guarantees on the safety and correctness of the final results need to be established [24] . Provable correct composition of control laws is investigated in the formal methods literature. Recently, compositional strategies inspired from formal methods have been used for the development of control strategies for multirobot systems [25] [26] [27] . In particular, [25] uses tools from linear temporal logic (LTL) for the specification of behaviors to be executed by the system. The authors use a sequence of constrained reachability problems, each consisting of a target set to be reached in finite time and a safety set within which the system must stay at all times. The authors in [26] discuss a hierarchical decomposition method for controller synthesis given LTL specifications.
In [28] , authors introduce a framework for the composition of controllers in distributed robotic systems using Petri Nets. In [29] , behaviors from the Null-Space-Behaviors framework are combined in order to solve ad-hoc tasks, such as perimeter patrol. A supervisor, represented as a finite state automata, selects high-level behaviors which are in turn composed of low-level ones. In [17] , a revised version of the A * algorithm is used to generate an optimal path of behaviors, such that the overall cost of the mission is minimized. Similarly, in [30] the motion planning problem for a team of quadcopters is solved by defining higher level motion primitives obtained by a spatial partition of the working environment. However, none of these approaches specifically address the problem of correct composition between primitives, which is the focus of this paper.
As discussed in the previous section, coordination between agents is possible only if particular interactions exist between the robots. In multi-robot systems, interaction requirements are commonly investigated in terms of connectivity maintenance, i.e., a certain graph or node-connectivity needs to be guaranteed at all times. Methods employed in the solution to this problem include edge weight functions [31] , control rules based on estimate of algebraic connectivity [32] , hybrid control [33] , passivity [34] , and barrier functions [35] . If connectivity between agents needs to be guaranteed in nonnominal circumstances, resilient solutions must be in place as well, e.g., [36] , [37] , and [38] . Notably, a technique based on graph process specifications for the sequential composition of different multi-agent controllers is discussed in [39] . Similar to our work, the authors in [39] bridge the gap between composition of controllers and the topology requirements by encoding requisites for each controller in terms of graphs. However, while in [39] incompatible controllers are combined through the introduction of a bridging controller, in our approach controllers are minimally modified by the robots in order to satisfy upcoming requirements. Our approach significantly reduces the complexity of the composition process and can accommodate additional constraints, such as inter-robot collisions and obstacles avoidance.
III. FINITE-TIME BARRIER FUNCTIONS
In this section we review the general definition of Finitetime Convergence Control Barrier Function (FCBF) which was first introduced in [18] and inspired by the finite-time stability analysis for autonomous system introduced in [40] . Given a dynamical system operating in an open set D ⊆ R n and a set C ⊂ D, barrier functions [41] are Lyapunov-like functions that guarantee forward invariance of C with respect to the state of the system. In other words, if an appropriate barrier function exists, it can be used to show that if the state of a system is in C at some time, it will be in C thereafter. The concept of barrier functions was extended to Zeroing Control Barrier Functions (ZCBF) in [41] , where asymptotic convergence of the state to the set C was discussed. Thus, provided that an appropriate ZCBF exists, if the state of the system is not in C at some initial time, it will asymptotically converge to C.
As discussed in the introduction, before execution of a coordinated behavior, robots need to satisfy certain spatial configurations, which are imposed by the behavior itself. In this context, it is worth to note that asymptotic convergence to the correct configuration is not sufficient. In fact, if we consider C as the joint set of all initial configurations required for a particular behavior, the state must strictly belong to C for the behavior to work properly. Following this observation, the need for a finite-time convergence extension of the previous concepts becomes clear. In particular, we are interested in verifying the following conditions:
In order to do this, we encode the set C ⊂ D ⊆ R n , through the superzero-level set of a continuous differentiable function h : D → R, i.e.,
(1)
We introduce the following class-K function
with ρ ∈ [0, 1) and γ > 0, which is continuous everywhere and locally Lipschitz everywhere except at the origin [40] .
with x ∈ D, u ∈ U ⊂ R m , and for a set C induced by h, if there exists a functionᾱ ρ,γ (h(x)) of the form (2) such that
Following from the definition above, we define the set of admissible control inputs as
For completeness, we state and prove the following theorem which was first introduced in [18] .
renders C forward invariant for the system (3). Moreover, given an initial state x 0 ∈ D\C, the same controller U results in x(T ) ∈ C, where
Proof: Let's consider the following Lyapunov function V (x) = max{0, −h(x)}. It can be verified that
In addition, since
we have x(t) ∈ C for all t > t 0 , from which forward invariance of C under U follows. Now, consider x 0 ∈ D\C. As shown in [40] , the dynamicsḣ 1 (t) = −γ sign(h 1 (t)) |h 1 (t)| ρ , with ρ ∈ [0, 1) and γ > 0 drives h 1 to the origin, and the minimum time T 1 for which h 1 reaches 0 (denoted finite-settling time) is
By applying the comparison lemma [42] , if
for all t ≥ 0 and consequently under the effect of U we have
In conclusion, by selecting controllers in the form of (6), both forward invariance and finite-time convergence to the desired set are guaranteed.
IV. COMPOSITION OF COORDINATED BEHAVIORS
In this section we define the framework for sequential composition of coordinated behaviors. We start by introducing the model of our multi-robot system.
A. Multi-Robot System
We denote the state of a team of n homogeneous mobile robots operating in a planar and connected domain D as
where x i (t) is the position of robot i at time t. As part of the coordinated nature of the behaviors being performed by the robots, each robot executes a control protocol which depends on the state of the subset of robots with which it interacts. We assume omnidirectional ∆-disk interactions between agents, i.e., agents can share information or cooperate if the distance between them is less or equal to a sensing threshold ∆ ∈ R >0 . Thus, the list of possible interactions between agents are described by a time-varying proximity graph G(t) = (V, E(t)), where V = {1, . . . , n} is the set of nodes representing the robots and E(t) is the set of interacting pairs at time t, where
For each robot i = 1, . . . , n, we denote the set of available neighbors at time t as N i (t) = {j ∈ V | (i, j) ∈ E(t)}, which depends on the position of the robots at time t.
The ensemble dynamics of the multi-agent system is de-
where f and g are continuous locally Lipschitz functions and
T ∈ U ⊂ R m is the vector containing agents' control inputs, which depends on the particular behavior being executed. At all times, the control input u in (14) is given by a controller U, which can be defined as a state feedback law U : D → U or by a combination of both external parameters and state feedback law U : D × Θ → U , where Θ is a space of parameters appropriate for the behavior. For instance, the controller corresponding to a weighted consensus protocol belongs to the first case. On the other side, a protocol where a leader moves to a given point while followers maintain prescribed inter-agent distances is described by a controller that depends on both state feedback (followers' control) and exogenous parameters (leader's goal).
B. Behaviors Sequencing Framework
We compactly represent an entire mission by an ordered sequence of M coordinated behaviors
The k th behavior in π is defined by the pair
where U k represents the coordinated controller described above and G k is the interaction graph required by behavior B k to function properly. We assume the list of behaviors π to be made available to all robots before the start of the mission. As discussed in Section I, each coordinated behavior requires a certain interaction structure between the robots (i.e., pairs of robots that need to be neighbors). With reference to (16), we describe the required interaction structure via the graph G k = (V, E k ). Thus, denoting by t k and t k the starting and ending times for behavior k respectively, the robots' configuration needs to satisfy
In other words, as shown in Fig.2 , the interaction structure required by each behavior needs to be a spanning graph of the graph induced by the state of the agents during the interval of time the behavior is executed. During the transition time between two behaviors, no particular requirement is imposed on the interaction structure.
In addition to the list π, transition between behaviors need to be synchronized, i.e., agents must start a new behavior at the same time, after all required edges are formed. To this end, we assume the existence of a discrete counter σ ∈ [1, . . . , M ] which indicates what behavior is currently active and a binary signal
which describes whether the interaction structure required by behavior B σ is available. We assume both signals to be controlled by a supervisor and made available to the robots, e.g., through a dedicated static communication network. We note that the role of such a supervisor could be replaced by a decentralized estimation scheme of condition G k ⊆ G(t). As such implementation goes beyond the scope of this work, it will not be discussed here. Because of the sensing modality assumed for the team of robots, communication constraints can be expressed in terms of relative positions between the agents. In other words, behavior B k can be correctly executed if, for all t Sequential execution of behaviors requires each agent to reach a spatial configuration such that the desired graph is a spanning graph of the communication graph, i.e., G k ⊆ G(t k ) and
all the distances between pairs in E k are below the proximity threshold ∆. To this end, a convenient pair-wise connectivity FCBF can be defined as
and we note that if
In addition, the edge-level and ensemble-level connectivity constraint sets for behavior B k are
Following the definition given in (5), the admissible set of control inputs that guarantees finite-time convergence to C c k is:
Theorem 4.1: Denoting with x 0 the initial state of a multiagent system with dynamics described as in (14) , any con-
will drive the system to C c k within time
Proof: Consider all pairs of agents i and j, such that
, agents i and j are within communication distance, the forward invariance property of U, guarantees that i and j will stay connected. In this case, the state will reach C 
Since every communication constraint C c ij will be reached within time T ij , the total time required to drive x(t) to C c k will be equal to the maximum of all these times, i.e.,
Thus, by selecting control inputs from set (21), the system (14) will satisfy requirements for behavior B k , within time T k .
C. Finite-Time Convergence Control Barrier Functions
In accordance with the composition framework described above, once behavior B k−1 is completed, robots are required to converge to the set C c k before behavior B k can start. Following the synchronization model introduced in Section IV-B, the change of behavior is communicated to the robots through the signal σ, which transitions from value k − 1 to k once B k−1 is completed. Now, although finite-time convergence to C c k can be achieved by selecting any control input in K c k (x), we seek to minimally perturb the execution of the behavior just concluded, namely B k−1 . This can be accomplished by solving a problem similar to the one proposed in [43] , which we adapt to our framework. Denoting withû k−1 = U k−1 (x) the nominal control input resulting from the concluded behavior B k−1 , we define the actual control input to the robots u * as
subject to
Once all required edges E k are established (i.e., η = 1), edges in E k−1 are no longer needed. At this point, under the effect of the controller U k , the list of constraints in (26) is substituted with
Since the cost function is convex and the inequality constraints (26) and (27) are affine in the control input, the problem can be solved in real-time. In conclusion, because of the finite-time convergence and forward invariance properties of the above formulation, solution of (25) guarantees that robots will converge to the configuration required by B k , and maintain it throughout its execution.
D. Initial Constraints
In addition to the communication constraints considered above, certain missions might require additional conditions to be met before each behavior can start. For example, during the exploration of an area it might be desirable for one robot to always stay within range of communication with a humanoperator, or to maintain a minimum distance from an unsafe area.
Assuming B k requires a number of distinct s k of such constraints, we encode the entire set of initial conditions through a list of barrier functions h s (x), with = 1, . . . , s k :
Following this definition, we define a set of admissible control inputs similar to the one in (21) that will drive the state of the system to the desired set within finite time:
The set of controls satisfying both communication and initial conditions constraints can thus be obtained by intersection of set (29) and (21):
We note that the results in Theorem 4.1 and the formulation of minimally invasive controller in (25) still hold valid by considering the set K k (x) instead of K c k (x) as the set of admissible control inputs.
V. MULTI-ROBOT IMPLEMENTATION
The composition framework discussed in the previous section reduces to the minimum norm controller (25), which is not directly solvable by individual robots. In this section, we formulate an extension of the same problem, which is implementable in a distributed fashion and accounts for additional constraints necessary for the safe operations of the robots, e.g., inter-agent collisions and obstacles avoidance [35] . The formulation is derived following the approach described in [44] , which we adapt here to our framework.
A. Distributed Composition of Coordinated Behaviors
The limitation in solving problem (25) in a distributed fashion is represented by the fact that knowledge of dynamics, inputû, and state x for the entire team need to be available to all robots. In addition, by solving problem (25) , each agent would compute the control input for the entire team, which is clearly unnecessary.
In order to develop the correct decentralized formulation of (25), we first need an agent level decomposition of the dynamics (14) . We denote by D i ⊂ R 2 and U i ⊂ R 2 configuration space and set of feasible controls for agent i respectively, and we note that D = D n i . In addition, by denoting withf ,ḡ : D i → R 2 the node-level terms of the control affine dynamics of agent i, the ensemble dynamics can be written as:
where u i ∈ U i is the i th agent's control input, ⊗ is the Kronecker product, and 1 n and I n are vector of ones and identity matrix of size n respectively.
Let's now consider two sequential behaviors B k−1 and B k . Upon completion of B k−1 , for all edges (i, j) ∈ E k robots' configuration must satisfẏ
From the i th agent's point of view, the set of constraints that need to be satisfied arė
where we recall that N i k is the set of neighbors agent i will be connected to in the upcoming behavior B k . However, as it will be proved in the following theorem, since the same constraint (33) will appear exactly twice across the entire network of robots, it can be relaxed by considering an admissible set of control input of the form
where explicit dependence from the states x i and x j is omitted for clarity. T the initial state of a multi-agent system with dynamics described as in (31) , any controller U i :
, will drive the ensemble state to C c k within time
(36) Proof: From Theorem 3.3, agents i and j, with (i, j) ∈ E k , will satisfy h 
Considering the node level dynamics in (31), the constraint (37) reduces to 
which will be satisfied if both agents i and j satisfy the constraintḣ
In addition, as discussed in Theorem 4.1, constraint (38) will still be satisfied at time
The same argument can be repeated for all pairs (i, j) ∈ E k , and condition G k ⊆ G(t) will be satisfied within time
Following this result, we apply the same design principle described in Section IV-C and the minimally invasive control action can be computed by each agent as
Similarly to what we discussed for constraint (26) , once all required edges are created, constraint (43) will be relaxed and substituted with
Thus, once behavior B k−1 is completed, agent i computes the control input necessary to create the interaction structure required by B k by solving (42) . We note that, in order for agent i to respect (44) (and similarly (43)), the only information needed is the state of all future neighbors, i.e. x j for all j ∈ N i k . This requirement can be satisfied through an estimate scheme (e.g. EKF [45] ) on the state of the system, which in turn requires knowledge of all the agents' dynamics (satisfied by having assumed homogeneous agents). Alternatively, the state of future neighbors could be made available through high-power communication sensors that, for efficient energy management, can only be active for limited periods of time. It is worth to note that the ability of each agent to have access to an estimate of their neighbors' state does not automatically eliminate the necessity for agents to become actual neighbors. In fact, proximity might be justified by some desired performance requirements on the coordinated behavior or cooperation in the environment that requires psychical proximity, e.g. collaborative manipulation or sharing of resources [36] .
B. Additional Constraints
In addition to the proximity constraints discussed above, additional constraints can be imposed on the robots for safe operation. The requirement on collision free trajectories is satisfied when all pair-wise distances between the agents are greater or equal to a safety distance D a > 0. Following the approach described in [35] , we can conveniently encode each pair-wise separation condition through the following barrier certificate h
and the minimum separation conditions are satisfied if h a ij (x) ≥ 0, for all physical neighbors j ∈ N i (t), where recalling from the previous section, we denoted the complete set of neighbors available to agent i as N i , which depends on the state of the system at time t.
In addition to the inter-agent collision avoidance, we also require that agents do not collide with fixed objects in the environment. We consider M obstacles modeled as two dimensional ellipses and we denote by o m ∈ D and o = [o
T the center of the m th obstacle and the ensemble of the centers respectively. For every agent-obstacle pair (i, m) we define a pairwise barrier function as
The object avoidance constraints are satisfied if h o im (x) ≥ 0, for all i ∈ V and m ∈ {1, . . . , M } = I M .
C. Complete Problem
Collecting all the constraints discussed in this section, we expand the problem formulation in (25) as follows:
where α is a locally Lipschitz extended class-K function. We note that during transitions between behaviors, the first set of constraints is replaced by (43) . In conclusion, the local control input that simultaneously satisfies all safety constraints and minimally perturbs the execution of each behavior is obtained by solving the quadratic program in (48).
VI. CASE STUDY: SECURING A BUILDING
The objective of this section is to define the Securing a Building mission, which will be used as testing scenario for the composition framework. We describe now the main structure and objective of the mission, while we deconstruct it into coordinated behaviors in the next subsection.
A. Mission Overview
In the Securing a Building mission, a group of autonomous robots are deployed in an urban environment to identify a previously unknown target building in order to rescue a subject located inside. Based on [46] , we decompose this mission into the following four phases:
FIND -During the find phase, the robots are tasked with identifying the target building by means of surveillance of the perimeters of all the buildings in the environment. For efficient exploration, robots can be broken into different teams and investigate preassigned subsets of buildings. Each team must then report back to the human operators at the base station in order to share the collected information. Once the target building has been identified, the robots which are still exploring the environment should reunite with the other robots and prepare for the next phase.
ISOLATE -Having identified the target building's location, the robots must isolate the building by patrolling its perimeter. To achieve this, the robots are divided into different subgroups -the security agents and the maneuvering agents. The security agents are responsible for achieving boundary protection, while the maneuvering agents look for the building entrance and prepare to enter.
RESCUE -During the rescue phase, the security agents keep patrolling around the building. The robots not tasked with boundary protection, the maneuvering agents, will enter the building in formation and subsequently clear rooms and seize positions as they maneuver through the building to find the subject to be rescued. Once the subject has been located, the robots should transport it to the safe zone.
FOLLOW-THROUGH -As the interior of the building is being cleared, individual robots are left inside as beacons to signal that the area has been cleared, while the remaining robots from the maneuvering agents leave the building, gather on the outside with the security agents, and report back to the base station.
A number of arguments support the choice of the Securing a Building mission as an ideal test-bed for testing multiagent techniques and algorithms developed by the control and hybrid system communities. First, the requirement of spatially diverse functionalities that cannot be provided by single robots naturally requires the use of multi-robot systems. Second, the final goal of the mission, namely rescuing the subjects of interest, requires a number of different behaviors that necessarily involve the switching between different controllers. Lastly, thanks to the modularity of the mission, novel techniques focusing on specific aspects of the mission can be integrated and tested without influencing the overall structure of the mission (see the Appendix for more details).
B. Securing a Building Through Composition of Behaviors
We describe now the main contribution of this section, that is, the deconstruction of the Securing a Building mission described above, through ordered sequences of coordinated behaviors. The process is summarized in Fig. 3 . We refer to behaviors in terms of their main objectives, acknowledging that many actual different implementations can be used to achieve the same results. We highlight these behaviors in parenthesis. a) FIND: Robots initially coordination with human operators at the base station (rendezvous). After that, robots are divided into different search teams, each assigned with a list of buildings to investigate (task allocation). Subsequently, all the teams investigate their own lists of buildings. First robots travel to the vicinity of a building (leader-follower), then start to survey the exterior of the building (perimeter patrol), and after having collected the necessary information, return to the base (leader-follower). This process repeats until the target building is discovered. Note that different implementations can be used to execute these behaviors, and we only insist that they produce the same results as described in the chart.
b) ISOLATE:
Robots gather near the base station (rendezvous), then are divided into security and maneuvering agents (task allocation). After traveling from the base to the vicinity of the target building (go-to-goal), security agents protect the building's perimeter (cyclic pursuit). This behavior will continue until the end of the RESCUE phase. Meanwhile, the maneuvering agents locate the building's entrance, by following its perimeter (perimeter patrol). Once the entrance has been found, the maneuvering agents gather at the entrance (rendezvous) and create a compact formation (formation control) and prepare to enter. c) RESCUE: The maneuvering agents enter the building in formation (formation control) and distribute themselves in order to cover the interior area (area coverage). Once the location of the subject to rescue is identified, all the robots form a circular closure around the subject (cyclic pursuit). Then, the robots transport the subject to the safety zone, while maintaining the circular closure around the subject (containment control).
d) FOLLOW-THROUGH: The maneuvering agents spread (scatter) uniformly over the interior of the building. To signify that the area has been cleared, certain members of the maneuvering agents stay inside the building as beacons (persistent coverage). The rest of the maneuvering agents and the security agents reunite at the entrance outside the building (rendezvous). At last, they return to the base station (leader-follower).
C. Results
We tested the behavior composition framework on the Securing a Building mission, which was executed on the Robotarium [19] , a remotely accessible multi-robot platform. In Fig. 4 , we display selected snapshots of the mission obtained by a camera mounted on the ceiling. In the experiment, 8 differential-drive robots, indexed 1, . . . , 8 are deployed in a simulated urban environment composed of 6 buildings, blue polygons indexed 1, . . . , 6. In this experiment, we simulate a maximum sensor range ∆ = 0.5m. Because of the different spatial scales between FIND/ISOLATE phases and RESCUE/FOLLOW-THROUGH phases, the entire mission is divided in two parts. In the first part (Fig. 4a to Fig. 4d ) the experiment is performed at a neighborhood-level scale. The remaining two phases are executed in a zoomed-in environment, which focuses on the one building of interest (Fig. 4e to Fig. 4i ).
During FIND phase ( Fig. 4a and 4b ), two groups of robots TEAM1 : {1, 2, 3, 4} and TEAM2 : {5, 6, 7, 8} investigates preassigned lists of buildings, leaving some agents near the base station (the purple filled dot in the top right corner) if destination building cannot be reached without breaking the connectivity constraints. The red polygon in Fig. 4b to Fig. 4d is the target building after being inspected by TEAM1. Once the target building has been identified, the ISOLATE phase ( Fig. 4c and 4d ) starts. The maneuvering agents look for the entrance, while the security agents secure the outer perimeter.
During the RESCUE phase ( Fig. 4e to 4g ), the agents inside the building, i.e. TEAM1, localize the target (red dot) using and escort it to the safe area (red circle). In order, maneuvering agents enter the building (Fig. 4e) , perform Voronoi coverage (Fig. 4f) , and move the target to the safe area (Fig. 4g) . Finally, during FOLLOW-THROUGH phase, agents 1 and 2 are left as beacon inside the building, while 3 and 4 reunite with agents outside the building (Fig. 4h) . In Fig. 4i all except the beacon agents return to the base.
VII. CONCLUSION
Sequential execution of coordinated behaviors can be employed by a team of robots to solve real-world complex missions. However, the sequence of behaviors can be executed only if the robots can create all the required interactions in finite time. In this paper, we described a provably correct framework for sequential composition of coordinated behaviors designed on finite-time convergence control barrier functions. The resulting composition framework is formulated in the form of a quadratic program based controller, which is solved locally by individual robots. The proposed framework was performed on a multi-robot test-bed for the solution of a large-scale complex scenario, which is presented as a standalone contribution. To this end, because of its modularity and multi-tasking requirements, the "Securing a Building" mission is proposed as an ideal testing environment for multi-robot control techniques.
APPENDIX A OPEN QUESTIONS IN THE SECURING A BUILDING SCENARIO
Testing the performance of techniques and algorithms for the control of multi-agent systems in real-world scenarios is a challenging task. This is particularly true when addressing novel approaches, where the focus is generally on a specific aspect of the problem considered in an isolated scenario.
Testing isolated scenarios, however, may not account for the challenges unique to more complex missions, whose subproblems are closely intertwined. To this end, the "Securing a Building" mission presents itself as a promising testing framework, because of the possibility to assess specific methodologies and techniques, in a mission structure that captures the intimate interplay between the agents and the environment across different mission phases (Section 2). In this section, we discuss a number of open issues, for which this mission serves as an effective testing framework when aiming to evaluate performance and relevance of new techniques in the context of a complex mission. a) Agent Recruitment: Considerable efforts have been devoted to the development of team composition techniques in the presence of heterogeneous robots [47] , [48] . Based on the skill set required to solve a particular task, e.g., certain actuation, sensing, locomotion, or communication capabilities, the question is to find a recruitment rule that produces a team capable of delivering the best performance. For instance, in the rescue phase of our mission, robots capable of opening doors may be required in the maneuvering agents for entering the target building. However, these skills may not be required in the find phase, where fast and agile aerial robots have more performance advantages. b) Communication: In the context of autonomous networked systems, central roles are played by the flow of information between agents, and the infrastructure required for it [49] . A number of questions can be posed in relation to the distribution of agents over a domain, given the constraints of communication systems, such as limited range, power requirements, and privacy of the information. In our mission, these questions may concern how to propagate the mission information back to human operators when agents are far away, how to communicate with minimum energy consumption, how to ensure the communication scheme does not expose mission plans in the presence of adversarial components, etc.
c) Unknown Environment: The amount of prior knowledge about the environment plays an important role in the definition of both low-level robot controllers and high-level mission plans. Active currents of research target the design of distributed solutions to the localization and mapping problems [50] , and the Securing a Building mission can be effectively used to test the performance of these techniques in real-world scenarios. For instance, new techniques may focus on balancing the trade-off between exploitation of the known and exploration of the unknown. Given incomplete information about the buildings in the environment, agents have to strategically plan the investigation of buildings with more prior information, an expedient process, and the investigation of buildings with less or no prior information, a time-consuming process.
d) Resilience: In real-world scenarios, failure of the mission can be attributed to factors such as damaged parts, sensing errors, communication dropouts, delays, control disturbances, reduction of functionalities due to adversarial attacks, etc. A number of different research thrusts focus on the problem of detecting and responding to faults and malicious attacks in multi-agent and cyber-physical systems [29] , [27] , [9] . Therefore, the solution to the mission can focus on making controller more resilient to these failures, by explicitly modeling them in the mission. e) Adaptivity: Dynamic planning and autonomous adjustment to changing environments are emerging research currents in the multi-agent system communities [17] . A number of different aspects of the Securing a Building mission can be extended to test this family of techniques. For instance, agents may discover that the original routes planned for searching the target building are no longer feasible, the subjects of interest are not present in the target building, different skills are required from what agents have expected, etc. In these scenarios, agents should have the ability to reason about the situation and adjust the mission plan.
f) Composability of Behaviors: The possibility to encode real-world missions through sequences of behaviors requires the employment of techniques that ensure correct switching between these behaviors. For example, in order to perform coordinated behaviors in a distributed fashion, agents need to maintain or establish the necessary communication links with each other. To this end, the correct flow of information between the agents not only is necessary for the execution of the single behaviors but also for the switching between them.
