Abstract-Using new systems capable of making synchronized phasor measurements, the real-time stability assessment of a transient event in power systems has become an important area of investigation. Using these phasor measurements as input conditions for computing a relatively good, simplified dynamic model can yield accurate and real-time transient stability prediction in a central location equipped with high-speed computers. In an effort to reduce the computing time for integrating the differential/aAlgebraic equation (DAE) model of postfault power system dynamics for prediction use, this paper presents a faster Implicitly Decoupled PQ Integration technique. Two piecewise dynamic equivalents are also proposed, i.e., piecewise constant current load equivalent and piecewise constant transfer admittance equivalent. These equivalents can eliminate the algebraic equations by approximating the load flow solution piecewisely such that only internal generator buses are preserved, while approximately retaining the characteristics of the nonlinear loads.
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I. INTRODUCTION

W
ITH the advent of phasor measurement units (PMU's) [1] - [4] capable of tracking the dynamics of an electric power system, together with modern telecommunication abilities, utilities are becoming able to respond intelligently to an actual event in progress. By the synchronization of sampling with microprocessor based systems, phasor calculations can be placed on a common time scale [5] . Commercially available systems based on Global Positioning System (GPS) satellite time transmissions can provide synchronization to 1 s accuracy, which means that a relative phase angle can be measured to a precision of 0.02 electrical degrees. Utility experience indicates that communication systems can transmit these timetagged phasor measurements to a central location every five cycles [6] . The magnitudes and angles of these phasors indicate the state of a power system, and are used in state estimation and transient stability analysis [7] .
The power system itself provides us with the system trajectory up to the current time. The time track of state variables and several of their derivatives are available in an observation window (Fig. 1 ). Thus, it seems possible that the outcome for a future time interval of an evolving swing can be calculated with relatively accurate simplified dynamic models. If the outcome of a developing swing can be predicted in real time, it is possible to initiate appropriate protection and control actions, such as out-of-step blocking and tripping, or fast-valve control of turbines.
One such real-time control strategy is already being implemented at the Florida-Georgia interface [8] . An important feature of the Florida-Georgia situation is that interarea oscillations between the two regions can always be modeled as a simplified two-machine equivalent system. When interarea oscillations occur, phasor measurements are taken within Florida and Georgia in order to develop the corresponding state of the two-machine equivalent. Future stability is then determined by applying the equal area criterion. This method of prediction is used for adaptive out-of-step relaying at the Florida-Georgia interface.
Many existing transient stability assessment techniques, although simple in off-line application, are too complicated for real-time prediction use. However, real-time monitoring obviates the need for some of these techniques since the system itself is actually solving the differential/algebraic equations (DAE's). What is required is a computationally efficient way of processing real-time measurements to determine whether an evolving event will ultimately be stable or unstable. The problem of real-time stability prediction for a simplified model can be answered with powerful workstations in control centers, which enable one to integrate the system trajectory in real time. Given a simplified model and an initial condition (observed phasor measurements), a workstation takes just a few hundredths of a second to compute a system trajectory one second into the future.
In an effort to reduce the computing time for integrating a DAE description of a postfault dynamic model, this paper presents an efficient implicitly decoupled PQ integration (decoupled integration) technique. While DAE description is accurate for an adopted model, it becomes complex as the size of a study system increases. Therefore, two piecewise dynamic equivalents are proposed, i.e., the piecewise constant current load equivalent (current load equivalent) and piecewise constant transfer admittance equivalent (admittance equivalent). Together, these can eliminate the algebraic equations by approximating the load flow solution piecewisely so that only internal generator buses are preserved, while retaining the approximate characteristics of nonlinear loads.
II. REAL-TIME PREDICTION PROBLEM AND DYNAMIC MODEL Our research addresses the question of accomplishing stability prediction when the system does not always reduce to a previously known two-machine equivalent. Possible methods of approaching this problem which we have investigated fall into two broad categories.
1) Infer a small-size (e.g., two-, three-, or four-machine) equivalent from the postfault phasor measurements, which can model the particular oscillation mode of the fault in progress. Solve the model forward in time in order to predict future behavior. 2) Use an appropriately simplified postfault dynamic model of the system (e.g., the 39 bus model for New England) which adequately covers the many modes of oscillation initiated by different events. Solve the model faster than real time if computational resources permit, or else train a pattern recognition tool (e.g., decision trees and neural networks) off-line in order to associate in real-time the postfault phasor measurements with the outcome of future behavior. Previously, in [9] - [11] short-term prediction algorithms for the above two strategies were proposed. In this paper, we propose new methods to solve the dynamic model faster than real time to enhance the second strategy.
An appropriately simplified postfault dynamic model plays a critical role in real-time stability prediction problem. A detailed model, although more accurate for prediction of a transient event over a longer window may involve so much computation such that it cannot meet real-time demand. On the other hand, an overly simplified model, such as the classical model of a generator with a constant impedance load model, has been observed to give overly optimistic stability results [12] . In a real-time stability prediction problem, a model which gives more conservative results is preferable to a model which gives more optimistic results. This is because failure to execute necessary special protection schemes in real time can prove quite costly [13] . It seems that the classical model of generator with static composite constant impedance, constant current and constant power (referred to as ZIP) load model offers an effective compromise between accuracy and simplicity required for real-time applications [12] . Therefore, in our study, we adopt the classical model of generator with ZIP load model to describe the dynamics of a postfault power system. We first derive the DAE description for the adopted model, and then derive piecewise dynamic equivalents.
A. Differential/Algebraic Equation Description
Suppose there are generators and buses connected by transmission lines and transformers, with buses having loads and no generations. It is convenient to introduce fictitious buses representing the internal generation voltages. These fictitious buses are connected to the generator buses via reactances accounting for transient reactances and connecting lines. Thus the total number of buses in the augmented system is buses. We order the buses as follows: 
where generator inertial constant generator damping coefficient mechanical power input 2) Transmission System Equations: For a lossy transmission system the power flowing through the transmission lines connected to the th bus can be written as (3) (4) 3) Load Equations: Here, we introduce the polynomial function of the static ZIP load model at load bus . A static ZIP model is a composite load which consists of constant impedance, constant current and constant power loads, all in parallel. Thus, the load model is nonlinear and the power balance equations for the system loads can be written as (5) (6) Here , and are coefficients that express the proportion of various loads combined together. is the voltage magnitude of load bud . Equations (1)- (6) constitute the system model, which is a set of DAE's of the form We can rewrite (7)-(10) in more compact vector forms (11) (12)
Remark: Define the Jacobin, , matrix as follows:
Then, by the implicit function theorem, if the Jacobin is nonsingular, locally there exists a mapping, , such that and Thus, we obtain an explicit solution of and for load flow equations (13)- (14) in terms of generator angle, . Substituting this local solution into (11)- (12) yields equivalent ordinary differential equations locally. Conversely, if the is singular, then the system will lose load bus voltage causality. The model will then collapse and voltage behavior can no longer be predicted.
B. Piecewise Constant Current Load Equivalent (Current Load Equivalent)
While the DAE description is accurate for the adopted transient dynamics model, it becomes complex with increasing computation cost as the size of the studied system becomes large. Since the number of algebraic equations is usually much larger than the number of differential equations in a typical power system, there will be a significant reduction of computing burden if one can obtain a local ordinary differential equation equivalent for the original DAE.
We first present one of two equivalencing techniques which can eliminate the algebraic equations such that only internal generator buses are preserved, while approximately retaining the characteristics of ZIP loads. This is achieved by representing the ZIP loads with piecewise constant current loads. In a region where the loads are constant current sources, they can be moved to the generator buses using techniques from circuit theory. Whenever the generator angles move beyond the boundary of the moving hypercube (which defines the region in generator angle space) centered at previous update trajectory point, we update the load current injection by solving the load flow equations. The piecewise linear approximation of a nonlinear load model has also been suggested in [14] , although there are significant differences between the two approaches.
We use the following example to illustrate the above concepts. The sample power system consisting of two generators and several ZIP loads can be reduced to two generators, each of which has an additional current injection at its bus, accounting for the effects of load current injection, as shown in Fig. 2 . The two additional current injections are functions of the machine angles one and two. The following are details of the piecewise equivalencing process. For the original system, the bus current phasors are related to the bus voltage phasors and bus admittance matrix through (15) where the subscript denotes the load buses to be eliminated and the subscript denotes the internal generator buses that are to be preserved. After simple algebraic manipulations, the currentvoltage relationship equation (15) , reduces to (16) where (17) (18) Equation (16) has two terms, with the first term representing the contributions to generator current injections from generator voltages and the second term representing the load current's contributions. By using (16) , the swing equations for the th generator can be readily derived as (19) (20) where and are the entries of matrix and are the entries of matrix . Note that the load current is, in fact, a function of generator angles due to the ZIP loads. The principle of the technique is that we approximate the load current, which is a function of generator angles, by a constant value whenever the generator angles lie inside the moving hypercube along the projected trajectory on generator angle space.
The hypercube is a set of generator angles defined in angle space as where the is an update parameter with unit radian or degree specified by monitors, and is the angle of last update trajectory point. Fig. 3 illustrates the moving hypercube along the trajectory. With the approximation of constant current load in the moving hypercube and update of currents whenever exceeding the hypercube, the transient dynamics are then described by piecewise swing (19)- (20) . When the generator angles move beyond the boundary of the current hypercube, the constant load current will be recomputed by the following procedures. First, we choose the current generator angles as the new center of the moving hypercube and then solve load flow equations (13)- (14) using current generator voltage magnitudes and angles as knowns for load bus voltage magnitudes and angles at a given load bus. Then, the new constant load at the th bus is computed as where is the power factor angle at bus given by This completes the equivalencing process.
C. Piecewise Constant Transfer Admittance Equivalent (Admittance Equivalent)
In this subsection, we present the other equivalencing technique which can eliminate algebraic equations so that only the differential equations describing the dynamics of internal generator angles are preserved, while approximately retaining the nonlinear characteristics of ZIP loads. This is achieved by absorbing the ZIP loads into piecewise constant transfer admittance. Fig. 4 shows that sample power system consisting of two generators and several ZIP loads. This power system can be reduced to two generators, each of which is connected by transmission line with equivalent admittance and incremental equivalent admittance accounting for the nonlinear characteristics of the ZIP load.
The equivalencing technique is described as follows. First, from circuit theory, one obtains (21) After algebraic manipulations, (21) are the entries of and are the entries of . With the approximation of equivalent admittance in the hypercube and update of equivalent admittance whenever the hypercube is exceeded, the transient dynamics are then described by piecewise swing (26)-(27). This completes the equivalencing process.
D. Criteria for Transient Stability Prediction
This section establishes the criteria for stability identification of a developing swing. Traditionally, transient stability is concerned with the capability of generators to capture synchronism following a large disturbance, such as three-phase short circuit, loss of generator, or sudden change of load. In this case, the criteria can be so defined that a swing after a fault is determined as an unstable swing if the relative angles of different generator groups separate indefinitely with times. Otherwise, it is identified as a stable swing. However, in practice, a postfault swing which does not cause a synchronism problem may exhibit pole slipping, voltage dip, and transmission line overloading. These conditions may initiate important relay operations such as out-of-step blocking or tripping, thus causing undesirable situations. Therefore, a more stringent stability criterion is needed to meet real-time operation requirements and we define the practical transient stability criterion in terms of the security constraint region in state-space for prediction use.
1) Generator Angle Security Constraint: Considerations of out-of-synchronism and pole-slipping conditions impose limits on the machine angles of internal buses with respect to neighboring buses as Denote the security region inside the limits by , i.e.,
2) Generator Frequency Deviation Constraint:
The frequency deviation that accompanies system disturbances is caused by the imbalance between load and generation. Excess generation will cause a rising frequency. Excess load, however, will cause the frequency to drop. Both cases can cause permanent damage to steam turbines. Therefore, limits are imposed on the generator frequency deviation as
Denote the region inside the limits by , i.e., 
5) Practical Transient Stability Criterion:
We define the security set in space as
With the preceding concepts, we precisely formulate the real-time transient stability prediction problem in the following way.
Problem: Given a set of real-time measurement vectors where is the sampling period and is the length of the observation window after a fault. For , the measurement vector comprises the prefault steady state. For , the measurement vectors comprise the postfault observed dynamic states. Usually, stability prediction is based on an observed eight-cycle window of real-time measurements. Three consecutive measurements, four cycles apart, are taken, that is, . The objective is to find a methodology that can process the observed real-time measurements to calculate the time history of over a prediction window with length before the transient swing actually occurs, so that one can predict whether a developing swing is stable or not by the following criteria.
Stable swing: , for , otherwise, the swing is determined to be unstable.
Remark: In practice, since there are uncertainties in the model and noise in the real-time measurements, it is safer to predict the stability of a swing by processing consecutive observed measurements as different initial conditions and going through the methodology in turn. When these are complete, the outcome of stability prediction is checked. If the number of stability status is greater than the instability status, the swing is identified as being stable. Otherwise, it is determined to be unstable.
In the following two sections, we propose three methodologies, decoupled integration, current load equivalent, and admittance equivalent for solving the above stability prediction problem.
III. IMPLICITLY DECOUPLED PQ INTEGRATION (DECOUPLED INTEGRATION) TECHNIQUE
Numerical schemes for simultaneous solution of DAE's are currently available [15] . The simplest one, using the implicit trapezoidal rule, has proven to be numerically stable, as well as having only minor errors for solving DAE's, such as the wellknown Dommel's technique [16] . This scheme involves forming an update matrix and performing matrix factorization, such as LU decomposition, at several time steps. Hence, the implicit integration methods are often considered to be computationally more expensive than explicit integration methods such as the Runge-Kutta method. Using the proposed decoupled integration method, it is demonstrated both theoretically and numerically that, under certain conditions, a constant and decoupled form of the update matrix can be used to speed up the implicit integration technique. Specifically, the algorithm is shown to be convergent under some reasonable assumptions.
A. Decoupled Integration Algorithm
The decoupled integration technique is outlined below. First we define the following functions for the ease of statements in the algorithm Step 1) Discretize (11)- (14) by the implicit trapezoidal rule, yielding
where is the step size and the subscripts and denote the time index of two successive trajectory points. The postfault trajectory in state space is an ordered set of trajectory points, i.e.,
which satisfies (32)-(35) recursively. Partition functions (28)-(31) into two groups. Group A consisting of functions (28)-(30) and Group B consisting of function (31).
Step 2) Evaluate the Jacobin matrix of Group A with respect to at the prefault operating point, . Note that we do not need to assume knowledge of the fault location (36) and also the Jacobian matrix of Group B with respect to (37)
Step 3) Find the next trajectory point by quasi-Newton method using as the initial point. Setting the quasi-Newton iterations are (38) (39) until the convergence condition is satisfied.
Step 4) Perform Step 3) to compute successive trajectory points until the prediction interval is finished, or until convergence does not occur for some value of . If convergence fails to occur, e.g., for
, then divide the step size by 2 and repeat Steps 2) and 3), using as the initial condition. Before demonstrating the effectiveness of the above algorithm by numerical experiments, we would like to theoretically show the feasibility of the algorithm by the following lemmas and theorems.
Define the system Jacobin of (28)- (31) Then by properties of and the mean-value theorem, there exists a ball which is contained in and centered at with radius , i.e., such that is a contraction-mapping (in ) with contraction constant, . Then by the fixed-point tTheorem [19] , if the initial point lies in the and is sufficiently close to by the condition , then the sequence will converge to the fixed point . We summarize the above conditions by the following theorem. then the iteration performed in Step 3) converges to the successive trajectory point starting from . Remark 3.3: Although Condition iii), which is a complex function of both step size and system structure itself, is difficult to check, our numerical experiments show that most cases will converge by reducing the step size. Thus, in practice, there is no need to directly check Condition iii) before integration. Instead, we put an adaptive step size adjustment procedure in Step 4) of the algorithm in order to obtain convergence.
IV. PIECEWISE EQUIVALENTS TECHNIQUES
Basically, there are two kinds of computations used in piecewise constant current load equivalent (current load equivalent) and piecewise constant transfer admittance equivalent (admittance equivalent), namely, fourth-order Runge-Kutta integration and decoupled power flow calculation.
1) Piecewise Constant Current Load Equivalent (Current Load Equivalent):
The fourth-order Runge-Kutta integration is used to integrate the piecewise swing equations (19)- (20) . The decoupled power flow method is used for updating equivalent load current injections whenever the generator angles exceed the boundary of the moving hypercube. Since the load bus voltages (magnitudes and angles) do not appear explicitly in the swing equations, they must be updated using a sensitivity analysis.
The load bus voltages can be computed by solving the linearized load flow equations as follows. By linearizing the load flow equations about the base trajectory point centered in the current hypercube, the real and reactive power increments can be expressed in terms of the voltage magnitude increments, the phase angle increments, and the Jacobian matrix . In matrix form we have 
Since a load flow is performed at each update of load current in the current load equivalent method, the Jacobian matrices in (40) are available for the base trajectory point in the current hypercube. However, it is typical to compute at the prefault operating point. This does not result in a severe loss of accuracy, whereas the savings in CPU time are considerable. Thus, (42) expresses the load bus voltage magnitude and angle increments as a known function of the generator angle increments. Therefore, the load bus voltage magnitude and angle variations can be monitored in terms of the generator angles within the hypercube. The current load equivalent technique for real-time transient stability prediction can be summarized as follows.
Step 1) Set up the practical transient security region, and update parameter . Then compute quantities and at prefault steady operating condition.
Step 2) Integrate the swing equations [(19) and (20)] and solve the linearized load flow equation [(42)] one step ahead by using arrived phasor measurement. Check whether the one-step prediction value lies within and predict instability in the case that it does not. If instability has not occurred, the one-step prediction value is checked to see whether it exceeds the boundary of the current hypercube. If it does, recompute the load currents and update the swing equations. Otherwise, no update is made.
Step 3) Repeat Step 2) until either the prediction interval is finished or instability is determined.
2) Piecewise Constant Transfer Admittance Equivalent (Admittance Equivalent):
Here, similar to the current load equivalent technique, the fourth-order Runge-Kutta integration is used to integrate the piecewise swing equations ( (26) and (27)). The decoupled powerflow is employed to update the transfer admittance matrix whenever the generator angles move beyond the boundary of the current hypercube. The load bus phasor variations are approximated by (42).
The admittance equivalent technique for the real-time transient stability prediction can be summarized as follows.
Step 1) Set up the practical transient security region, and update parameter . Compute the quantities and at the prefault operating point.
Step 2) Integrate the swing equations [(26) and (27)] and solve the linearized load flow equation [(42)] one step ahead. Check whether the one-step prediction value lies within and predict instability in the case that it does not. If instability has not occurred, the one-step prediction value is checked to see whether it exceeds the boundary of the current hypercube. If it does, recompute the transfer admittances and update the swing equations. Otherwise, the transfer admittances remain unchanged.
Step 3) Repeat Step 2) until either the prediction interval of interest is finished or else instability is determined.
V. NUMERICAL EXPERIMENTS
This section presents numerical simulations of the proposed techniques, i.e., decoupled integration, current load equivalent and admittance equivalent, on two sample power systems. The first system is a four-machine six-bus system with ZIP load , taken from a seminal paper on transient stability regions [17] . The second sample power system is the New England ten-machine, 39-bus system with ZIP load . The programs are coded in FORTRAN and implemented -infinite norm. Note that we regarded the generator angles calculated by the ETMSP as the accurate values compared to generator angles calculated by the piecewise equivalent techniques. The justification is obvious because the ETMSP did not make any approximations in the adopted zip load model.
1) Test System 1:
The four-machine six-bus system is shown in Fig. 5 . We treated Gen. 1 of the four -machine system as the slack bus in the initialization since it had the largest inertia constant. Three-phase short circuit to ground faults were simulated to occur on various lines with two-cycle (1/30 s) fault clearing times. In the first phase of the simulation, we timed the speed of the decoupled integration technique when calculating stable and unstable swings caused by different fault locations. For comparison, we also measured the speed of integrating the same stable and unstable swings by implicit trapezoidal integration with a full Jacobian update at every time step and the same stop criteria as decoupled integration technique. This is based on the fact that the decoupled integration technique has the same accuracy as the full Jacobian method. The average timing results are shown in Table I , showing that the decoupled integration technique is about three-four times faster than the integration technique which uses a full Jacobian update at every time step. It is observed that the integration speed of the decoupled integration technique is faster than the real power system response time (1 s) for both stable and unstable swings. Thus, the decoupled integration technique can predict the stability of swings in real time for the four-machine system.
In the second phase of simulation, we compared the performance of the decoupled integration technique and the two piecewise equivalent techniques, current load equivalent, and admittance equivalent by timing the CPU time and measuring the approximation errors. A representative 4 s stable transient swing was integrated by the decoupled integration and current load equivalent techniques using both no update and 60 update for the current load equivalent method. The corresponding swing curves computed for Gen. 4 are shown in Fig. 6 . The CPU times are 0.7 s for the decoupled integration, 0.11 s for the current load equivalent , and 0.16 s for the current load equivalent . The approximation errors for the current load equivalent and current load equivalent are and , respectively. Note that all three integration techniques can predict the swing in real time for this case. Moreover, it only takes 0.05 s more CPU time for the current load equivalent to reduce the approximation errors by about 60% from the current load equivalent . In Fig. 7 , a representative 2 s unstable swing is shown for Gen. 3. The CPU time of this case are 0.55 s for the decoupled integration, 0.05 sfor the current load equivalent and 0.07 s for the current load equivalent . This case is especially significant since the current load equivalent calculation, which represents the typical constant current load model, yields the wrong stability prediction, while the current load equivalent takes only 0.02 s additional CPU time and predicts thesame instability as the decoupled integration.
We conducted similar simulations using transfer admittance both without update admittance equivalent and with 60 updates admittance equivalent . The results are shown in Figs. 8 and 9 . Again, it is significant that for the unstable case the admittance equivalent predicts the wrong stability status while admittance equivalent takes only 0.01 s additional CPU time to give same results as the decoupled integration.
2) Test System 2: The IEEE ten-machine 39-bus system is also used to illustrate the performance of our integration techniques. The one-line diagram of this system is shown in Fig. 10 . Although this system is not very large, it is a good example of a reduced-order system in an interconnected network, representing the 345-kV transmission network of New England [18] .
Three-phase short circuits to ground faults were simulated to occur on various transmission lines. The fault duration was two cycles, followed by tripping the appropriate circuit breakers. The postfault system configuration is the same as the prefault system, except that the faulted line is eliminated. We timed the execution time for the calculation of 1 s of postfault dynamic response and measured the approximation errors. Each technique was tested with different step sizes on an HP 9000/720 workstation. The representative simulation results are shown in Tables II  and III , where it can be seen that both current load equivalent and admittance equivalent can predict the swings in real time with an acceptable degree of accuracy. For example, the approximation errors of current load equivalent and admittance equivalent with step size (0.02 s) are less than . Although decoupled integration can not be faster than real-time response for this test system, it would be possibe to speed up decoupled integration to achieve real-time prediction by upgrading the workstation used for simulation. By increasing the step size, we achieved a faster calculation, although the approximation errors became larger. Moreover, in this test system we found that the decoupled integration would diverge if we used a step size larger than 0.06 s for most fault locations.
VI. CONCLUDING REMARKS
Decoupled integration, current load equivalent and admittance equivalent techniques were proposed and tested on two sample power systems to show solutions for a real-time transient stability prediction problem. Depending on the nature of the system, one of these three techniques may be selected to provide increased speed as well as accuracy. If there are several computers connected by network in the control center, then the proposed three techniques can be sped up by paralleling the algorithms. Since the update matrices and are constant in decoupled integration, decoupled integration is inherently parallel. For the two piecewise techniques, parallel Runge-Kutta schemes are already available from the literature. Therefore, greatly improved performance of computer-based transient stability prediction can be expected in actual situations by using the proposed techniques.
