We describe an approach for accomplishing the high-level mission planning required for a heterogeneous team of autonomous vehicles performing mine countermeasure (MCM) survey missions in multiple areas. The high-level mission scheduling and waterspace management requires sequencing the order and location of lower-level MCM tasks to be completed by each vehicle in the heterogeneous team: unmanned surface vessels (USVs) and unmanned underwater vehicles (UUVs). We propose solving this complex sequencing operation by leveraging unique information processing, communication, refueling, and planning windows that form constraints within the system within a formal scheduling optimization framework known as mixed-integer linear programming. We pose the problem using a mixed-integer linear programming optimization framework, compare several complexity reduction heuristics to the full optimization, and include methods to account for relative uncertainty in the duration of planned tasks in such a manner to balance the risk of schedule slips or conservative and sub-optimal schedule. Comparison between deterministic optimization, a naive robust optimization approach, and the proposed minimum-risk scheduling approach. 
Introduction
The use of autonomous systems to perform increasingly complex and coordinated tasks has necessitated creating heterogeneous teams of agents, where different agent types specialize in different parts of an operation [1, 2, 3] . One such heterogeneous team operation is the heterogenous unmanned system mine countermeasure (MCM) scenario, when one type of mobile agent, typically unmanned underwater vehicles (UUVs) is tasked with performing the direct surveys and re-acquire/identify tasks for the operation, while another type of larger, faster-moving, or longer-range agent, an unmanned surface vessel (USV) is responsible for transporting the UUVs between jobs for faster completion. Within manned systems, there are numerous examples of the USV/UUV concept such as aircraft carriers and their respective aircraft, garbage trucks and accompanying garbage workers, or mail delivery and their respective postmen. While this form of close interaction between unmanned systems is still far from common, the underlying hardware and guidance infrastructure to allow autonomous docking and deployment between unmanned systems is actively researched [4, 5, 6, 7, 8] . We present a high-level planner that takes the lower-level vehicle tasks required to complete a typical MCM survey mission and sequences them in a near-optimal manner to minimize MCM objective functions such as mission time while accomplishing MCM mission objectives. We use mixed-integer linear programming (MILP) as an optimization technique for our approach [9] . MILP has previously been used for probabilistic vehicle motion control, and is capable of quickly finding near-optimal solutions to constrained optimization problems involving linear and integer variables [10] .
The principal theory developed in this research will be how to pose the MCM scheduling problem in a formal mathematical manner such that it can be input into an off-the-shelf MILP solver, while allowing for the inherent uncertainty in the system. MILP requires two fundamental components: a matrix of mathematical constraint equations that capture both the independent variables of optimization, as well as linear and binary variables that are dependent on those optimization variables. The second component is the linear cost function that is dependent on all independent and dependent variables used in the constraint equations. If these components are posed successfully to capture the dynamics of the MCM mission, solutions can be found relatively quickly. While the research will predominantly consider heterogeneous teams unmanned vehicles for the development of the optimization constraints, it is likely this research could be applied to teams of manned systems provided similar constraints on communication, refueling, or other mission characteristics exist.
Related Work
The problem of scheduling and task allocation has been extensively studied with a variety of techniques in multiple different forms. Koes et al developed a coordination architecture for modeling multirobot coordination and task allocation in [11] . Our framework complements this methodology by expanding the types of scenarios under which a constraint optimization framework can be used: namely to problems where there are strongly coupled constraints on vehicles such as transportation actions.
Korsah et al create a framework to explore optimal vehicle routing with cross-schedule constraints with applications to robotic assistance in [12] . However, there are several notable differences to our work. Firstly, the principal element of optimization is an agent route, not the collection of agent actions comprising the route. Additionally in Korsah's problem, the individuals being transported along the routes are static; there is no mechanism within the optimization framework for the individuals themselves to move about the area. As such [12] is similar to the traditional vehicle routing problem (VRP) [13] . Similarly, Mathew et al addresses finding the shortest route for a unmanned ground vehicle (UGV) and unmanned aerial vehicle (UAV) pair to transit and make deliveries to locations only reachable by the UAV in [14] . However, their work focuses primarily on the overall path planning for the two vehicles, and not on fuel limitations and the higher-level scheduling aspects required when there are an arbitrary number of UAVs and UGVs. Our work takes a scheduling-centric approach, formally incorporates fuel constraints, and is generalized for an arbitrary number of UUVs and USVs.
Gombolay et al develop a centralized algorithm to efficiently schedule manufacturing processes using robotic teams in [15] . However, they primarily focus on the development of a task sequencing heuristic DISTRIBUTION STATEMENT A. Approved for public release; distribution is unlimited.
that allows the generalized problem, a Simple Temporal Problem [16] , coupled with simple spacio-temporal constraints, to be tractable for large numbers of tasks and robots to be assigned to a fixed set of tasks. Our principal contribution is in the unique modeling and constraint-based logic required for the docking, transport, and deployment of unmanned vehicles throughout the environment. The development of the non-trivial constraints within our framework allows for applications where a list of required tasks is not given, but instead a variety of different methods are available to the vehicles to collectively complete a set of higher-level objectives by the vehicles' interaction.
Previous work specifically for MCM scheduling has typically focused on the task allocation problem [17, 1] . For example, several efforts have been undertaken to determine optimal partitioning of search areas for undersea search with various assumptions on sensor modeling and false alarm information in [18, 19] . Our work extends these results by focusing on the when and how to optimally have vehicles prosecute different mission areas, as opposed to simply where vehicles should be tasked. More recently, work by Molieneaux et al have developed algorithms to aid in schedule repair for previously-developed MCM operation schedules using a cognitive architecture framework [20] . With their framework, the authors attempt to repair user-designed MCM schedules that have become infeasible due to unforeseen circumstances such as asset breakdown or tasking delays. In our work, we attempt to solve the initial step by providing a formal, automated method to plan an overall MCM schedule from a mathematical model of generalized MCM operation constraints.
General robust scheduling techniques have been studied using a variety of methods. Lin, Janak, and Floudas develop complimentary approaches to formally incorporate uncertainty in scheduling problems in [21] and [22] . In their work, Lin et al develop formal methodologies for converting MILP scheduling problems where model parameters are uncertain under either a bound or known probability distribution into another MILP or MINLP-type problem where the uncertainty is explicitly incorporated into the optimization framework, yielding a robust solution that still meets the problem constraints with a fixed probability. In a similar manner, Bertsimas and Sim create a method to adjust the conservatism of robust MILP solutions in [23] while keeping the robust problem linear. Other work on robust scheduling and integer programming problems in the general sense may be found in [24, 25, 26] . However, to our knowledge there is no work explicitly incorporating Bayes risk to schedule slips nor for the application of MCM scheduling. Our work has the similar goal for the specific problem of MCM scheduling, but instead of robustly optimizing with a fixed uncertainty of meeting time constraints or an acceptable number of constraints that may be violated, we incorporate a cost function derived from Bayes risk using an adjustable cost of a schedule slip and the potential increase in buffer time for a task. This paper is outlined as follows: in Section 2, we discuss the general setup of the the MCM scheduling problem, including the definition of the theoretical base problem we call the service agent transport problem (SATP). In Section 3, we outline the mathematical constraints that make up the framework. We propose several heuristics in order to limit the computational complexity in 4. We discuss robust scheduling extensions that utilize a cost function based on Bayes risk which adds buffer times in between tasks into the system in Section 5. Finally, simulation results showing the performance of various implementations of the SATP are discussed in Section 6.
Mine Countermeasure Logistics Scheduling using MILP
We will now outline an MCM scheduling problem by developing a formal mathematical framework with which to ultimately optimize a vehicle schedule. Figure 1 shows a notional illustration of the survey UUV transport problem. Let there exist a set of autonomous vehicles A = {1, . . . , A} that are tasked with surveying a number of survey areas S = {1, . . . , S}. The survey areas are connected by a directed graph D, V . The nodes D = {o, 1, . . . , D} represent locations at which an agent a ∈ A may enter a survey area s ∈ S in order to perform operations. The node labeled o is the origin node, which represents the starting point for all valid paths in the graph. The agents may move from node i to node j along an edge of the graph v = (i, j) ∈ V. The subset D s ⊂ D represents nodes from which agents may survey area s.
The use of graph representations of scheduling problems has been historically used effectively due to the ability of the methods to directly lead to effective heuristic decomposition procedures [27] that can greatly reduce the computational complexity of the optimization. Structural simplifications of the graph structure may be used to create heuristics on the survey scheduling; for example, the resulting optimized schedule is expected to be from the subset of acyclic paths within the graph structure. Thus, reducing the problem size by decomposing the graph structure into a directed acyclic graph structure is a reasonable complexity reduction strategy; such an approach is considered in Section 4. The vehicles are separated into three mutually exclusive and collectively exhaustive subsets A ur , A r , and A s consisting of survey UUVs, reacquire and identify (RI) UUVs, and USVs, respectively. A survey UUV m ∈ A ur is capable of directly surveying the survey areas. An RI UUV r ∈ A r perform RI actions on areas previously surveyed and in which MILCOS have been found. A USV n ∈ A s may collect a fixed number of the UUVs and transport them between nodes. For some of the below constraints, we also wish to define the union of survey UUVs and RI UUVs as A ur = A u ∪ A r . The UUVs may move between nodes with a time cost c move ij , however are significantly slower than USVs with transportation cost of c trans ij < c move ij . The USVs also require a fixed amount of time to collect and deploy the survey UUVs. The collection and deployment costs are denoted c dock and c deploy , respectively. The vehicles initially start at an origin node o, with each USV n containing A n UUVs.
We assume it is known due to enemy course of action (ECOA) intelligence, environmental information, and other sources that there is an expected number of mine-like contacts (MILCOs)N , respectively. Until the locations are known from the actual survey and RI actions, we assume the location of the MILCOs and mines follow density functions p M ILCO (s) and p mine (s). Using the expected number of MILCOs and mines, we assume that expected time costs for performing RI and neutralize actions can be estimated for each survey area s. We denote the expected RI and neutralization costs asĉ RI r,s andĉ neut n,s using vehicle r or n on survey area s. We outline the general logistical constraints for an operation where multiple UUVs may be transported throughout the field via an USV based largely on [28] . We then expand the logistical constraints with the specific constraints developed for general survey, reacquire and identify (RI), and prosecution tasking such as found in MCM operations.
The primary optimization variables for our specific solution to the SATP, which we call decision variables, fall into two groups: scheduling indicator variables and time variables. The scheduling indicator variablē I k a,p,L ∈ {0, 1} denotes that task type k is scheduled for completion by vehicle a during phase p at location set l ∈ L k , where L k is the set of all feasible locations required for execution of task type k and k∈K L k = L. The timing variablesT start a,p ∈ R andT end a,p ∈ R denote the times at which the task of vehicle a during phase p is scheduled to start and end, respectively. In contrast to the decision variables, additional variables are needed for the optimization problem in order to develop the necessary constraints to formulate the optimization problem. While the additional variables, which we denote as helper variables are technically variables used in the optimization, they are not of primary concern for the optimization problem. We will discuss the helper variables as the details of the optimization problem are formulated.
Constraint Formulation
We now turn to defining the constraints required for the mathematical formulation of the MCM scheduling problem pertaining to the survey constraints and logistics management. The following constraints were originally characterized within the SATP in [28] .
Docking and Deployment Constraints
The first constraint within the SATP is that a UUV must only complete certain tasks when they are docked or deployed, as appropriate. For enforcing this constraint, we create the helper variables to track whether a survey UUV m is docked or deployed from a USV n. We denote this variablē
Within an integer programming framework, we create (1) with the formal constraint
, are indicator variable docking and deploying, respectively, at particular dock/deploy nodes d. We boundD mn,p with the constraint
With constraints (2) and (3),D mn,p equals 1 if UUV m is currently docked with USV n during phase p, and 0 otherwise. Constraint (2) and the lower bound in (3) satisfies the additional requirement that in order for a survey UUV to be deployed, it must first have been docked. It is also necessary to track if an UUV is docked or deployed in general. This is performed using the helper variableD mn,p and constraints
and
Additionally, we limit the total number of UUVs that can be docked at a given time by a USV to D max using the constraint
With constraints (4)- (7), we can now limit the feasible actions of the individual vehicles when deployed or docked as appropriate.
Fuel Limitation and Charging Constraints
Fuel consumption is an additional variable that must be tracked for each vehicle during all phases of the mission. For tracking fuel, we define the variableF m,p ∈ R as the amount of fuel survey UUV m has available during the start of phase P . The variableF m,p is assigned a value using the constraints ∀m ∈ A ur , ∀p ∈ P (8) 
Additionally, we limit the fuel capacity with the constraints
0 <F m,p
Goal and Capability Constraints
In our formulation, each vehicle can only prosecute one goal during a phase of the mission. As such, we have the constraint ∀a ∈ A, ∀p ∈ P k∈K l∈L kĪ k a,p,l ≤ 1.
As not every vehicle is capable of completing every task, this requires additional constraints to force only vehicles capable of completing a task to be scheduled for the task. As such, we have the constraint
where A k is the set of vehicles that are capable of action k. We note that this constraint may also be implemented for tractability by limiting both the scheduling variablesĪ k a,p,l and constraints specific to a certain capability that are created in the optimization problem to those allowed by the individual vehicle's capabilities.
Time Dependency and Wait Constraints
We now turn to the constraints required for determining the specific times at which phases are scheduled for starting and ending. Without loss of generality, we assume that the start time of the initial phase is at t = 0. As such we have the constraint ∀a ∈ AT start a,p=0 = 0.
In order to adhere to the boundary conditions between the end of the last phase and the start of the next phase, we have the constraint
With constraints (14) and (15), we have defined all variables with the exception of the end time of each phase,T end a,p . The end time may be defined by taking advantage of (12) with only one task being scheduled for a vehicle during a phase
where c k a,L is the duration of task k if performed by vehicle a on location set L. Additionally, the dual relationship between a UUV and USV performing docking and deployment constraints necessitates that we must ensure that those particular operations occur at the same time for both vehicles. Thus, we have the time dependency constraints
Some scheduling situations necessitate an vehicle loitering or otherwise performing no meaningful actions during a given phase so that it may properly coordinate with the actions of other vehicles. For example, a USV may need to wait at a docking point during a phase in which a survey UUV is servicing an area with which it will dock in the proceeding phase. In this case, we require an additional variable indicating that a vehicle is idle during that phase at a given location. We define theĪ wait a,p,d indicator variable by the constraints ∀a ∈ A, ∀p ∈ P, ∀d ∈ D (19)
Constraint ( 
Transit and Transport Constraints
We now turn to the constraints required for transiting vehicles and transporting them. In order for a vehicle to transit from one location to the next, it must have performed an action at the previous location
where
Additionally, we have the constraint that for a vehicle to either move from one area to the next or to survey an area, the vehicle must be deployed
For a UUV m to be docked with USV n, both vehicles must have been located previously at the location of the capture. Thus, we have ∀m ∈ A ur , ∀n ∈ A s , ∀p ∈ P, ∀d ∈ D (24)
Likewise, we have the constraint for deploying UUVs as ∀m ∈ A ur , ∀n ∈ A s , ∀p ∈ P, ∀d ∈ D (26)
Survey Constraints
The first constraint for a servicing action is that a survey area can only be surveyed if it is scheduled after a deployment action at a node d ∈ D s or move action. Thus, we have the constraint ∀m ∈ A u , ∀n ∈ A s , ∀p ∈ P, ∀d ∈ D, ∀s ∈ S 
Cost Function
The cost function to be minimized in our initial formulation is to minimize the end time of the last phase over all vehicles. That is, our objective is minimize max aT end a,P .
Reacquire and Identify Scheduling Constraints
An example of such mixed-integer linear program constraints is shown in the following. Let {p, p , p } represent indices in the set of mission phases P. Index s iterates over the set S of survey areas, and d ∈ D represents the set of dock/deploy points for the mission where UUVs may onboard or offboard the USV. Three criteria must be met prior to the RI action:
1. the area s must have been surveyed by a survey UUV, 2. the survey UUV m from survey UUV set A u must have been docked with a USV, 3. sufficient time must have elapsed from when the survey UUV had docked with a USV to perform post-mission analysis (PMA).
The first two criteria may be captured by the constraint ∀r ∈ A r , ∀p ∈ P, ∀s ∈ S (32)
whereĪ RI r,p,s is the action indicator variable for scheduling RI UUV r performing an RI action during phase p in area s. In order to capture the third criteria, we create the constraint ∀n ∈ A s , ∀p ∈ P, ∀d n ∈ D n (33)
is a new time indicator variable indicating the time PMA has ended for the RI component of an operation on survey area s, which is defined using the constraints ∀n ∈ A s , ∀p ∈ P, ∀s ∈ S (34) 
Neutralization Constraints
We now turn to determining a proper schedule for the neutralization phase of a mission. In the scheduling of neutralization activities of a given survey area s, three criteria must be met prior to the Neutralization action:
1. the reacquire and identification task must have been performed on area s by an RI UUV r ∈ A r , 2. the RI UUV r must have been docked with a USV, 3. sufficient time must have elapsed from when the survey UUV had docked with a USV to perform post-mission analysis.
The first two criteria may be captured by the constraint ∀n ∈ A s , ∀p ∈ P, ∀d n ∈ D n (35)
whereĪ neut n,p,dn is the action indicator variable for scheduling USV n to perform an neutralization action during phase p at the neutralization point d n ∈ D n . In order to capture the third criteria, we create the constraint ∀n ∈ A s , ∀p ∈ P, ∀d n ∈ D n (36)
is a new time indicator variable indicating the time PMA has ended for the RI component of an operation on survey area s, which is defined using the constraints ∀n ∈ A s , ∀p ∈ P, ∀s ∈ S (37) With the above constraints, we can incorporate the scheduling of neutralization sorties within our scheduling algorithm. However, in order to incorporate the physical constraints of allowing a USV to travel to a location, and requiring the transit for a neutralization action, we must include the following constraints. First, we require that in order for a USV to neutralize a target, it must have previously traveled to that target, represented by the constraint ∀n ∈ A s , ∀p ∈ P s.t. p = 1, ∀d n ∈ D (38)
Secondly, in order to allow transits between dock/deploy nodes D and neutralization nodes D n , we require the constraint ∀n ∈ A s , ∀p ∈ P s.t. p = 1, ∀d n ∈ D n (39)
We now conclude the constraints that implement neutralization actions, and turn to the overall cost function used in the optimization process.
Complexity and Complexity Reduction
Now that we have fully modeled the MCM scheduling problem, we now discuss initial methods to limit the search space required by MILP solvers. The full optimization is NP hard, which can be shown with the following proofs based on the formal SATP framework. (9), (17)- (30), we first convert them to a standard MILP implementation using techniques such as Big-M [29] . The conversion can also be done in polynomial time. The algorithm then finds the maximum value of T end a,P , and checks to see if it is at most T . This process certainly can be done in polynomial time. Proposition 4.2. The SATP is NP-complete.
Proof. To prove the SAT is NP-Complete, we must show that it 1) belongs to NP, and 2) is polynomial-time reducible to another problem that is NP-Complete [30] . Proposition 4.1 satisfies the first criterion. For the second criterion, we will use the Traveling Salesman Problem (TSP), which has been shown to be NPComplete [30] . We will now show that SAT P is polynomial time-reducible to T SP , written SAT P ≤ P T SP . Let
We first construct an algorithm f t : T SP → SAT P as follows. Since we make no restriction on node d ∈ D S being exclusive to survey area s ∈ S within SATP we assign the edges of D t to map one-to-one to individual survey areas, all survey areas reachable by UUVs and transport agents by all edges, and one of the survey areas to serve as the origin node o. Thus, there are S = |D t | survey areas in the SATP equivalent. The standard TSP problem assumes a route for only one agent. We therefore restrict all mappings of TSP to the case where N = M = 1 within the new SATP problem. Likewise, we may consider the 'phases' within the TSP as equal to twice the number of vertices (one each for transit and survey), plus two for docking and deployment of the single survey agent by the single USV. Thus, we have P = |2D t | + 2. For clarity, we will remove the now superfluous subscripts m and n. = c i j trans for all < i, j >= v ∈ V. These assignments can be done in polynomial time.
We now show that TSP has a solution of at most T if and only if the mapped SATP has a solution of at most T as well. Suppose TSP has a solution of at most T . The assignment of fuel costs to zero causes constraints (8)- (10) cause there to be no difference in servicing time between a UUV moving or being transported and deployed between survey areas via (16) . The assignment P = 2|D t | + 2 cause the only feasible schedules to be those involving an initial deployment of the single UUV, followed by a TSP tour of alternating UUV transits and servicing actions followed by a single docking, due to constraints (2)- (7) and (30) . However, the equal transport/move cost and zero dock and deploy cost assignment causes (31) to degenerate into the simple tour cost of T SP . Thus, the resulting SATP has a minimum time of at most T as well. Next, suppose that SATP has a completion time of at most T . Then, since each survey node must have been visited exactly once due to the choice of P , and all costs are zero with the exception of transit costs, the corresponding TSP problem has a tour cost of at most T as well. We now present two strategies for increasing the tractability of the SATP and thereby MCM scheduling problem by limiting the required number of variables needed in a particular SATP implementation. The first strategy reduces the number of candidate dock, deploy, and transit nodes to the closest S nodes that provide one node per survey area. The second strategy maintains the number of candidate nodes, but eliminates all transition edges between nodes within the same survey area. Since the embedded routing problem significantly increases the complexity of scheduling problem as a whole, the general idea of both reduction strategies is to decrease the routing problem in intelligent ways.
Node Reduction Strategy
We first attempt to reduce the number of variables by selecting only a subset of dock and deploy nodes for consideration in the overall optimization framework, specifically the S nodes in a cluster that minimize the distance traveled to visit all nodes in the subset while providing a dock and deploy point to every survey area S. Formally, we can write this node subset as
where D * s is the number of nodes connected to survey areas within the node subset D * . Equation (42) represents a form of the generalized traveling salesman problem (GTSP) [31, 32] . While the GTSP is another NP-hard problem, its use increases the tractability of the SATP in two ways. First, because the GTSP is partly encapsulated within the SATP when determining routes for the individual agents, solving the GTSP before the main schedule optimization will eliminate orders of magnitude more permutations required in the overall optimization than required to solve the GTSP. Second, there are several heuristics that can quickly provide efficient but sub-optimal solutions to the GTSP [31, 32, 33] .
Edge Reduction Strategy
A second candidate strategy for reducing the scale of the SATP is to reduce the number of decision variables by reducing the total number of candidate edges within the problem. Like the node reduction strategy, this is a balancing act between reducing the scale of the problem and eliminating options for the vehicles to travel in order to transit in an efficient manner. An appropriate compromise between the two conflicting needs is in the elimination of intra-survey area edges. Specifically, we create a new edge map V as
The intuition behind using (43) is the assumption that there is little need for either a survey UUV or USV to transit between two nodes in a single survey area, as once an area is surveyed, the vehicles can simply choose the best route to the next survey area. Transit paths between four survey areas consisting of four dock and deploy nodes per area are shown in Figure 2 . The full graph D, V is shown on the left-hand side of the figure. The graph D, V resulting from edge reduction strategy is shown in the center. The graph D , V depicting the node reduction strategy is shown on the right. The edge reduction strategy eliminates approximately 18% of the edges in the search space for agent movement. The node reduction dramatically decreases the number of edges and nodes, reducing the number of edges to 8% of the full graph.
Robust Scheduling Extensions
We now extend our framework to incorporate uncertainty in the duration of various tasks being performed by the individual vehicles. Our methodology is based on the general idea that there is a significant potential cost of schedule slips. Specifically, we define a schedule slip as when the end time of a task as scheduled exceeds the scheduled start time of the following task. Often, schedule slips can have catastrophic consequences in real-world multi-agent systems. For example, an UUV finishing a survey task on time while a USV is significantly delayed could loiter in a dangerous location or potentially run out of fuel before docking could be performed. Similarly, a survey UUV being significantly delayed when expected to rendezvous with a USV could significantly delay the entire schedule for the remainder of the mission. In order to develop our robust scheduling scheme to mitigate these hazards with our robust survey UUV transport problem (R-SATP) extension, we first make the assumption that for tasks taken by the individual vehicles, no tasks can be performed before their scheduled start time. Formally, this can be done by creating a constraint defining the true initial start time of a task asT
whereT end a,p−1 is the true start time of the previous phase for vehicle a. We then define the true start time of the previous phase asT
wherec k a,p,l is the true duration of task k during phase p performed by vehicle a on location set l. We now constrainT start a,p+1 from (15) toT
is a notional buffer time to prevent schedule slips that we will define with optimization variables subsequently. Beforehand, we will characterize our general strategy of focusing on minimizing schedule slips during individual phases. We do so with the following proposition, which shows that if a phase is currently in a schedule slip situation, there must have been a phase in the past where the a schedule slip did not occur. 
then there exists a p ≤ p/p = 0 such that
Proof. Suppose (47) and (48) are true for some p. Sincẽ 
Due to the definition ofT start a,p
and (52),
There are now three possibilities to the relation ofT 
Note that if (58) holds, then our proposition would be proven. Suppose (57) holds. Theñ
which violates our definition ofT 
We now have the same assumptions as before for p − 1. By induction, we can follow the same process to p = 1. From initial conditions,T 
satisfying the proposition for p = 1. We use Proposition 5.1 as motivation to focus on treating the robustication of schedules as a Markov process. Namely, that the dominant factor in the probability of schedule slip in the current phase is the uncertainty in the action performed in the previous phase. In other words, we may mitigate the possibility of a schedule slip in the overall schedule by reducing the possibility of a schedule slip in every phase. Using (44)-(46), we now characterize our general strategy for reducing the risk of schedule slips.
We assume there is a numerical cost (measured in time) to the occurrence of either a schedule slip, or a delay beyond the buffer time
Using the definition of Bayes risk, see [34] , we may write the Bayes risk for this cost definition as
for a particular action k, where P inef f and P slip are prior probabilities of adverse consequences of either a delay, or a schedule slip, respectively. Varying the buffer time and assuming the task duration follows ã c as written, the risk function is invariant in being performed during a particular phase p. As such, we may optimize the nonlinear optimization problem
using numerical techniques prior to the schedule optimization. Once we develop an optimal buffer time for every action, location, and agent (type), we treat them as parameters in our robust scheduling extension. If P inef f and P slip are treated as uniform priors, (67) may be re-written as
Once the optimal buffer times for each individual task are found using (67), they may be factored into the overall optimization process. In order to incorporate the buffer time, we take advantage of the necessary delays between coordinated agent actions in the MCM scheduling problem by using the wait times as part of the required buffer times. We define the synchronization time for agent a as the time difference between the end time of the current phase and the proceeding phase, written
We then ensure that the decision variable representing the scheduled buffer timeT sync a,p is at least the desired, optimal buffer time T k,buf f a,l with the constraint
If the synchronization time is greater than the optimal buffer time parameter T k,buf f a,l
, then the buffer time is set to zero with the constraintĪ In order to complete our robust scheduling extension, we modify (16) and (17) to use the new robust start times, creating the constraints ∀a ∈ A, ∀p ∈ P (73) 
Simulation Results
The following simulations demonstrate the efficacy and computational performance of the proposed scheduling framework. All simulations were performed using the IBM's ILOG CPLEX optimization software [35] . All simulations were performed on a 2.8 GHz quad-core CPU equipped with 8 GB RAM.
End-to-End MCM Mission Scheduling
We first demonstrate an end-to-end MCM mission optimization simulation, where the scheduler automatically determines a near-optimal schedule for performing the survey, reacquire and identify, and neutralization components of the MCM mission. Figure 4 represents the spatial map of the various vehicles moving throughout the field. Figure 5 shows a temporal schedule of the overall mission. The MILP optimization software was run with a cutoff time of 10 minutes for each optimization phase (Survey-RI, and RI-Neutralize). For the purposes of this simulation, we assumed that all targets were identified as mines, and therefore no additional Neutralize-only phase was necessary. As seen in the figure, the USV travels to the center-most survey area, survey area 2, to deploy the survey vehicles. The USV then travels to a further area to deploy the RI vehicles. The USV then commences to travel about the area docking with various vehicles as the vehicle travel under their own power to maximize the speed at which post-mission analysis commences, including docking with a vehicle to immediately deploy it again in order to survey the final area. It is noted that the UUVs largely use their own motion in order to actually travel to areas to prosecute. We suspect this is due to sacrificing speed on-station for maximizing PMA processing speed. 
Deterministic and Robust Scheduling Results
We now present a comparison between the deterministic scheduling of a single phase of an MCM mission, the survey phase, the proposed robust scheduling approach, and a naive robust scheduling approach serving as a baseline. In the following simulations, we assume that the USV has a speed of 8 m/s, while UUVs have a speed of 1.5 m/s. We assume each of the S = 4 survey areas requires c survey = 100 minutes. Furthermore, we assume that each docking action requires c dock = 20 minutes, and c deploy = 10 minutes. For the task for nodes i and j, respectively. We present a direct comparison of simulations between the deterministic optimization problem, a naive robust optimization problem, and the minimum-risk optimization problem discussed in Section 5 for N = 1 USV and M = 2 survey agents within P = 12 phases. A naive method for mitigating concerns of schedule slips is typically to add a fixed amount of buffer time, often as a function of the standard deviations. As such, to compare the deterministic method to our robust counterpart, we provide a baseline robust simulation where three standard deviations of time required are added for each action type. For example, a survey action could be planned for c survey = 116.425 seconds. For the minimum-risk optimization problem, we set c for all task types. Figure 6 shows a comparison of a scenario using the three different optimization problems. As expected, the deterministic solution has the best completion time of 310.9 minutes. The naive robust solution had a completion time of 364.9 minutes. The minimum-risk robust scheduling solution had a completion time of 345.45 minutes. Also of note is the different strategies taken by the determinist or naive solution, and the minimum-risk solution. The deterministic and naive robust solutions both schedule the USV (labeled transport agent) to pick up and then re-deploy one of the UUVs (labeled survey agents) to the two furthest survey areas. The minimum-risk scheduling algorithm has the USVs both deployed at the closest survey areas, and one travels to each of the furthest areas under its own power. We conjecture that this is likely due to the minimum-risk scheduling taking into account the increased schedule slip risk due to executing an increased number of tasks required for dock and re-deployment versus a single move action. We empirically analyze the computational performance of the minimum-risk robust solution versus the deterministic solution in the following section. Comparison between deterministic optimization, a naive robust optimization approach, and the proposed minimum-risk scheduling approach. Figure 7 shows results from a Monte Carlo simulation comparing the full graph to the two complexity reduction strategies discussed in Section 4 for an SATP optimization problem involving N = 1 USV, M = 3 survey UUVs, and P = 15 phases. Sixty simulations were performed with three survey areas randomly generated over a 10,000m by 10,000m field. For each simulation, the cutoff time for providing the best solution from CPLEX for the optimization problem was 120 seconds. As seen in the figure, the node reduction strategy resulted in the fastest sortie time, averaging an objective value (31) of 281.4 minutes. The edge-reduction strategy provided a modest improvement over the full optimization model, averaging an objective value of 373.1. As expected, the full optimization model, due to its significantly greater complexity, resulted in the poorest solutions, averaging 398.8 minutes. Additionally, in some instances, the optimization solver was unable to find a solution to the problem in the specified time limit due to the computational complexity of the full optimization problem. The timeout without a solution occurred in 48% of the full optimization problem's simulations, and 23% of simulations using the edge reduction strategy. However, in no instances of using the node reduction strategy did a timeout occur. A second Monte Carlo simulation was performed involving sixty simulations of a single USV and survey UUV, and P = 12 phases, allowing all optimization routines to run until a globally optimal solution is found. In this manner, the Monte Carlo simulation characterized how the two heuristic reduction strategies (42) and (43) impact the discovery of the globally optimal schedule by eliminating transit paths. In all cases, the globally optimal solution to the full optimization problem was identical to the globally optimal solution of the edge reduction strategy (43). The node reduction strategy (42) did eliminate the globally optimal solution in all instances, however this elimination increased the minimum solution's objective function value by an average of only 3.45%, and maximum of 7.7%.
Analysis of Complexity Reduction Heuristics and Computational Tractability
In addition to the simulations characterizing the effects of the various heuristics on the quality of the opti- 07 -mization result, we wish to characterize the effect of increasing number of (binary) optimization variables on the optimization framework while using the node reduction heuristic. Table 1 shows a number of simulations that vary the agent count and number of phases in which to schedule tasks. Additionally, the simulations show the difference between the robust versus deterministic SATP case, and the result of the optimization yielding the best solution from CPLEX after 300 seconds of run-time. If computational tractibility were irrelevant, the best solution would be found from the problem formulation involving the most phases and agents, since the scheduler could take advantage of tasking multiple agents, and slotting those agents in complicated task schedules. Asterisks represent where the globally optimal schedule was found within the cutoff time. For A ≥ 5 agents, two USVs were used in the scenario. As seen in the table, the lower number of phases/agents resulted in a higher likelihood of the globally optimal schedule being found. As a larger number of agents and phases were used, the results were generally sub-optimal, and at times a worse result than a fewer number of phases for the same agent number, due to the dramatically increased search space due to the binary variables. From the table and judging by the variation in best search schedules returned before the cut-off time, reasonable numbers of agents for the SATP scheduling problem as developed appears to be four agents or fewer for the deterministic schedule, and three agents and fewer than P = 14 phases for the robust scheduling extension. The only scenario that failed to produce a result was the most complicated of six agents and 20 phases using the robust extension, which created an optimization problem of 26, 190 binary variables. This compares to the simplest scenario, which created an optimization problem of 869 binary variables.
Conclusions
We have presented a framework for optimizing scheduling of multiple heterogeneous vehicles in order to perform an MCM survey mission. The framework utilizes mixed-integer linear programming in order to obtain optimal to near-optimal solutions, depending on the complexity of the problem and length of time the algorithm is allowed to search for a result. Future work includes extending the framework to re-acquire and identify tasks, as well as neutralization tasks. Additionally, adding probabilistic constraints in order to account for uncertainty in the length of time required will be explored. Lastly, we hope to explore the use of pre-processing heuristics to reduce the size and complexity of the MILP problem and lead to faster solve times for efficient solutions. The framework utilizes mixed-integer linear programming techniques to create novel constraints required to develop a tasking schedule for the vehicles including docking, deployment, and movement actions performed throughout the area. A robust scheduling technique was introduced that extends the framework to include probabilistic constraints in order to account for uncertainty in the length of time required to perform tasks, as well as exploring decentralized optimization strategies to increase the scalability of the optimization framework. Future work includes developing a decentralized optimization process to make the scheduling algorithms more computationally tractable for larger numbers of vehicles.
