We prove that given a fixed radius r, the set of isometry-invariant probability measures supported on "periodic" radius-r sphere packings in hyperbolic space H n is dense in the space of all isometry-invariant probability measures on the space of radius-r sphere packings when n = 2, 3. By a periodic packing, we mean one with cofinite symmetry group. As a corollary, we prove the maximum density achieved by isometryinvariant probability measures on the space of radius r-packings is the supremum of densities of periodic packings. We also show that the maximum density function varies continuously with radius in every dimension. This extends previous results of the author.
Introduction
The study of sphere packings in Euclidean space is well-developed and has deep connections to many areas of mathematics. A sphere packing is a collection of congruent nonoverlapping spheres. The central question of that theory is: what is the densest sphere packing? The density of a packing P is defined by density(P ) = lim R→∞ density of P in B R where B R is the ball of radius R centered at the origin. The term "sphere packing" is unfortunate because it refers to packing by balls not spheres, but it is standard so we will use it. Of course, the above limit may not exist in which case the density of P is not defined. The central question is considered well-posed because there exists a densest packing in every dimension. Also, the above limit is independent of the choice of origin. The radius of the ball is inconsequential; the density of the densest radius-r sphere packing is independent of the radius r. The reason is that homotheties in Euclidean space change the radius of the balls in a packing but not the density.
Except in dimensions 0 and 1, where the problem is trivial, proving that a sphere packing is densest is a very hard problem. In 1892, Thue established that the circle packing whose centers are the vertices of the standard hexagonal lattice is the densest sphere packing. Thomas Hales has produced a proof [Hal] that the cannonball packing is a densest packing in dimension 3 (but it has not been fully refereed yet). Beyond dimension 3, no sphere packing has been proved to be densest. In dimensions n ≤ 8 and n = 24 there are known explicit packings that are likely to be densest [CoS 1988] .
There is a tendency in the literature [CoS 1988 ] to focus on periodic sphere packings, i.e. those that have cocompact symmetry group. This is not too restrictive a hypothesis because the density of the densest sphere packing is the limit of densities of periodic sphere packings in E n . However, it is not known, beyond dimension 3, whether there are densest periodic sphere packings.
To expand our investigations, it is natural to consider packings by bodies other than spheres. A body is a compact connected set equal to the closure of its interior whose boundary has zero volume. Other than some trivial examples (squares, etc) proving that a packing by a given body is densest is still a hard problem. One part of Hilbert's 18th problem asks: What is the densest packing of Euclidean 3-space by regular tetrahedra? It is still unsolved and as far as the author is aware, there is not even a good conjecture.
By comparison with the Euclidean theory, the study of packings in hyperbolic space H n is in its infancy. H n is the unique simply connected Riemannian manifold with constant sectional curvature −1. The volume of a ball in H n grows exponentially with radius and consequently, the volume of space near the boundary of a ball has the same order of magnitude as the volume of the whole ball. Because of this fact, the limit in the definition of density may depend on the choice of origin. Indeed, it may exist for some choices of origin but not for others. For these and other reasons, early researchers decided (mistakenly) that the sphere packing problem is not well-posed in hyperbolic space.
Periodic packings, on the other hand, are well-behaved. Here we use the term periodic to mean "having cofinite symmetry" rather than the more restrictive "having cocompact symmetry"; these two definitions are equivalent in Euclidean space but different in hyperbolic space. In this case, it is known that the density of a periodic packing exists independent of origin and is equal to the relative density of the packing in any fundamental domain for the symmetry group of the packing [FeK 1993] .
There are no homotheties in hyperbolic space. So, if R > r > 0, the study of radius-R sphere packings of H n may be completely different from the study of radius r-packings of H n . It was shown in [BoR 2003a ] that in any dimension n, for all but a countable set of radii r, if P is any periodic radius-r sphere packing then there is another periodic radius-r sphere packing P ′ with greater density than P . So, for most radii no periodic packing is "densest". But, an infinite family of densest periodic packings is known; for every n ≥ 7, there exists a tiling of the hyperbolic plane by equilateral triangles with interior angles equal to 2π/n. The vertices of such a tiling are the centers of a densest circle packing of the plane with the radius of the circle equal to half the sidelength of the triangle. But this only accounts for a discrete set of radii. Except for a similar example in dimension 4 (which accounts for one radius only), these are the only sphere packings known to be densest in hyperbolic space. Except for a few other radii, there are no good densest packing-candidates known.
The difficulties experienced by earlier researchers have mostly been overcome by a new ergodic-theoretic framework for studying packing problems [BoR 2003a] . The main idea is to study isometry-invariant probability measures on the space P n r of radius-r sphere packings of H n in which this space is given the topology of uniform convergence on compact subsets. Such a measure µ is called ergodic if it is not a nontrivial convex sum of other isometry-invariant probability measures on P n r . In this case new ergodic theory results (due to [Nev 1994 , NeS 1997 ] and a relatively small additional argument [BoR 2003b ] imply that for µ-almost every packing P , the density of P exists (i.e. the above limit converges) independently of origin. Moreover the density of P is equal to the density of µ which is defined to be the µ-measure of the set of packings that cover the origin. The space of isometry-invariant probability measures M n r on P n r is compact under the weak* topology and the density function is continuous on M n r (Lemma 2.1). So, there exists an "optimally-dense" measure. That is, a measure µ ∈ M n r whose density is at least as great as the density of any other measure in M n r and which is ergodic. The density of such a measure µ is called the optimal density of the sphere of radius r in dimension n and will be denoted here by D n (r). We call D n the optimum density function. Note that in the support of an optimally dense measure there exist packings with well-defined density equal to the density of the measure. We call these packings "optimally dense packings".
The new framework generalizes the study of periodic sphere-packings. This is because, as detailed in the next section, for every periodic radius-r sphere packing P there is a unique invariant measure µ ∈ M n r such that µ-almost every packing P ′ ∈ P n r is equal to P up to rigid motion. In this case, µ is said to be periodic and its density is equal to the density of P [BoR 2003a]. We will also call µ periodic if it is a convex sum of periodic measures.
Besides providing a framework for the study of hyperbolic sphere-packings, this new machinery can be applied to the more general study of packings of Euclidean (or hyperbolic) space by bodies other than spheres. Indeed the completely saturated-conjecture was recently solved [Bow 2003a ] using this new technology, demonstrating its usefulness even in Euclidean space.
Now that many of the early difficulties in hyperbolic sphere-packing research have been resolved, more refined questions can be asked. This paper focusses on two such questions:
1. Is the set of periodic measures dense in the space M n r of invariant measures on the space P n r of radius-r sphere packings? 2. How do the densest radius-r sphere packing measures in H n change with radius r?
An affirmative answer to the first question would imply that optimum density is the supremum over all densities of periodic packings because (lemma 2.1) the density function is continuous on the space of invariant measures. In the Euclidean setting, it is almost trivial that the first question has a "yes" answer. This is a consequence of two facts: the surface area to volume ratio of a Euclidean cube tends to zero as the size of the cube tends to infinity and the cube is a fundamental domain for a cocompact subgroup of Euclidean isometries (namely λZ n for some λ > 0). So any ergodic measure µ can be approximated in the following way. For a given (large) cube choose µ-almost any packing P and remove from P all balls not contained in the cube. Then identify opposite sides of the cube to obtain a packing of an n-torus. Pull this packing back to a periodic packing on Euclidean space by a universal covering map. There is a unique measure supported on the orbit of this periodic packing. This sequence of periodic measures converges to the original measure as the size of the cube tends to infinity. To approximate an arbitrary invariant measure, represent it as a convex sum (or integral) of ergodic measures and then approximate the ergodic measures. This proof also holds for packings by any body b. Indeed, if B is a possibly infinite set of bodies b so that there is a finite upper bound to the circumradius of all bodies in B then the space of periodic B-packing measures is dense in the space of all invariant measures on P B , the space of B-packings. The second question above has no content in Euclidean space because homotheties change the radius of a packing without changing its density.
But in hyperbolic space, there are no homotheties and the surface area to volume ratio of any large-volume body does not tend to zero as the volume tends to infinity. So it is not possible to apply the above methods to the hyperbolic setting. In spite of this, we will show that question 1 has an affirmative answer in dimensions 2 and 3. We have similar results for sphere coverings (Theorem 3.3). The case of dimension 2 was proven earlier in [Bow 2003b ]. For arbitrary bodies (even convex bodies), our methods do not apply (except under additional hypotheses, Theorem 5.7). In contrast to the Euclidean case, we show (Theorem 3.5) that there exists an infinite set B of bodies with bounded circumradius such that the optimal density of B is 1 but the supremum over all densities of periodic B-packings is strictly less than 1.
For the second question, consider the space P of locally finite collections of finite-radius balls. So P r ⊂ P. Let M denote the space of isometry-invariant probability measures on P. The spaces M r are naturally included in M. If S is a subset of (0, ∞), let
be the union of all invariant probability measures supported on radius-r sphere packings for r ∈ S. We will show in Theorem 3.1 below that if S ⊂ (0, ∞) then M S is dense in MS wherē S denotes the closure of S in (0, ∞). Because the density function is continuous on the space of measures (Lemma 2.1), this implies the density function D n is continuous in every dimension. We have similar results for sphere coverings (Theorem 3.1 part 2). The packing result was proven previously in dimension 2 [Bow 2003b ] by entirely different methods.
Before giving sketches of the above results, we extend our discussion to radius 0-packings and radius ∞-packings. By a radius 0-packing of hyperbolic n-space, we mean a sphere packing of Euclidean n-space by balls of a fixed radius. If P r is a radius-r sphere packing of hyperbolic space H n we can change the metric on H n by a scalar so that P induces a radius 1-sphere packing on a space of constant curvature −r 2 . As the radius r goes to zero in a sequence P r of radius-r sphere packings, the induced packings limit onto a radius 1-sphere packing of Euclidean space. Similarly, we can induce limits of invariant measures.
By a radius ∞-packing we mean a horoball packing. A horoball in hyperbolic space H n is obtained as follows; consider a sequence {B R } of balls of radius R so that B r is contained in B R whenever r < R and the boundary spheres S R all have a common intersection point. Then the union h = ∪ R B R is a horoball. It is noncompact but the measure-theoretic machinery above still applies.
We let M 0 denote the space of radius 0-sphere packings and M ∞ denote the space of radius ∞-sphere packings. The methods shown in [Bow 2003b ] (section 7, question #5) can be used to show that the closure of M (0,r) contains M 0 for all r > 0. We do not know whether the closure of
We conjecture that there exists a continuous function
is an optimally dense measure in M r for all r. The only evidence in support of this is that the space of all optimally dense measures in M [0,∞) is closed. This follows from the continuity of the density function (Lemma 2.1) and of D n (corollary 3.2). We give here a sketch of the proofs. To prove Theorem 3.1, consider a packing P by a radius-r balls. We will construct a new packing P ′ by radius (r + ǫ)-balls where ǫ is small and P ′ is "close" to P . P ′ is constructed from P by first removing some of the balls of P and then pushing the remaining balls toward the empty space created. When this is done carefully, there will be an v > 0 (independent of P ) so that any two ball centers are at least 2r + 2v apart. Lastly, we increase the radius of the balls to r + v. To carry out this program, we fix a horoball packing H that is maximal with respect to inclusion (figure 2). We begin by removing all balls of P that are far from the boundary of any horoball of H. Also, we fix a (lattice) tiling on the boundary of each horoball h by tiles of a fixed large inradius. We consider the tiling coned over the center of the horoball h. We remove all balls of P near the codimension 1 faces of this coned tiling. In figure 3 , the inner black horoballs represent the region "close" to a horoball's center. The thin black arcs represent the codimension 1 faces of the coned tilings. We remove all balls of P whose center is in an inner black horoball or whose center is close to a white horoball and which overlaps (or almost overlaps) a codimension 1 face of a coned tiling (in the same horoball).
For the next step, we push all balls of P that are left over and are close to a horoball h, closer to the center of h. This can be done so that afterwards there is wiggle room around each ball. Then we increase the radius. In figure 4 we show part of the original packing P and the new modified packing (before the radius increase).
Now that we have a map which transforms a packing P into P ′ , we use it to induce a map on invariant measures W : M r → M r+ǫ . The measure W * (µ) will be close to µ because Figure 3 : A horoball packing with blackened inner horoballs and coned tilings for any radius R "most" balls of radius R are neither close to a center of a horoball h ∈ H nor are they close to a codimension 1 face of a coned tiling. Moreover, when the balls of P are moved into their new positions, the new position and the old one are very close together. For these reasons, W * (µ) will be close to µ.
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Figure 4: On the left is shown a circle packing P . To the right, P is shown with all balls of P that are either in the inner horoballs of H or intersect a coned tiling removed 2 Background
Packings
The following background material appears in greater detail in [BoR 2003a] and [BoR 2003b] . A sphere packing (by spheres of radius r with 0 < r < ∞) is a collection of radius r balls in H n so that distinct balls have disjoint interiors. We let P = P n be the space of all locally finite collections P of spheres in H n with the topology of uniform convergence on compact subsets. Note that spheres of a collection P in P are allowed to overlap. P n is a locally compact metrizable space. We let P n r = P r be the subspace of all radius r packings. For each r, P n r is compact. The group Isom + (H n ) of orientation preserving isometries of hyperbolic space acts on P n in the natural way. We let M n be the space of Borel probability measures on P n that are invariant with respect to the action of Isom + (H n ). By invariant we mean that if µ ∈ M n , E ⊂ P n and g ∈ Isom + (H n ) then µ(gE) = µ(E). We consider M n with the weak* topology which is defined as follows. If
n be the subspace of measures supported on P n r . Then M n r is compact for each r by the Banach-Alaoglu Theorem. When the dimension n is understood, we write M r for M n r . If P ∈ P n r has symmetry group Sym(P ) < Isom + (H n ) that is cofinite (in which case we say P is periodic) then its orbit O(P ) = Isom + (H n )P ⊂ P n r is naturally homeomorphic with Isom + (H n )/Sym(P ) (by a homeomorphism which intertwines the action of Isom + (H n )). Therefore the Haar measure on Isom + (H n )/Sym(P ) pulls back to an isometry-invariant measure µ on O(P ) which we may normalize so that µ(O(P )) = 1. We extend µ to all of P n r by setting µ(P n r − O(P )) = 0. Now µ ∈ M n r . If a measure µ ∈ M n r is obtained from a periodic packing P in this way, we say that µ is a periodic measure. We will also say that µ ∈ M n r is periodic if it in the convex hull of all such measures. (This definition differs slightly from [BoR 2003a] and [BoR 2003b] in that now we are allowing the symmetry group of P to be cofinite but not necessarily cocompact).
For convenience we let O ∈ H n be a point we will call the origin. As suggested by Oded Schramm, we define the density of a measure µ ∈ M n r by density(µ) = µ[{P ∈ P r | the origin is in a ball of P }]
It is shown in [BoR 2003a] and [BoR 2003b ] that if P is a periodic packing with corresponding periodic measure µ ∈ M n r then the density of µ is equal to the relative density of P in any fundamental domain of Sym(P ).
A measure µ ∈ M n r is said to be ergodic if it is not a nontrivial convex sum of two other measures in M n r , i.e. if µ = tλ 1 + (1 − t)λ 2 with t ∈ (0, 1) and λ i ∈ M n r (for i = 1, 2) then λ 1 = λ 2 = µ. It was shown in [BoR 2003a ] that if µ ∈ M n r is ergodic then µ-almost every packing P is such that the orbit O(P ) is dense in the support of µ. Given an ergodic measure µ ∈ M n r , almost every packing P ∈ P n is such that for any point p ∈ H n density(µ) = lim
where B R (p) is the ball of radius R centered at p. Here we have abused notation by identifying P with the closed subset equal to the union of all balls in P . The following lemma is lemma 2.1 of [Bow 2003b] .
If B is a set of bodies (not necessarily spheres), we let P B denote the space of all packings by copies of B. We let M B denote the space of invariant Borel probabilility measures on P B . We define the density of a measure as above. Equation 1 also holds in this generality.
Coverings
A radius-r sphere covering is a collection C of radius-r balls whose union is all of H n . We will only consider locally finite coverings. We let
• C r ⊂ P denote the space of all locally finite radius-r sphere coverings of H n with the topology of uniform convergence on compact subsets;
• the isometry group of H n act on C r in the natural way;
• M c r ⊂ M denote the space of all isometry-invariant Borel probability measures on C r ;
The analogous results of the previous subsection hold for coverings. Let µ r ∈ M c r have minimal density among all measures in µ r . Let D c (r) denote the density of µ r . D c = D n c is the optimal thinness function in dimension n.
Results
Now that the notation has been set, we can state the main theorems precisely: 2. the optimal density of B is 1, 3. there exists an ǫ > 0 such that for any periodic packing P by B, density(P ) < 1 − ǫ.
Remark: There is no set of bodies satisfying the above in Euclidean space. The argument given in the introduction for showing that periodic measures are dense in the space of invariant probability measure on packings of Euclidean space uses only the boundedness of the circumradius of the bodies.
Continuity
In this section we prove Theorem 3.1. For part 1, it suffices to prove that for every invariant measure µ r ∈ M r there exists a sequence of measures {µ R } R>r with µ R converging to µ r . This is because if s < r, then we may let µ s ∈ M s be the measure obtained from µ r by shrinking the radii of all the balls in all packings in the support of µ r . Then µ s converges to µ r as s rends to r. So, if S is any set such that there exists a sequence {s i } ⊂ S with s i < r and s i → r then the closure of M S contains µ r and therefore M r since µ r was arbitrary. The argument [Bow 2003b ] (section 7, #5) handles the case in which r = 0 so we will assume r > 0.
For coverings a similar statement holds: it suffices to prove that for every µ r ∈ M c r there exists a sequence of measures {µ s } s<r such that µ s → µ r as s → r.
The Horoball Packing
The proof of Theorem 3.1 relies on fixing a horoball packing and tilings on the boundary at infinity associated to it. We introduce the relevant properties of the horoball packing and tilings here. 
for every horoball
Proof. Because H is maximal, for any parabolic isometry γ ∈ G, the fixed point of γ on the boundary at infinity is a center of a horoball h of H. We define the length of γ, l(γ) to be the distance between p and γp for any point p in the boundary of h. This is well-defined because the boundary of h is isometric to Euclidean (n − 1)-space on which γ acts by translation. Because G is cofinite, there exists a finite number of horoballs h 1 , .., h m in H such that H is the union of the G-orbits of h 1 , .., h m . Let {γ 1 , .., γ k } be the set of all parabolic elements of G such that for each 1 ≤ i ≤ k, 1. the fixed point of γ i is the center of h j for some 1 ≤ j ≤ m, 2. the length of γ i is at most ρ.
This set is finite because G is discrete. Since the union of the G-orbits of the horoballs h 1 , ..., h m is all of H, it follows that any parabolic element γ of G with the length at most ρ is conjugate to one of the γ i (1 ≤ j ≤ m).
A well-known theorem due to Mal'cev [Mal 1940 ] implies that any finitely generated subgroup K of Isom(H n ) is residually finite (i.e. the intersection of all finite index subgroups of K is the trivial group). This implies that there is a normal finite index subgroup G ′ of G such that G ′ does not contain any of the elements γ i . Also, it is possible (by Selberg's lemma [Rat 1994]) to choose G ′ so that it is torsion-free. Since G ′ is normal, all of its parabolic elements have length at least ρ.
Let h Fix a horoball h in H. We identify hyperbolic space H n with the upperhalf space model in which all points are described by coordinates (x, y) where x ∈ R n−1 and y > 0. By applying an isometry we can assume that the center of the horoball h is at infinity and that its boundary ∂h is given by the equation y = 1. We let π 1 : H n → R n−1 be the projection map given by π 1 (x, y) = x. We let T = T h be the Voronoi cell decomposition of R n−1 induced by the point set π 1 Σ ∩ h .
We let T n−2 be the closed subset equal to the union of the codimension 1 faces of T . For any (n − 1)-dimensional cell t of T h let Z(t, h, δ) = Z t be the compact set equal to the intersection of
The next lemma will be of convenience later. The proof is trivial.
Lemma 4.2. Let X(H, δ) be the set of all packings P ∈ P r such that either 1. there are two distinct balls in P with centers on a horosphere ∂h whose center coincides with the center of a horoball of H;
2. there is ball b in P whose center c is contained in the boundary of Z(t, h, δ) for some horoball h ∈ H and some cell t of T h .
Then for any invariant measure µ in M r , µ(X(H, δ)) = 0.
Continuity for sphere packings
In this section we prove Theorem 3.1, part 1. The construction depends on 4 parameters:
1. (H, Σ): a periodic horoball packing with a set of points as in lemma 4.1.
2. δ >> 1: stands for depth, 3. ǫ > 0, 4. w ≥ 0: stands for wiggle room.
Fix a horoball h ∈ H and an (n − 1)-cell t of T h . For any radius-r sphere packing P ∈ P r we let Ψ t (P ) = Ψ(t, h, δ, P ) be the collection of balls of P whose centers are contained in Z t (as defined in the previous subsection). The balls b i of Ψ t (P ) are naturally ordered as follows. We say that b i ≤ b j if their centers c i = (x i , y i ), c j = (x j , y j ) satisfy y i ≥ y j . If P is not in X(H, δ), for any
Let P ′ (t) be the set of all ordered radius-r sphere packings P such that all centers of all balls of P are contained in Z t . P ′ (t) is compact with respect to the Hausdorff topology because Z t is compact. Let P(t) ⊂ P ′ (t) denote the closure of the set of all ordered packings of the form Ψ t (P ) with P ∈ P r − X(H, δ).
We define φ = φ w = φ w,ǫ : P(t) → P o (where P o is the set of all ordered radius-r sphere packings) that maps an ordered packing to one that is close by but has more space separating the bodies. For an ordered packing P ∈ P o we let b i (P ) denote the i-th ball of P whose center is denoted by c i (P ) = (x i (P ), y i (P )). To define φ(P ) it suffices to define x i (φ(P )) and y i (φ(P )) for all i.
First we let x i (φ(P )) = x i (P ) for all i. Next let y 1 (φ(P )) be such that y 1 (φ(P )) > y 1 (P ) and the hyperbolic distance between c 1 (φ(P )) and c 1 (P ) is ǫ. If y k (φ(P )) has been constructed, let y k+1 (φ(P )) be as large as possible given that:
1. c k+1 (φ(P )) is at least a distance 2r + w from c j (φ(P )) for all j ≤ k and 2. the hyperbolic distance between c k+1 (φ(P )) and c k+1 (P ) is at most ǫ.
Lemma 4.3. There exists a w > 0 and w 2 > 0 so that for all P = (b 1 (P ), ..., b m (P )) ∈ P(t) and for all 1 ≤ i ≤ m, y i (φ w (P )) > y i (P ) + w 2 .
Proof. We claim that given any packing P ∈ P(t) there exists a w > 0 and w 2 > 0 satisfying the conclusion. Given this claim, the lemma follows because P(t) is compact and for any pair (w, w 2 ) the set of all packings P ∈ P(t) that satisfy the conclusion is an open subset of P(t). We claim y i (φ 0 (P )) > y i (P ) for all 1 ≤ i ≤ m. The claim is true for i = 1 because ǫ > 0. Assuming it is true for i < I, it follows that the ball b I (P ) does not touch any of the balls b i (φ(P )) (for i < I) because each of these balls has been moved away from b I (P ) (because of the ordering on P ). So there is "room" to move it up. In other words, y I (φ(P )) > y I (P ).
Since y i (φ 0 (P )) > y i (P ) for all 1 ≤ i ≤ m and the finitely many functions y i (φ w (P )) vary continuously with w it follows that there exists a w > 0 such that y i (φ 0 (P )) > y i (P ) for all 1 ≤ i ≤ m. This implies the first claim and the lemma.
Since the symmetry group of Σ (the point set that induces the tilings T h ) is cofinite, there are only finitely many sets Z t up to isometry. This implies that there is a w > 0 and w 2 > 0 as in the lemma above that is independent of t (although dependent on Σ). Also, it implies that there is a w 3 > 0 such that for any radius r-packing P ∈ P(t) (and for any t), and for any i, the distance between the i-ball center c i (P ) and c i (φ w (P )) is at least w 3 . Because the Voronoi cell V (h) is convex and c i (φ w (P )) is "closer" to the center of h then c i (P ), this implies that if b is another ball that does not overlap b i but b is not in the Voronoi cell V (h) then the distance between c i (φ w (P )) and the center of b is at least 2r + w 3 . We let v = min(w, w 2 , w 3 )/2.
For the sake of brevity, we let data = (H, Σ, δ, ǫ, w).
Note that v depends only on data and r. When we wish to emphasize this, we will consider v = v(data, r) as a function of data and r. For any radius-r sphere packing P ∈ P r − X(H, δ) and w > 0 satisfying the previous lemma (for all cells t of T h and for all horoballs h ∈ H), define
The collection of radius-r balls, W ′ (P ) is not, in general, a packing. So we define a new map E = E(data, r) : P r → P r such that for any packing P ∈ P r , E(P ) is obtained from P by removing every ball b whose center is contained in the (r + v)e ǫ -hyperbolic neighborhood of T n−2 h × (0, ∞) ∩ V (h) for some horoball h ∈ H.
Lemma 4.4. For any P ∈ P r − X(H, δ), let
Then W (P ) is a packing. Moreover, if b 1 , b 2 are distinct balls of W (P ) then their centers are at least a distance 2r + 2v apart.
Proof. There is a natural injective map I : W ′ (P ) → P defined as follows. For any ball b ′ in W ′ (P ) there is a unique horoball h of H such that the center of b ′ is contained in the Voronoi cell V (h) of h. Also, there is a unique cell t of T h and a unique ball b of Ψ t (P ) such that φ w (b) = b ′ (the function φ w depends implicitly on t). We let I(b ′ ) = b. Note that b is also contained in the Voronoi cell V (h) of h.
Suppose there are distinct balls b
2 ) are less than a distance of 2r + 2v from each other. As noted in the paragraph preceding this lemma, c ′ 1 and c ′ 2 must be contained in the same Voronoi cell V (h) for some h ∈ H. Let c 1 = (x 1 , y 1 ), c 2 = (x 2 , y 2 ) be the centers of the ball b i = I(b ′ i ) for i = 1, 2. The definition of φ w implies the x-coordinate of c i is equal to the x-coordinate of c ′ i for i = 1, 2. Let t 1 , t 2 be the cells of T h that contain c 1 , c 2 respectively. The functions φ w depend on the cells t i but in the interest of tidiness we will write φ w (b i ) without explicitly putting t i in the notation. It follows from the definition of φ w that t 1 = t 2 . Also the definition of φ w and our hypotheses on b
Since c ′ i and c i have the same x-coordinate, the two inequalities imply
Since c i ∈ Z t i (i = 1, 2) and Z t 1 and Z t 2 do not overlap, this implies that one of the c i 's is in the (r + v)e ǫ -neighborhood of the boundary of Z t i for i = 1, 2. If c 1 say is not in the (r + v)e ǫ -hyperbolic neighborhood of ∂t 1 × (0, ∞) then the previous equation implies that either the y-coordinate of c 2 is greater than δ (which is impossible by definition of Ψ h,δ ) or c 2 is not contained in V (h). Either possibility yields a contradiction.
So we have that one of c 1 and c 2 is contained in the (r + v)e ǫ -hyperbolic neighborhood of T n−2 h × (0, ∞) ∩ V (h). Therefore one of b 1 or b 2 is not in E(P ) and the lemma is complete.
We will use the map W defined above to obtain a map on invariant measures W * : M r → M r+v . But first, let O(Σ) denote the Isom + (H n )-orbit of Σ. It is naturally identified with Isom + (H n )/G Σ where G Σ is the symmetry group of Σ. Let λ Σ be the unique probability measure on O(Σ) that is induced by Haar measure on Isom + (H n )/G Σ . Because Haar measure is isometry-invariant, so is λ Σ .
Let µ be an invariant probability measure in M r . Then µ × λ Σ is a diagonally-invariant measure on P r ×O(Σ). By diagonally invariant we mean that µ×λ Σ (E×F ) = µ×λ Σ (gE×gF ) for any isometry g ∈ Isom + (H n ), E ⊂ P r and F ⊂ O(Σ). Define
The map W ′ is diagonally-equivariant. Also, it is defined on a set of full µ × λ Σ -measure. So it induces an invariant probability measure W ′ * (µ) on P r . By the way it is defined, W ′ * (µ) is supported on packings P ∈ P r that have "space" between the balls. Specifically, for any packing P ∈ P r , we let H 2v (P ) denote the collection of balls whose set of ball centers coincides with the set of ball centers of P but such that the radius of the balls in H 2v (P ) is r + v. This and the previous lemma imply the pushforward measure W(µ) = H 2v * W ′ * (µ) is an invariant probability measure on P r+v . If h is horoball of H and g ∈ Isom + (H n ), let J 1 (gh) = J 1 (data, gh) be the set of all points (x, y) ∈ H n (where H n is in the upperhalf plane model, the center of gh is at infinity and the boundary of gh is the horosphere y = 1) such that y ≥ δ. Let J 2 (gh) = J 2 (data, gh) be the set of all points (x, y) ∈ H n contained in the (r + v)e ǫ -hyperbolic neighborhood of T n−2
Recall that B R (O) denotes the radius-R ball centered at O a fixed point in H n .
Lemma 4.5. Let H be a given maximal horoball packing with cofinite symmetry group G.
For any radius R > 0 and any ǫ 2 > 0, there exists data = (H, Σ, δ, ǫ, w) as above so that if
Proof. Let δ, ǫ, w > 0 be arbitrary. Since the symmetry group of H is residually finite, we can construct a sequence {Σ i } i of point sets satisfying lemma 4.1 such that Σ i+1 ⊂ Σ i and
Choose i large enough so that
Now let data (i,j) = (H, Σ i , j, ǫ, w).
Choose j large enough so that
Equations 5 and 4 show that data (i,j) satisfies the lemma.
Theorem 4.6. As ρ, δ → ∞ and w, ǫ → 0, W * (µ) → µ in the weak* topology.
Proof. As w, ǫ → 0, the radius of the packings in the support of W * (µ) tends to r. Thus it suffices to show that W ′ * (µ) → µ. For any sphere packing packing P , let c(P ) denote the set of centers of balls of P . For R, ǫ 3 > 0 let X(R, ǫ 3 , P ) denote the set of all packings P ′ such that c(P ) ∩ B R (O) is within a Hausdorff-distance of ǫ 3 from c(P ′ ) ∩ B R (O). It suffices to show that for any R, ǫ 2 , ǫ 3 > 0 when w, ǫ are small enough and ρ, δ are large enough,
for every R ′ ≤ R and for every packing P ∈ P r . To show this, first we choose δ, ρ large enough so that the conclusion of lemma 4.5 above holds for some ǫ, w > 0. By choosing ǫ > 0 smaller if necessary we may assume that
and
for every packing P ∈ P r and every R ′ ≤ R. There exists such an ǫ because the function ǫ 3 → µ X(R ′ , ǫ 3 , P ) is equi-continuous in R ′ and P r is compact.
By definition of K(data) and W ′ ,
Now we come to our main inequality:
We will show that each of the terms on the right side of the above inequality is bounded by 2ǫ 2 . This will conclude the proof.
by lemma 4.5.
by equations (6), (7) and (8).
by lemma 4.5. Since ǫ 2 , ǫ 3 , R, P are arbitrary, this concludes the theorem.
Proof. (of Theorem 3.1, part 1) By the first paragraph of section 4, it suffices to show that if r > 0 and µ r ∈ M r then there exists a sequence {µ R } R>r of invariant measures with µ R ∈ M R such that µ R converges to µ r as R converges to r. Let data = (H, Σ, δ, ǫ, w)
be such that v(data, r) > 0. Note W(data) * (µ) ∈ M r+v . By Theorem 4.6, if we fix H and let ρ, δ → ∞ and ǫ, w → 0, then W(data) * (µ) converges to µ. This completes the proof.
Sphere coverings
We give only a proof sketch of Theorem 3.1 part 2 since it is very similar to part 1. As before, we fix a horoball packing H with a set of points Σ satisfying lemma 4.1. We do not remove any balls from the covering P . Instead we start moving balls b away from the center of the horoball h. This may create some gaps near the codimension 1 faces of the coned tiling and near the horosphere y = δ. So we add new spheres to these places. As before, the map W on covering measures is such that W * (µ) is close to µ because the regions of P that have changed have small density and the changes that do occur are small.
Symbolic Dynamics and Periodic Approximations
Suppose G is a countable group and K a finite set. Following [CoP 1993 ], let Σ(G, K) be the Bernoulli-shift of K-valued functions on G. To be precise, if φ : G → K in a function, then we let (gφ) be the function on G defined by (gφ)(h) = φ(g −1 h). We let M(G, K) be the space of G-invariant probability measures on Σ(G, K). If µ ∈ M(G, K) has finite support then we say that µ is periodic. Definition: G has the periodic approximation property (PAP) if the space of periodic measures is dense in M(G, K) for any finite set K.
The first proposition is a warm-up.
Proposition 5.1. If G has the periodic approximation property then G is residually finite.
Proof. Let K be a finite set with a least 2 elements. The space Σ(G, K) is equal to the product K G . Let µ 0 be any probability measure on K such that the support of µ 0 contains more than one element. Let µ be the product measure on K G = Σ(G, K) determined by µ 0 . It is easy to see that µ is G-invariant. Suppose that G has the periodic approximation property. Then there exists periodic measures λ i such that λ i converges to µ as i tends to infinity.
Because the support of λ i is finite and because it is G-invariant, there exists a finite index subgroup G i < G that fixes the support of λ i pointwise. This implies that for λ i -almost every function φ :
Since λ i converges to µ, this implies that for µ-almost every function φ, φ is constant on L. But µ is a product measure and the support of µ 0 has more than one element. So L must contain only one element. So the identity element is the intersection of all finite index subgroups of G, i.e. G is residually finite.
Theorem 5.2. If there exists a cofinite discrete group G < Isom + (H n ) such that G has the periodic approximation property then for any radius r, the space of periodic measures in M r is dense in M r .
Proof. Except for a few minor changes, the proof of this theorem is contained in the proof of Theorem 3.1 of [Bow 2003b ]. So we only give a brief sketch here. Let µ be an invariant probability measure in M r . By Theorem 3.1, the closure of M (r,R) contains M r . So without loss of generality we may assume that there exists an w > 0 such that for every packing P in the support of µ and any two distinct sphere centers c 1 , c 2 of P , the distance between c 1 and c 2 is at least 2r + w.
Let F be a fundamental domain for G. If F is noncompact we remove some balls of P near the cusps of all G-translates of F so that only a finitely many balls of P intersect any G-translate of F . We can do this with only a small change in density. Using the wiggle room w, we deform µ into a new measure µ 2 that is G-invariant and has the property that for any packing P in the support of µ 2 , there are only finitely many possibilities for P ∩ F (here we have abused notation and identified P with the set of centers of balls in P ). The measure µ 2 induces an invariant probability measure µ 3 on the shift Σ(G, K) where K is the set of all intersections P ∩ F and P is a packing in the support of µ 2 . Since G has the periodic approximation property, there exists a sequence of periodic measures λ i on Σ(G, K) that converge to µ 3 . These measures induce a sequence of periodic G-invariant measuresλ i on the space of packings P r that converge to µ 2 . We average each measureλ i over a fundamental domain for the left action of G on Isom + (H n ) to obtain a sequence of G-invariant periodic measuresλ i that converge to the original measure µ.
Theorem 5.3. If G has the periodic approximation property and H is a subgroup of G, then H has the periodic approximation property.
Proof. Let K be a finite set and let µ H ∈ M(H, K). We will think of Σ(G, K) = K G as the product gH∈G/H K gH over left cosets gH of H in G. Let {g 1 , ..} be a set of coset representatives of G/H so that g i H = g j H if i = j. Let Ψ i : H → g i H be the map given by left multiplication by g i . Let µ g i H = Ψ i * (µ H ) be the push-forward measure on K gH . Let µ be the product measure
We claim that µ is G-invariant. To see this, let φ : G → K be a function and let X be a finite subset of G.
To prove the claim, it suffices to show that
for every g ∈ G, finite set X ⊂ G and function φ : G → K. By definition of the measure µ,
So it suffices to consider the case when X ⊂ g i H for some i so we will assume that this is the case. Since the group g −1 i Hg i and the elements g j g
So,
When k = j,
Since i, X, φ are arbitrary, µ is G-invariant. Suppose now that G has the periodic approximation property. Then there exists periodic measures λ i ∈ M(G, K) such that λ i converges to µ as i tends to infinity. The inclusion map i :
Since µ H ∈ M(H, K) is arbitrary, the theorem is proven.
The proof of the following proposition is left to the reader.
Proposition 5.4. If H < G has finite index and the periodic approximation property, then G has the periodic approximation property.
Theorem 5.5. Suppose F has the periodic approximation property and θ :
Then G has the periodic approximation property.
Proof. Let µ ∈ M(G, K). We must show that µ is in the closure of the periodic measures in M(G, K). Let n >> 0 be an integer. Define
It is easy to verify that res n commutes with the action of F . Therefore it induces a measure res * n (µ) ∈ M(F, K 2n ). Since F has the periodic approximation property, there exists periodic measures λ i ∈ M(F, K 2n ) such that λ i → res * n (µ). Since the support of λ i is finite, there exists a finite index subgroup F i < F that fixes the support of λ i pointwise. By passing to another finite index subgroup, we may assume θ(
whenever m ∈ {−n, .., n − 1} and r is an integer. Every element of G can be written uniquely in this form, so ind n is well-defined. Let λ ′′ n,i be the push-forward measure λ ′′ n,i = ind * n (λ i ). The measure λ ′′ n,i is invariant under t 2n and under F i . Let 1. G n,i be the group generated by F i and t 2n ; it has finite index in G, 2. G n be the group generated by F and t 2n ; it has finite index in G, Suppose {µ n,i } is a set of probability measures on Σ(G, K) indexed by (n, i) ∈ N × N such that
Then there is a sequence {n i } i such that µ n i ,i → µ as i → ∞. So it suffices to show that for any m > 1 if µ n is any limit point of
We accomplish this in several steps. By definition,
In particular, when r = 0, we see that ind n is F -invariant. This implies that the restriction of h * λ ′′ n,i , res n * (h * λ ′′ n,i ) is equal to λ i for any h ∈ F . Since λ ′ n,i is equal to λ ′′ n,i averaged over a finite subset of F ,
The real trick is the last step. By definition
If −n + m < y ≤ n − m then the map
is continuous. In this case Ψ * m,y,n (res * n (µ)) = res * m (µ). By continuity and equation (37),
Hence any limit point µ n of {λ n,i } i satisfies res * m (µ n ) → res * m (µ) as n → ∞ as required. Proof. The case of finitely generated free groups was proven in Theorem 3.4 of [Bow 2003b] . The case of countably generated free groups follows from Theorem 5.3 since any nonabelian free group contains a countably generated free group. If a compact 3-manifold fibers over the circle then its fundamental group is of the form π 1 (M) = N ⋊ Z where N is the fundamental group of a surface. If N is free then Theorem 5.5 implies that π 1 (M) has the periodic approximation property. In particular, if M is the figure eight knot complement, π 1 (M) has the periodic approximation property. It is known that for every genus g, π 1 (M) contains a subgroup H isomorphic to the fundamental group of a closed orientable surface of genus g. Therefore, all orientable surface groups have the periodic approximation property by Theorem 5.3. Non-orientable surface groups also have PAP because they each contain a subgroup of finite index isomorphic to an orientable surface group. Together with Theorem 5.5, this implies that all fundamental groups of compact 3-manifolds that fiber over the circle have the periodic approximation property.
Proof. (of Theorem 3.3)
This follows almost immediately from theorems 5.2 and 5.6. One has only to realize that (a) there exists G < Isom + (H 2 ) such that G acts cofinitely and discretely on H 2 and is isomorphic to the fundamental group of a surface, and (b) there exists G < Isom + (H 3 ) such that G acts cofinitely and discretely on H 3 and is isomorphic to the fundamental group of a compact 3-manifold that fibers over the circle. + (H n ) be a discrete cocompact group with fundamental domain F . We say that a body b is based on F it is obtained from F by adding small dents and removing small notches from F as in figure 5 . A collection of bodies B is based on F if all bodies b in B are based on F . We will sometimes want to regard a body b based on F as a "colored" copy of F (with color b). To be precise, let Σ M ⊂ Σ(G, B) be the subspace defined by the following "matching rules". A function φ ∈ Σ M if any only if the bodies φ(g) and s φ(sg) do not overlap for all g ∈ G and s ∈ G such that sF ∩ F is a codimension 1 face of F .
Then to say "B is based on F " means that the map Φ : Σ(G, B) → C B (where C B is the space of all locally finite collections of copies of bodies in B) defined by Φ(φ) = {g φ(g) | g ∈ G} maps Σ M into the space of B-packings and Φ(Σ M ) contains the space T B of tilings by B. It is easy to show to that Φ commutes with G.
Theorem 5.7. Suppose B is a finite set of bodies based on a fundamental domain F for a discrete cocompact group G < Isom + (H n ) such that G has the periodic approximation property (e.g. G could be isomorphic to the fundamental group of a surface or a closed 3-manifold that fibers over the circle). If the optimal density of B is 1 then for any ǫ > 0, there exists a periodic packing P by B with density(P ) > 1 − ǫ.
Proof. Let Φ : Σ(G, B) → C B be as defined above. Let µ be an optimally dense measure on the space T B of B-tilings. The pull-back measure Φ * (µ) is G-invariant. By the periodic approximation property, there exists periodic measures λ i ∈ M(G, B) such that λ i → Φ * (µ) in the weak* topology. The supports of λ i may not be contained in Σ M . So the push-forward measures Φ * (λ i ) may not be supported on packings. To remedy this, let E : C B → P B (where P B is the space of B-packings) be defined by E(C) = {b ∈ C|, b does not overlap any other body in C}.
Then the measures E * (Φ * (λ i )) are supported on packings. But, they are only G-invariant. So we average them over a fundamental domain for the left-action of G on Isom + (H n ) to obtain measuresλ i . By the results in section 4 of [Bow 2003b ], the new measures are periodic, Isom + (H n )-invariant and supported on packings. Also since each of the maps Φ, E and the averaging map are continuous,λ i converges to µ as i tends to infinity. Since the density function is continuous (lemma 2.1) on M B we are done.
Remark: Unlike Theorem 3.1, we did not need to assume that the bodies in B are spheres (or even that they are convex). It is necessary to require B to be finite as Theorem 3.5 below gives a counterexample when B is infinite.
We finish this section with a brief proof sketch that SL n (Z) does not have the periodic approximation property if n > 2. The first main ingredient in the proof is that SL n (Z) has the congruence subgroup property. This means that any finite index subgroup of SL n (Z) contains Γ m for some m, where Γ m is the kernel of the quotient map SL n (Z) → SL n (Z/mZ). The second main ingredient is Selberg's theorem: if G = Γ m ∩SL 2 (Z), then the first eigenvalue of the Laplacian λ 1 (H 2 /G) ≥ 3/16. On the other hand, it is well known that there exists finite index normal subgroups H < SL 2 (Z) such that λ 1 (H 2 /H) < 3/16. Fixing such a subgroup H, we constuct a periodic measure µ H ∈ Σ(SL 2 (Z), K) for some K such that the support of µ H is fixed pointwise by H but is not fixed by any supergroup of H. As in Theorem 5.3 above, µ H induces an SL n (Z)-invariant measure µ on Σ(SL n (Z), K). Suppose for a contradiction that there is a sequence of periodic measures λ j ∈ M(SL n (Z), K) that converge to µ. For each j, there is an m j , such that Γ m j fixes the support of λ j pointwise. The inclusion map i : SL 2 (Z) → SL n (Z) can be used to pullback the measures λ j to periodic measures i * (λ j ) on Σ(SL 2 (Z), K). These measures converge to µ H . The support of i * (λ j ) is fixed pointwise by the congruence subgroups Γ m j ∩ SL 2 (Z). But this implies that the eigenvalues λ 1 (H 2 /Γ m j ∩ SL 2 (Z)) converge to λ 1 (H 2 /H) which is impossible by Selberg's Theorem.
6 Bodies whose optimal density is not approximable by periodic packings
In this section we prove Theorem 3.5.
Proof. Let G 1 , G 2 , ... < Isom + (H n ) be cocompact discrete groups such that i length spectrum(G i ) = ∅.
In particular, for every nontrivial element g ∈ G 1 , there is an i > 1 such that g does not fix any coset of Isom
be the infinite product of all the coset spaces Isom + (H n )/G i for i > 1. By assumption, no nontrivial element of G 1 fixes any element of X. Let F be a Dirichlet fundamental domain for G 1 in H n . The set of bodies B will be constructed from deformed copies of F . Let S be the set of all elements s ∈ G 1 so that f s = sF ∩ F has codimension 1.
Fix a set S 0 ⊂ S such that S 0 ∩ S −1 0 = ∅ and S 0 ∪ S −1 0 = S. Let c be a point in the interior of F that we will call the "center" of F although it is not necessary for it to be the barycenter. For every element s of S, let Cone(s) be the convex hull of the facet f s and c. Choose distinct points p s , q s in the interior of the facet f s so that sp s −1 = p s and sq s −1 = q s . In other words, the faces f s and f s −1 are identified by G 1 and this identification also identifies their p-points and q-points.
For every δ > 0, L > 0 and facet f let H p (f ) = H p (f, L, δ) be the space of all smooth curves γ : [0, 1] → Cone(f ) such that 1. γ(0) = p, 2. the length of γ is L, 3. the δ-neighborhood of the image of γ is embedded in Cone(f ) 4. if f ′ is another facet of F , then no point of Cone(f ′ ) is within δ of the image of γ.
Similarly, we let H q (f ) be the space of all smooth curves γ : [0, 1] → Cone(f ) such that γ(0) = q and (2-4) above hold. It is not hard to show that there exists an δ > 0 and an L > 0 such that both H p (f, L, δ) and H q (f, L, δ) are infinite-dimensional for all facets f of F . By choosing δ smaller if necessary we can require that the distance between q f and p f is at least 2δ for all f . Fix such an δ and L. We think of H p (f ) and H q (f ) as spaces of "hair" of f . Because H p (f ), H q (f ) are infinite-dimensional, there exists 1-1 continuous maps φ p,f : X → H p (f ) and (40) φ q,f : X → H q (f ).
for all facets f . For x ∈ X we let Φ(x) = F ∪ s∈S 0 sφ p,s −1 (s −1 x) ∪ s −1 φ q,s (sx) − s∈S 0 φ q,s (x) ∪ φ p,s −1 (x) .
In words, Φ(x) is obtained from the domain F by first adding a hair based at a p-point to every facet corresponding to an element of S 0 and a hair based at a q-point to every facet corresponding to an element of S −1 0 . Second we make indentations (to catch the hair); an indentation based at a q-point is dug out of every Cone(f s ) with s ∈ S 0 and an indentation based at a p-point is dug out of every Cone(f s ) with s ∈ S −1 0 . Moreover, Φ is a homeomorphism from X into the space of bodies (with the Hausdorff-topology).
Let B be the image of Φ. For every x ∈ X and element g 1 ∈ G 1 we define the tile τ (x, g 1 ) = g 1 Φ(g
It is not hard to check that the collection T (x) = {τ (x, g 1 )} g 1 ∈G 1 defines a tiling. The map T from X into the space of tilings (a subspace of the space of packings P B ) by B is continuous and commutes with the action of G 1 . The Isom + (H n )-invariant probability measure on X pushes forward to a G 1 -invariant measure µ ′ on P B . Let µ be the Isom + (H n )-invariant probability measure obtained by averaging µ ′ over a fundamental domain for the left-action of G 1 on Isom + (H n ). By section 4 of [Bow 2003b] , µ is uniquely determined by µ ′ and is supported on the Isom + (H n )-orbit of the support of µ ′ . In particular, it is supported on tilings and therefore has density one.
For any body b in P , letb be the copy of F that corresponds to b. To be precise, since b is a copy of a body in B and Φ is 1 − 1 there exists a unique isometry g ∈ Isom + (H n ) and a unique x ∈ X such that b = gΦ(x).
So we letb = gF . We say that bodies b 1 , b 2 in P are interlocked ifb 1 ∩b 2 is a codimension 1 face of both. In this case, if b i = g i Φ(x i ) (for i = 1, 2) then g 1 ∈ G 1 and no nontrivial element of G 1 fixes an element of X, we have that g 2 = g 1 , i.e. b 1 = b 2 . So if P ′ is well-connected then any two distinct bodies of P ′ are non-congruent. We show next that there exists an ǫ > 0 such that any periodic B-packing necessarily has density less than 1 − ǫ. So let P be any periodic B-packing. Since P is periodic there exists a cofinite group G P < Isom + (H n ) such that G P fixes P . By passing to a finite index subgroup if necessary, we may assume that G P is torsion-free. Let P/G P be the induced packing on the quotient manifold H n /G P . We claim that any well-connected subpacking P ′ of P/G P is an "island" in the sense that the union of all bodies in P ′ is simply connected. For a contradiction, suppose that P ′ is well-connected but not an island. Let P ′′ = π −1 (P ′ ) be the B-packing on H n equal to P ′ lifted by the universal covering map π : H n → H n /G P . Then P ′′ is still well-connected but there are distinct congruent bodies b 1 , b 2 in P ′′ contradicting the previous paragraph.
Let P 1 , .., P n be the maximal well-connected subpackings of H n /G P . We have the equations
density(P ) = 1 vol(H n /G P ) i vol(P i ).
Because H n satisfies a linear isoperimetric inequality and because P i is an island, there is a constant C (depending only on the domain F ) such that the number N(p i ) of codimension 1 faces ofP i = ∪ b∈P ib that are not interior to P i is at least Cvol(P i ). Each such face contains a p or a q point that corresponds to an indentation in P i . Let V be the minimum volume of an indentation. It is easy to see that V is positive. For each indentation of P i then, there is a volume of V uncovered space. So 1 − density(P ) ≥ 1 vol(H n /G P ) i CV vol(P i ) = CV density(P ).
Hence density(P ) ≤ 1 1 + CV Since C and V are positive and do not depend on P the theorem is proven.
Remark: If we are given ǫ > 0 we can always construct a set of bodies B as in the above theorem so that the optimal density of B is one but any periodic packing has density less than ǫ. To do this, choose G 1 in the above proof so that the fundamental domain F is large enough so that it is possible to choose large L and δ (which correspond to long fat hairs). This will make the minimum volume V large. The constant C cannot decrease as F gets larger. The last equation then shows that for CV large enough, density(P ) < ǫ for any periodic B-packing P .
