Abstract. We construct generators for modules of vector-valued Picard modular forms on a unitary group of type (2,1) over the Eisenstein integers. We also calculate eigenvalues of Hecke operators acting on cusp forms.
Introduction
Modular forms on unitary groups have been studied intensively in the theory of automorphic forms, (cf. for example [14] and [11] ) but explicit examples have been scarce. Shintani considered vector-valued Picard modular forms in an unpublished manuscript [18] ; in particular he determined a criterion for such a modular form to be a Hecke eigenform in terms of the Fourier-Jacobi series. Explicit (scalar-valued) Picard modular forms were considered for F = Q( √ −1) by Resnikoff and Tai (cf. [12, 13] ) and for F = Q( √ −3) by Shiga, Holzapfel, Feustel and Finis, cf. [15, 6, 4, 5] ; in particular for the latter case Holzapfel and Feustel determined a presentation of the ring of scalar-valued Picard modular forms on the congruence subgroup
while Finis computed a number of Hecke eigenvalues for low weight (≤ 12) scalar-valued forms. Vector-valued Picard modular forms have not attracted much attention so far. There is another approach to calculating Hecke eigenvalues of modular forms via the study of the cohomology of local systems on moduli spaces of algebraic curves. This approach which uses counting of points over finite fields, was pioneered by Faber and the second author in [3] and continued with Bergström in [2] . It has provided a lot of explicit examples and gathered information that led to conjectures on vector-valued Siegel modular forms of genus 2 and 3.
The Picard modular surface underlying the work of Feustel, Holzapfel and Finis can be interpreted as a moduli space of degree three Galois covers of genus 3 of the projective line, cf. early work of Shimura [16] . Using this interpretation Bergström and the second author set out to calculate traces of Hecke operators on spaces of vector-valued modular forms by calculating the trace of Frobenius on theétale cohomology of local systems over finite fields. This approach is carried out in [1] . It naturally led to the question of constructing the corresponding Picard modular forms directly. That is the starting point of the present paper.
The purpose of the paper is to construct vector-valued (eigen)forms on the Picard modular group in question, that is, the congruence subgroup Γ 1 [ √ −3] . The weight of a modular form is a pair (j, k), with the case (0, k) corresponding to scalar-valued modular forms of weight k. We will denote by M j,k (Γ[ √ −3], det ℓ ) (resp. S j,k (Γ[ √ −3], det ℓ ) the vector space of modular forms (resp. cusp forms) of weight (j, k) with character det ℓ with 0 ≤ ℓ ≤ 2 (see Section 2 for precise definitions). Then
are modules over the ring M = M 0 0 = ⊕M 0,k (Γ[ √ −3]) of scalar-valued modular forms. Generators for the ring M of scalar-valued modular forms are known by work of Feustel and Holzapfel, in fact M = C[ϕ 0 , ϕ 1 , ϕ 2 ] with ϕ i of weight 3. We give a presentation for the M -modules M ℓ j and Σ ℓ j for j = 1 and 2. We also give the structure for M 0 3 . To illustrate this we give one example. Theorem 1.1. The M -module M 0 1 is generated by three vector-valued cusp forms Φ 0 , Φ 1 and Φ 2 of weight (1, 7) satisfying a single relation ϕ 0 Φ 0 + ϕ 1 Φ 1 + ϕ 2 Φ 2 = 0.
We can calculate the Fourier-Jacobi expansions of our forms and thus can calculate the Hecke eigenvalues of these modular forms. We give Hecke eigenvalues for a number of generators. The corresponding Galois representations are of dimension 1, 2 or 3. These results agree with the cohomological results of Bergström and van der Geer [1] . The results of [1] on the S 4 -equivariant numerical Euler characteristics of the local systems predicted where to look for generators of these modules of modular forms. We hope these results will make Picard modular forms more tangible than they have been so far and that the presence of such explicit examples can help discover new phenomena.
The case of Picard modular forms over the Gaussian integers will be treated in a forthcoming publication; also we intend to treat cases of modular forms on higher rank unitary groups.
The Picard Modular Group
Let F be an imaginary quadratic field of discriminant D with ring of integers O F . We consider a 3-dimensional F -vector space V that contains an O F -lattice L with a non-degenerate hermitian form h that is O F -valued on L and of signature (2, 1) . This determines an algebraic group G of unitary similitudes {g ∈ GL(3,
and η defines a homomorphism η : G → G m , called the multiplyer. The kernel G 0 := ker η is the usual unitary group and G 0 ∩ ker det is the special unitary group of signature (2, 1). The base change of G to F is isomorphic to GL(3, F ) × G m , where the latter factor corresponds to η.
We choose an embedding σ : F → C and identify F ⊗ Q R with C. Then V ′ = V ⊗ σ R becomes a 3-dimensional complex vector space and we can look at
the set of complex lines on which h is negative definite. The group G + = {g ∈ G(R) : det(g) > 0} acts on the Grassmannian Gr(1, V ′ ) and on B. We can identify B with the complex 2-ball in P 2 . A standard choice for the hermitian form is
on the lattice O 3 F ⊂ C 3 . This is a maximal lattice in the sense of Shimura. Note that z 1 and z 3 do not vanish in B and by taking u = z 1 /z 3 and v = z 2 /z 3 , the set of negative complex lines can be identified with the Siegel domain
. If we identify G(Q) with the matrix group {g ∈ GL(3, F ) :
with H the skew-hermitian matrix
The denominator j 1 (g, u, v) := g 31 u + g 32 v + g 33 defines a factor of automorphy for this action. The Jacobian J(g, u, v) of the action of G on B defines a second factor of automorphy:
where G ij is the minor of g ij . One checks that
.
We thus have two factors of automorphy
See also [17] for the general case.
Our normalization. Some authors use different normalizations. Via the coordinate change
we get the hermitian form
used for example by Finis ([5] ). The symmetric domain is given by
with u = w 3 /w 2 , v = w 1 /w 2 and the action by
The factors of automorphy are then
so that we have
Since we are using some of Finis' calculations we shall use this normalization in the sequel.
For a pair (j, k) of integers and g ∈ G(R) we define a slash operator on
For a discrete subgroup Γ of G(R) and a character χ of Γ of finite order we define the space of modular forms of weight (j, k) and character χ as
It contains a subspace S j,k (Γ, χ) of cusp forms. We will consider in particular the Picard modular group and the special Picard modular group and fix Γ as
The quotient group Γ/Γ 1 is isomorphic to the roots of unity contained in O F . Note that N F/Q (det(g)) is a positive integer and a unit, hence det(g) is a root of unity in O F . As characters χ we will consider only powers of det(g). If χ = id then we suppress the notation χ and write M j,k (Γ) instead. We thus have the notions of vector-valued Picard modular forms with character on the groups Γ and Γ 1 . We can consider the ring of scalar-valued modular forms
and similarly for other discrete groups.
The Picard Modular Group for
We now specialize to the case where F = Q( √ −3) = Q(ρ) with ρ a third root of unity and where V = F 3 with hermitian form given by Besides the arithmetic groups
we shall consider the two congruence subgroups
Any congruence subgroup Γ ′ of Γ acts properly discontinuously on B and the quotient is an orbifold, called a Picard modular surface. It is not compact, but can be compactified by adding finitely many cusps, that is, the orbits of Γ ′ on the set ∂B ∩ P 2 (F ) of rational points in ∂B. It is well-known that the action of Γ on ∂B ∩ P 2 (F ) is transitive (since the class number of Q( √ −3) is 1, see [19, 4] ), so in this case there is one cusp. The group Γ 1 [ √ −3] instead, has four cusps; these are represented by (1 : 0 : 0), (0 : 1 : 0), (ρ : 1 : 1) and (ρ : 1 : −1) in B ⊂ P 2 . We have an isomorphism
with σ(g) the permutation of the four cusps. Here S 4 denotes the symmetric group on four objects and µ 6 denotes the group of 6th roots of unity.
The stabilizer in G of the cusp (1 : 0 : 0) is the parabolic group P consisting of matrices of the form  
Let T be the corresponding maximal torus and U the unipotent radical of P . Then U has a filtration 0 → W −→ U −→Ũ → 0, withŨ = R F/Q (G a ) and the projection pr : U →Ũ defined by
The subgroup W is given by {x ∈ F : x +x = 0} and is the center of U . The action of U on B is by translations
For the group Γ the unipotent radical has 
Here the function f n defines a section of a line bundle L ⊗n on the elliptic curve E = C/ √ −3O F . More precisely, the function f n satisfies for all ξ ∈ √ −3 O F the relation
Let L be the line bundle on the elliptic curve E corresponding to this factor of automorphy for n = 1. It is the line bundle defined by the divisor class of degree 3 on 
The endomorphism ring O F of E acts on the space H 0 (E, L n ) via the socalled Shintani operators
There are also operators in the other direction
given by
where c runs over a complete set of representatives for
We refer to [5] and the literature given there.
As the isotropy group of a cusp in S 4 is isomorphic to S 3 = {σ ∈ S 4 : σ(1) = 1} we find an action of S 3 on the Fourier-Jacobi expansion of a Picard modular form. This action is given by (X, Y, Z) → (−X, Z, Y ) for R 2 ∼ (34) (Finis' notation in [5] , p. 153) and (X, Y, Z) → (X, ρY, ρ 2 Z) for R 3 ∼ (234).
The Fourier-Jacobi expansion for vector-valued modular forms
For a vector-valued modular form on Γ 1 [ √ −3] the invariance under the unipotent radical given in Section 3 implies that in the Fourier-Jacobi expansion the functions f n satisfy the relation
and this implies that
The functions f n = (f
) represent sections of a vector bundle A n of rank j + 1 on the elliptic curve. The vector bundle A n is a tensor product L ⊗n ⊗ Sym j A with A given on C by the cocycle
This vector bundle A is an indecomposable bundle and hence A n has a filtration with j + 1 quotients isomorphic to L ⊗n .
Proposition 5.1. Let f be a vector-valued modular form of weight (j, k) and
Proof. The first statement follows by looking at the action of ρ 1 3 . For the second we write f = n f n w n . The equation (4) implies that in the constant vector f 0 all but the first coordinate are zero. If we apply diag(1, 1, ρ) we find that
The Hecke Rings
Finis analyzed in [5] the Hecke rings for the arithmetic groups Γ and
. These Hecke rings are the same outside 3 and are generated by operators T (ν), T (ν, ν) for ν ∈ O F with N(ν) = p, a prime congruent to 1 mod 3 and operators
. If ΓgΓ is a double coset that can be written as a finite disjoint union of left cosets Γg i , then the action of the corresponding operator T on modular forms in M j,k (Γ) is given by
There is a Petersson scalar product for pairs (f, g) in M j,k (Γ) such that one of them is a cusp form. The Hecke operator T (ν) (resp. T (ν, ν) with N(ν) = p ≡ 1(mod 3) is adjoint with T (ν) (resp. T (ν,ν)) and for p ≡ 2 (mod 3) T (p) (resp. T (p, p)) is self-adjoint. As a result, these Hecke operators are simultaneously diagonalizable and the eigenvalues λ ν of an eigenform are algebraic integers if k ≥ 3 satisfying λν =λ ν .
For the congruence subgroup Γ 1 [ √ −3] we need Hecke operators T (ν) and T (p) for primes congruent to 1 ( mod 3). We shall write T ν for T (ν) and T −p for T (−p) for rational primes p ≡ 2 (mod 3). For our calculations we now need disjoint left coset decompositions of the double cosets representing the Hecke operators T ν for ν with N(ν) = p, a prime ≡ 1(mod 3) and the T −p for the primes p ≡ 2 (mod 3).
. Then for ν ≡ 1(mod 3) the operator T ν is represented by
where (a, c) runs through the set of pairs {(ρN(c) + √ −3n, c) : c ∈ O F mod (ν), n ∈ Z mod p} and b through O F mod (ν) and the algebraic integer
Moreover, for a prime p ≡ 2 (mod 3) the operator T −p is represented by
Shintani and Finis showed how the Hecke operators act on the FourierJacobi expansion in the scalar-valued case. We quote from Finis. Let f = n f n w n be the Fourier-Jacobi expansion and let g = T ν f (resp. g = T −p f ) have Fourier-Jacobi expansion g = n g n w n , then we have in case T = T ν for g n the expression
while in case T = T −p we have the expression
with 1 Z the characteristic function of Z and f m = 0 if m ∈ Z. Note that t ν is defined in Section 4. We now give a partial analogue for the vector-valued case. We write f = n f n w n and g = T f = n g n w n , where
We give the action on the last coordinate.
where we put f
For T −p with p a prime ≡ 2 (mod 3) we have for g (j+1) n the expression
Proof. Since the left coset representatives g of the T ν and T −p acts by upper triangular factors of automorphy we can express g (j+1) n solely in terms of the last component of f n . An explicit calculation gives the result.
The Ring of Scalar-valued Picard Modular forms
We recall the structure of the rings of modular forms on
and Γ as obtained by Feustel and Holzapfel, cf. also [5] . The ring
given by their Fourier-Jacobi expansions; in fact, ϕ ν = ϑ 3 ν for ν = 0, 1, 2 with
Here m ξ is the endomorphism of ⊕ n H 0 (E, L ⊗n ) defined in Section 4; we have 
; the generator of µ 2 acts by −1 on this space, while the representation of S 4 is the irreducible representation s[2, 1, 1]. More precisely, define forms
In this way we have generators x 1 , . . . , x 4 with x i = 0 and σ ∈ S 4 acts by
satisfying a relation
In fact, ζ is given by its Fourier-Jacobi expansion
Concretely,
The action of S 4 on ζ is by the sign character.
with the recursions
and
Moreover, we have for ℓ = 1, 2 (cf. Proposition 5.1) [6] . Viewing P 2 as the hyperplane Remark 7.1. The eigenvalues of the action of T ν on ϕ i for ν with νν = p ≡ 1 (mod 3) are (p + 1)ν +ν 2 and for T −p these are −1 − p 3 , cf. the formulas (9a) and (9b) below.
The ring M (Γ) equals the ring of invariants
C[ϕ 0 , ϕ 1 , ϕ 2 ] S) 2 = ζ 2 σ 2 3 ). The Satake compactification Γ[ √ −3]\B * of the ball quotient Γ[ √ −3]\B is isomorphic to P 2 = Proj C[ϕ 0 , ϕ 1 , ϕ 2 ], see
Expansion of Picard modular Forms along a Modular Curve
Picard modular surfaces contain many modular curves. In the following we shall need only one curve, namely the one that in the moduli space interpretation corresponds to the degree 3 covers of P 1 that are hyperelliptic curves of genus 3. This curve consists of six irreducible components and is defined as follows. 
If f is a scalar-valued modular form of weight (0, k) and character det ℓ then we can develop f in a Taylor expansion along the curve u = 0
The functional equation of f implies the following proposition.
Proposition 8.2. The coefficients f n (τ ) of f in (6) are modular forms of weight k + n on Γ 1 (3) and cusp forms for n > 0. Moreover, f n = 0 unless n ≡ ℓ (mod 3).
Example 8.3. Writing ϕ i = ϕ i,n u n we have
For the modular form ζ of weight 6 we have
with ζ 1 ∈ S 7 (Γ 1 (3)) and ζ 7 ∈ S 13 (Γ 1 (3)).
Similarly, we can develop vector-valued modular forms along the curve C. We write such a modular form
Proposition
Proof. We refer to [8] for the definition of a quasi-modular form. The proof of the first statement follows from writing out the transformation behavior. The second statement follows by applying diag(1, 1, ρ).
Rankin-Cohen Brackets
We now construct vector-valued modular forms by a variant of the RankinCohen brackets. Recall that we have the relation
between the automorphy factors and the Jacobian of the group action on the ball B. This implies that for a differentiable function f : B → C with gradient ∇f = ∂f ∂u ∂f ∂v we get using coordinates b = (u, v) on B and writing
We can get rid of the first term on the right hand side by using a bracket.
Definition 9.1. For k, l ∈ Z ≥1 and f, h : B → C differentiable functions we put
A straightforward computation leads to the following proposition.
Proposition 9.2. For every unitary similitude g and functions f, h : B → C we have
Let Γ ′ be a finite index subgroup of the Picard modular group and let χ 1 , χ 2 be finite order characters. Then we define the bracket for f ∈ M k (Γ ′ , χ 1 ) and h ∈ M l (Γ ′ , χ 2 ) by
Proof. In view of Prop. 9.2 the only thing to check is that we obtain a cusp form, that is, the Fourier-Jacobi expansions at the different cusps of the group have no constant terms. This is immediate as differentiation kills constant terms in the Fourier-Jacobi expansions.
Modules of Vector-valued Picard Modular Forms
We denote the vector space of Picard modular modular forms of weight (j, k) on the group
The corresponding spaces of cusp forms are denoted by S j,k . We thus have modules
, det ℓ ) and for the cusp forms
Note that by Proposition 5.1 we have M ℓ j = Σ ℓ j if ℓ ≡ j (mod 3). These are modules over
. By using the Hirzebruch-Riemann-Roch theorem one can show that for j + 3k > 4 we have
where c is a constant depending only on congruences for j. We have c = 4, 2, 2, 4 for j = 0, 1, 2, 3. We refer to [1] for this. In fact, we have by the holomorphic Lefschetz formula for j ≡ 2 (mod 3) the more precise formula
and with c ′ and c ′′ not depending on k. In fact, given such formulas, our cohomological calculations in [1] determine the constants c, c ′ and c ′′ for small j.
Examples of Vector-valued Picard Modular Forms
11.1. Forms in S 1,7 . As a first example we consider the forms
By Corollary 9.3 these forms belong to S 1,7 (Γ[ √ −3]) and they are linearly independent as one sees by calculating the Fourier-Jacobi expansions, see below. Since the ϕ i generate the
To make the action of S 4 more transparent we define
and observe that 4 i=1 X i = 0 and the action of σ ∈ S 4 is by X i → sgn(σ)X σ(i) .
We find the Fourier-Jacobi expansions
Here the primes refer to the derivative with respect to u. The corresponding expansions for Φ i are obtained from this one by substituting (ρ i Y, ρ 2i Z) for (Y, Z). We determine the expansion of the Φ i along the curve C 34 given by {(0, √ −3τ ) : τ ∈ H} ⊂ B. We find 3) ) and g 3 a quasimodular form of weight 11 on Γ 1 (3). Moreover,
with h 0 ∈ S new 8 (Γ 0 (3)), h 2 = q + 12 q 2 + O(q 3 ) ∈ S 9 (Γ 1 (3)) and h 3 quasimodular of weight 11 for Γ 1 (3)).
By relation (1) the form Φ 1 ∧Φ 2 is a scalar-valued modular form of weight 15 and character det 2 . Using the Fourier-Jacobi expansion we see that
and up to a factor 1/Z 2 the coefficient of the first term is the derivative of Y /Z which is not constant. Since
, it is divisible by ζ 2 ; in fact, of the form f ζ 2 with f of weight 3; using the action of S 4 we see that there is a non-zero constant c ∈ C such that
We now draw an important conclusion about the vanishing locus of the forms Φ i (or X i ).
Corollary 11.1. The forms X i with i = 1, 2, 3, 4 do not vanish outside the union of the modular curves C ij . More precisely, the vanishing locus of X i consists of the three curves C jk , C jl and C kl passing through cusp c i .
Proof. From the expansions given above we deduce that Φ 0 vanishes on three of the six C ij . On the other three C ij the first component vanishes, while second component is a non-zero modular forms of weight 8 on Γ 0 (3). Since it vanishes on the intersections of the C ij we see that there cannot be more zeros in view of the formula for the number of zeros of a modular form on Γ 0 (3).
Forms in S
Recall that according to [4] the form ζ satisfies the identity ζ = c ζ 0≤i≤5 ϑ i ∈ S 6 (Γ[ √ −3], det) with c ζ ∈ C * and ϕ k = ϑ 3 k for 0 ≤ k ≤ 2. We form the bracket with one of the forms ϕ k with k = 0, 1, 2:
So we can divide by
. More generally we put
and obtain thus six elements in The Fourier-Jacobi expansion of the second component of 6γ 12 is
, and the expansion of γ (2) 13 (resp. γ
14 ) is obtained by substituting (ρY, ρ 2 Z) (resp. (ρ 2 Y, ρZ)) for (Y, Z); the expansion for 6γ (2) 34 is
and then γ (2) 23 and γ (2) 24 are obtained by subsituting (ρ 2 Y, ρZ) (resp. (ρY, ρ 2 Z)). The relation between the γ ij and the Φ i is as follows.
Proof. The proof is just a computation. 
This form behaves in the right way; the only thing to check is that it is holomorphic and a cusp form. Since the divisor of zeta consists of the six curves C ij we have to check holomorphicity along these curves. But Ψ 1 is S 4 -invariant, hence it suffices to check this along one of the C ij . This can be read off from the Taylor expansion. The forms Ψ 1 vanishes at the cusp ∞. The Fourier-Jacobi expansion of the second component of Ψ 1 is up to a non-zero factor
2 ) is defined as F/ζ with F given by
and the second component of Ψ 2 has Fourier-Jacobi expansion (up to a non-zero factor)
The group S 4 acts on Ψ 2 by the sign character. We finish by calculating some wedge products. The form Ψ 1 ∧ Ψ 2 is an S 4 -anti-invariant scalar-valued modular form of weight 18 with trivial character; in fact,
with c ∈ C * given in (7) . One can also calculate the wedge of Ψ 1 with the space S 1,7 (Γ[ √ −3], det ): we have 
Low Weight Eisenstein Series
In this section we construct Eisenstein series of low weight for our Picard modular group Γ[ √ −3]. Note that by Proposition 5.1 the weight of a non-trivial Eisenstein series in
. Eisenstein series exist if j + k > 4, cf. e.g. [17] .
Proof. Since the group S 4 permutes the cusps it follows that the representation is either
be an invariant or anti-invariant element in the space of Eisenstein series under the action of S 4 . Then the matrix diag(−1, −1, 1) = R 2 corresponds to the transposition (34) and acts on an Eisenstein series E by diag((−1)
From the transformation rule (4) it follows that the constant term is a vector (c (1) , . . . , c (j+1 ) t with zero entries c (m) on places m > 1, cf. the proof of Proposition 5.1. Therefore the action on E is by (−1) k and this proves the proposition.
In general the eigenvalue for T ν with N(ν) = p ≡ 1(mod 3) of an Eisenstein series of weight (j, k) is
and for T −p with p a prime ≡ 2 (mod 3)
Now we look at the remaining cases with j + k ≤ 4.
Proposition 12.2. The non-zero Eisenstein spaces for j + k ≤ 4 are given in the following table as representations of S 4 .
Proof. The cases with (j, k) = (0, 0) and (0, 3) are well-known, cf. Section 7.
The space M 1,1 (Γ[ √ −3], det) is generated by the form
. In fact, after multiplication by ζ our Eisenstein series yields a cusp form of weight (1, 7) and character det 2 . Since in view of (8) the form Ψ 1 does not vanish outside the curves C ij it suffices to check the divisiblity along the curve C = C 34 . This form does not vanish at every cusp. Similarly, the space
, det ) is generated by ϕ i E 1,1 and by the invariant form Ψ 2 /ζ.
Remark 12.3. The eigenvalues of E 1,1 for the Hecke operators are given by formula (9a) and (9b). Note that these eigenvalues are not integral.
The Structure of the Module M 1 of Vector-valued Modular Forms
We shall determine the structure of the M -module M 1 of Picard modular forms. We shall construct generators for the M ℓ 1 and Σ ℓ 1 . In order to see that these generators exhaust Σ 1 we need the following dimension formula:
given in Section 10. In fact, we have the more precise formula for
but assuming (10) it will follow from our proof. In fact, we will show the existence of a submodule of Σ 1 whose graded part of degree k has dimension 3k 2 − 3. Then (10) shows that this exhausts all of Σ 1 , hence we have exhausted Σ i 1 for i = 0, 1, 2 as well. Thus (10) will imply (11).
13.1. The module M 1 = Σ 0 1 . We give a presentation of this module. In particular, we see that as a S 4 -representation we have for k ≥ 1
Here is a table 1 with the multiplicities of the irreducible representations of
Proof. The forms Φ i defined in Section 11 belong to S 1,7 (Γ[ √ −3]) and are linearly independent. As
Take an irreducible S 4 -representation in the kernel. Suppose that it has dimension ≥ 2. Then we have two independent relations 2 i=0 f i Φ i = 0 and 2 i=0 g i Φ i = 0. By suitably subtracting and multiplying with elements of M and using the action of S 4 we obtain a non-trivial relation h 1 Φ 1 + h 2 Φ 2 = 0 which implies that Φ 1 ∧ Φ 2 is zero, contradicting relation (6) . Hence any non-trivial relation corresponds to a 1-dimensional subspace. But this implies that the relation is essentialy unique: if we had two such relations that are independent over M we would obtain by the same argument Φ 1 ∧ Φ 2 = 0. One can then check that (for k ≥ 1) the dimension of dim 
This results in the following table for the irreducible representations con- Proof. Note that by (8) we have Ψ 1 ∧ Ψ 2 = 0, so there are no relations between Ψ 1 and Ψ 2 . This together with the dimension formula proves our claim.
Remark 13.5. The form Ψ 1 is a lift of
in S 8 (Γ 0 (9)) with f + + f − lying in the so-called 'plus space'; Ψ 1 has eigenvalues λ ν = a(p) + ν 2ν5 for ν with N(ν) = p ≡ 1 (mod 3).
14. The structure of M 2 14.1. The module M 0 2 = Σ 0 2 . We begin by constructing some modular forms.
Proof.
from which it is obvious that we can divide by ϕ 1 ϕ 2 . The stabilizer in S 3 of the space spanned by Φ 0 ∈ S 1,7 (Γ[ √ −3]) is isomorphic to S 3 and the orbit of ϕ 1 is {ϕ 1 , −ϕ 2 , ϕ 2 − ϕ 1 }; we thus see that we can divide by ϕ 2 − ϕ 1 and obtain a modular form in M 2,5 (Γ[ √ −3]). Using the explicit formulae of the functions ϑ 1 and ϑ 2 , we see that the Fourier-Jacobi expansion of the form
at the cusp (1 : 0 : 0) has no constant term and using the action of the group S 4 on the cusps, we see the same at the other cusps.
We now put
with Fourier-Jacobi expansion of the last component of D 0
and by the action of R 3 we get forms D 1 and D 2 whose Fourier-Jacobi expansion is obtained by substituting (ρ i Y, ρ 2i Z) (i = 1, 2) for (Y, Z). These are linearly independent and generate a S 4 -representation of type s [3, 1] . We have Φ 0 ∧ Φ 1 = cζ 2 ϕ 2 , Φ 0 ∧ Φ 2 = −cζ 2 ϕ 1 and Φ 1 ∧ Φ 2 = cζ 2 ϕ 0 and from this we get
We conclude: Lemma 14.2. We have the identity
We now have the structure of Σ 0 2 : Theorem 14.3. The M -module Σ 0 2 is generated by the three modular forms D 0 , D 1 and D 3 of weight (2, 5) that generate a S 4 -representation of type s [3, 1] : for k ≥ 0 we have
Proof. Suppose that there is a relation 
and observing that these are holomorphic using the expansion along the C ij . The action of S 4 thus gives rise to forms
2 is generated by the three modular forms
is a non-zero multiple of ζ 3 , and this shows that there can be no relations between these generators. The dimension formula now implies the result. 14.3. The module M 2 2 . Theorem 14.5. The M -module M 2 2 is freely generated by an S 4 -invariant form K 2 of weight (2, 2), an S 4 -anti-invariant form K 5 of weight (2, 5) and an S 4 -invariant form K 8 of weight (2, 8) :
We give the irreducible representations in Proof. The form K 2 = Sym 2 (E 1,1 ); it has an alternative description as
with a non-zero rational function, hence by Lemma 14.2 does not vanish. This implies that there can be no relations over M between these generators. Therefore these elements generate a Mmodule with graded piece of dimension (3 k 2 + 3 k + 2)/2. By the dimension formula (see Section 10) these generators thus exhaust the whole module M 2 2 .
15. The structure of M 0
3
In this section we give the structure of the M -modules M 0 3 and Σ 0 3 . We start by constructing Eisenstein series in weight (3, 3) . For this we define
for i = 0, 1, 2 (taken mod 3) and 
with c 2 ∈ C * Proof. Just as above in the proof of Lemma 14.1 we see that Sym 3 (F 0 ) is divisible by ϕ 2 1 ϕ 2 2 and then using the action of S 4 one checks that it is also divisible by (ϕ 1 − ϕ 2 ) 2 . The form E 0 + E 1 + E 2 − E 3 is anti-invariant under S 4 and for i = 0, 1, 2 the forms 4E i + E 3 − (E 0 + E 1 − E 2 ) generate a S 4 -representation s[2, 1, 1]. One calculates the Fourier-Jacobi expansion of these series. For example one finds for the 4th component of E 0 the expansion One also checks that the coefficient of w in the Fourier-Jacobi expansion of
but that E 3 does not vanish at the first cusp. From these facts the proof can be deduced.
The E i are Hecke eigenforms with eigenvalues as given in formulas (9a) and (9b). Proof. By Lemma 15.1 there can be no relations between the E i with coefficients in the vector space M k . Therefore these Eisenstein series generate a M -module with as graded part of weight 3k + 3 a vector space M 3,3k+3 of dimension equal to 4 dim M 3k . The dimension formula says that the dimension of M 3,3k+3 equals 2k 2 + 6k + 4. This shows that the E i generate the whole module.
It is easy to check that the forms G 0 =ϕ 2 E 1 − ϕ 1 E 2 + (ϕ 2 − ϕ 1 )E 3 , 
generates a representation of type s [3, 1] . Writing the forms in terms of multiples of E i with 0 ≤ i ≤ 3 with coeffients from M 6 (Γ[ √ −3]) it is obvious that we have the invariant relation
We also have an s[3, 1]-space of relations generated (under the S 4 -action) by the following relation between the elements K 02 = ϕ 0 E 2 , K 12 = ϕ 1 E 2 , K 23 = (ϕ 1 − ϕ 0 )E 3 and K 13 = (ϕ 2 − ϕ 0 )E 3 of S 3,6 (Γ[ √ −3]):
that generates a space of relations of type s [3, 1] Theorem 15.3. The M -module Σ 0 3 is generated by the S 4 -orbits of the forms G 0 , H 1 and J 0 . The relations are generated over M by the S 4 -orbits of the relations R4 and R5.
Proof. We know that the dimension of M 3,3k+3 = 2k 2 + 6k + 4 for k ≥ 0, hence dim S 3,3k+3 = 2k 2 + 6k. Any element of S 3,3k+3 can be written as a linear combination 3 i=0 ǫ i E i with ǫ i ∈ M 3k a modular form that vanishes in the cusp where E i does not vanish. It is easy to see that these are generated by the G i , H i and the orbit of J 0 .
Eigenvalues of Hecke operators
In this section we shall give a number of eigenvalues for vector-valued modular forms. A number of modular forms we encountered are lifts from U (1) or GL(2). In general there are Kudla lifts ( [9, 10] )
with ℓ ≡ a(mod 3). Another type of lifts is given in [14] S a+b+3 (Γ 1 (3)) → S a,b+3 (Γ[ √ −3], det 2 )
In the first case the eigenvalues for T ν are a(p)ν a+1 +ν a+b+2 and in the second case they are of the form a(p) + ν a+1νb+1 . In all tables below the cusp form is not a lift and corresponds to a 3-dimensional Galois representation. 
