This paper describes a computational architecture for an interconnected high speed distributed computing system for generalized bilateral control of robot arms. The key method of the architecture is the use of fully synchronized, interrupt driven software. Since an objective of the development is to utilize the processing resources efficiently, the synchronization is done in the hardware level to reduce system software overhead. The architecture also achieves a balanced load on the communication channel. The paper also describes some architectural relations to trading or sharing manual and automatic control.
INTRODUCTION
Generalized bilateral control of robot arms denotes two capabilities:
(i) the master arm is not a replica of the slave arm and (ii) sensor information generated on the slave arm can backdrive the master arm giving a sense of force or torque to the operator. These capabilities imply that (i) the same master arm can be employed for the control of different robot arms, (ii) the master arm is equipped with actuators and (iii) the kinematic and dynamic control relation between master and slave arms must be established through mathematical transformations which usually are computation intensive.
In space telerobotic applications, the master and slave arms are far away from each other.
Therefore, the control computations will have to be performed at two locations: one computing node is required at the master arm site in the control station and another computing node is required at the remote slave arm site. The nature of this distributed computation requires a tightly integrated computational architecture within each computing node and between the two nodes. For this reason a multibus computing architecture was selected. Multiple bus masters operating in a closely coupled environment enable sharing of information from various sources within a processing node. The ability to share memory space makes it easy to synchronize multiple processors in order to coordinate telerobot control and associated sensor data handling in real time.
In the first part of the paper, our general computation design choices will be presented.
In the second part of the paper, the present status and capabilities of our laboratory system will be described with brief indication of future developments.
GENERAL DESIGN CHOICES a. Choice of processor
In general one would like to work with as fast a processor as possible. A processor's speed is usually determined by its "word" size (whether 8, 16 or 32 bits wide), its clock rate, and the programming language used (microcode, assembly, high level). Since we would like to build a system that can later be flight qualified, our choice of processor is limited.
For a processor to be flight qualified it has to meet several requirements.
The most important of these is radiation immunity or radiation hardening (rad-hard). When the rad -hard version of a processor is designed additional components are added so the candidate processor should have a relatively small die -size to leave room for additional components. We choose the NS32000 family of processors because of its small die -size and small component count. The particular processor we use today is the NS32016 that already has both a CMOS and a rad -hard version on the market.
b. Inter -processor communication
For inter -processor communication a high bandwidth bus is the generally accepted method.
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GENERAL DESIGN CHOICES a. Choice of processor
In general one would like to work with as fast a processor as possible. A processor's speed is usually determined by its "word" size (whether 8. 16 or 32 bits wide), its clock rate, and the programming language used (microcode, assembly, high level). Since we would like to build a system that can later be flight qualified, our choice of processor is limited. For a processor to be flight qualified it has to meet several requirements. The most important of these is radiation immunity or radiation hardening (rad-hard). When the rad-hard version of a processor is designed additional components are added so the candidate processor should have a relatively small die-size to leave room for additional components. We choose the NS32000 family of processors because of its small die-size and small component count. The particular processor we use today is the NS32016 that already has both a CMOS and a rad-hard version on the market.
b. Inter-processor communication
For inter-processor communication a high bandwidth bus is the generally accepted method. Since the 32016 is available on a development board that has a MULTIBUS interface, MULTIBUS was chosen. Being 16 bits wide the MULTIBUS bandwidth is lower than more recent 32 bit busses such as the VME. But even the MUTLIBUS bandwidth substantially exceeds our needs so using it did not hamper the performance of our system. From software point of view the MULTIBUS is transparent. It causes portions of memory to be shared between processors.
c. Motor control hardware Due to our advanced requirements, we developed our own motor control system called UMC, Universal Motor Controller. This includes PWM power amplifiers and high speed CMOS logic components, all integrated into the MULTIBUS cardcage, but not interfaced to the MULTIBUS. For a detailed description of the UMC refer to Reference 1.
d. Motor control interface to processors
Since the motors should be servoed at high rates, this interface is critical to the performance of the entire system. A direct bus interface was chosen called BLX bus. The addressing method on this bus is such that multiple joints can be written to simultaneously, but, of course, only one can be read at a time.
The data path on this bus is 16 bits wide. From software point of view, the joint parameters are memory mapped.
e. Programming language and development environment
The choice of development environment is a most crucial decision. Most problems in developing complex systems arise from insufficient control over what is going on in the system. This often results when high level languages are used since the compiler "takes care" of many issues thereby rendering the program developer unaware of problems. The result is reduced control over what is happening in the system, and increased development time.
The best possible development system is a fast editor, fast compiler, fast downloader, and the ability to combine assembly language routines with high level modules such as having a good C compiler and a fast assembly language library with many functions in it.
Our system was developed entirely in assembly language using IBM -ATs as host machines, and a development system that was written in-house. The editor and downloader are fast. To save time the TDS assembler was used which is not ideal to do the job due to its slow operation.
Our editor is such that it simultaneously changes the program in the ATs memory and in the 32000 memory so downloading is not necessary after editing the file. Simultaneously another development environment is being worked on. This uses an NSC 32032 coprocessor plugged into an IBM -AT with substantial amount of memory (4 Mbytes) and disk space (70 Mbytes) using an Ethernet line to download programs. This development environment will make it possible to integrate C and assembly programs efficiently.
The 32000 family assembly language has proven to be an extremely friendly and efficient one.
Program development time was found to be comparable or better than using C for the same job.
The use of assembly language made it possible to fully utilize the processors' time and to have complete control over the events in the cardcage.
One key method that greatly reduces program development time is the use of a frame program.
Our frame program contains the initialization, sample output of a number to the screen, all the code for all of the interrupts such as serial ports, parallel port, power failure, incoming multibus interrupts, sample code for generating interrupts and so on. Then a new program was made by making a copy of this frame and erasing the things not needed, and adding the computations particular to this program. This method eliminates the time needed to find out how to do something by looking at old listings, books and so on. Everything or most things were already in there. The programmer could concentrate on what to do instead of how. This also renders the programs uniform and making it easier to follow their operation.
f. Motor control algorithm
The motor control program is generated by the UMC code generator on both Hand Controller (HC) and robot sides.
Both sides are presently in the position mode. The HC side imports its position gain from the shared memory, so the high level processor has control over the strength of the "software spring" (position mode feels like a spring pulling back to the center) when the "software spring" is used.
On the robot side the gains are fixed, they can only be changed from the terminal interfacing to the UMC. The position setpoints are imported from the shared memory. This is a very rudimentary robot control method. We are planning to improve it. But due to the high servo rates it works fairly well.
The biggest error is due to the friction and stiction of the joints. The second biggest error is due to gravity. We are planning on incorporating stiction, viscous friction and Coulomb friction compensation into the UMC servo code while gravity will be cancelled out by feedforward coming from one of the high level processors.
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The 32000 family assembly language has proven to be an extremely friendly and efficient one. Program development time was found to be comparable or better than using C for the same job. The use of assembly language made it possible to fully utilize the processors' time and to have complete control over the events in the cardcage.
One key method that greatly reduces program development time is the use of a frame program. Our frame program contains the initialization, sample output of a number to the screen, all the code for all of the interrupts such as serial ports, parallel port, power failure, incoming multibus interrupts, sample code for generating interrupts and so on. Then a new program was made by making a copy of this frame and erasing the things not needed, and adding the computations particular to this program. This method eliminates the time needed to find out how to do something by looking at old listings, books and so on. Everything or most things were already in there. The programmer could concentrate on what to do instead of how. This also renders the programs uniform and making it easier to follow their operation.
f. Motor control algorithm
The motor control program is generated by the UMC code generator on both Hand Controller (HC) and robot sides. Both sides are presently in the position mode. The HC side imports its position gain from the shared memory, so the high level processor has control over the strength of the "software spring" (position mode feels like a spring pulling back to the center) when the "software spring" is used. On the robot side the gains are fixed, they can only be changed from the terminal interfacing to the UMC. The position setpoints are imported from the shared memory. This is a very rudimentary robot control method. We are planning to improve it. But due to the high servo rates it works fairly well. The biggest error is due to the friction and stiction of the joints. The second biggest error is due to gravity. We are planning on incorporating stiction, viscous friction and Coulomb friction compensation into the UMC servo code while gravity will be cancelled out by feedforward coming from one of the high level processors.
q. Algorithms for high level computations (transformations)
In our terminology high level refers to the computations outside the UMC joint servo processor. There are several alternatives that would all achieve the basic goal of position tracking from the HC on the robot side. In the method chosen the robot side node receives a sequence of points in the Cartesian space that describe the trajectory to be followed. This trajectory is transformed to robot joint coordinates using the inverse kinematic transformation of the Puma 560. The generated joint setpoints are then supplied to a position servo on the joint level.
An alternative method would be to compute the Cartesian position of the end effector, compute the error and the servo action in Cartesian space, then use the inverse Jacobian to distribute the servo torque among the joints.
The reason the joint level servo was chosen is that it results in a system that nicely falls apart to individually testable pieces.
It also makes it possible to keep the UMC software robot independent, and it has minimal computational requirement.
On the HC side a simple method is used currently.
Instead of doing a full forward kinematic computation, the HC joint angles are used as task space commands since they are good approximations of the Cartesian coordinates.
For a description of the HC see Reference 2. Another important issue is the use of interpolation. Interpolation has two benefits. One is that it makes it possible to use a higher servo rate on the joint level than the rest of the system. This is important because the joint level servo rate determines the maximum gain that can be used.
If high gains are used the position tracking accuracy is improved.
Another advantage is that it reduces the communication bandwidth needed.
Since in our system we took special care to reduce the communication bandwidth by methods other than interpolation, and, since the kinematic transformations were computed at a high rate, we opted not to use interpolation.
h. The use of communication channel
The communication channel has to be narrow, i.e. the communication bandwidth has to be reduced if the cost is not too high.
Since there are six degrees of freedom in the system, clearly the minimum information that has to be passed via the communication channel is the value of six numbers. Since the robot moves on a continuous trajectory with limited velocity it requires a smaller bandwidth to transmit the change in position than the position itself.
Since this change is limited the method imposes a velocity limit on the In our current system the position is measured in 1 /10th of a millimeter units, the servo rate is 1000 Hz, the change transmitted is in the -7 to +7 range so our robot velocity limit is 0.7 meter /sec.
The orientation is measured in 1/4096th of a radian units, so the angular velocity limit is about 1.75 rad /sec.
Besides being more effective in terms of channel bandwidth, the relative communication method has the added benefit of being error tolerant.
A bit error in the transmission causes robot motion error of up to 0.7 millimeters.
In an absolute communication system, the robot motion caused by a bit error is only limited by the work volume of the robot and its ability to accelerate.
The communication channel has to transmit additional information besides the desired robot position, and a method must exist to find the framing i.e. which data belongs to which degree of freedom. The total number of bytes we transmit is 8 per servo loop.
The first byte is a hex 55. This is easy to sync to since its bits are alternating Os and ls. This is followed by six bytes that are the changes of position in each degree of freedom. Of these bytes only the least significant four bits are used to represent a number in the range --7 to +7. This is followed by the trailing byte that carries additional information currently not used.
In order to be able to carry a lot of data in the trailer byte a "long cycle" is defined.
The long cycle is 96 servo loops long, and its beginning is marked by changing the header byte from hex 55 to hex aa. This makes it possible to copy a 96 byte long memory area byte at a time to the receiver side.
The receiver receives a new copy of this range of memory ovet ten times a second. Of course, a piece of data may have multiple copies within this memory range if higher rate is desired.
If the temporal distribution of data is uneven, this necessitates a higher bandwidth channel than the number of bytes actually transmitted over the line. So any communication method that results in non -periodic transmission is an unsubstantiated waste of channel bandwidth resulting in worse than achievable bit error rate and quality of control. In our system we used a periodic transmission.
A single byte is transmitted every
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The communication channel has to transmit additional information besides the desired robot position, and a method must exist to find the framing i.e. which data belongs to which degree of freedom. The total number of bytes we transmit is 8 per servo loop. The first byte is a hex 55. This is easy to sync to since its bits are alternating Os and Is. This is followed by six bytes that are the changes of position in each degree of freedom. Of these bytes only the least significant four bits are used to represent a number in the range -7 to +7. This is followed by the trailing byte that carries additional information currently not used. In order to be able to carry a lot of data in the trailer byte a "long cycle" is defined. The long cycle is 96 servo loops long, and its beginning is marked by changing the header byte from hex 55 to hex aa. This makes it possible to copy a 96 byte long memory area byte at a time to the receiver side. The receiver receives a new copy of this range of memory over ten times a second. Of course, a piece of data may have multiple copies within this memory range if higher rate is desired.
If the temporal distribution of data is uneven, this necessitates a higher bandwidth channel than the number of bytes actually transmitted over the line. So any communication method that results in non-periodic transmission is an unsubstantiated waste of channel bandwidth resulting in worse than achievable bit error rate and quality of control. In our system we used a periodic transmission. A single byte is transmitted every 125 microseconds.
The observed error rate was ten to the minus 7th using a 25 foot unshielded flat cable with an 8255 parallel port on each end.
i. Implementation of numeric algorithms
The implementation could have been 4 or 8 byte float or fixed point (i.e. integer). For performance reasons 4 byte binary fixed point arithmetic was used. The position and length are represented in 1 /10th of a millimeter units, the sine cosine values with 12 binary point accuracy (1/4096), the angles either in radians with 12 binary points or in the natural encoder count units of the particular joint.
j. Code activation methods
After a particular algorithm is encoded into assembly language form, it has to be ensured that the code is executed in a controlled manner, i.e., with the right periodicity.
There are several ways of activating code:
1. Jump to the beginning of the code, jump away from the end of it.
2. Call the beginning of the code, execute a return at the end.
3. Interrupt to the beginning, interrupt return at the end.
4. Insert code into other code wherever it is used.
Distinction must be made among these methods based on how much overhead they impose and how tightly they control the moment when the code is activated. The overhead is none in This method is used in case of assembly or C macro statements.
A small overhead is imposed by 1 and 2.
From overhead point of view 3 is the worst. In terms of controlling the moment the code is activated 1,2,4 are only as good as the temporal accuracy of the activating code.
From timing point of view the use of interrupts is superior. The kind of system we have is characterized by several stages of processing, every stage using the data generated by the previous stage of processing. If the time when the computations are started is uncontrolled the data has to wait an undetermined time before it is further processed. This is the case of a non -synchronized system. A further disadvantage of a non -synchronous system is that the relative time of events in the cardcage randomly changes exploring all possible combinations over time.
If there is a single bad combination of events it will sooner or later cause hard to find errors.
In a synchronized system all combinations of events happen in a very short time so if it works the first 1 /10th of a second it will keep working forever.
Besides being synchronized, all computations that are in the same pipeline should be performed at exactly the same rate.
If there is a substantial rate difference between consecutive processes, then either a substantial portion of the first processor's results is lost (wasting the first processor's time) or the second processor does its computation on the same data more than once (wasting the second processors time).
If there is very little rate difference between the two consecutive stages, then the wasted processor time is not significant. The problem manifested in that case is beating. For example, if one processor runs at a 1000 Hz rate, the other at 999, then every second the delay will be 1 millisecond more than normal.
This causes a i Hz oscillation on the output along with its harmonics 2,3,4 and so on. That may excite mechanical vibration or have an adverse effect otherwise.
There are several ways of synchronizing processes. One common way is to cause one processor to wait in a loop until a bit is changed in shared memory.
This we don't find attractive since the periodic checking of bits abuses the inter -processor bus bandwidth. All synchronization should be done via the use of interrupts.
The only disadvantage interrupts have is the relatively long time needed to save the return address and registers before the interrupt code starts execution.
Interrupts are widely used for transmitting and receiving of ports in almost every computer system. The MULTIBUS environment provides 8 lines for inter -processor interrupts. In case of the 32016 -10 we measured a 12.5 microseconds interrupt setup time.
This does not include the time needed to save any of the registers. The cleanup time is similar, so an interrupt creates about 25 microseconds overhead.
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There are several ways of synchronizing processes. One common way is to cause one processor to wait in a loop until a bit is changed in shared memory. This we don't find attractive since the periodic checking of bits abuses the inter-processor bus bandwidth. All synchronization should be done via the use of interrupts.
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Vector cycling means that an interrupt does not have a fixed vector but the vector is changed depending on external conditions. The interrupt vector may be changed by the interrupt routine itself or by any other part of the program.
This method is very powerful in the solution of many problems. It is easier to program than conditional branches and it uses less processor time. Vector cycling and the use of the static base make it possible to write 2 line interrupt routines that are functional.
Code modification means replacing an instruction or string of instructions in the interrupt routine at runtime.
For example, replacing an add with a sub may change the sign of the outcome without having to insert conditional branches into the program. Code modification has to be used when the number of alternative interrupt routines becomes too high to be handled by vector cycling. Code modification saves space as well as time.
Code generation is required when the number of combinations is so high that it cannot be handled by any other method.
It refers to building the interrupt routine from predefined building blocks. This is commonly done by compilers. Vector cycling and code modification are not widespread methods. We use both methods in our system.
k. Shared memory and ports
Shared memory does not require any additional hardware since the DB32016 development board used has jumper selectable options to make all or portions of its memory available to the rest of the processors via the MULTIBUS.
This bank of memory is addressed by its MULTIBUS address from all processors except the one whose memory it is part of. This processor uses its private address. The arbitration is done by hardware, there is no software overhead because of memory arbitration.
The DB32016 board has a parallel (8255) and two serial ports. If possible the use of MULTIBUS mapped ports should be avoided to reduce bus bandwidth usage. We do not use any other ports than the processors' own.
LABORATORY SYSTEM DESCRIPTION
The currently existing laboratory system as a whole is shown in Figure 1 . The robot and its computer controller is shown in Figure 2 , and Figure 3 shows the HC and its computer controller. Figure 4 shows the HC in vertical use.
There are two computing nodes, local and remote node. The local node is where the operator sits with the HC in his hand, commanding the robot's motions. The remote node consists of the robot and the associated electronics.
Each node is built around a MULTIBUS which is housed in a cage together with the power and PWM amplifiers; see The use of the static base register is important since it is set up and restored by the interrupt, so there is no additional overhead relating to the use of the static base register. This static base is specified by the module table and may be different for every interrupt in the processor.
Vector cycling means that an interrupt does not have a fixed vector but the vector is changed depending on external conditions. The interrupt vector may be changed by the interrupt routine itself or by any other part of the program. This method is very powerful in the solution of many problems. It is easier to program than conditional branches and it uses less processor time. Vector cycling and the use of the static base make it possible to write 2 line interrupt routines that are functional.
Code modification means replacing an instruction or string of instructions in the interrupt routine at runtime. For example, replacing an add with a sub may change the sign of the outcome without having to insert conditional branches into the program. Code modification has to be used when the number of alternative interrupt routines becomes too high to be handled by vector cycling. Code modification saves space as well as time.
Code generation is required when the number of combinations is so high that it cannot be handled by any other method. It refers to building the interrupt routine from predefined building blocks. This is commonly done by compilers. Vector cycling and code modification are not widespread methods. We use both methods in our system.
k. Shared memory and ports
Shared memory does not require any additional hardware since the DB32016 development board used has jumper selectable options to make all or portions of its memory available to the rest of the processors via the MULTIBUS. This bank of memory is addressed by its MULTIBUS address from all processors except the one whose memory it is part of. This processor uses its private address. The arbitration is done by hardware, there is no software overhead because of memory arbitration.
LABORATORY SYSTEM DESCRIPTION
There are two computing nodes, local and remote node. The local node is where the operator sits with the HC in his hand, commanding the robot's motions. The remote node consists of the robot and the associated electronics. Each node is built around a MULTIBUS which is housed in a cage together with the power and PWM amplifiers; see .# memory from the FK processor. According to these parameters it generates the servo code that operates the HC in the position mode.
The position gains and the setpoints are imported from the FK processor's shared RAM.
The maximum speed at which the UMC could operate is beyond 1500 Hz.
Its servo loop is started via one of the MULTIBUS interrupt lines by the FK processor at a 1000 Hz rate. At the end of the servo loop the UMC exports the most recent joint coordinates to the shared memory as six numbers, four byte integers each.
The shared memory is supplied by the FK processor, one quarter of its memory is jumper configured to be accessible from the MULTIBUS.
Currently, this is the only board in the local node chassis besides the above described 3 boards that are part of the UMC. The FK processor is the central clock of the system providing interrupts to synchronize both nodes. The most frequent interrupt on this processor is generated at a 125 microsec interval, timed by a counter in the interrupt controller unit.
This interrupt is directed to one of 18 interrupt service routines. The action taken by these is dependent on the phase of the system.
There are 8 phases as follows:
The new HC positions are imported from the shared memory. The calculation of the HC X coordinate is done. The header byte is transmitted (55 or as if beginning of long cycle).
-Phase 2:
The Y coordinate is computed. The 4 bit change in the X coordinate is transmitted.
-Phase 3:
The Z coordinate is computed.
The change in the Y coordinate is transmitted. The UMC servo interrupt is triggered.
-Phase 4:
The pitch coordinate is computed. The change of Z is transmitted.
-Phase 5:
The yaw coordinate is computed. The change of the pitch is transmitted.
-Phase 6:
The roll coordinate is computed. The change of the yaw is transmitted.
-Phase 7: The change of the roll is transmitted.
-Phase 8: The next byte of the parameter area is transmitted as trailer byte. The shared memory is supplied by the FK processor, one quarter of its memory is jumper configured to be accessible from the MULTIBUS. Currently, this is the only board in the local node chassis besides the above described 3 boards that are part of the UMC. The FK processor is the central clock of the system providing interrupts to synchronize both nodes. The most freguent interrupt on this processor is generated at a 125 microsec interval, timed by a counter in the interrupt controller unit. This interrupt is directed to one of 18 interrupt service routines. The action taken by these is dependent on the phase of the system. There are 8 phases as follows:
-Phase 1:
The new HC positions are imported from the shared memory. The calculation of the HC X coordinate is done. The header byte is transmitted (55 or aa if beginning of long cycle).
The Y coordinate is computed, transmitted.
The 4 bit change in the X coordinate is -Phase 3: The Z coordinate is computed. The change in the Y coordinate is transmitted. The UMC servo interrupt is triggered.
-Phase 4: The pitch coordinate is computed. The change of Z is transmitted.
-Phase 5: The yaw coordinate is computed. The change of the pitch is transmitted.
-Phase 6: The roll coordinate is computed. The change of the yaw is transmitted.
-Phase 8: The next byte of the parameter area is transmitted as trailer byte.
Even within the same phase the interrupt routine is not always the same.
In phase 1 there are four routines. Their use depends on whether the X degree of freedom is in position or rate mode and whether the header byte transmitted is the beginning of a long cycle or normal.
In phases 2 to 6 there are two routines for every phase, one for position one for rate mode.
Phases 7 and 8 only have one service routine each.
Instead of doing a full forward kinematic computation the current method employed uses the HC joint coordinates as Cartesian positions and as pitch, yaw, and roll coordinates, and does a simple linear transformation with a user selectable gain factor.
An interesting feature of the FK computation is the "slip ".
Slip means that when the HC is moved too fast for the robot to follow, the robot will simply lag behind and it will not catch up when the HC slows down. This can be used similarly to indexing, but the user does not have to touch the keyboard. The robot can be moved outside the normal HC work envelop by moving the HC suddenly back to the center when the limit is reached. Slowly moving out again will cause the robot to go further in the same direction. Slip can be disabled by code modification from the user interface.
With the slip disabled the robot will maintain the position correspondence unless indexing is explicitly commanded.
The only other interrupt in the FK program is the serial port that provides the keyboard interface.
This interrupt inserts the incoming character into a ring buffer from where it is removed by the user interface. The user interface is the main program, enables the user to change the following parameters at runtime:
Gain multiplier HC software spring intensity Position or rate mode Enable /freeze Spring on /off Global or individual indexing Velocity limit Slip on /off All of these parameters can be changed on any degree of freedom independently of the others.
Note that "enable" permits to freeze HC commands in any task coordinate.
For instance, by disabling forward command, the robot can only move in a frontal vertical plane. The forward motion in this case can be referenced to force or proximity sensor information.
The parameter indicators appear as menus on the user interface CRT as shown in Tables 1   and 2 . The transmission of data from the local to the remote node is done via an 8255 parallel port.
Whenever a byte is transmitted a pulse is emitted on a clock line to indicate transmission of the byte.
b. Remote node
The remote node has a UMC identical in both software and hardware to the local node. The generated code is different slightly.
The robot position gains are changeable from the UMC user interface keyboard only.
Besides the UMC there are currently two processors in the remote cardcage. The use of two processors is not justified by the current computational need. The additional one was included to ease future expansion. The one called RC does the receiving of data from the parallel line. Whenever a new byte comes in it triggers an interrupt (8 kHz rate). Even within the same phase the interrupt routine is not always the same. In phase 1 there are four routines. Their use depends on whether the X degree of freedom is in position or rate mode and whether the header byte transmitted is the beginning of a long cycle or normal. In phases 2 to 6 there are two routines for every phase, one for position one for rate mode. Phases 7 and 8 only have one service routine each.
Instead of doing a full forward kinematic computation the current method employed uses the HC joint coordinates as Cartesian positions and as pitch, yaw. and roll coordinates, and does a simple linear transformation with a user selectable gain factor.
An interesting feature of the FK computation is the "slip". Slip means that when the HC is moved too fast for the robot to follow, the robot will simply lag behind and it will not catch up when the HC slows down. This can be used similarly to indexing, but the user does not have to touch the keyboard. The robot can be moved outside the normal HC work envelop by moving the HC suddenly back to the center when the limit is reached. Slowly moving out again will cause the robot to go further in the same direction. Slip can be disabled by code modification from the user interface. With the slip disabled the robot will maintain the position correspondence unless indexing is explicitly commanded.
The only other interrupt in the FK program is the serial port that provides the keyboard interface. This interrupt inserts the incoming character into a ring buffer from where it is removed by the user interface. The user interface is the main program, enables the user to change the following parameters at runtime:
Gain multiplier HC software spring intensity Position or rate mode Enable/freeze Spring on/off Global or individual indexing Velocity limit Slip on/off All of these parameters can be changed on any degree of freedom independently of the others.
Note that "enable" permits to freeze HC commands in any task coordinate. For instance, by disabling forward command, the robot can only move in a frontal vertical plane. The forward motion in this case can be referenced to force or proximity sensor information.
The parameter indicators appear as menus on the user interface CRT as shown in Tables 1  and 2 . The transmission of data from the local to the remote node is done via an 8255 parallel port. Whenever a byte is transmitted a pulse is emitted on a clock line to indicate transmission of the byte.
The remote node has a UMC identical in both software and hardware to the local node. The generated code is different slightly. The robot position gains are changeable from the UMC user interface keyboard only.
Besides the UMC there are currently two processors in the remote cardcage. The use of two processors is not justified by the current computational need. The additional one was included to ease future expansion. The one called RC does the receiving of data from the parallel line. Whenever a new byte comes in it triggers an interrupt (8 kHz rate). This interrupt cycles through 8 phases similarly to the transmitter side. When the line is disconnected or framing is lost for some reason, control is transferred to a different chain of interrupts that waits for the signal to recover. When framing is OK for at least 300 milliseconds this receiver reactivates the normal interrupt chain. After all 6 coordinates have been received the processor computes the new Cartesian robot coordinates and places them into the portion of its memory that is shared with the other processors in the cardcage. The RC processor indicates normal framing by blinking an LED and it also outputs the Cartesian coordinates to the screen if a terminal is connected to it. Immediately after placing the numbers into the shared RAM, the RC processor emits a pulse on one of the MULTIBUS interrupt lines, triggering the inverse kinematic procedure on the IK processor.
The IK processor has a slightly more elaborate interrupt system. The following interrupts are active on it:
-Inverse kinematic computation -Serial port 1 receive -Serial port 1 transmit -Serial port 0 receive
The inverse kinematic computation is activated via the MULTIBUS by the RC processor. The RIK algorithm we use has been reformulated compared to the generally used PUMA IK algorithm to improve its ability of handling hand commands at singularities and to improve the computation time. In particular the elbow zero point was shifted by 2.69 degrees so that the line connecting the wrist center point with the elbow axis is aligned with the upper arm when the elbow is at its newly defined zero position. This made triangulation possible using the wrist center, elbow, shoulder triangle.
The sine, cosine functions are computed using Taylor polynomials. Many other functions are computed using lookup tables with linear interpolation between two table elements.
When the computation is finished IK emits an interrupt to the UMC triggering the execution of a servo loop.
A notable property of our IK routine is the way it handles singularities. The arm setting currently is always in the right hand configuration, so the shoulder never enters the singular position. The elbow can become singular when the user tries to reach too far and the arm is not long enough.
Close to the singularity the quality of control deteriorates, but basic control is maintained.
As the joint becomes singular the earlier described code modification is used to replace the elbow computation with one written specifically for singular elbow. When the end point comes back and the elbow comes out of the singularity the singular elbow code activates the code modifier which chooses either upper or lower elbow configuration depending on the sign of the end effector pitch. Pitch up causes lower elbow, pitch down upper elbow configuration.
The wrist singularity behaves the same way. During operation the wrist can become singular and when it comes out of the singularity it picks the more convenient configuration.
A user command (hitting W on the keyboard) exists to force the wrist into the singularity.
If the wrist is in a convenient position hitting W has no effect. If the wrist is twisted and cannot reach the required orientation due to internal topological constraints (the three drive shafts in the lower arm twist and touch each other), hitting W will cause the wrist to go into the alternative, more convenient configuration by turning joint 4 with 180 degrees and flipping joint 5 over.
The way the singularities are handled in this program in manual control mode makes it possible to choose different configurations under algorithmic control of the arm by simply choosing Cartesian trajectories that traverse the singularity. Normally the Cartesian coordinates do not fully specify the joint space coordinates since they say nothing about the configuration.
In our case full control of the robot is possible while commanding it manually in Cartesian space by choosing the trajectory properly, including the singularities.
The serial port i is used to interface to the graphics simulation. An IRIS computer is externally connected to the system and draws a graphics replica of the robot. When the drawing is finished (1 /10th of a second) the IRIS sends a character to the IK serial port 1. This triggers the port i to receive interrupt. This interrupt makes a "snapshot "of the current robot joint coordinates (copies them over to a different memory area) and enables the port to transmit interrupt.
The transmit interrupt cycles through 14 interrupt routines (2 lines each) transmitting the joint coordinates to the IRIS. The last one in the chain disables the interrupt and transmission stops.
The serial port 0 interrupt receives the keyboard characters.
The user interface of the IK processor allows the user to move the robot in Cartesian coordinates to aid in debugging.
SP /E Vol. 851 Space Station Automation III (1987) / 131 disconnected or framing is lost for some reason, control is transferred to a different chain of interrupts that waits for the signal to recover. When framing is OK for at least 300 milliseconds this receiver reactivates the normal interrupt chain. After all 6 coordinates have been received the processor computes the new Cartesian robot coordinates and places them into the portion of its memory that is shared with the other processors in the cardcage. The RC processor indicates normal framing by blinking an LED and it also outputs the Cartesian coordinates to the screen if a terminal is connected to it. Immediately after placing the numbers into the shared RAM. the RC processor emits a pulse on one of the MULTIBUS interrupt lines, triggering the inverse kinematic procedure on the IK processor. The IK processor has a slightly more elaborate interrupt system. The following interrupts are active on it:
A notable property of our IK routine is the way it handles singularities. The arm setting currently is always in the right hand configuration, so the shoulder never enters the singular position. The elbow can become singular when the user tries to reach too far and the arm is not long enough. Close to the singularity the quality of control deteriorates, but basic control is maintained. As the joint becomes singular the earlier described code modification is used to replace the elbow computation with one written specifically for singular elbow. When the end point comes back and the elbow comes out of the singularity the singular elbow code activates the code modifier which chooses either upper or lower elbow configuration depending on the sign of the end effector pitch. Pitch up causes lower elbow, pitch down upper elbow configuration.
The wrist singularity behaves the same way. During operation the wrist can become singular and when it comes out of the singularity it picks the more convenient configuration. A user command (hitting W on the keyboard) exists to force the wrist into the singularity. If the wrist is in a convenient position hitting W has no effect. If the wrist is twisted and cannot reach the required orientation due to internal topological constraints (the three drive shafts in the lower arm twist and touch each other), hitting W will cause the wrist to go into the alternative, more convenient configuration by turning joint 4 with 180 degrees and flipping joint 5 over.
The way the singularities are handled in this program in manual control mode makes it possible to choose different configurations under algorithmic control of the arm by simply choosing Cartesian trajectories that traverse the singularity. Normally the Cartesian coordinates do not fully specify the joint space coordinates since they say nothing about the configuration. In our case full control of the robot is possible while commanding it manually in Cartesian space by choosing the trajectory properly, including the singularities.
The serial port 1 is used to interface to the graphics simulation. An IRIS computer is externally connected to the system and draws a graphics replica of the robot. When the drawing is finished (l/10th of a second) the IRIS sends a character to the IK serial port 1. This triggers the port 1 to receive interrupt. This interrupt makes a "snapshof'of the current robot joint coordinates (copies them over to a different memory area) and enables the port to transmit interrupt. The transmit interrupt cycles through 14 interrupt routines (2 lines each) transmitting the joint coordinates to the IRIS. The last one in the chain disables the interrupt and transmission stops.
The synchronized event sequence time diagram for the whole HC -RC -HC computational process is schematically summarized in Figure 6 . As seen there, the full computational and R/T communication cycle (HC-RC -HC) currently takes 5 msec. Assuming 2 to 3 msec electromechanical response time both at HC and RC, the effective full loop time from operator hand output to operator hand input is about 10 msec. In summary, we have designed and developed a system that can perform HC and robot control at a 1000 Hz servo rate without interpolation. The system is globally synchronized, all stages of processing are done at the same 1 kHz servo rate. The system provides a very high fidelity (about 10 msec) feedback coupling between operator and remote robot arm in position and force modes of control.
A videotape is available showing the performance of the current system, Reference 4.
c. Resource utilization
Resource utilization has to be analyzed to find out what limits will be reached when further improvements are made on the system. The resources and their utilization levels as they stand today are as follows:
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Resource utilization has to be analyzed to find out what limits will be reached when further improvements are made on the system. The resources and their utilization levels as they stand today are as follows: current control software architecture provides an easy base for this transition since in manual mode the transition appears as an "indexing" option to the control system. In shared mode, Reference 3, some degrees -of-freedom of the robot arm in the task space are under manual mode of control, while the remaining degrees -of-freedom in the task space are under automatic control referenced to some sensor or to some world model inputs. The current control software architecture provides an easy base for this shared control mode since the automatically controlled degrees -of-freedom in the task space will appear to the manual control system as "frozen" degrees -of-freedom in the task space.
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