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Optimization is a principle which plays an important role in
various fields of engineering. In practice, an optimization problem
is normally formulated as a mathematical model consisting of an
objective function to optimize and constraints specifying feasible
solutions. Such a problem is generally called a mathematical pro-
gramming problem. The analysis of mathematical programming problems
containing, in particular, nonlinearity in the objective function or
the constraints is called nonlinear programming. Specifically, non-
linear programming involves such diverse fields as characterizing
optimality conditions , clarifying duality correspondences and devel-
oping numerical methods to solve such problems.
The origin of nonlinear programming goes as far back as the
pioneering work of Kuhn and Tucker in 1951. Most attention in the
early years was mainly focused on the theoretical subjects like opti-
mality and duality theories. Later, rapid progress of computer ma-
chineries in the 1960's has made it possible to handle relatively
large and complex problems, and hence the development of efficient
numerical methods has become a major subject of research in this field.
In those years, however, most of the solution techniques were pro-
posed independently and the interrelationship between theory and
practice remained almost neglected. Only recently, it has been rec-
ognized that theory and practice should be integrated to provide
iii
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a unified framework for the study of nonlinear programming. More-
over, one of the recent trends is to study the problems under a
still more general setting and to develop effective numerical methods
applicable to such problems by establishing a theoretical framework
based on new concepts. On the other hand, it is also necessary to
restrict our attention to a certain class of problems and then de-
velop a detailed theory and a most relevant numerical solution tech-
nique .
With these situations in mind, this thesis attempts to present
new ideas and to give some insights into the nonlinear programming
problems. Nonlinear programming is a relatively young field of
study and numerous attempts are now being undertaken extensively.
It seems that nonlinear programming is still less established in
both theory and practice compared with linear programming. The au-
thor hopes that the work contained in the thesis will be helpful for
future research in this growing field.
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This chapter states the historical background and the present
status of nonlinear programming and present the outline of this
thesis.
1.1 Nonlinear Programming
The mathematical programming problem is that of minimizing (or
maximizing) a certain objective function subject to constraints
with respect to decision variables. It is frequently encountered
not only in operations research but also various fields such as
economics, business, engineering, and other social and natural sci-
ences. If the objective function and the constraint functions are
not all linear, the problem is called the nonlinear programming
(NLP) problem in contrast with the linear programming (LP) problem
in which all functions are linear. Moreover, if the objective func-
tion and the constraints are both convex, then the problem is called
the convex programming problem and is of particular importance due
to many nice properties it has.
The area of NLP covers a variety of topics such as devising
methods of finding the optimal solutions, investigating the algo-
rithmic characteristics of those methods, and studying various
types of optimality conditions and duality correspondences. The
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NLP has a history of about thirty years since it became common-
ly recognized as a separate field in operations research. There
still remains, however, a number of subjects not yet resolved,
while LP has almost completely been established in theory via
comprehensive studies of systems of linear equalities and in-
equalities and has extensively been applied in practice as a
powerful tool of decision making.
Nevertheless, starting from the famous pioneering work on NLP
by Kuhn and Tucker and passing through the theory of convex analysis
of Fenchel and Rockafellar who succeeded in outgrowing classical
analysis by systematically replacing differentiability assumptions
by convexity assumptions, a number of important theoretical results
have been obtained up to the present. For convex programming, in
particular, excellent unified theory has been established which
stands comparison with theory for LP.
On the other hand, as to computational aspects of finding
optimal solutions of NLP problems, several general purpose al-
gorithms have been devised in proportion to the progress of
computer machineries in recent years. Those algorithms are,
however, still unsatisfactory from a practical viewpoint, and
continual efforts are being made to improve the efficiency and
to overcome various difficulties in solving actual problems.
It seems to the author that research in this branch will go on
boundlessly since it is unlikely to win an absolutely superior
method such as the simplex methods in LP.
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1.2 Review of NLP Theory
Kuhn and Tucker succeeded in extending the classical Lagrange
multiplier rule for equality constrained NLP problems to the case
of inequalities in their fundamental paper [ K6 ] in 1951. Prior
to Kuhn and Tucker, Fritz John [ J2 ] had made an attempt to gen-
eralize the method of Lagrange to inequality constrained problems,
but his result was unsatisfactory in the sense that certain ir-
regular situations could not be excluded. Kuhn and Tucker pointed
out that certain regularity condition, called constraint qualifi-
cation, need be considered to avoid such difficulties. The
optimality conditions obtained by them have been called the Kuhn-
Tucker conditions after their names, though it was found later
that Karush [ K2 ] had derived the equivalent conditions prior to
them. It is very interesting to note that the motivations for
the works by Kuhn and Tucker, John, and Karush were entirely
different from each other. Namely, Karush was inspired from the
calculus of variations, John considered a problem in geometrical
inequality, and the background of Kuhn and Tucker was in a wide
variety of fields such as network theory, duality in topology, the
theory of games and linear programming. Therefore, it may be
reasonable to say that the present research of NLP has its origin
at the work of Kuhn and Tucker. In fact, it was their paper that
gave it the name nonlinear programming.
Since then, study of the optimality conditions has been one
of the major topics in NLP. In particular, a number of results
were published during the 1960's and several of them were collected
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by Fiacco and McCormick [ F8 ] and Mangasarian [Ml]. Moreover,
constraint qualifications other than that of Kuhn and Tucker have
been proposed and more sophisticated optimality conditions have
been obtained by many authors. Relationships among various con-
straint qualifications were clarified by Bazaraa, Goode and Shetty
[Bl ] .
Recently, attempts have begun to extend the Kuhn-Tucker
conditions to more general NLP problems involving nondifferentiable
functions. In particular, Pshenichnyi [ P8 ] in 1971 considered
necessary optimality conditions for the NLP problem with quasi-
differentiable functions, and Clarke [C4 ] in 1976 and Hiriart-
Urruty [H4 ] in 1978 studied the NLP problems involving functions
which have generalized gradients in the sense of Clarke [C3 ].
Kuhn and Tucker [K6 ] also showed the equivalence of an NLP
problem and a saddle point problem for the Lagrangean associated
with the original problem. In the late 1960's, Gale [ Gl ] and
Geoffrion [G5 ] developed an elegant duality theory for convex
programming by the use of a perturbation function. Duality theory
in convex programming has further been established almost complete-
ly during a series of works of Rockafellar whose idea is to utilize
the concept of conjugate functions originated by Fenchel [F2 ]･
Most of the results of Rockafellar may be found in [R5 ][R7 ].
For nonconvex programs, an earlier attempt was made by Gould
[ G9 ] in 1969 to generalize the Kuhn-Tucker equivalence theorem
concerning the saddle point theorem by introducing the notion of
multiplier functions instead of Lagrange multipliers. The multipliei
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functions were further investigated in detail and the conditions
for the local saddle point theorem to hold were studied by Arrow,
Gould and Howe [ A6 ].
On the other hand, by utilizing nonlinear perturbation
functions, Rockafellar showed in his recent papers [R9 ][RIO]
that many results already obtained with respect to convex programs
could be extended even for nonconvex cases, and he constructed
an elegant nonconvex duality theory. These results are particular-
ly important since they establish a background for the multiplier
methods for solving general NLP problems.
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1.3 Review of NLP Methods
Methods of solving NLP problems may be roughly classified
into two categories, i.e., primal methods and dual methods.
Typical primal methods in early years are feasible direction
methods by Zoutenzijk [ Z4 ] and the gradient projection method
by Rosen [Rl2l･ Tne latter, combined with the variable metric
methods for unconstrained minimization, has been improved by
Goldfarb [ G7 ] and Murtagh and Sargent [M19] to assure fast
convergence.
Generalizing the simplex method of LP, Wolfe [ w5 1 proposed
the reduced gradient method for solving NLP problems with linear
constraints. Later this method has been modified by Abadie [ Al ]
[ A2 ] to cope with nonlinear constraints. This generalized reduced
gradient (GRG) method is now recognized as one of the most efficient
methods in NLP.
More recently, primal methods that require a solution of an
auxiliary quadratic programming problem at each iteration have
been proposed and shown to converge rapidly by Han [ Hi ] in 1976
and Powell [ P7 ] in 1977.
Dual methods of primitive type are the penalty methods which
are often called sequential unconstrained minimization techniques
(SUMT), compiled by Fiacco and McCormick [ F8 ] , although they
seem not to have been explicitly recognized as dual methods. In
the 1960's, penalty methods were paid much attention from practical
viewpoints due to their simplicity and wide applicability to actual
problems. However, it has been gradually recoqnized that penalty
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methods had a serious difficulty in the sense that the penalty
functions tend to be considerably ill-conditioned as the ite-
ration proceeds. These properties of penalty methods have been
studied in detail by Lootzma IL5 ] and Ryan [r14].
In order to avoid such a difficulty, new methods, which
make use of penalty functions combined with the Lagrangean,
were proposed in 1969 independently by Hestenes [ H2 ] and
Powell [ p6 ]･ These methods have indeed clear dual character-
istics and are called the multiplier methods. It should be
noted, however, that the origin of their idea may be found in
an earlier paper by Arrow and Solow [ A7 ]. Although Hestenes
and Powell considered only equality constrained problems, their
idea has later been generalized to deal with inequality con-
straints as well by Rockafellar [ R6 ] and Kort and Bertsekas [ K5 ].
The multiplier methods are now widely accepted as one of the
superior methods for NLP problems. The efficiency of the multi-
plier methods has been validated by Bertsekas [B7 ] [BIO]. Fur-
thermore, interesting approaches based on the multiplier methods
have been proposed by Mangasarian [M2 ], Fletcher [F10] and Tapia
[Tl].
Very recently, nondifferentiable optimization problems have
drawn significant attention since actual problems often involve
functions not everywhere differentiable. Earlier attempts were
made for problems with nondifferentiable convex functions by
Bertsekas and Mitter [Bill in 1973, Wolfe [ W6 ] in 1975 and
Lemarechal [ L2 ] in 1975. Subsequently, the idea of Wolfe and
7
Lemarechal has been generalized by Feuer [ F4 ] in 1976 and
Mifflin [ M4 ] in 1977 to handle more general classes of non-
differentiable functions. Nondifferentiable optimization is
one of the newest topics in NLP and is now under active
investigation.
In addition to the above mentioned methods for general
NLP problems, there are also many algorithms devised for large-
scale mathematical programming problems. Most of the earlier
works in this field were to deal with large-scale LP problems.
Among them, the most important result might be the Dantzig-Wolfe
decomposition principle [ Dl ]. For mathematical programming
problems other than LP problems, there have been proposed several
methods such as Benders1 decomposition methods [ B4 ][ G6 ],
Rosen's partitioning procedures [R13] and Geoffrion-Silverman's
primal decomposition methods [ G4 ][S3 ]. These methods for
large-scale problems are collected in Lasdon [ LI ] and Geoffrion
[G3 ]- On the other hand, based on the principle of optimality
in dynamic programming (DP) by Bellman [ B2 ], several attempts
have been made to deal with large-scale mathematical programming
problems. It seems, however, that DP has been relatively less
applied to large-scale NLP problems compared with the above men-
tioned methods for large-scale problems. Thus it might be
valuable to study the applicability of DP to various classes of
large-scale NLP problems.
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1.4 Outline of the Thesis
The main purpose of this thesis is to clarify various properties
of NLP problems and to propose several methods to solve these prob-
lems. First, a foundation of traditional SUMT for convex programming
problems is studied, and a dual method of SUMT is proposed to over-
come computational difficulties in the traditional SUMT. The same
idea as that used in the dual method is also applied to multifacility
location problems. Next, certain nonconvex programming problems are
also considered and algorithms for solving these problems are proposed. .
Finally, applicability of DP to various NLP problems is investigated
in detail. Organization of each chapter is briefly summarized as
follows:
In Chapter 2, a class of penalty functions for solving convex
programming problems with general constraint set is considered. Con-
vergence theorems for penalty methods are established by utilizing
the notion of infimal convergence of a sequence of functions. It is
shown that most existing penalty functions are included in the class
of penalty functions defined in this chapter. Thus this chapter pro-
vides a foundation of penalty methods for convex programming problems.
In Chapter 3, a new class of sequential unconstrained optimiza-
tion methods, called the conjugate penalty methods, is proposed for
solving convex programming problems. The conjugate penalty methods
utilize conjugate convex functions and are based on Fenchel's duality
theorem- in convex analysis. It is shown that, under certain assump-
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tions, conjugate penalty functions behave quite mildly and hence
avoid the ill-conditioning of ordinary penalty methods of Chapter 2.
Convergence of the methods is proved and the relationship between
ordinary and conjugate penalty methods is shown.
In Chapter 4, a dual approach is developed for solving multi-
facility location problems under very general settings. Formulation
of the dual problem is essentially based on Fenchel's duality theo-
rem which also plays a crucial role in the previous chapter. It
should be noted that the multifacility location problem is applicable
to various actual problems, for example, locating facilities such as
plants, warehouses and firestations, locating machines in a factory,
and communication networks.
In Chapters 5 and 6, two algorithms are proposed to minimize
a general function which is the sum of a continuously differentiable
function and a convex function. The objective function is thus in
general neither convex nor differentiable. It is noted that this
class of problems contains, as a special case, the problem of mini-
mizing a continuously differentiable function over a closed convex
set. In view of this, the algorithm proposed in Chapter 5 is re-
garded as a natural extension of the Frank-Wolfe method to the more
general problems. On the other hand, the algorithm proposed in
Chapter 6 is a generalized version of the proximal point algorithm
for monotone operators. Convergence of the algorithms is proved
and the rate of convergence is discussed.
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In Chapter 7 through 9, sufficient conditions are presented
under which large-scale NLP problems are decomposed into subproblems
by dynamic programming. Specifically, Chapter 7 considers multi-
level decomposition of general NLP problems,. Chapter 8 deals with
Stochastic NLP problems with chance-constraints. Chapter 9 is con-
cerned with multiple criteria NLP problems for which the concept of
Pareto optimality replaces the ordinary concept of optimality. The
underlying ideas in Chapters 7 through 9 are basically the same,
although methods used in proving the results are significantly dif-
ferent from each other.
The final chapter is conclusion of the thesis. Appendix pro-
vides a summary of definitions and notations in convex analysis
that are frequently used in the thesis.
Finally, it should be mentioned that the materials of the
thesis are based on the author's original works. Specifically,
Chapter 2 is taken from the paper [ M7 ] published in Journal of
Optimization Theory and Applications, Chapter 3 from the papers
[M15] and [ M6 ] published, respectively, in SIAM Journal on Con-
trol and Optimization and in Memoirs of the Faculty of Engineering,
Kyoto University, Chapter 4 from the paper [M10] published in the
Proceedings of the International Conference on Cybernetics and
Society, Tokyo, 1978, Chapter 5 from the paper [ M8 ] to be pub-
lished in Journal of Optimization Theory and Applications,
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Chapter 6 from the paper [F14] to be presented at the Tenth Inter-
national Symposium on Mathematical Programming, Montreal, 1979,
Chapters 7 and 8 from the papers [M13] and [M14], respectively,
published in Journal of Mathematical Analysis and Applications,
and Chapter 9 from the paper [M9 ] to be published in the Inter-
national Journal of Systems Science.
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CHAPTER 2
FOUNDATION OF PENALTY FUNCTION METHODS
FOR GENERAL CONVEX PROGRAMS
In this chapter, a class of penalty functions for solving
convex programming problems with general constraint sets is
considered. Convergence theorems for the penalty function
methods are established by utilizing the concept of infimal
convergence of a sequence of functions. It is shown that most
existing penalty functions are included in the class of penalty
functions discussed in this chapter.
2.1 Introduction
We consider the following general convex programming
problem:
(P) minimize f(x) subject to x e C
where f is a closed convex function on R and C is a
closed convex subset of R . Many kinds of sequential un-
constrained minimization methods for solving problem (P) have
been appeared in the literature. Those methods are surveyed
in, for example, [ F8 ][ L5 ]. A typical idea underlying those
techniques is transforming problem (P) into a sequence of un-
constrained problems, say {(P ); k=l,2,...} , by means of a
sequence of auxiliary functions which in general contain one or
several parameters. We shall term those functions as penalty
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functions conventionally. The constraint set C of problem
(P) is usually represented by the system of equalities and/or
inequalities of functions and those auxiliary functions are
composed in terms of the problem functions. In the following
development, however, we do not explicitly assume the constraint
functions.
The purpose of this chapter is to develop a unified theory
of sequential unconstrained minimization methods for the general
convex programming problem (P). We shall consider penalty func-
tions for (P) without taking account of constraint functions.
It is noted that Fiacco [ F5 ][ F6 ] and Fiacco and Jones [ F7]
generalize and characterize the penalty function method for
solving (P), where they do not assume convexity. However, their
approaches are essentially based on the interior and exterior
penalty function theory. On the other hand, we consider here
only convex cases, but our characterization is more general than
those, because we make no distinction either between the interior
and the exterior penalty functions or between equality and in-
equality constraints.
This chapter is organized as follows: Section 2.2 describes
the general penalty function methods. Section 2.3 defines the
concept of infimal convergence of functions that plays a crucial
role in this chapter. Section 2.4 proves the convergence theorems
for the penalty function methods. Section 2.5 shows that the
results given here are applicable to most existing penalty func-
tion methods.
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2.2 A Penalty Function Approach
It is obvious that problem (P) is equivalent to the follow-
ing problem;
(P) minimize f(x) + <5 (x) over x e R ,
where 6 is the indicator function of C defined by
6 (x) = 0 if x e C , = +°°if x fL C .
Since C is closed and convex, 6 is a closed convex function.
In the following, we shall assume that the minimum set, de-
noted by M , is nonempty and bounded, hence
M = { x e C ; f(x) £ f(y) for all y e C }
is a compact convex set. This assumption is the same as assuming
that f and C have no direction of recession in common [ R5 ,
Thm.27.3], or equivalently that f + 6 has no direction of re-
cession [ R5 , Thm.27.2]. The reader may refer to [ A3 ] for exist-
ence criteria of minima. We shall make an additional assumption
that int(dom f) =>C , which will be needed in the proof of the
theorem given in Section 2.4. However, there will be little loss
of generality in making this assumption, because in most practical
problems f is everywhere finite, i.e., dom f = R
In solving problem (P) via a penalty method, it is required
in general thet
Al For a sequence of penalty functions { U, ; k=l,2,... } ,
K.
there is a sequence { x ; k=l,2,... } where each x minimizes
K K





Every cluster point of { xk ; k=l,2,... } is in M and
tends to the minimum value of (P).
Therefore, a feature of penalty function algorithms is suc-
cessive minimization of the following type:
(V minimize U (x) over x e R , k=l,2,... .
Let us suppose that the penalty functions U take the form
U, (x) = f(x) + h (x)
k k
as most penalty functions do. In order to fulfill the requirements
Al and A2, it is expected that the whole information of the con-
straint set C of problem (P) is imbedded in the sequence of func-
tions { h ; k=l,2,... } , or intuitively speaking, that h con-
verges to 6 in a certain sense.
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2.3 Infimal Convergence
In this section, we sketch the notion of infimal convergence
of a sequence of functions to a function, introduced by Wijsman
[W2 ][W3 3■ For any function g on R and for any r > 0 ,
define the function g on R by
g(x) = inf g(y) ,
yeBr(x)
where B (x) is the closed sphere of radius r with center x
Definition 2.1 Let { g ,-k=l,2, ... } be a sequence of functions
on R . The sequence is said to converge infimally to a function
.. _ n
g if for every x e R
lim lim inf g (x) = lim lim sup g (x) = g(x) .
If {g
r-KD k-*≫ r-K) k-*≫
} converges infimally to g , we write g, *■g , while
inf
for pointwise convergence, we write as usual g g . It is
noted as indicated by Wijsman [ W3 ] that infimal and pointwise
convergence are not comparable in general. But it is intuitively
clear that if g y g and g > g , then g _> g .
inf
Example 2.1. For k=l,2,... , let g : R y (-≫,+oo] be
Then
and
g (x) = kx if -1/k _£x _< 1/k , = +°° otherwise.
g >■g , where g(x) = 0 if x = 0 , = +°° if x ^ 0




In this section, we consider a class of penalty functions
which guarantee the validity of a sequential unconstrained mini-
mization method for solving (P) and then for an important sub-
class of (P) we restate it in a somewhat concrete form.
In order that property Al holds, we shall always assume
the following condition:
Bl For every k h is a closed convex function with
k
dom f n dom h f 0 and f and h have no direction of reces-
K K
sion in common.
Under this condition, the minimum set of (P ), denoted by VL ,
is nonempty, compact and convex.
The key condition for property A2 to hold is the following:
B2. {h ; k=l,2,... } converges infimally to 6
The following theorem asserts that a sequential unconstrained
minimization method via penalty functions which satisfy Bl and B2
is valid for solving (P).
Theorem 2.1 Under conditions Bl and B2, every sequence { x e M,
k=l,2,... } has a convergent subsequence and each cluster point
of the sequence is in M . Moreover, lim U (x ) = min f .
, v K K C
Proof.
/
First we prove that the sequence { U } converges infimally
Suppose x e C . As C c int(dom f) by our assump-
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to f + 6c
min f = min f(x)
xeC
tion, there exists r,, > 0 such that B (x＼ c j,nt(dom f) if
0 < r < rn . By definition, U (x) = inf { f(y) + h (y) } .
yeB (x)
Since f is convex, f is continuous on int(dom f) , that is
y e B (x) implies f(x) - e < f(y) < f(x) + e and e -≫-0 as




U (x) < inf { f(x) + e + h, (y) }
TC K . . K
yeB (x)
= f(x) + e + h (x)
U. (x) > inf { f(x) - e + h, (y) } = f (x) - e + h (x) ,
r k _ , . k r k
yeB (x)
r-*0 k-*≫
(x) £ lim{ f (x)
r->0
+ £ + lim sup h (x) }
k-x≫
f (x)
lim lim inf U (x) >_lim { f(x) - £ + lim inf h (x) } = f(x) .
r->-0 k-*≫
For x ^ C , it is obvious that
lim lim sup U (x) = lim lim inf U (x) = +°°




lim lim sup U = lim lim inf U = f + 6
r+0 k-*≫ r r+0 k-*≫ r
Choose e > 0 arbitrarily. Since U has no direction of
recession, the set M = { x ; U (x) _< min f + e } is compact
Jc .K C
for every k . Similarly, the set M = { xe C ; f(x) <^ min f + £ }
is compact. Since U converges infimally to f + 5 , applying
k o
[ R5 , Thm.7.1] and taking account of compactness, 1YL converges
to M with respect to the Hausdorff metric as k -*■°°. ( Def-
inition of the Hausdorff metric on a space of compact subsets is
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found, for example, in Berge I B6 ] -.) Since M is nonempty
for every k greater than some K , M <= M for k _> K .
Therefore every sequence { x e M } has a convergent sub-
sequence and each cluster point is in M . On the other hand,
E £M is nonempty and compact, and M converges nonincreasingly
to M with respect to the Hausdorff metric as £ tends to
zero [ R5 , Thm.27.2]. Therefore every cluster point of {x }
is in M .
Now we prove the last assertion. Without loss of general-
ity, we assume that {x } converges to x e M . Then
f(x) + 6 (x) = lim lim sup U (x)
r+0 k+o° *
_>l^im sup U (x ) ( since x minimizes U )
~ k^oo k k k k
> lim inf U, (x, )
= v-^o k k
_> lim lim inf
r-≫-0 k-*≫
= f (x) + 6C (x) ,
(x) ( by the definition of
U. )
r k
since U converges infimally to f + 5 . Therefore
lim U (x ) = min f
k k C
k-≫°°
This completes the proof.
n
As indicated in Section 2.3, pointwise convergence does not
imply infimal convergence. In practice, it seems difficult to
establish the infimal convergence condition B2. However, if C
has nonempty interior, it will be shown that there is a close
relationship between pointwise and infimal convergence. If C is
20
represented in terms of the system of inequalities of functions,
then int C f 0 is ordinarily satisfied except for pathological





{ Yl } converges pointwise to 6 except on the bound-
, i.e., lim h (x) =0 if x e int C , = +°°if x /
It should be noted that this condition says nothing explicitly
about the behavior of {h } on the boundary of C . The fol-
lowing lemma, however, shows that, for any boundary point x
of C , h (x) never tends to a negative limit.
Lemma 2.1 Assume that int C is nonempty. If {h } is a
sequence of convex functions satisfying B2 ', then
lim inf h (x) _> 0
for any x on the boundary of C .
Proof. Let x by any boundary point of C . There exist x ,
?*2 and x = Ax + (l-A)x for some
By the convexity of h , for every k
hk(x) ^ { ＼U±) - (1-A)hk(x2) } / A .
lim inf h. (x) ^ lira { h (x. ) - (l-X)h. (xo) } / X
= 0 .
Assume that int C is nonempty. If {h } is a
21
□
X2 e int C such that x
0 < A < 1
Thus
Theorem 2.2
sequence of convex functions satisfying B2', then the sequence
converges infimally to 6
Proof. By definition, it suffices to show that
lim lim inf hv^x^ =° ifxeC, = +≫ ifx^C
r+0 k-*° r ~~
and
lim lim sup h (x) £ 0 if x e C .
r-K) k-*≫
First we prove that lim lim inf ni(x) ― R for all x e R
r+0 k-*≫ r ~
Since int C is nonempty, there is an n-dimensional simplex S with
vertices { b , b ,... , b } in int C . For any e > 0 , there
exist K. , i=O,l,...,n, such that Ih (b.)| < e for all k > K. ,
1 ' k 1 ' =1
i=O,l,...,n. Put K = max { K , K ,..., K }. Let b be the bary-
0 1 n
center of S . For any k , epi h is supported by a hyperplane,
say z = <a ,x> + $ , at b . In particular, for k _> K we have
K K ―
-e < h (b) = <a,,b> + 3 < e
anci
e > h (b.) > <a ,b.> + R , i=O,l,...,n .
JC 1 JC 1 K.
That is, <a ,b.-b> < 2e , i=O,l,...,n . Since e is arbitrary,
K. X
a tends to a null vector and 8 also tends to zero as k ->°°.
Thprpfnrp
lim lim inf h (x) = lim lim inf inf
.―. i Kr^-0 k-*≫ r-H) k-*≫ yeB (x)
hk(y)
^ lim lim inf inf { <a ,y> + 3, }
r-K) k-*≫ yeB (x)
= lim lim inf { <a ,x> - r||a || + 3, }
^n v->oo k k Jc
0




Assume the contrary. Then we must have a sequence {x } con
verging to x and lim h (x
k-*=°K
k) < +°°. For such a sequence, we
k
can choose y / C and generate a sequence { z } in int C
k k k
such that y = (x + z )/2 and z -*■z e int C . The existence
of such y follows from the closedness of C For sufficiently
large k , we may assume that every z stays in an n-dimensional
simplex S in int C . As shown previously, for any e > 0
there exists some K such that h, (b.) < e for all vertices b.
k 1 1
of S Since h is convex and each z1 e S is represented as
z'=Ab + X b +...+ X b , where A,, + A, + ... + X =1 and
each ＼. > 0 ,
1 ―
vz<) i wv + wv + ･･･+ wv "e
for k _> K . Thus lim sup h (z ) _£0 . Again by the convexity
V-ko
k k k
of h , h (x ) ^ 2h (y) - h (z ) . Consequently lim h (x ) = +°°,
because lim inf { 2h (y) - h (z ) }=+<≫. This is a contradiction.
k^oo k k
Lastly we show that lim lim sup h,(x) ^0 if x jL C
r->0 k-*=° r "
For any r > 0 , there is z e int C n B (x) By definition,
h (x) < h (z) for all k , thus
r k = k
lim sup h (x) _< lim h (z) = 0 .
k->°° k-*x>
Consequently lim lim sup h (x) <^ 0 . This completes the proof. [1
k-*≫ k-*30
Combining Theorems 2.1 and 2.2, we immediately obtain the
following theorem. The proof is omitted.





Bl and B21, every sequence { x e M ; k=l,2,... } has a con-
K X
vergent subsequence and every cluster point of the sequence is
in M Moreover, lim U (x ) = min f
, K K ^
k-MX>
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2.5 Examples of Penalty Functions
In this section, we consider the following problem:
(P1) minimize f(x) subject to g.(x) <^ 0 , i=l,...,m,
where f, g , ..., g are everywhere finite convex functions on
Rn . Let C = { x e Rn ; g.(x) £ 0 , i=l,...,m } and C = { x e
R ; g.(x) < 0 , i=l,...,m } . It is well known that if C is
nonempty, then C = int C . It is now possible to exemplify
several classes of penalty functions concerning the infimal con-
vergence condition B2 or B2' for problem (P1)- In the following
let {t } be a sequence of positive numbers strictly decreasing
to zero.
(a) Interior Penalty Functions [ F8 ][ L5 J
The interior penalty functions are frequently called the
barrier functions because of their barrier properties to prevent
violation of the constraints. It is noted that these functions
are defined so long as C is nonempty. Two well-known interior
penalty functions are defined as
and
h (X) = -t ym n i/g. (x) if x e C , = +°° otherwise
h (x) = ― t 2.■_n log[-g.(x)] if x e C , = +°° otherwise
which are called the inverse barrier function and the logarithmic
barrier function, respectively. For both of them, it is easy to
verify that h *■h , where h(x) = 0 if x e C , = +°°other―
Jc u
wise, and h > 6 .
inf
25
(b) Exterior Penalty Functions [ F8 ][ L5 ]
In exterior penalty function methods, no penalty is assigned
to feasible points, whereas the penalty for constraint violation
increases as parameters change. These functions are sometimes
called loss functions. One of the most familiar is the quadratic
loss function defined by
KM = I ., {max[ 0,g. (x)] }2/t. .
Then h >■6 and h > 6 .
JC L* X . _ L.inf
(c) Exponential Penalty Functions [ A4 ][ El ][M18]
Another interesting class of penalty functions is the expo-
nential penalty function first introduced by Allran and Johnsen
[A4 ]. A general class of these functions is the following [M18]:
where 0 <
Sk e3^P [ 9±(x) /t ]
t,,£ su £ ! ･ Suppose that C is nonempty, then





Remark 2.1 It is noted that a class of multiplier functions
defined by Evans and Gould [ E2 ] is a generalized class of ex-
terior and exponential penalty functions. Concerning convex
programming problems, Evans-Gould multiplier functions seem al-
most equivalent in principle to our penalty functions. However,
our aDDroach is more aeneral than those because we do not treat
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the constraint set in terms of constraint functions.
Remark 2.2 In exterior penalty function methods, it is not
required that int C is nonempty. In particular, if each g.
is affine and C = { x e R ; g.(x) = 0 , i=l,...,m } , then,
for example, the quadratic loss function takes the form
hk(x) =^=1{gi(x)}2/tk,
moreover, h 6 and h >-6
k C k c
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2.6 Conclusion
We have seen that the convergence of various kinds of penalty
function methods independently proposed by many authors can be
described in a unified manner in terms of the notion of infimal
convergence of convex functions.
From a numerical point of view, however, it should be noted
that these methods have an unfavorable property that they inevitably
become ill-conditioned as the sequential unconstrained minimization
proceeds. An attempt to overcome such difficluty will be proposed
in the next chapter.
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CHAPTER 3
APPLICATION OF FENCHEL DUALITY TO PENALTY METHODS
FOR GENERAL CONVEX PROGRAMS
In this chapter, a new class of sequential unconstrained
optimization methods, called the conjugate penalty methods, is
proposed for solving convex programming problems. The methods
utilize conjugate convex functions and are based on Fenchel's
duality theorem in convex analysis. It is shown that, under
certain conditions, conjugate penalty functions behave quite
mildly and hence avoid the ill-conditioning of ordinary penalty
methods of Chapter 2. Convergence of the methods is proved and
the relationship between ordinary and conjugate penalty methods
is shown.
3.1 Introduction
Recently, many authors have reported a various methods
for solving NLP problems by transforming each constrained opti-
mization problem into unconstrained optimization problems [ B9 1
[ F8 ][ L5 ][R14]. A characteristic underlying those methods is
that a solution of the original problem can be obtained as a
limit of sequential solutions to the transformed unconstrained
problems. Among those methods, the sequential unconstrained
minimization techniques [ F8 1f commonly abbreviated SUMT, have
been widely used in practice. They, sometimes called penalty
29
function methods or penalty methods, reduce the computational
process to unconstrained minimization of a transformed func-
tion, called a penalty function, combining the objective func-
tion, the constraint functions and one or more parameters. A
foundation of those methods for convex programs is stated in
detail in the previous chapter of the thesis. Meanwhile, it
is well known that the penalty functions inevitably ill-condi-
tioned near the boundary of the constraint region as the ite-
ration proceeds [ L5 ][ L8 1･ Indeed, such ill-conditioning causes
serious computaional difficulties in solving actual problems.
In this chapter, restricting our attention to convex pro-
grams, we present a new class of sequential unconstrained opti-
mization methods which we call conjugate penalty methods. Under
appropriate assumptions they circumvent the ill-conditioning of
ordinary penalty methods. The idea is to dualize ordinary pen-
alty methods by use of Fenchel's duality theorem [ R5 ] which is
stated in Appendix. Specifically, the conjugate penalty method
involves sequential unconstrained maximizations of conjugate
penalty functions which behave quite mildly near the solution
as the sequential maximization proceeds. It is shown that maxi-
mizing the conjugate penalty function is dual to minimizing the
ordinary penalty functions.
The concept of conjugate convex (concave) functions, orig-
inated by Fenchel [ F2 ] and applied to NLP variously, e.g., [Bll]
[ Fl ][K5 ][ R4 ][ R5 ], plays a central role in this chapter. The
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material from convex analysis used in this chapter can be
found in Appendix.
This chapter is organized as follows: Section 3.2 shows
a duality between two extremum problems derived from a general
convex program. Section 3.3 defines the conjugate penalty-
method and prove its convergence. In Section 3.4, several
conditions are given, under which the conjugate penalty func-
tions are well-behaved. Section 3.5 discusses the conjugate
interior penalty methods restricted to convex programs with
inequality constraints in order to go into further details.
Finally, Section 3.6 gives illustrative numerical examples.
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3.2 A General Convex Program and Fenchel Duality
Consider the following general convex programming problem:
(P) minimize f(x) subject to x e C ,
where f is a closed convex function on R and C is a non-
empty closed convex set in R The convex programming problem
(P) is equivalent to the following 'unconstrained' problem:
minimize U(x) _A f(x) - y (x) over x e R ,c
where y is the indicator function of C defined by
C
y (x) = 0 if x e C , = -°° if x / C . '
Obviously, y is a closed concave function on R
We assume the following:
£L The finite minimum of U is uniquely attained at x
Namely x is the unique minimum of problem (P)
C2. ri(dom f) and ri C have a point in common.
In order to guarantee the existence of a minimum ( possibly
(3.1)
not unique ), we may suppose that f and C have no direction
of recession in common [ R5 , Thm.27.3]. Some other conditions
for the existence of minima are found in [ A3 ]. The latter assump-
tion is automatically satisfied when f is finite everywhere, i.e.
dom f = R , and ri C is nonempty, as is almost the case in prac-
tical problems.
Let V be a closed concave function defined by
v(y) A y*(y) - f*(y) ,
where f* and y* are conjugates of f and y ,
＼
respectively.
is the negative of the indicator function 6 of Chapter 2
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(3.2)
The function y* is the negative of the support function of C
I R5, p.28] and, hence, a positively homogeneous closed concave
function.
The following lemma is derived from Fenchel's duality theorem
Lemma 3.1 Let U and V be defined by (3.1) and (3.2), respec-
tively. If assumptions Cl and C2 are satisfied, then
f(x) = min U(x) = sup V(y) ,
xeRn yeRn
where the supremum is attained. Moreover, the maximum set of V
is 9f(x) n 8y_(x) , and conversely, for each maximum y of V
the set df*(y) n 3y*(y) is a singleton {x } , where 8 de-
notes the subdifferential operator
Proof. The first part is immediate from Fenchel's duality theorem
with g(x) = y Ax) Now prove the latter half. We can show that




f(x) - Yc (x) = y*(y) - f*(y) ;
f(x) + f*(y) = <x,y>
y g 3f(x) n 8y (X) ;
(iv) x e 3f*(y) n 3y*(y)
Yc(x) + Yc(^ f
( [ R5 , Thm.23.5])
Let x1 be an arbitrary point in 3f*(y) n 8y*(y) , then obviously
f(x') - Yc (x1) = f(x) - Yc(x) . Thus, 3f*(y) n 8y*(y) must be a
singleton {x} by the uniqueness.
The minimum set 3f(x) n 8y (x) of V is clearly a closed convex
set. In particular, when f is differentiable, the maximum set




Lemma 3.2. Let all requirements in Lemma 3.1 be satisfied. In
addition, if f is differentiable at x , then the supremum of
V is uniquely attained at y = Vf(x) .
Proof. Since 9f(x) = {Vf(x) } and the maximum set of V is
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nnonempty by Lemma 3.1, it is necessarily {Vf(x) }
3.3 Conjugate Penalty Methods
There are a number of methods that solve problem (P) by
transforming it into a sequence of unconstrained problems of
the form:
(v minimize U, (x) A f(x) - h, (x) over x e Rk = k
For each k = 1, 2,... , each auxiliary problem (P ) is solved
and the optimal solution to problem (P) is obtained as a limit
of a sequence of the optimal solutions to problem (P ). Accord-
k
ing to the types of h , functions U are classified into
several classes, e.g., barrier functions, loss functions, and
exponential penalty functions [ F8 ][ L5 ][ L8 ][R14l - Here, we
call those functions generically penalty functions. The penalty
functions U should be constructed so that:
k
Al. For every k , there exists a (unique) x that mini-
mizes U, over R
k
A2. x converges to x as k -≫-°°, and the limit of U (x )
is the minimum value of problem (P).
In the following, let appropriate conditions be implicitly assumed
so that the properties Al and A2 above are fulfilled. Such con-
ditions are studied in Chapter 2 of this thesis. Moreover, we
assume the following:
C3 Each h is a closed concave function with ri(dom f) n
ri(dom h ) ? 0 ;
C4
C5_
int(dom f) ^ 0 and f is differentiable on int(dom f) ;
Every x , a minimum of U , belongs to int(dom f) .
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by
Let us define the conjugate penalty functions V on R
k
V,(y) A h*(y) - f*(y) , (3.3)
where f* and h* are the conjugates of f and h , respec-
tively. Now consider a sequence of problems:
(Q ) maximize V (y) over y e R
Since f* and h* are convex and concave respectively, each
problem (0 ) is to find an unconstrained maximum of the concave
function V
k
It is now possible to define a conjugate penalty method for
solving problem (P) in a manner quite similar to that in ordinary
penalty methods. Specifically, we try to solve problem (P) by
successive maximizations of the conjugate penalty functions V
k = 1, 2,... . Therefore, the methods may be regarded as one of
the SUMT procedures.
The following theorem proves convergence of the conjugate
penalty method.
Theorem 3.1 Let Vk be defined by (3.3). If assumptions Cl
through C5 are satisfied, then there exists for every k a unique
maximum y
of problem
of V^ and y = Vf(x ) , where x is a minimum
(V Moreover the y and V,k
Vf (x) and f (x) , respectively, as k ->■°°
(v converge to
Proof. By C3, the existence of a maximum y of V follows
from Fenchel's duality theorem. By the differentiability of f
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r
it follows from an argument similar to Lemma 3.2 that the y
unique and is equal to Vf(x ) . As x converges to x and
the mapping Vf is continuous on int(dom f) , y also con-
is




U, (x, ) =
k k
to f(x) follows immediately from the re-
mm
x





It may be remarked that the conjugate penalty functions are
really defined on the dual space of R , which is identified
with R . Thus for optimization problems in more general spaces,
it may be possible to consider conjugate penalty functions on the
dual spaces.
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3.4 Advantage of the Conjugate Penalty Methods
Difficulties in computing minima of ordinary penalty functions
result mainly from the fact that the penalty functions U grows
extremely steep-valleyed near the minimum of the problem as k in-
creases [R14] . Since U should converge in a certain sense to
K
the function U , the reason for such irregularity may be that the
minimum x generally lies on the boundary of dom U .
As regards the function V , however, the maxima of V may
be in int(dom V) even when the minimum of U is on the boundary
of dom U . In fact, this is true for a certain class of problems.
In those problems, the conjugate penalty functions V are ex-
pected to be uniformly bounded on a neighborhood of the maxima of
V . Therefore, we may bypass the difficulty inherent to ordinary
penalty methods by employing the conjugate penalty functions to
solve problem (P).
In this section, we study conditions on problem (P) for the
maxima of V interior to dom V . The necessary and sufficient
condition for y e int (dom V) is stated in the following
Theorem 3.2 Assume that assumptions Cl and C2 are satisfied
and that f is differentiate at x . Then, y e int(dom V) ,
if and only if the following two conditions are simultaneously
(a)
(b)
(fO )(x) > <Vf(x),x> for every x f 0 ;
<Vf(x),x> > 0 for every x e 0 C and x ^ 0 ;
where x is the minimum of U and y is the maximum of V
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Proof. First, note that y e int(dom V) if and only if y e
the necessary and sufficient condition
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D
int(dom f*) and y e int(dom y*) simultaneously. It follows from
[R5 , Cor.13.3.4(c)] that y e int(dom y*) if and only if (fO )(x)
<y,x> > 0 for every x ^ 0 . This is exactly the condition (a)
since y = Vf(x) by Lemma 3.2. On the other hand, taking account
of the concavity of y
for y e int(dom y*) is
(Y 0 )(x) - <y,x> < 0 for every x / 0 ,
which reduces to
<y,x> > 0 for every nonzero x e 0 C ,
because (Yr° ) (x) = ° when x e 0 C , = -°° otherwise.
Condition (a) in Theorem 3.2 can be geometrically interpreted
as follows: The hyperplane z = <Vf(x),x-x> + f(x) in R sup-
ports epi f at x but the set of points at which the hyperplane
contacts with epi f is bounded. On the other hand, condition (b)
says that either C is compact, i.e. 0 c = {o} , or there is no
halfline orthogonal to Vf(x) which emanates from x and is con-
tained in C .
In general, the negative of the polar of the convex cone gen-
erated by dom Y* is the recession cone of Y ･ Dually, the nega-
tive of the polar of the recession cone of Y is the closure of
the convex cone generated by dom y* [R5 , Thm.14.2]. While the
recession cone of y is 0 C and the convex cone generated by
dom y* is dom y* itself, because y* is a positively homoge-
neous closed concave function. Consequently, dom y* is the nega-
tive of the polar of the cone 0 C .
In particular, if V is finite everywhere, i.e., dom V = R ,
then of course y e int(dom V) holds. The following theorem states
a necessary and sufficient condition for V everywhere finite.
Theorem 3.3 V is finite everywhere if and only if the follow-
ing conditions are simultaneously satisfied:
(a)
(b)
f is co-finite, i.e (fO ) (x) = +°° for every x ^ 0 ;
C is compact, i.e., 0 C = {o}
Proof. Note that V is finite everywhere if and only if both f*
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a
and y* are finite everywhere. From [ R5 , Cors.13.3.1 and 13.3.2],
the theorem follows immediately.
The co-finiteness of f implies that epi f contains no non-
vertical halflines. This condition is satisfied, of course, if
dom f is compact.
We have considered so far the convex programs with general con-
straint sets. Now let us consider the problem
(P1) minimize f(x)
subject to g. (x) >_0 , i=l, ...,m ,
1
where f and -g. , i=l,...,m , are closed convex functions on R
The convex programming problem (P1) frequently encountered in prac-
tice is a typical case of the (abstract) program (P), in which the
constraint set C is specified by the system of inequalities C =
{xeR ; g. (x) j> 0 , i=l, ,m } . Note that C may be rewritten
as C = {x R ; g(x) _> 0 } , where g is a closed concave function
defined by g(x) = inf g.(x) .
l<i<m 1
In order to state the results obtained in the earlier part of
this section, we should represent the function y* in terms of the
constraint function g
i
By virtue of [ R5 , Thms.13.5 and 16.5],
Y* is the closure of the positively homogeneous concave function
generated by g* or cl(conv g*) , where cl of a function is a
l<i<m X
function whose epigraph is the closure of the function, and conv
of functions is a function whose epigraph is the convex hull of the
functions. Namely,
Y*(y) = cl { sup g*X } (y)
C A>0
= cl { sup cl(conv g*X)} (y)
A>0 l£i<m 1
+
However, such expressions are somewhat complicated and impractical.
In the following, we derive a simple sufficient condition on
f and g. that assures condition (b) in Theorem 3.2. Then such
a condition, if it exists, together with condition (a) in Theorem 3.2
will imply y e int(dom V) .
For simplicity, we make the following assumption on (P'):
C6
1 m
are differentiable at x , the unique
minimum of (P').
+ m + m
Then it is easy to see that 0 C = n 0 C. , since C = n C
i=l 1 i=l
where c. = { x ; g. (x) >_ 0 } . In general, for any concave func-
i i ―
tion g , the direction of recession z satisfies the inequality
<Vg(x),z> _> 0
t
It should be noted that this expression is valid even for cases




for every x at which g is differentiate [ Rl f p. 383]. There-






<Vg± (x),x> >, 0 , i=l,. .. ,m
In other words, O^C is contained by the negative of the polar of
the cone generated by { Vg (x) , , Vg (x) } . From this, we have
1 m
a sufficient condition that guarantees condition (b) in Theorem 3.2
Theorem 3.4 Suppose assumption C6 is satisfied. If every non-
zero vector x such that
<Vg.(x),x> >_ 0 , i=l,...,m ,
satisfies the inequality
<Vf(x),x> > 0 ,
then the same inequality holds for any non-zero vector x e 0 C
Proof Immediate from





1 - x - x > 0
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□
It may be noted that the condition in Theorem 3.4 is fairly
strong. In fact, there are problems in which some vector x , such
that <Vg. (x) ,x> >_ 0 for all i* , does not satisfy <Vf(x),x> > 0 ,
l
while condition (b) in Theorem 3.2 is satisfied. For instance, con-
sider the problem
Obviously, the solution is x = ( x , x ) = (0,0) and Vf(x) = (2,0) ,
Vg (x) = (1,0) , Vg (x) = (0,-1) . Taking x = (0,-1) , we see that
the condition in Theorem 3.4 is not met. However, this problem sat-
isfies condition (b) in Theorem 3.2, because the constraint set is
compact.
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3.5 A Conjugate Interior Penalty Method
In this section, we consider again the following convex pro-
gramming problem:
(P') minimize f(x)
subject to g.(x) ^ 0 , i=l,...,m ,
where f and -g. , i=l,...,m , are assumed to be everywhere
finite convex functions on R
Let
C= {xeR ;g.(x)^O, i=l, .. .,m } ,
C = { x e R ; g. (x) > 0 , i=l,...,m } .
Since the g.'s are everywhere finite concave functions, C is
closed and convex and C is open and convex. Furthermore, if
C is nonempty, then C = int C and C = cl C .
It is assumed that the following conditions are satisfied
in problem (P'):
C7. f is co-finite, i.e., the epigraph of f contains no
nonvertical halflines;
C8 C is compact and C is nonempty.
Define the class I of extended-real-valued functions as
m
follows: G e I if
m *
(i) G is a continuous concave function with dom G = R ,
where R is the (strictly) positive orthant in R ;
(ii) G is nondecreasing, i.e., for E,,r＼e R , E,£ n implies
G(0 <, G(n) .
Note that (i) implies that G(£) tends to -°°if ^ approaches
the boundary of R
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An interior penalty method for solving problem (P1) is defined
for each Gel
m
In what follows, let G e I be given. Define
a function h on R by
h(x) ^ G(g (x) '9m(x) ) ･
Then by the concavity of g. together with the properties of G ,
h is a concave function with dom h = C Furthermore, h(x)
tends to -00 as x approaches the boundary of C
Let
and
u A inf u (x)













if t = 0 ,
if t > 0 ,
0
(3.4)
is the concave indicator function as defined in Section
3.2. Clearly, the U
t = 0 , dom U = C
are convex functions with dom U = C if
if t > 0 , and the S
dom U . Minimizing U
(P1). The functions U
are convex subsets of
over R is equivalent to solving problem
with a parameter t > 0 are ordinary in-
terior penalty functions for problem (P1). From the arguments de-
veloped in the previous chapter, it is easily seen that the functions
U infimally converge to U as t decreases to zero. Moreover,
as is well known, u and S converge to u and S , respec-
tively, as t decreases to zero [ F8 ][G10] [ L5 ][ L8 ] .







T A { y ; V (y) = v }
_> 0 , where
V A
Y* - f* if t = 0 ,
h*t - f* if t > 0 ,
where the right scalar multiplication of h* is defined as
(h*t)(y) ^ th*(t 1y) , t > o
(3.5)
Note that h*t = (th)* [ R5 , Thm.16.1]. The functions V , t > 0 ,
are called the conjugate interior penalty functions for problem (P') .
Remark 3.1 We consider here a continuous version of penalty methods.
Hence we adopt the notation for subscripts of U and V in a manner
somewhat different from that in Section 5.3. This should, however,
cause no difficulty, since the distinction is clear from the context.
Lemma 3.3 Under conditions C7 and C8, the V
finite and concave for all t _> 0 . Furthermore,
vo(y) = lim V
t+0
(y)
Since dom J = C and dom th = C
are everywhere
. n
for every y e R
which are nonempty and bounded
by C8, Y* and h*t are everywhere finite and concave [ R5 , Cor
13.3.1]. Hence, the first part of the lemma follows. The latter
Vialf -follow?!-From fhp fant that
Y*(y) =y* (y) =Y^omh(Y)
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= (h*0+) (y)




for every y e R . This completes the proof.
This lemma says that as t decreases to zero the conjugate
penalty functions {v }
everywhere.
converge pointwise to V which is finite
The following theorem demonstrates the relationship between




Assume that conditions C7 and C8 are satisfied. Then
are nonempty and compact, and
-00 < u = V < +0O
for every t > 0 . Furthermore, the following (i), (ii), (iii) are
equivalent for each t > 0 , and (i), (ii1), (iii') are equivalent
for t = 0 :
(i) x e S and y e T ;
(ii) x e 3(h*t)(y) n 3f*(y) ; (ii1) x e 3y*(y) n




Cor.13.3.1]. From this and C7, both U and V are co-finite
and, in particular, have no directions of recession for all t
^>
0
Hence, S and T are nonempty and compact [ R5 , Thm.27.1].
The assertion about optimal values follows from Fenchel's duality
theorem, for by C8 and Lemma 3.3, conditions (a) and (b) in [ R5 ,
Thm.31.1] are satisfied. Therefore,
47
°°< u = min U
t t
for all t ^ 0 Finally, we shall prove the equivalence for t > 0
A necessary and sufficient condition for (i) to hold is
y £ 9f (x) and x e 9(h*t)(y) [R5 , p.333] .
This is equivalent to (ii) and to (iii) by [ R5 , Thm.23.5]. The
equivalences for t = 0 follow analogously. This completes the
proof.
By virtue of Theorem 3.5, for each t the minimum of U can
be obtained in terms of the maximum of V , and vice versa. There-
fore, the two sequences of minimization problems (3.4) and maximiza-
tion problems (3.5) are essentially equivalent, since they are con-
vertible to each other without loss of equality.
The following theorem describes a convergence property enjoyed
by maxima of the conjugate interior penalty functions.
Theorem 3.6
and
Assume that conditions C7 and C8 are satisfied. Then
v = lim v
t+0 t
0 = lim sup inf || z-y ||
t4-0 zeT yeTo
follows from Lemma 3.3 and the continuity of V
that there exist a decreasing null sequence {t
bers and an e > 0 such that
Let us assume
} of positive num-
3




Let TG be the boundary of the set T + £B , where B is the unit
sphere in R . Since T 0 is compact, T is also compact
Choosing y arbitrarily in T , let z be a point where the
line segment joining y and z intersects T . Then {z }
K K
has a convertent subsequence by the compactness of T . We assume
without loss of generality that z converges to z . For all k ,
by the definition
V. (z ) 1 V (y)
tk k - tk
from which we have
by the concavity of
vo
_> v. (y)
V+. . Taking the limit as t ->･°°, we have
rk
(z) 1 V (y) ,
because by Lemma 3.3 and [ R5 , Thm.10.7], V (y) is jointly con-
tinuous in y and t . But z £ T , which is a contradiction. U
Theorem 3.6 implies that the point-to-set map T is upper
semicontinuous (u.s.c.) at t = 0 [ B6 , p.109]. In particular,
if T is a singleton, say {y} , then every sequence {y e T }
converges to y . Note that the first part of Theorem 3.6
could also be deduced from the fact that u = lim u and u =
0 t+0
V for all t >_ 0
Remark 3.2
vo
The conjugate penalty functions {v } converge to
, which is everywhere finite but in general not everywhere
differentiable. It can be shown, however, that the V are actu-
ally everywhere differentiable for all t > 0 , provided f and
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-h are strictly convex on their effective domains dojn f = Rn and
dom h = int(dom h) I R5 , Thin.26. 3J . In such cases, first deriva-
tive methods may be used in each unconstrained maximization of V
Furthermore, for each t > 0 and y e T , necessarily Vf*(y) =
V(h*t)(y) . Consequently, from (ii) in Theorem 3.5, x e S may
be written as x = Vf*(y) = V(h*t)(y) . More generally, if either
f* or h* is differentiable, (ii) in Theorem 3.5 reduces to ei-
ther x = Vf*(y) or x = V(h*t)(y) . In such cases the conversion
of y into x may be considerably simplified. We note here that
V(h*t)(y) = Vh*(t 1y) When V is nondifferentiable, some suit-
able method for maximizing nondifferentiable functions should be
employed (cf. [F13l) . 1･-
Remark 3.3 In general, it may not be so easy to evaluate the
conjugate penalty functions, because the class of functions for
which the conjugate has a simple closed form is limited. However,
when the functions possess certain structure, the difficulty
might be relaxed somewhat by means of various dual operations [R5
f
§16]. For instance, if h is separable, i.e.,
m





= f(x) - t I h. (x) for t > 0 ,
i=l 1
e I , i=l,...,m , then V may be written as
m ^
Vt(y) = (t I h } (y)
i=l
m . m .




We should mention that the evaluation of V above is sometimes
expensive in practical computation, because one needs to solve
constrained subproblems. However, the difficulty can be eliminated
provided one is willing to increase the dimensionality of variables.





{t I hMy1) - f*[tl y1] }
i=l i=ly1,...,^
mn
where the maximization is completely unconstrained in R
Remark 3.4 For ordinary penalty methods, the convergence rate
analysis has been well investigated [ L5 ]. Here the rate of the
conjugate penalty method is briefly discussed. We assume that
f and f* are differentiable and that Vf and Vf* are Lipschitz
continuous on some neighborhoods of x and y , respectively,
where {x} = S and {y} = T . Then there exist positive numbers
M and M such that for every t > 0 sufficiently small





x || = || Vf*(yfc







£ m || y - y || ,
have
for all t > 0 sufficiently small. Consequently, we may conclude
that {y } converges to y as fast as {^O does. For instance,
if U is the logarithmic interior penalty function, we have
II yt - y II = o(t) .
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3,6 Numerical Examples
Let us consider the problem
minimize f(x) = -f <x,Ax> + <b,x> (3.6)
subject to g(x) = r - <x,Dx> ^ 0 ,
where A and D are positive definite nxn matrices, b is an
n - vector and r is a positive number.
The logarithmic penalty methods [F8 ] is to solve a sequence
of problems of the form
minimize U, (x) = f(x) - t log g(x) over x e R , (3.7)
where {t.} is a strictly decreasing sequence of positive numbers
converging to zero. Put
h(x) = log g(x)
and for k=l,2,... ,
h^(x) = tk h(x) .
Corresponding to (3.7), we can define the conjugate penalty
function as
Vy) = hk(y) " f*(Y)
= tk h*(y/tk) - f*(y) .
For problem (3.6), by direct calculation, we have
and
f*(y) = ＼ <Y-b,A~1 (y-b)>
h*(y) = 1 - (l + r<y,D~1y>)1/2
+ log l+d + r<y,D>>)―
^2tr










vk (y) log [ t + (t +r<y,D
1y>)1/2]
- ( t? + r<y,D
1y>)1/2
K K K
＼ <y-b,A ~1(y-b)> + t ( 1 - Iog2rt )
In the following, we give two illustrative numerical exaples of
this type.
Example 3.1. Consider the following one-dimensional problem:
minimize (x-2)2
subject to 1 - x >_ 0 ,
1 + x j> 0 .
The logarithmic interior penalty function is of the form
U, (x) = ( x- 2 )2 - t log ( 1 - x2 ) if -1 < x < 1 ,
k k
= +OO
The conjuagte penalty function becomes
V. (v) = t - ( t2 + v2 )V2 + t.






Fig. 3.1 and Fig. 3.2 illustrate U and V
respectively, for some values of t . It is seen that V is
more moderate than U for small t . Obviously the optimal
-K .K
solution of the problem is x = 1 and f(x) = 1 .
Example 3.2. Consider the problem:
minimize ＼ Xl +
4
- X1X2 - 7X1 - 7X2
2 2
subject to 25 - 4x - x ^ 0 .
As in Example 3.1, we employ the logarithmic interior penalty










































(y) = t - p (y) + t log
k fck k sot,
k














The optimal solution of the problem is x = (2,3) and f(x) = -30
The computational results for Examples 3.1 and 3.2 are pres-
ented in Tables 3.1 and 3.2, respectively. In each example, the
initial point is the origin for t = 1 , and the subsequent uncon-
strained maximizations of V are initiated from the previous
terminating points. The termination criterion is
II k+1 k II ^ t^"5II y - y II < 10
The values of x are given by x = Vf*(y ) .
K K K
In both examples, V are twice differentiable everywhere for
all t > 0 . We have used the pure Newton's method for the maximi-
zation of each V . On the other hand, we would not be able to
use the method in each unconstrained minimization of the ordinary
interior penalty function, since we would always go outside the
feasible region when t is small. In conjugate penalty methods,
therefore, we can avoid the considerable effort of determining
step sizes to maintain feasibility, as is required by ordinary
interior penalty methods.
Finally, in conjugate penalty methods, we need not determine
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an initial point in the interior of the feasible region, as is






















































































We have presented a new class of sequential unconstrained
optimization techniques for the solution of convex programming
problems. The method has an advantage over ordinary penalty
function methods in that it will circumvent unfavorable boundary
properties of ordinary penalty functions, as far as the condi-
tions in Theorem 3.2 are satisfied. Those conditions are met for
some classes of problems that are often encountered in practice.
For example, a strictly convex objective function and strictly
concave constraint functions will form a problem which satisfies
both conditions in Theorem 3.2. The present method has a draw-
back, however, in its practical implementation, because it is not
an easy matter to obtain a terse expression of conjugates for any
convex and concave functions. This approach may be particularly
attractive for the type of problems such as problem (3.6), in
which functions have their conjugates in a simple closed form.
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CHAPTER 4
APPLICATION OF FENCHEL DUALITY
TO MULTIFACILITY LOCATION PROBLEMS
In this chapter, we consider multifacility location problems
under a very general setting and develop a dual approach to solve
those problems. The multifacility location problem is a typical
one of minimizing a convex function which is not everywhere dif-
ferentiable. Formulation of the dual problem is essentially
based on Fenchel's duality theorem which has also played a crucial
role in the previous chapter. It can be shown that, for some im-
portant classes of problems, the dual problem may be formulated
so as to involve only differentiable functions.
4.1 Introduction
Recently much has been studied on the multifacility location
problems which have been practically applied to locating facilities
such as plants, warehouses and firestations, locating machines in
a factory and communication networks. The problem is that of lo-
cating some new facilities optimally in relation to existing facil-
ities. Optimality is achieved when the total transportation cost
is minimized. The transportation cost from one facility to another
is normally assumed to be proportional to suitably weighted dis-
tance between the facilities. By assuming such linearity, various
computational methods have been proposed by many authors. Those
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methods may be refered to a bibliography by Francis and Goldstein
[Fll] . However, there are some problems in which the transporta-
tion cost cannot be assumed a linear function of the distances.
Thus we generalize here the problem by assuming the transportation
cost as a nondecreasing convex function of distances measured by
any £p norm. We call this the generalized multifacility location
problem with arbitrary norms. This generalized problem contains
of course the traditional multifacility location problem as a
special case. It is noted that the functions involved in the
generalized multifacility location problem are all convex but,
in general, not everywhere differentiable.
In this chapter, we propose a dual approach to the generalized
multifacility location problem. Formulation of the dual problem
is essentially based on Fenchel's duality theorem which utilizes
the conjugates of convex and concave functions. We show that
for a certain, often very important, classes of problems the
dualization avoids the nondifferentiability of cost functions,
which is inherent in the primal problems. Specifically, if each
transportation cost is linear with respect to the distance meas-
ured by the rectangular norm, then the dual problem may be formu-
lated as a linear programming problem. Similarly, if some trans-
portation costs are the same as that of above and others quadratic
with respect to the distance measured by the Euclidean norm, then
the dual becomes a quadratic programming problem.
This chapter is organized as follows: In Section 4.2, the
multifacility location problem is defined in a very general form.
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In Section 4.3, another problem is defined and the duality be-
tween these two problems is verified. In Section 4.4, examples
are given in order to demonstrate the validity of such dualization.
Computation results are placed in Section 4.5.
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4.2 The Multifacility Location Problems
The problem to be considered is as follows: There are m
facilities situated at points a , a , ..., a on a plane. Sup-
pose that n new facilities should be located and that cost should
be imposed on transportation of goods between the new facilities
and the existing facilities and between the new facilities them-
selves. Then it is necessary to locate them simultaneously in such
a way that the total transportation cost is minimized. This prob-
lem is called the generalized multifacility location problem and
is formally stated as follows:
m n
minimize ) ) f..(x.-a. )
■ , ■ -, 31 1 1 Pix ,...,xn i=lj=l ^1
j=lk=j+l vh-^'W '
(4.1)
where x,, x . ..., x are the locations of the new facilities to
12 n
be found, f and g., are nondecreasing convex functions on
[0,+°°), I)･ || is the £ norm representing the distance between
two facilities and p, and p are real numbers such that 1 <_ p.
£ 00 (i=l,2) .
It is noted that the two common £ norms used are the Euclidean
(£2) norm and the rectangular (£^) norm, but other norm might also
be considered. Furthermore, different norms may be contained sim-
ultaneously in problem (4.1), since it is not unusual that more than
one kinds of transportation are used in one problem. For example,
in a plant layout problem, some materials are supplied through con-
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veyors or pipes among the machines themselves where the Euclidean
norm is used as a measure of distance; while among the machines
and storages other materials are supplied by folklift trucks op-
erating in a grid of aisles where the rectangular norm is appro-
priate. We assume here, however, that at most two different norms,
Pi
and £ , are used for simplicity of presentation.
P2
As a special case of problem (4.1), the next problem might
be considered.
m n
minimize V Y a.. ||x.-a.||




3 .. ||x. - x II ,
:k : k"p2
(4.2)
where a.. and 3 are nonnegative weighting constants.
A wide variety of approaches have been proposed for problem
(4.2), in particular, where n= 1 or p. =1 or 2 . ( See for
example a bibliography by Francis and Goldstein [Fll].) Among
others, dual approaches have been studied by Love [ L6 ], Planchart
and Hurter [P2 ] and Juel and Love [J3 ] in recent years. It seems
however, that the generalized problem (4.1) has little been inves-
tigated in literature. In the remainder of this chapter, we shall





4.3 The Dual Problem





the number of existing facilities












indices of existing facilities, l^i^m ;
indices of new facilities, l^.j,k^n ;
2
a vector in R , the location of existing facility i ;
2
a vector in R , the location of new facility ) ;
2n T
a vector in R such that x = (xn,...,x ) ;
1 n
2
a vector in R , the direction from the facility k to
the facility j , viz. z. = x. - x ;
n(n-l) T
a vector in R such that z = (z _,z ,...,z ) ;
12 13 n-l,n
an n(n-l)x2n matrix which defines the relationship between
x and z , viz.,
z = Ax =
I -I 0 0 . . . 0
























where I is the 2x2 identity matrix;

















vectors in R suth that
･ m m .
i.T v 1
. . ., v ) and > v = v ;
i-1
2
a dual vector in R corresponding to z ;
a vector in R such that u = (u._,u,_,...,u n ) ;
12 13 n-l,n
a nondecreasing convex function on [0,+°°), the trans-
portation cost between the new facility j and the
existing facility i ;
a nondecreasing convex function on [0,+°°), the trans-
portation cost between the new facility j and the new
facility k ;
p., q. real numbers such that l_£p. , q. _£+°° and 1/p. + 1/q.
= 1 , i = l , 2 .







Xl' ' " ' 'Xn i=1-'
n





HX' -X! II )
:k : k"p
n-1 n
maximize - £ £ g ( ||u || )
v^v1,...,^ j=lk=j+l :k 3k q2
m n






V = A u
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Problems (PL) and (DL) are dual to each other in
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D
Problem (PL) is the generalized multifacility location
problem as stated in Section 4.2. We shall show that problem
(DL) is actually the dual of problem (PL) in the sense of
Fenchel. Before proceeding to the main theorem, we need the
following lemma.
Lemma 4.1 Let f be a convex function on R defined by
f (x) = g( ||x|| ) , 1<P<+",






where 1 £ q £ +00 and 1/p + 1/q = 1
Proof. By the definition,
f*(v) = sup{<x,v> - f(x) }
X
= sup sup { <x,v>
£>o ||x||p=S
and by Holder's inequality,
It is now possible to prove the main result of this chapter
Theorem 4.1
the sense of Fenchel. Moreover, the supremum of problem (PL) and
the infimum of problem (DL) are equal and both attained.


























are nondecreasing convex func-
g.. ( ||x. - x || )
:k " : k"p2








f(x) = I I f.A ||x -a || ) = I f±(x)
i=lj=l J J pl i=l
Next let us define the function h on R by
Since norms are convex and f..
tions, the composite functions f. and f are convex on R
[R5 , Thm.5.1]. Similarly, h is a convex function on R
It is noted that by the relation (4.3)
j=lk=j+l J" J " C2
Thus problem (PL) is restated as that of minimizing
In order to derive the Fenchel's dual to this problem, we
have to calculate the conjugates of f and g , where g is
a concave function on R defined by
g(z) = - h(z) .
Since it is easy to verify that
g*(u) = - h*(-u) , (4.8)
where g* is the concave conjugate of g and h* is the convex
conjugate of h , it suffices to calculate f* and h* .
It follows from Lemma 4.1 and the definitions of the conjugate






























sup sup { <x.-a.,v.>





5,11 v. || - fji(5j.}]
[ <a. ,v.> + f+. ( ||v. || ) ] ,
11 di " r'qx
2
are vectors in R such that v









{ I f*(v1) | I v1 = v }
i=l 1 i=l
T




I v1 = v }
i=l
In a similar manner, it can be shown that
n-1 n
h*(u) = I I g,k(||u || )
j=lk=j+i ＼K D* q2
(4.9)
(4.10)
It is now possible to construct the Fenchel's dual problem
of (4.7) with g = -h. In fact, by (4.8), (4.9) and (4.10), the
dual may be written as
sup { q*(u) - f*(ATu) }
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n-1 n














[<a. vX> + f
:
i=l
which is precisely problem (DL). It is noted that the supremum
is always attained since assumption (a) of Fenchel's duality
theorem [ R5 , Cor.31.2.1] is obviously satisfied. On the other
hand, the infimum of problem (PL) is attained since assumption




In this section, we shall illustrate two examples of prob-
lems whose dual problems are most effectively solved. The
first example is the one which has been commonly termed as the
multifacility location problem with rectangular norm and has
been extensively studied by many authors. It will be shown
that its dual becomes a linear programming problem. The second
example seems rather uncommon in literature. But it is of in-
terest since its dual is formulated as a quadratic programming
problem.
Example 4.1. Let us consider the problem where each transpor-
tation cost is linear with respect to the distance and each
distance is measured by the rectangular norm, i.e..
and
f..(t) = a..t ( a.. > 0 )
Di Di ii =
gjk(t) = V (V ^
for all i, j and k , and p
stated as (4.2) in Section 4.1
0 )
1 = P2 =1 . This problem was already
It is easy to observe that the monotone conjugates of f..
and g are respectively
JK
f..(s) = 0 if s < a.. , = +00 otherwise
and
g (s) =0 if s <_ 3 , =-H≫ otherwise.
jk ― ]k
















HujkIL = 3jk ' k=J+1'---'n'- j=l,...,n-l,
II v* H^ £ a , i=l,...,m; j=l,...,n
Note that the constraints ||u.,
11 -)k
II < 6., and IIv1 II < a. .
(4.11)
merely determine upper and lower bounds of the variables. Hence
the above problem (4.11) is a linear programming problem with
2n equality constraints and 2mn+n(n-l) bounded variables.
This dual problem (4.11) has recently been obtained by Juel
and Love [ J3 ] without explicit use of Fenchel's duality theorem.
It has also been pointed out in [ J3 ] that the optimal locations
xn, xn, ..., x for problem (4.2) are given as the optimal mul-
l I n
tipliers corresponding to the constraints Z.
i T
V = A u
Example 4.2. Let the transportation cost and the measure of
distances between the new facilities and the existing ones be the
same as those in Example 4.1, whereas between new facilities them-
selves let the transportation cost be quadratic with respect to
the distance measured by the Euclidean norm, i.e..
and
f.. (t) = at
g.. (t) = B.,t2
(a.. > o )
( Bjk > o )
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y 7 a. . II x. - a. ||
(4.12)
j=lk=j+l 3k T K ^
This problem also involves nondifferentiable functions.
Let us now consider the dual of problem (4.12). To this end,
it is only necessary to calculate the monotone conjugates of g
since the others are the same as those in Example 4.1. By the






s for every s > 0 ( 3 > o )
g+, (s) = 0 if s=0 , = +0°if s > 0 ( &.. = 0 ) .
Dk Dk
Assuming temporarily that & > 0 for all j and k , and noting
that q = °°and q = 2 , we may derive the following dual problem:
if 3..
n-1 n m n
maximize - I I iB~lluikll2
"
I I <ai'V^
m.v1....,^ j=lk=j+l 4Pjk Dk 2 i=lj=l x ^
subject to
and






oo = aji ' i=l/...,m; j=l,...,n
(4.13)
= 0 for some j and k , then the quadratic term (1/48., )x
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IIu., I! vanishes in (4.13) and the constraint u., =0 should
11 ;jk "2 jk
be added to those of (4.13).
In any case, the dual problem is a quadratic programming
problem with bounded variables and the objective is concave.
In particular, if 6 . > 0 for all j and k , then problem (4.13)
has a negative definite objective function and 2n linear con-
straints with 2mn bounded variables and n(n-l) free variables.
Consequently, we can solve problem (4.12) by solving its dual
(4.13) by some efficient quadratic programming algorithm.
In a way similar to that of [ J2 ], we obtain the Lagrangean







II II^ TV 1




+ <x, £ v1 - ATu > ,
i=l
where x is interpreted as the multiplier vector. Then by a
duality theorem in nonlinear programming, the objective function
of the dual of (4.13) is




I I max { <v.,x.-a.> I II v. II <a.. }






1 2min M I
40―
II u-ikll2 + <Ax,u> }






I B || -z ＼＼2 ,




where we have used (4.3). Note that d(x) is identical with the
objective function of problem (4.12). Thus we can obtain the
optimal locations x , x , ..., x as the optimal multipliers










= - U232 '
4.5 Computational Results
A simple problem is solved by way of illustration. The
sample problem is to find an optimal location of three new fa-
cilities among five existing facilities. The cost function is
given by (4.2), where the rectangular norm is assumed, i.e.,
pn = p_ = 1 . The relevant data are given in Tables 4.1, 4.2
and 4.3. The optimal location of new facilities are x = (3,3),
xn = (5,4) and x, = (5,4) , and the cost function takes the
value 45.5 at the optimum.
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< vn < 1 ,
< v23. < 2 ,
< 3 , -1 < v?. < 1 , -1 < v^. < 1
= = lx = = 2i =
<_ 2 , -2 £ v £ 2, i = 1, 2 .
The computation time for the problem (4.14) (including com-
pilation) was about 4 seconds on a FACOM M-190 computer of Kyoto
University Computer Center.
It may be noted that this sample problem was first considered
by Wesolowsky and Love [Wl ], where they solved the dual of a
linear programming problem derived from the original problem by
introducing artificial variables. By comparison, the number of
variables and that of constraints of (4.14) are just the same as
those in [ Wl ], though the coefficients are different. As was
expected, the computation time for solving (4.14) was almost the
same as that for solving the dual in [ Wl ].
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4.6 Conclusion
Throughout this chapter, we have restricted our attention to
problems in R , because most problems seem to have been considered
on a plane. However, it can be easily verified that the duality
of problems (PL) and (DL) still remains valid in any dimensional
Euclidean spaces.
Finally, we mention that the dual problem (DL) includes that
of Juel and Love [ J3 ] as a special case, as far as unconstrained
problems are concerned. Furthermore, it is expected that the
approach proposed in this chapter may be extended to a certain




MINIMIZATION OF THE SUM OF A CONVEX FUNCTION
AND A CONTINUOUSLY DIFFERENTIABLE FUNCTION
In this chapter, we present a method of finding the minimum for
a class of nonconvex and nondifferentiable functions consisting of
the sum of a convex function and a continuously differentiable func-
tion. The class of such problems is general enough to cover certain
constrained minimization problems. The algorithm proposed in this
chapter is a descent method which generates successive search direc-
tions by solving auxiliary minimization problems which consists of
convex functions. It is shown that the algorithm generates a se-
quence of points converging to a critical point of the problem.
5.1 Introduc tion
Recently, considerable attention has been paid to minimization
problems without the differentiability assumptions on the functions
involved. In particular, if the function to be minimized is convex,
various algorithms for nondifferentiable convex optimization problems
may be applied [Bll] [L2 ][ P5 ][ S2 ][W6 ]. Most of these methods
utilize the subgradients or e-subgradients [ R5 ] of convex functions.
More recently, Feuer [F3 ][F4 ], Goldstein [ G8 ] and Mifflin [ M4 ]
have used the Clarke generalized gradients [C3 ] to extend these
techniques to apply to various classes of nonconvex and nondifferen-
tiable functions.
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In this chapter, we shall concentrate our attention to a class
of nonconvex and nondifferentiable functions consisting of the sum
of a convex function and a continuously differentiable function,
and propose a method of finding the minima of these functions. Such
problems contain a fairly wide class of problems which are encoun-
tered in practice and indeed involve some important class of con-
strained minimization problems. It may be noted that such functions
are semismooth, good, semiconvex, quasi-differentiable in the sense
of Mifflin [M5 ], Feuer [f4 1, Vainberg [vi ], Pshenichnyi [ P8 ],
respectively, and Clarke differentiable [C3 ], if they are finite
everywhere.
The algorithm under consideration here is a descent method gen-
erating successive search directions by solving successive convex
auxiliary problems, each of which may be regarded as an approxima-
tion of the original problem. The present algorithm is particularly
useful if the convex function involved is simple enough that it can
be minimized without the aid of general purpose convex minimization
algorithms such as those in [ L2 ][ P5 ][ S2 ][ W6 ], as illustrated in
Examples 5.1 and 5.3 below. Example 5.1 also suggests that the
present algorithm may be regarded*1as an natural extension of the
Frank-Wolfe algorithm [F12] for constrained minimization problems.
This chapter is organized as follows: In Section 5.2, the mini-
mization problem is stated and some examples are given to indicate
the possibility of reducing constrained minimization problems into
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the problem considered in this chapter. In Section 5.3, the opti-
mality condition for the problem is given and the algorithm is
formally described. In Section 5.4, convergence properties of the
algorithm are proved. Section 5.5 discusses the convergence rate
of the algorithm for quadratic functions and shows a relationship
to steepest descent and conjugate directions.
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5.2 The Problem
The problem considered in this chapter is
minimize <j>(x)A f(x) + g(x) over x e R , (5.1)
where g: R -*■(-°°,+°°]is a closed proper convex, but not neces-
sarily differentiable function and f: R -*■(-<≫,+°°]is a function
which is continuously differentiable on an open set containing dom g ,
but f need not be convex. The function cj>is thus in general
neither convex nor differentiable.
Although we are mainly concerned with the unconstrained problem
(5.1), the present method can be applied to constrained problems as
shown in the following examples.
Example 5.1. Consider the problem
minimize f(x)
(5.2)
subject to x e S c r ,
where f: R -> (-°°,+00) is a continuously differentiable function
and S is a closed convex set. Then, problem (5.2) may be rewritten
in an equivalent form
minimize f(x) + 6 (x) over x e R ,
where 6 is the indicator function of S [ R5 ] defined by
6_(x) = 0
= +00
if x e S
otherwise.
Clearly, problem (5.3) is the problem of the form (5.1)













: R ■*■(-°°,+°°)are convex functions and f is the same as





R -*■(-°°,+00) are convex functions such that
p.(t) > 0 for t > 0
= 0 for t £ 0
(5.5)
Then it is known [B8 ][C6 ][E3 ][H6 ][ PI ][ Zl ] that, under certain
assumptions, the penalty function (5.5) is exact in the sense that
an unconstrained minimum of (5.5) is an optimal solution of the con-
strained problem (5.4). Therefore, problem (5.4) may be rewritten as
minimize f(x) +
m
Y p. [h. (x)] over
i=l X 1
x e R
Since the second term is convex in x , problem (5.4) can be trans-
formed into an unconstrained problem of the form (5.1).
Remark 5.1 For a given problem, decomposition of <b into a differ-
entiable function f and a convex function g is not unique, since
(j) is not altered by subtracting any continuously differentiable convex
function from f and adding the same function to g . However, con-
vergence rate of the present algorithm is dependent on a manner of
decomposition of <f>into f and g . This subject will be discussed
in Section 5.5 for a simple class of problems.
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5.3 Algorithm
In this section, we shall state the algorithm for finding a crit-
ical point of problem (5.1). First we consider a necessary condition
for a point x to be an optimal solution of (5.1). Clarke [ C4 ] has
shown that if a point x is a local minimum of a locally Lipschitz
function ip ( the function ip is locally Lipschitz if for any x
there is a neighborhood of x such that, for some constant K ,
|i|>(y)- ^(z) | £ K || y-z ||
for any y and z ), then 0 e 9*ip(x) , where 9*i[i(x) is the Clarke
generalized gradient of if) at x .
If g is finite everywhere on R , then cj)is locally Lipschitz
and 8*(()(x)= Vf(x) + 3g(x) , where 8g is the subdifferential of g
at x . Hence, a necessary condition for a point x to be a local
minimum of <|>is -Vf (x) e 3g(x) . For the function g which may
take the value +°°somewhere, this result is not directly applicable.
However, under a certain assumption, we can show that this is valid
for extended-real-valued functions as well.
Throughout this paper, we shall make the following assumption:
For any x e dom g and any d ,
g1(x;d) = lim inf g'(x;e} ,
where g'(x;d) is the one-sided directional derivative of g at x
with respect to the direction y . Under this assumption, we have
g'(x;d) = sup { <y,d> ; y e 3g(x) }
for any x e dom g and any d , by [ R5 , Thm. 23.2]. It is noted that,
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if x e ri dom g , or in particular if dom g = R , then the above
equality is valid [ R5 , Thm.23.4].
Then the following proposition is proved.
Proposition 5.1. A point x is a local minimum of problem (5.1)
nnlv if -W(x) e ?ta(-x).
Proof. Suppose that x is a local minimum of problem (5.1). Clear-
ly, x e dom g . Then, for any direction d , the one-sided direc-
tional derivative of (j) at x is
((>'(x;d) = f (x;d) + g1 (x;d)
= <Vf(x),d> + sup{ <y,d> ; y e 9g(x) }
= sup{ <Vf(x)+y,d> ; y e 3g(x) } .
On the other hand, since x is a local minimum of tb , we have
tj)1(x;d) >_ 0 for any d
Therefore, by a separation theorem, it is not difficult to see that
0 e Vf(x) + 8g(x) .
In what follows, any point x which satisfies the condition in
the above proposition is called a critical point of problem (5.1).
Obviously, the condition is sufficient when $ is actually convex or
semiconvex as defined [ M5 ].
There are already a number of algorithms for the minimization of
convex functions [Bll] [ L2 ][ P5 ][ S2 ][ W6 ]. This chapter proposes an
iterative algorithm for generating critical points of functions which
are "almost convex" in the sense that they may be expressed in the form
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n
of a sum of a convex function g and a continuously differentiable
function f . The key to the algorithm is that successive descent
directions from the point x may be selected to be x - x where
x is a minimizing solution of the convex problem
minimize <x, 7f(x )> + g(x) over x R .




Step 1: Let x be any initial point. Set k = 0 and go to step 2
Step 2: If -Vf(x ) e 8g(x ) , stop. Otherwise, go to step 3.
Step 3: Find a minimum x of problem (5.6), and go to step 4.
K.
Step 4: Find x , = x, + A d such that X > 0 andv k+1 k k k k =
cj)(x ) £ <j)(x+Adfe) for all X ^ 0 ,
where d = x - x . Set k = k + 1 and go to step 2.
JC JC JC
It is important to recognize that this method permits one to take
advantage of the special structure of the objective function <j). In
particular it permits the efficient optimization of objectives which
may be decomposed into the sum of an*easy-to-optimize convex function
and a continuously differentiable function. Thus the proposed algo-
rithm differs significantly from the general purpose algorithms which
were proposed by Feuer [F3 ][F4 ] and Mifflin [ M4 ].
Remark 5.2 The stopping criterion in step 2 may be replaced by
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"if d =0 , stop." or "if ||d || <£ , stop.", where d is deter-
K K K
mined in step 4 and e is some prescribed small positive number.
The validity of these alternatives may be verified by using Lemma
3.1 which will be given in the next section.
Remark 5.3 It should be noted that solving (5.6) in step 3 is
equivalent to finding x such that -Vf(x ) e 3g(x ) . The latter
is again equivalent to x e 9g*(-Vf(x )) by [ R5, Thm.23.5], where
g* is the conjugate function of g [ R5 , p.104]. So it will be
very easy to obtain x directly from 9g*(-Vf(x )) , when dg*
has a convenient characterization. Unfortunately, the class of such
functions is somewhat limited.
Remark 5.4 For problem (5.2) in Example 5.1, the algorithm is the
same as the Frank-Wolfe algorithm [F12] for quadratic programming or
a more general conditional gradient method [L3 ] except for the glob-
al line search in step 4. It is thus suggested that finite line
search techniques or such a simple step-size rule as in [L3 ] may be
employed instead of the exact one used in the proposed algorithm.
It should be noted that there exists a minimum x of problem
(5.6) if and only if -Vf(x ) e range dg . In what follows, however,
we shall make a stronger assumption that range(-Vf) c int range dg ,
or equivalently that range(-Vf) c int dom 3g* = int dom g* . The
last condition is satisfied in particular if g is co-finite [ R5 ,
p.116], since the co-finiteness of g implies that dom g* = R [R5 ,
Cor.13.3.1].
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5.4 Convergence of Algorithm
The following theorem shows the algorithm converges.
Theorem 5.1 Let x be an arbitrary initial point. Assume that
the level set L(x ) = { x R ; <j>(x) £ (j)(x ) } is compact and
that g is strictly convex on dom g . Then the sequence {x }
generated by the algorithm contains a subsequence which converges
to a critical point of problem (5.1).
To prove the theorem, it will be convenient to establish several
lemmas. The first lemma gives a condition for a point x to be
a critical point.
Lemma 5.1. If d = x- x = 0 , then x is a critical point of
(5.1). Moreover, the converse is true provided that g is strictly
convex on dom g .
Proof. First let us suppose that x is not a critical point.
Then -Vf(x ) i 9g(x ) which is equivalent to x / 9g*(-Vf(x )) by
[ R5 , Thm.23.5], while x is chosen by definition so that x e
9g*(-Vf(x )) . Thus x cannot be identical with x .
Now assume that g is strictly convex on dom g and that x
is a critical point. Then -Vf(x ) e 9g(x ) . But, since x sat-
isfying -Vf(x ) e 8g(x ) is uniquely determined by the strict con-
vexity of g , x must coincide with x .
Remark 5.5 If g is strictly convex on dom q , then each sub-
problem (5.6) achieves its minimum uniquely. Namely, x is uniquely
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□
determined in step 3 of the algorithm and is given by Vg*(-Vf(x ))
since the strict convexity of g on dom g implies that g is
essentially strictly convex [R5 , p.253], which in turn implies
that g* is essentially smooth [ R5 , Thm.26.3], i.e., g* is
differentiable on range(-Vf) c int dom g* .
The next lemma shows that d, is a direction of descent of
k
(j) at x .
Lemma 5.2 For any vl and d = x_ - x
Moreover, the inequality is strict, provided that x is not a
critical point and that g is strictly convex on dom g .
Proof. We first note that the one-sided directional derivative
1[




f(xk+AV - f(xk) ]
~1[ g(xk+Adk) - g(xk) ]
= <Vf(x ),d > + sup{ <y,d > ; y e 8g(x ) }
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[ R5 , Thm.23.4] )
(5.7)
(5.8)
$' (x ;d ) is given by




= sup{ <Vf(x )+y,d > ; y e 9g(x ) } .
By the monotonicity of the mapping dg [ R5 , Cor.31.5.2], we have
<-Vf(x )-y,x -x > _> 0 for any y e 9g(x ) ,
since -Vf(x ) e 9g(ic ) . It can also be shown that the inequality
is strict if g is strictly convex and x ^ x which is true by
Lemma 5.1 when x is not a critical point. Since d = x - x ,
the lemma follows from (5.7) and (5.8). □
Let us now consider the algorithmic point-to-set map A: R -> R
associated with the algorithm in a composite form
A = MD .
where the map D determines a direction d at a current point x
and the map M finds a minimum point x along the direction d
Specifically, by Remark 5.3, the map D: R -*■R is defined by
D(x) = { (x,d) ; d = x - x for some x
such that -Vf(x) e 9g(x) }
and the map M: R -≫■R is defined by
M(x,d) = { x ; x = x + Ad for some Aj^O





Recall that the map A is said to be closed at x [ Z2, p.88]
x -*■x ( k ->･oo ) ,
y, e A(x ) , k=l,2, ..･> ,
yk
->■y ( k ■> °°)
Y e A(x)
90
Lemma 5.3 The algorithmic map A is closed at any point x which
is not a critical point of problem (5.1)




D = D D D
Dx(x)
D (x,
= { (x,y) ; y = -Vf(x) } ,
y) = { (x,x) ; y e 8g(x) } ,
D (x,x) = { (x,d) ; d = x - x } .
Clearly, D : R ->-R and D : R ->■R are continuous point-
to-point maps.
Now let us show that the map D : R2n -> R2n is closed at every
point (x,y) such that y = -Vf(x) . Indeed it is closed since
y e 3g(x) if and only if x e 3g*(y) [ R5 , Cor.23.5.1] and 3g* is
closed on range(-Vf) [ R5 , Thm.24.4]. Moreover, since 3g* is
locally uniformly bounded at any point y e range (-Vf) <=int dom g*
[ R5 , Thm.24.7], the map D has the following property:
(p) if (x.,y.) -≫■(x,y) and (x.,x.) £ D (x.,y.) ,
then there exists some x such that, for some
subsequence {(x. ,x. )} , (x. ,x. ) -> (x,x) .
Then it follows from [ Z2 , Lemma 4.2] that the composite map D D
is closed. Moreover, by [ Z2 , Cor.4.2.2], it is easy to see that
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the map D = D D D is also closed. It is also easily seen that
the map D has a property similar to (p) above.
On the other hand, it is known [ L8 , p.146] that the map M
is closed at (x,d) whenever d ^ 0 . Thus by [ Z2 , Lemma 4.2]
and by Lemma 3.1, we may conclude that the map A is closed at any
x which is not a critical point.
Remark 5.6 If we had assumed that g was strictly convex as we
did for Theorem 5.1, the proof of Lemma 5.3 could have been consid-
erably simplified. The map D would then have reduced to a point-
to-point map which would be continuous at all (x,y) for which
y = -Vf(x) . We however preferred to prove Lemma 5.3 under more
general conditions.
We are now ready to prove Theorem 5.1
Proof of Theorem 5.1 (i) Obviously, the entire sequence {x }
lies in the compact level set l,(x )
algorithm.
by the descent property of the
□
(ii) The function <＼>is continuous on L(x ) .
(iii) (a) If x is not a critical point, then by the strict con-
vexity of g and by Lemma 5.2, <f>'(x;d) < 0 where d is determined
by the map D at x . So <j>(x)> <|>(x) for any x e A(x) .
(b) If x is a critical point, then the algorithm terminates.
(iv) The map A is closed at x if x is not a critical point
by Lemma 5.3.
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Hence, by the well-known Convergence Theorem A of Zangwill
[ Z2 , p.91], it follows that there exists a subsequence of ^-x^
converging to a critical point of problem (5.1). This completes
the proof.
Remark 5.7 For problem (5.2), convergence of the algorithm may
be proved under different assumptions such as the convexity of f
(see [ L3 , Thm.6.1].)
□
We have proved convergence of the algorithm under the assump-
tion of strict convexity of g . It might seem that the algorithm
is not applicable to many important classes of problems which do not
satisfy this assumption, such as problem (5.2) in Example 5.1. It
is to be noted, however, that we can always strictly convex!fy g
without changing problem itself by adding a continuously differen-
tiable strictly convex function to g and subtracting the same func-
tion from f . A typical case is examined in Example 5.3 below.




x e S ,
where f is continuously differentiable on R
convex set and h is given by
Let
h(x) = max { <a.
g(x) = h(x) + 5s





S is a polyhedral
where <5 is the indicator function of S . Then q is not strict-
ly convex on dom g . However, we can modify this problem so as to
satisfy the assumption of strict convexity. In fact, defining
f(x) = f(x) - x/2<x,Ax>
and
g(x) = g(x) + V2 <x,Ax> ,
where A is an arbitrary symmetric positive definite matrix, we can
easily see that g is strictly convex on dom g and that problem
(5.9) is equivalent to the following
minimize 5(x) + g(x) over x e R
Then subproblem (5.6) becomes
minimize <Vf(x )-Ax ,x> + g(x) over
which in turn can be rewritten as
minimize <Vf(x )-Ax ,x> + t + l/2 <x,Ax>
subject to
and
<a. ,x> £ t ,
x e S ,
i=l, .. . ,m ,
x e R ,
(5.10)
where t is an additional variable. Each subproblem (5.10) may be
sequentially solved by some parametric quadratic programming method,
since only coefficients of the linear part of the objective function
vary at each iteration.
Note that direct application of the algorithm to problem (5.9)




<Vf (x, ) ,x> + t
k
<a. ,x> _< t , i=l, .. . ,m
x e S .
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(5.11)
It should be noted that this problem contains the Frank-Wolfe sub-
nrnhlpm as a SDficial case. i.e.. m=0 .
Let us now mention how the algorithm would process a function
<(>for which (a) g(x) = 0 , i.e., cf>is continuously differentiable
and (b) f(x) = 0 , i.e., <j)is convex.
In case (a), the algorithm will not work since subproblem (5.6)
does not have a solution in general. However, we may still apply the
algorithm by setting
c))(x)= { f(x) - V2 <x,x> } + ＼ <x,x>
as in Example 5.3. Then the algorithm would behave like a steepest
descent method for cf) (see Section 5.5.)
For case (b), the algorithm terminates in a single step. However,
we can still take advantage of the structure of g . For example,
consider the problem (5.9) in Example 5.3 and suppose the objective
function f + h is convex. Then this is exactly case (b). Although
(5.9) may be solved by a general purpose convex minimization algorithm
such as [ L2 ][ P5 ][ S2 ][ W6 ], it will be sometimes preferable to em-
ploy the present algorithm since subroutines for solving subproblems
(5.10) or (5.11) are widely available.
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5.5 Rate of Convergence
In this section, we discuss the convergence rate of the algo-
rithm for quadratic functions and show relations to the steepest
descent method.
Recall that, in order for the algorithm to be implemented effi-
ciently, $ must be decomposed so that g is an easy-to-optimize
function. However, except for the trivial case that (j) itself is
an easy-to-optimize convex function, in which case the algorithm
will terminate in a single step, there is flexibility in decomposing
<j>into f and g (see Examples 5.1 and 5.3.) The analysis of
this section for quadratic functions shows that the decomposition
scheme actually affects the convergence rate and suggests that con-
vergence may be accelerated by an appropriate choice of decomposition
scheme.
First consider a simple case where g(x) = (B/2)<x,x> , i.e.,
(j)(x)= f(x) + (B/2)<x,x> ,
where $ is a positive constant. Then for a given x , the solu-
tion of subproblem (5.6) is
＼ = -B"lvf (v ･
Therefore, the direction d = x - *x reduces to
k k k
dk = -3"1{Vf(xk) + 6xk}
B"1 Vcj)(xk)
So, in this case, the algorithm coincides with the steepest descent
method.
Next, we consider the case where both f and g are positive
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definite quadratic functions. Namely, suppose that
f(x) = V2 <x,Ax> + <c,x>
and
g(x) = V2 <x,Bx>
so that
d)(x) = V, <x,(A+B)x> + <c,x>
(5.12)
where B and A+B are both symmetric positive definite matrices.
Since we have Vf(x) = Ax+c and Vg(x) = Bx , step 3 of the
algorithm determines x for a given x by the formula




[ AX + C ]
Thus the direction d,
k
is given by
= -B~1[ (A+B)xk + C ] (5.13)
Now consider a one-dimensional problem
minimize <}>(x+AdJ = V2 A2 <d ,(A+B)d > + A <d (A+B)x+c>
A>0 kk (5.14)
+ V2 <x ,(A+B)x +C> ,
where d is given by (5.13). It is readily shown that the minimum
in (5.14) is attained by
= - <d .(A+B)x, +c> / <d , (A+B)d, >
k k k k
= <d ,Bd > / <&. , (A+B)d >







<d, ,(A+B)d > k
k k
It might be convenient to introduce the function
E(x) = V2 <x-x*, (A+B) ( x-x* )> ,
(5.15)
where x* = -(A+B) c is the unique minimum of <j>. Clearly, E
differs from cb only by a constant (b(x*) so that the sequence
{x } generated by the algorithm applied to c|)is the same as that
for E .
We have already seen that if B = 3l in (5.12), then the algo-
rithm reduces to the steepest descent method. In general, it is
known [ L8 , p.152] that the convergence rate for function values of
steepest descent applied to (5.12) is [(M-m)/(M+m)] , where m
and M are the smallest and largest eigenvalues of A+B , respec-
tively. In other words, for a sequence {x } generated by the steep-










For the present algorithm, we obtain the following result.
Suppose that the functions f , g and d) are the
quadratic functions defined by (5.12). Then, any sequence {*,} gen-






where m and M
values of 0 ^ B




Proof. By direct calculation, we have
E(xk)
Setting Q = B
＼
(A+B) B~ /2





and s = B "■
Bdk> <dk,(A+B)dk>




we may then use the Kantorovich inequality [ L8 , p.151] to obtain
E(xk) - E(xk+1) 4mM
E(V (m+ M)
where m and M are the smallest and largest eigenvalues of 0 ,
respectively. From this, the theorem follows immediately.
Let us briefly mention a relation of the algorithm to the method
of steepest descent. Let £. and L be, respectively, the smallest
and largest eigenvalues of B and let m and M be, respectively,
the smallest and largest eigenvalues of (A+B) as before. Let p(*)
denote the spectral radius of a matrix, i.e.,
p(･) = max | X.| ,
i
where A. are eigenvalues of the matrix [ H5 , p.3]. Since A+B and





M = p(A+B) ,


























(1/m) L = L/m
P(BA) ,
Thus we obtain a bound
M/m £ (M/m) (L/l) .
In other words, the condition number of Q is bounded by that of
A+B multiplied by that of B .
Finally, we show that successive directions d and d are
conjugate with respect to B , rather than A+B . In fact, since
Vi - - B"X[(A+B)x +c]
= - B [(A+B)x + c +
k
<d Bd >
(A+B)d ] (by (5.15))
<d ,(A+B)d, >
<dk'BV -l
= d ― B (A+B)d
<d ,(A+B)d >
100










We have proposed a minimization algorithm efficiently applica-
ble to nondifferentiable and nonconvex functions which are decom-
posed into sums of continuously differentiable functions and easy-
to-minimize convex functions. From a viewpoint of practical imple-
mentation, however, an exact line search procedure employed in the
proposed algorithm might be infeasible in a strict sense since an
infinite number of iterations are usually required to perform such
a line search. The problem considered in this chapter will be
further investigated in the next chapter and another algorithm
which incorporates a line search procedure having the property of




GENERALIZATION OF THE PROXIMAL POINT ALGORITHM
TO CERTAIN NONCONVEX PROGRAMS
In this chapter, we deal with the problem of minimizing a func-
tion which is the sum of a continuously differentiable function and
a convex function. In the previous chapter, the same problem has
been discussed and a method has been proposed to solve such problems.
The method presented in this chapter is closely related to the pre-
vious method and may be considered as a generalization of the proximal
point algorithm to cope with nonconvexity of the objective function
by linearizing the differentiable term at each iteration. Convergence
of the algorithm is proved and the rate of convergence is analyzed
in detail.
6.1 Introduction
Very recently, Rockafellar [R8 ][Rll] has applied the theory of
the proximal point algorithm for maximal monotone operators to convex
minimization problems, and obtained some theoretical results on the
convergence of the proximal minimization algorithm. The algorithm is
useful, however, only for convex problems, because the idea underly-
ing his results is based on the monotonicity of subdifferential oper-
ators of convex functions.
In this chapter, we present a method of minimizing certain non-
convex functions which are the sums of continuously differentiable
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functions and convex functions by generalizing the proximal point
algorithm, and discuss the convergence properties of the proposed
algorithm. It will be shown that the present algorithm converges
with a linear convergence rate to a critical point of the problem
under certain conditions. Remarkable advantage of the present al-
gorithm is in that the convergence may be assured even without the
strict convexity assumption on the function involved and that a
finite procedure may be used in the line search step of the algo-
rithm.
This chapter is organized as follows: In Section 6.2, the prob-
lem is formally stated and some background of the present algorithm
is given. The algorithm is described in Section 6.3. In Section 6.4,
under certain assumptions, convergence of the algorithm is proved.
In Section 6.5, the convergence rate of the algorithm is analysed.
Section 6.6 discusses the relations of the proposed algorithm with




The problem to be considered is
minimize cj)(x) A. f(x) + g(x) over x e Rn , (6.1)
where g: R -≫■(-00, +°°]is a closed proper convex function and
f: Rn -> (-°°,+°°]is a function which is continuously differentiate
on an open set containing dom g . The objective function (j) is
thus in general neither convex nor differentiable.
For problem (6.1), a point x is called a critical point if it
satisfies
- Vf(x) e 9g(x) (6.2)
As is pointed out in Chapter 5, the following constrained problem




x e C ,
where f is continuously differentiable and C is a nonempty closed
convex set. For this problem, the condition (6.2) reduces to a fun-
damental optimality condition that -Vf(x) is normal to C at x ,
since the set 96 (x) is just the normal cone to C at x [R5 ,
Thm.27.4].
The next proposition gives a characterization of the critical
point of problem (6.1).
Proposition 6.1. A point x is a critical point of problem (6.1) if
and only if
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(J)1(x;d) 2 0 for all d (6.3)
where d>'(x,d) is the one-sided directional derivative of i> at
x in the direction d In particular, if x is a local minimum
of (6.1), then x is a critical point of (6.1)
inequality of subgradients of convex functions, we have
g(x+Ad) £ g(x) - A <Vf(x),d> ,
for any A and d . On the other hand,
f(x+Ad) = f(x) + A <Vf(x),d> + o(A) ,
where o(A)/A ->■0 as A -> 0 . Combining the above inequality and
equality, we have for A > 0
[ <j>(x+Ad)-<J>(x) ] / X >,o(A)/A .
Taking a limit as A -* 0 , we obtain the inequality (6.3) .
Now suppose (6.3) holds. Since
d)1(x;d) = <Vf(x),d> + g' (x;d) for all d ,
we have
g1 (x;d) =><-Vf(x),d> for all d
This implies by [ R5 , Thm.23.1] that
[ g(x+Xd) - g(x) ] / X ^ <-Vf(x),d> for all X > 0 and d ,
or equivalently,
g(x+Ad) ^gCx) + <-Vf(x),Ad> for all X > 0 and d .
This shows that -Vf(x) is a subgradient of g at x .
The last assertion is immediate from the fact that (6.3) holds
whenever x is local minimum of (6.1). Q
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If dom g = R , then § is locally Lipschitz, because it is
the sum of an everywhere finite convex function and a continuously
differentiable function, both of which are locally Lipschitz. By
Clarke [ C4 ], cf> has a set of generalized gradients, which is denoted
by d*<fr(x), at any point x . Moreover, it is not difficult to see
that
3*4)(x) = Vf(x) + 3g(x) .
Thus (6.3) is equivalent to the condition Oe 3*cf>(x), which is a
necessary condition for x to be a local minimum of the locally
Lipschitz function <fr[ C4 1･ (See also [ P8 ]･)
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6.3 Algorithm
If <j)is convex in problem (6.1), which is particularly true
when f is convex, then it is known that a sequence {x } generated
by the following successive minimization algorithm converges to a
minimum of <＼>: For each k , find the minimum, which is taken as
1 ≪p





where c > 0
Such an algorithm is called the proximal point algorithm or more
specifically the proximal minimization algorithm and has recently-
been studied in detain by Rockafellar [ R8 ] under a more general set-
ting which allows inexact minimization at each iteration. For prob-
lem (6.1), however, the proximal point algorithm is not directly ap-
plicable since (f> is in general nonconvex.
On the other hand, in the previous chapter, an algorithm of
solving (6.1) has been proposed. It is briefly described as follows:
For each k , find the minimum, which is denoted as x, , of the con-
vex function <Vf(x ),x> + g(x) and then obtain x by the exact
line search with respect <j)along the direction d = x, - x from
the current point x^ . It has been proved there that the sequence
{x } generated by the algorithm converges to a critical point of
(6.1) under the strict convexity assumption on g .
The algorithm proposed here is a generalized version of the prox-
imal point algorithm to cope with nonconvexity of the function <j) by
linearizing f at each iteration just as in the one proposed in the
previous chapter. For each k , given x , the algorithm requires the
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solution of the subproblem
c
minimize <Vf(x ),x> + ― ||x-x || + g(x) over x e R , (6.4)
where c is a parameter such that c > 0
Proposition 6.2. For any x and c > 0 , problem (6.4) has the
unique solution x which can be expressed as
K=lI~ c^g ] 1[ x-cklvf ](V
and the strong convexity of the objective function of (6.4). Further-
more, by [ R5 , Thms.23.5 and 23.8], x is the minimum if and only
if
0 e VfCx^ + ck<＼~ V + 9g(＼) '
or equivalently
[ I - c^Vf ](xk) e [ I - c~18g ](xfc) .
~
-1




single-valued, so that we obtain the required expression of x .
Let a and 3 be scalar parameters such that a > 0 and 0 < 8
< 1 , and let {c } be a sequence of positive numbers. Given these
data, the algorithm is formally stated as follows:
Algorithm.
Step 1: Choose an initial point x e dom g and set k = 0 .





If d = 0 , then terminate; otherwise, go to step 4.
Jc
Compute t = 3 ^ , where Z is the smallest nonnegative
integer £ such that
<|>(x^+3
£
＼) £ $(＼) ~ ≪3£Kir
Step 5: Set x = x + t d , set k = k+1 and go to step 2.
Each step of the algorithm is explained as follows: Step 1 is
the initialization. Step 2 generates a search direction at a current
point by solving the subproblem. Step 3 is to check the optimality
of the current point (see Propositions 6.3 and 6.4). Step 4 is to
determine the step size t by the Armijo type rule [ A5 ][ P3 ]･
k
Step 5 is the update of the solution.
It should be noted that the present algorithm is significantly
different in principle from such general purpose algorithms as [ F4 ]
[L2 ][M4 ][ W6 ] for minimizing nondifferentiable functions.
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6.4 Convergence of Algorithm
In this section, we shall prove the convergence of the algorithm
presented in the previous section. The next proposition validates
the optimality test in step 3 of the algorithm.
Proposition 6.3. Let x be the unique minimum of the subproblem
K.
(6.4), and let d = jL - x . If d = 0 , then x is a critical
point of problem (6.1).
Proof. Suppose that d = 0 , i.e., £ = x. Then it follows





from (6.5) that 0 e Vf(O + 8g(x ) , which implies by definition
that x, is a critical point of (6.1) .
In order to simplify the notation, we define the operators P
and Q from R into R by
P= [ I+c^g I"1
and
Qk = I - c^Vf ,
respectively. It is known [ R8 , p.878] that the operator P is
nonexpansive, i.e.,
|| P (x) - P (y) || £ || x - y || , for all x , y . (6.6)
Moreover, let us define functions Xi^*) an^ ^t^*^ ky
xk(x) = PkQk(x)
and
respectively. It is not difficult to see that the functions x, (･)
and d(*) are continuous, since P is nonexpansive and Q is
continuous. Moreover, they are Lipschitz continuous whenever Vf
is.
For any initial point x , let L(xn) denote the level set
{x e R ,-(j)(x)£ <J)(x)} . In the remainder of this chapter, we shall
make use of the following assumptions.
Assumption 6.1. There exists some L > 0 such that for each x
e L(x ) and d = d (x ) , we have
0 k k k
|| Vf(x+sd ) - Vf (x ) || £ Ls || d || , 0 £ s £ 1 . (6.7)
Clearly, assumption 6.1 is satisfied if Vf is Lipschitz
continuous on L(xn) -
Assumption 6.2. For each x_ e L(x ) ,
and
g' (x ;d ) = lim inf g1 (x,;e)
e -> d
k
g1 (x ;-d ) = lim inf g' (x ;-e) ,
where ＼ = ＼<＼) and d = d (x ) .
(6.8)
(6.9)
Since g'(x;･) is a positively homogeneous convex function
for each fixed x [ R5 , Thm.23.1], (6.8) and (6.9) hold if d (x )
e ri dom g'(x ,･) and -d (x ) e ri dom g1(x;･) , respectively,
or in particular dom g1 (x ; ･) = dom g1 (x ;･) = R . Moreover, for
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any x and x such that x , x e ri dom g , (6.8) and (6.9)
hold not only for d = d (x) but also for all d e R . Espe-
cially, if dom g = R , then assumption 6.2 is trivially satisfied.
Under assumption 6.2, it follows from [R2 , p.503] that
and
gI(VV = suP{<x*'dk> ' x* e 9g(＼) >
g'(xk,--dk) = sup{<x*,-dR> ; x* e 8g(x ) }
(6.10)
(6.11)
The following proposition shows that at any point x the
direction d determined in step 2 of the algorithm is a direc-
K.
tion of descent of the objective function <b .
Proposition 6.4. Let >c e -k(x ) an(^ ^v = ^v^3^^ ■ Then, under
assumption 6.2, we have
*I(W ^-＼K＼＼2
simplicity of notation. By (6.5), we have
-Vf(x) - cd e 3g(x) ,
where x = x(x) . By the monotonicity of the subdifferential oper-
ator 3g [ R5 , Cor.31.5.2], we obtain
<-Vf (x) -cd-y,x-x> _> 0 , for any y e 3g(x) .
Since d = x - x , it follows from (6.10) and (6.12) that
<f>'(x;d) = <Vf(x),d> + g1 (x;d)





Proposition 6.5. Let x e L(x ) and d = d(x) . Suppose
that c > a . Then, under assumptions 6.1 and 6.2,
is.
cj>(x+td ) i<J)(x^) - at ||d ||2





Throughout the proof, the subscript k is omitted for




















0'(s) = g'(x+sd;d) and , 9^(s) = -g'(x+sd;-d) ,
e;<s < 01(s) <
1' = -
e; (s) £ e_^
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(8.) when s < s < s2
for all 0 £ s < 1 ,
simplicity of notation. By (6.7), we have
Let us define the function 0: [0.1] -> R by 0(s) = g(x+sd) .
It is noted that 9(s) < +°°since both x and x are in dom g
Let 0'(s) and 0_^(s) denote the right and left derivetive func-
tions [ R5 , p.214], respectively. Then
and by [R5, Thm.24.1] ,
In particular, we have
g1(x+sd;d) £ -g1(x;-d)
since x = x + d . Thus it follows from [ R5 , Cor.24.2.1] that
for any 0 ^ t < 1
ft
g(x+td) - g(x) = g1(x+sd;d) ds
Jo
_< tg'(x;-d) .
Since q is lower semicontinuous, it is not difficult to see that
the last relation is also valid for t = 1
by (6.11), we have
On the other hand,
-g'(x;-d) = inf { <x*,d> ; x* e 9g(x) }
^ - c ||d||2 - <Vf(x),d> ,
since - cd - Vf(x) e dg{x) , so that
g(x+td) - g(x) <.-ct||d|| - t <Vf(x),d>
Consequently, for 0 <^ t _< 1
<b(x+td) - d>(x) = [ f(x+td) - f(x) ] + [ g(x+td) - g(x) ]
< (-ct + ^ ) ||d||2 .
Hence the result follows immediately (see Fig.6.1).
The following corollary ensures that the step size t chosen
in step 4 by the rule of Armijo type is bounded away from zero.
The proof is omitted since the result is an immediate consequence
of Proposition 6.5 and the construction of t in step 4.






fied. Suppose that there exists some c such that c ^ c > a
for all k Then, for each k , the step size t determined
by the algorithm satisfies
*. ^ ■ ; i 2(c- a) it _> mm i 1, j .
K ― L
6l
In particular, if c -a _>_―- , then x = x for all k
(6.13)
Proposition 6.6. In addition to all the assumptions in the co-
rollary of Proposition 6.5, assume that <j)is bounded below.
Then as k ->°°, we have
I!ak || ― o
and
II Vi - ＼ II ― °■
Proof. Since the sequence {cf>(x)} is monotonically decreasing
and is bounded from below, we have
^k+l5 ~ ^^k5 ^ ° aS k "*"°°"
Thus by (6.13), we obtain
Kii2 ±{ *(vi' -*(v }/a＼
< i *(＼+1) - *<V }/a min{l, 2(^a)
>■0 .
}





Now we state the main result of this section
Theorem 6.1 Let x be any initial point. Assume that cj)is
bounded from below and that the sequence {c } is bounded above
and away from a , i.e., there exist some c and c such that
c ^ c >_c > a for all k . Suppose that assumptions 6.1 and 6
are satisfied. Then any accumulation point of the sequence {x }
generated by the algorithm is a critical point of problem (6.1).
Proo f.
2
Let x be any accumulation point of {x } and let {x }
i
II d, II = || x, - x || 0
11 k± " " n<Li ki "
- Vf(* ) - c (£ - x ) -Vf(x) .














Since Vf is continuous and {c } is bounded,
i
By (6.5), we have
It then follows from (6.14), (6.15) and (6.16) that
- f(x) e 3g(x) ,
by virtue of the upper semicontinuity of the point-to-set map 8g
[ R5 , Thm.24.4]. This completes the proof.
Note that Theorem 6.1 says nothing about the existence of
accumulation points of {x } . In fact. Theorem 6.1 states that
if there exists a convergent subsequence of {x } , then its limit
must be a critical point. In order to assure the existence of the
limit, we need some additional assumption such as the compactness
of the level set L(x )
Corollary, Let all the assumptions in Theorem 6.1 be satisfied.
Suppose, in addition, that there exist a finite number of critical
points and that the sequence {x} is bounded. Then {x } con-
verges to one of the critical points.
at least one accumulation point is assured. Note by Proposition
6.6 that
IIVi - ＼≪ * °
Then the corollary may be proved in a manner similar to [ 01 , 14.1.5] . D
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6.5 Rate of Convergence
Throughout this section, we assume that the sequence {xv} gen-
erated by the algorithm has a unique accumulation point x , i.e.,
x ―> x . Recall that the sequence {xl is said to converge line-
arlu to x with ratio y if
II
x, , - x ||
11 k+1 "
lim sup ―
k ■*°° || ^ - x ||
Y < 1
The purpose of this section is to show that {x } converges
linearly to x under certain conditions. We have proved in Section
6.4 the convergence of the algorithm in which the sequence {c }
was assumed to be bounded. In the convergence rate analysis of this
section, we shall restrict our attention to a special case in which
ck Ec .
For any n><n matrix A , a norm of A may be defined by
|| A || = sup ||Ax || .
||x ||= 1
If A is symmetric with eigenvalues A., ..., A , then we have
1 n
([01 , p.41])
||A || = max { IA. I,. .., |A I } .
ii ii ' 1 ' ' n '
Lemma 6.1
Then
Suppose that A is symmetric and positive definite.
||I - C """A|| < 1




0 < X, < ... £ X = II A II,
1 ― ― n
are the eigenvalues of A . Note that I - c
symmetric with eigenvalues 1 - c
c > tIIaII ' then we obtain
1 < 1 - c
1
A is
, i=l,..., n . Thus if
A < ... < 1 - c
1A
n = = 1
< 1
_ -1
which implies ||l - c a|| < 1 .
Assumption 6.3. f is twice differentiable at x and the Hessian
matrix V f(x) is positive definite.
Theorem 6.2 Let {x,} be a sequence generated by the algorithm
in which c = c . Suppose that {x } converges to x and that
k K
assumptions 6.1, 6.2 and 6.3 are satisfied. If
1 >-＼ _
c > max { a , - ||V f (x) || } ,
then x converges linearly with ratio
, n n 2(c-a) (1-g)
Y <.max i a , 1 - p-
where a = III - c~1V2f (x) || .
Proof. First note that P
P = [ I - c"1
k








Q = I - c~1Vf .
Then by definition, x, = PQ(x ) . Moreover, since the accumulation
point x satisfies (6.2), it satisfies the fixed point property






||PQ(xk) - PQ(x) ||
||Q(xk) - Q(x) ||
||Q^) - Q(x) + VQ(x)(xk-x) ||
+ || VQ(x) (x -x) || ,
-12-
where VQ(x) = I - c V f(x) which exists by assumption 6.3. Let
£ be an arbitrary positive number. Since {x } ―>■x , we have
for all k sufficiently large
||QU ) - Q(x) - VQ(x) U-x) || <
^
e II＼- X II
On the other hand, by the definition of the matrix norm,
|| VQ(x) (xk-x) || £ 0 || j^- x || ,
where O = || VQ(x) || . Hence we obtain
*k - X || £ (a + e ) || x^
from which it follows that
X II .
II＼+1 - x || = ||^ + tkdk - x ||
= K＼ + (1-Vxk- x II
<＼W＼ -xll + d-tk)||xk- x||
£ [ 1 - tk( 1 -a -e ) ] ||x - x ||
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for all k sufficiently large. Thus if c > a , then by (6,13)
and (6.17),
II Vi " * 'I
= Yell＼^ll
holds for sufficiently large k , where
r n 2 (c - a) (1 -a -e ) i
Y_ = max { 0 + e , 1 £ i
Since e is arbitrary, we obtain asymptotically
II X , - X II
11 k+1 M
Y = lim sup




, . 2(c- a) (1 - a) -,
= max { a , 1 5- } (6.18)
Moreover, if c > ~||V f(x) || , then Lemma 6.1 assures that a < 1
which in turn imlies that right hand side of (6.18) is also less




If f = 0 in problem (6.1), the proposed algorithm relates
very closely to the proximal point algorithm. In fact, for such
cases, it is shown in view of Proposition 6.5 and its corollary,
that t, = 1 provided that {c } is chosen so that c > a
K K K
(note that we may suppose L = 0 ). Hence, the proposed algorithm
coincides with the proximal point algorithm with exact minimization.
Rockafellar [ R8 ] shows that the rate of convergence can be made
superlinear by letting c "― 0 (note that here c is the inverse
of that in [ R8 ]). For general cases, i.e., f ^ 0 , however, the
rate of convergence of the proposed algorithm cannot be improved by
controlling (c } , because it is impossible to let c *■0 due
to the feasibility of the Armijo type step size rule.
On the other hand, if g = 0 in problem (6.1), the situation
becomes considerably simpler. Indeed, by (6.5), we have
dk = ＼ - ＼= "ck Vf(V '
which shows that d is the direction of steepest descent. Hence,
the proposed algorithm coincides with the steepest descent method
with the Armijo step size rule [i^5 ][ P3 ].
Finally let us compare the proposed algorithm with 'subgradient'
methods. For problem (6.1), a natural extension of subgradient meth-
ods, e.g., [ P4 ][ P5 ], of minimizing, possibly nondifferentiable,
convex functions might be to choose a search direction d at a
current point x among the set -Vf(x ) - 9g(x ) . It should be
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noted that the search direction so chosen is not in general a direc-
tion of descent of <J>, so that a line search such as that of Armijo
type may be infeasible. On the other hand, the proposed algorithm
determines d, such that
k
CA = V ＼ ~ ＼ > £ "Vf (V " 8g(V '
which is, by Proposition 6.4, a direction of descent of <b .
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6.7 Conclusion
We have proposed the generalized proximal point algorithm for
a certain type of nonconvex minimization problems. The algorithm
presented in the previous chapter and this algorithm have several
characteristics in common. However, they are significantly differ-
ent in three aspects, i.e., (i) the latter exploits the finite pro-
cedure of Armijo type for the line search, while the former requires
in general an infinite number of steps for the exact line search,
(ii) the convergence of the former has been proved under the strict
convexity assumption on the function involved, while the latter does
not require such strictness, (iii) each auxiliary problem solved in
the latter always contains a quadratic term, while it is not necces-
sarily the case for the former. Consequently, it is advised that
we may use either the present algorithm or that proposed in Chapter 5
according to the structure of the problem to solve.
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CHAPTER 7
MULTILEVEL DECOMPOSITION OF NONLINEAR PROGRAMMING
PROBLEMS BY DYNAMIC PROGRAMMING
In this chapter, we are concerned with large-scale nonlinear
programming problems. In particular, we study in detail a multi-
level structure in nonlinear programming problems that can be solved
by dynamic programming, and derive recursive functional equations
that combine optimal solutions of subproblems to yield an optimal
solution of the principal problem. The analysis developed in this
chapter is very general and will be helpful in the discussion of
Chapters 8 and 9.
7.1 Introduction
In various fields of engineering and economics, it is often
necessary to deal with large-scale mathematical programming problems.
Up to the present, many sorts of decomposition techniques [D2 ][G4 ][H3]
[LI ][ M3 ][ S3 ] have been contrived to solve such problems. Espe-
cially, dynamic programming originated by Bellman [B2 ][B3 ] is one
of the effective techniques for complex optimization problems. How-
ever, in order that the problem be solved by dynamic programming,
we must break it down into a series of subproblems and then combine
the optimal solutions of the subproblems to find the optimal solution
of the original problem. The first part of this procedure is decom-
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position of the problem and the second part is composition by func-
tional equations that reveal the principle of optimality of dynamic
programming.
The purpose of this chapter is to clarify the applicability
of dynamic programming to general nonlinear programming problems.
It is noted that Mitten [M16] and Nemhauser [ Nl ] established some
sufficient conditions for multistage decision problems to be decom-
posed by dynamic programming by making use of the notion of com-
position operators. On the other hand, Mine and Ohno [M13] show
that mathematical programming problems may be considered as multi-
stage decision problems under certain conditions, and give recursive
functional equations of dynamic programming for these problems.
Here, we consider a multilevel structure of mathematical programming
problems that can be solved by dynamic programming and present re-
cursive functional equations that combine optimal solutions of sub-
problems to obtain an optimal solution of the original problem.
The sufficient condition for the decomposition by dynamic programming
given in this chapter seems to be the weakest one, as far as mathe-
matical programming problems are concerned.
This chapter is organized as follows: In Section 7.2, we give
some preliminary definitions which are fundamental in the subsequent
discussions. In Section 7.3, we show the main results on decom-
position of the problem by dynamic programming. In Section 7.4, we
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solve a quadratic fractional programming problem as a numerical
example. In Section 7.5, we indicate that dynamic programming is
frequently applicable to the nonlinear programming problem if the
functions involved are continuous.
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7.2 Decomposability and Separability
In this section, a decomposability and a separability of func-
tions are introduced, which are fundamental concepts required
throughout this chapter.
To begin with, the decomposability and the disjoint decom-
posability of functions are defined. It is shown that the decom-
posable functions can be reduced to the disjointly decomposable
ones by some modifications. Moreover, the sequential separability
and the monotonicity of functions are defined.
Definition 7.1 Let H(x :lf...,x ) and H. .(z,^ . . . , z i i) , i=l,...,
s, j=l,...,n. , be vector valued functions of vectors x , n=l,...,N ,
l n
and of vectors z , k=l,...,|l.. , respectively, where n = N , n
k in 1 s
=1 , and I are sets of indices such that I ={j} , j=l,...,n
and for i = 2,...,s , I., c {l,...,n._} and u. ^ I. . ={ 1, ... ,n. } ;
11.. I denotes the number of elements of I.. . H(x, ,...,x ) is
IV 11 1 N













Hsl = H(xi V




ii = {jl JIIiil}'Au" Vlj,
} and H (A .) means H
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. .(H .,..., H ) .










































In general, the decomposition may not be unique. To see the
decomposition scheme, it is useful to represent it by a graph. This
graph is determined as a directed graph consisting of the vertices
{H. . ;i=l,...,s, j=l, ― ,n.} and the edges {(H..,H. ,,) ; H. e
1 11 1~X.K 1 ―J..K
A. . , i=2,...,s , j=l,...,n.} . An example of the graph is shown
in Fig. 7.1. In this example, n = 1 , I ={l,2} ; n =2 , I =
{1,2} , I = {2,3} ; n =3 , I = {1,2,3} , 1^ = {3,4,5} , 1^ =
{4,5,6,7} ; n =7 , I = {1} , I12 = {2} ,
J15 = {5} ' Z16 = {6} ' X17 = {7} *
Definition 7.2
Z13
= {3} , I = {4} ,
If the sets A.. , i=2,...,s , j=l,...,n. , in Def-
inition 7.1 satisfy the property that j ^ j1 implies A. . n A. ., = 0
then the decomposition is said to be disjoint.
A similar notion has been used by Karp [ Kl ] in connection with
switching functions. A graph corresponding to a disjoint decomposi-
tion is a tree. An example is shown in Fig. 7.2.
Now let us note that an arbitrary decomposable function can be
reduced to a disjointly decomposable one by adding appropriate var-
iables to the original function. Let the number of different paths





= i,a, =i,a, =3,a




be a. . . For example, in Fig. 7.1,
■ = 3 , a = 3 , al5 = 1 , a = l
a31
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= 1 , a = 1 . Put additional
















































































H(x ,...,X ) ,
where for p = 1,... , O
A(P) = uv
TID keIij
and furthermore H. ,,
l-lk
j=l, ... ,ni , p=l, ... ,a]. ,
i=2,...,s , j=l,...,n , p=l,...,a ,
ij '
e A f?5 and U^'J e A.^!* imply that if
in l-lk in1 * *
j < j' or j = j' and p<p' , then q<q' .




this modified decomposition is disjoint. For example, the graph
shown in Fig. 7.1 can be transformed into the graph corresponding
to a disjoint decomposition shown in Fig. 7.3.
Definition 7.3 Let H(y ,...,y ) be a vector valued function of
il -vectors y , k=l,...,K . The function H is said to be sequen-
tially separable, if there exists a sequence of vector valued func-






































































= hk(Hk~1(y ,･･･'Y.,) ,y,) , k=2,...,K,
V =H(yi V
Moreover, the functions h are called the separating functions
of H .
Definition 7.4 Let y , k=l,...,K , be real numbers and
H(ynr...,y ) be a real valued function defined on a subset of R
1 K
Let H be sequentially separable with real valued separating func-
k k―1 1 k k―1
tions {h (H ,y ) ; k=2,―,k} . If each h (H ,y ) is a non-
k k
k―1
decreasing function with respect to both H and y , then the




















n=l,...,N , is a subset of R n , x , n=l,...,N , is
n
the objective function F(x . ...,x ) is a real valued
1 N
Nfunction defined on x. ,X , and the constraint function G(x ,...,x )
i=l n IN
is an M-dimensional vector valued function (G (x ,...,x ),...,
11 N
NGw(x,,...,x )) defined on x. ,X . In what follows, this problem
Ml N 1=1 n
is referred to as the principal problem and is abbreviated to
P = max { F(x ,...,x ) | G(x.,..., x ) = 0 and
1 N 1 N
x e X , n=l,...,N } .
n n
The purpose of this section is to present sufficient conditions
for the principal problem to be decomposed into subproblems by dynamic
programming. For the principal problem (7.1), let the objective func-
tion F(x, ,...,x ) and the constraint function G(x ,...,x ) be
IN in



































- G(x ,...,xN) ,
j=l,...,N ,
i=2,...,s', j=l,...,n. ,
where A. . = u, {f. . } and B, , = u. _ {g } . The principal
in kelj^j l-lk 13 keJij 1~lk
problem is said to be decomposable if there exist decompositions of
F and G such that s=s' and for all i and j , I. . = J. . ,
that is, if F and G have the similar structure. The disjoint de-
composability of the principal problem is also defined in a manner
similar to Definition 7.2. In decomposed problems, F. . and G. . ,
i=l,...,s , j=l,...,n. , become the objective function and the con-
straint function of the jth subproblem in the ith level, respectively.
Theorem 7.1 For the disjointly decomposable problem, assume that
F.. and G.. , i=2,...,s , i=l,...,n. , are sequentially separable
and that the separations of F.. are monotone. Then the principal
problem is decomposed into subproblems by dynamic programming.










are written asproblem in the ith level (i=2,...,s , j=l,...,n.)
and
respectively. From the assumption of the sequential separability,
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there exist separating functions f.. and g.. , n=l,...,|l,.| ,
such that
F1.(F. ) = f1.(F. ) ,




















ID "i-Ux ^J '"-"n'
n= 2, ... ,|li- I ･




G. . . )
(G. . ,....





















(z ) = max{F* (F F )
|
n 1j -1- Ji Jn
(z)
(z)




Gn.(G. .. 6 ) = zn>
. (7.2)
1H ^^i 1 1:)n






i-≪' ' 'Sl'Vli! ""'n'""≫J'
= z }









(Vl'yn} = Zn } '
Zn.1(y ,z ) = { z . ; gn.(z ,y ) = z }
13 n n n-1 i] n-1 n n
Therefore, for n=2,...,|l..| ,
sn
1
.(z ) = { (u. . . ,...,u. ) ;
1 n i-llU i-lD_
(7.4)
(7.5)
g..(G.. (u. ... ,...,u. , . ),u. , . ) = z }yiD
id l-l^ 1~1^n-i 1~13n n
U [ U { (u. . ,...,u. . . ) ;
Y evn.(z ) z .eZ^T^y ,z ) ^l ^^n-l









ij n n-1 1J
Consequently, since the separation of
(^n
F. .
sn.1(z )x s. .. (y ) ]
. 11 n-l i-lj n
, z ) J Jn
n
is monotone, for i = 2,
Ix13l ,
Pn.(z ) = max {Fn.(F. , ...,F. . . ) |




= max { f..
e u
yn£




[ u . S^tz jxs (y )
] >
V . z z e Z. . (y ,z ) J n
ij n n-1 13 n n













eSi-lj (Yn)} > lyn£Vij(Zn)};
n
r If U S. . (z n ) }
= max [ max { f""1 | (G.^. G^.^J e S^U^J
> I
Vi 11 n n
hence,
Pn. (z ) = max { ^.(maxlP^U^) I Vl &
^VV }
'
where for j = l,...,N
plj
*>-≫, (v ) ) I y e vn. (z ) } ,





and Pn. , P. n . , Vn.
U 1-lDn U
This completes the proof.
and Z. .
11
are given by (7.2) through (7.5).
□
Equation (7.6) is the recursive functional equation of dynamic





in (7.6) and by z.. (z ) the value of z that maximizes
i] n n-1
for y..(z ) in (7.6). Moreover, denote by x*(z) the value
ij n i
of x. that maximizes F,. in (7.7). This recursive relation then
D ID
yields the following procedure to solve the principal problem (7.1).
Algorithm.
Step 1: Solve the jth subproblem for j=l,...,N in the first level
Step 2:
Step 3:




Set i = 2 .
lj
Put for j = 1,...,n. /
P1.
ID
(z_) = P. ..
1 1-1^
where P. , .
(21>




Solve P..(z ) for every z
lj n n
belonging to the region of






and P. (y ) were already obtained.
i-lj_ n
Step 6: Set n = n + 1 and if n > |l. .| , then go to Step 7:
otherwise, go to Step 5.
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and set i = i + 1 . If i>s, then go to Step 8; other-
wise , go to Step 3.
Step 8: The optimal value P of the principal problem is obtained
by P = P (0)
All-1
Step 9: Compute z
si
(0) by using y (0) and compute
successively y (z ) , n = 1,...,|I..|-1
SJ- S_L 1 j
Step 10: Put z.. = y.1Dn 1+l j and compute successively y..
i=2,...,s-l , j = l,...,n. , n = 1, .. . , |l. .|
(Zij) '
and determine the optimal solution of the
principal problem as (x* (z ll)'X2(i12) XN(V>
Notice that, in general, if the principal problem is not dis-
jointly decomposable, the above computational procedure does not
always give the optimal solution. Because if for some i , j , and
k both F
ij '




depend on the same variable
say, x , then it is not necessarily guaranteed that the optimal
value of x derived from P.. coinceides with that from P., .
n 1: ik
However, this inconsistency can be overcome by introducing additional
variables as stated in Section 7.2. Then the principal problem may
be reformulated as a problem having L-=＼°-＼-variables and M +
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(a11 -1) dimensional constraint function, since, for each i ,




to the original constraints. It is easily verified that the left
hand side of each independent equality given by
xY ' ~ x!" ' = 0
3 1
is disjointly decomposable into any structure. Let the augmented
constraints including these equalities be G = 0 ; then G is dis-
jointly decomposable. Clearly, the objective function F , in which
the original variables are replaced by x. , is also disjointly-
decomposable . Thus we obtain the following corollary of Theorem 7.1.
Corollary. If the decomposition of the principal problem is not
disjoint, then the original problem can be reduced to the following
equivalent problem, which is disjointly decomposable, by adding some










5(x(1) x(aH} x(1) x(alN)) = o
x(k)
n
e X , n=l,...,N , k=l,...,a,
n In
If for this problem, assumptions in Theorem 7.1 are satisfied, then
the problem can be decomposed into subproblems by dynamic programming.
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7.4 Application to a Quadratic Fractional Programming Problem
In this section, a simple example is given to illustrate the
computational procedure presented in the previous section. The
principal problem to be solved is the quadratic fractional program-
ming problem of the following type, which is two-level-decomposable
and has three subproblems in the second level:
minimize




( <x3,A3x3> + <h>3,x3>+ c3 )






<e ,x > = 1 ,
and
x! = ° ' x2 = ° ' x3 = ° '
where for n= 1, 2, 3. x , b ,d and e are k -dimensional
n n n n





assume that A and A are positive semidefinite and A is
negative semidefinite.
Remark 7.1 It may be noted that this problem is a minimization
problem, while we have considered maximization problems in the pre-
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vious section. However, it is easy to verify that the computational
procedure presented in Section 7.3 is equally applicable to mini-
mization problems by replacing max by min everywhere it appears.
Put
f1(x1) = <x1,A1x1> + <b1,x1> + c± ,
f2(x2) =<x2,A2x2>+ <b2,x2>+ c2 ,
f3(x3) = 1/ ( <x3,A3x3> + <b3,x3> + c3 ) ,





(X3) = <d3'X3> '
= { x ; <e ,x > = 1 and x >_ 0 }
X .L J. 1 ―
{ x2 ; <e ,x > = 1 and x > 0 } ,
X = { x_ ; <e.,x > = 1 and x > 0 } .
J O J -i 3
















= g1(x1) +g2(x2) +g (x ) = 1
n=l, 2, 3
and





























= G 2<V*2) + g3U3)
G(x ,x ,x )
Thus, the objective function F and the constraint function G are
sequentially separable. Moreover, if each f (x ) is always posi-
n n
tive for every feasible x , then the sequential separation of F
n
is always monotone, and hence, dynamic programming is applicable to
this problem. Subproblems are as follows:
pl(V = min { f (x1) I g1(x1) = y and xi e Y.^ }
= min { <x ,A x > + <b ,x > + c |




(y2) = min { f
= min
2(x
) I g2(x2) =y2 and ^ e ^ }
{ <X2'V2> + <b2'X2> + C2
I
<d ,x > = y , <e ,x > = 1 and x2 ^ 0 } ,
(y ) = min { f <*,) g3 <*3> = y3 and x 6 X3
= min { 1/ ( <X3'A3X3> + <b3'x3> + c3 } I
}
<d3,x3> = y3 , <e3'X3> =1 and x3 1 ° *
= 1 / max { <X3'A3X3> + <b3'x3> + c3 I
<d3,x3> = y3 , <e3,x3> =1 and x3 j> 0 }
These problems can be solved by parametric quadratic programming
methods [ W4 ]. put for n = 1 , 2 , 3 and 0 < z < 1 ,
― n ―
P (z ) = min { F (x ,...,x ) I G (x ,...,x ) = z
nn nl n'nl n n
and x e X , k=l,...,n }
Then for n = 2 , 3 ,
P (z ) = min { P
n n
(z-y)p(y) | 0 < y < z },
nnnn ' = n = n





In the case that c = c = O , c = 5 , b = (2,0,3,0) , b =
J. £ J J- ^
1,0,1) , b3 = (0,0,-1) ,. di = (1/2,0,1,3/2) , d2 = (3,0,3,0) ,










































the optimal value of the principal problem is 0.010923 , and the
optimal solution is x* = ( 0 , 0.59556 , 0 , 0.21333 ) , x* =
(0,0, 0.04333 , 0.2 ) , x* = ( 0.05506 , 0.12022 , 0.43989 ) .
The sequences P (z) , y (z) , and x (z) , n = 1 , 2 , 3 , are given
n n n
in Tables 7.1 - 7.3, where y (z) is the value of y that maxi-
n n
mizes P (z) and x (z) is the value of x that gives p (y (z)) .
n n n n n




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































7.5 Continuous Objective and Constraint Functions
In this section, the principal problem with a continuous ob-
jective function and continuous constraint functions is dealt with,
and the decomposability and the separability of those functions are
discussed. Throughout this section, it is assumed that the variables
N
x in the principal problem are real numbers, and that D is the
N
unit cube in R





2 Every real continuous function of N variables,
N
x ) , with domain D , can be represented in the form
H(x
N
,...,x ) = h[ I h (x ) ] ,
1 N ^. n n
n=l
where each h ,n=l,...,N,isa real monotone increasing func-
tion.
Note that the function h in Theorem 7.2 is, in general, dis-
continuous. It is easily verified that this theorem can be gener-
alized as follows.
Corollary. Every real continuous functions H(x, ,...,x ) defined
■■ IN
Non D can be represented in the form
H(x1,...,xN) = h[^(h1(x1),...,hN(xN))] ,
where each h , n=l,...,N , is a real monotone increasing function
n
and fy is a monotonically and sequentially separable function.
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From these results, we have the following theorem.
Theorem 7.3 Suppose that the objective function F and the con
straint function G of the principal problem are continuous, and
N
that X = [0,1] c R . Then the following is valid on D
n
*(*! v = f^w yy)] '
Gm(xi V = V^WV WV> ] ' m=1 M '
where f and g are real monotone increasing functions and i|>
n mn
and ^ are real monotonically and sequentially separable functions.
Moreover, let
Y = { y ; g (y ) = 0 } ,
m m m m
and assume that the function f is monotone nondecreasing function
of x/J. Then the principal problem is equivalent to the following
problem:
max [ max { ip( f (x ),... ≫fN(x )) I
4^ ( g . (x.) ,.. .,g
M(xJ
) = y , m=l, ...,M ,
and (x V e °N }l <*i V£Yix---xV
In the above theorem, we have assumed that X is the unit
n
interval in R . However, it is not difficult to see that the state-
ment of the theorem remains valid even when X is any compact inter-
n
val in R . From the fact that ty and ty are monotonically and
m





Suppose that all the assumptions in Theorem 7.3 are
P(y) S max { Tp(f(x ),...,fN(^)) |
VWV WV* = Ym '
m=1 M
'
N iand (x ,...,x ) e D ) ,
1 N
where y = (y ,...,y ) . Then P(y) can be decomposed into sub-
problems by dynamic programming. Furthermore, the optimal solution
of the principal problem is found by solving the problem
max { P(y) | y e Y x ... xy } .
1 M
In particular, if each g is one-to-one, then each y can be
m m
determined uniquely, and hence, the optimal solution can be obtained
by solving the P(y) .
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7.6 Conclusion
In this chapter, the applicability of dynamic programming to
nonlinear programming problems has been considered and sufficient
conditions for the nonlinear programming problems to be decomposed
by dynamic programming have been stated. However, due to the fact
that the decomposition is not unique, some other questions may
arise. Which is the best of all the possible decompositions? How
can such a decomposition be accomplished? These problems require
further research. The 'best' decomposition may be defined, for in-
stance, as the one that makes the subproblems easiest to calculate,
or as the one that consists of the least number of levels, depending
on the circumstances.
On the other hand, in practical computation, parametric sub-
problems must be solved by a certain parametric programming tech-
nique such as [Mil]. Moreover, additional variables introduced
when the principal problem is transformed into the disjoint equiv-
alent must be as few as possible, since the increase of the dimen-
sionality of the constraints requires exponentially increased compu-
tation time and memory storages.
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CHAPTER 8
DECOMPOSITION OF NONLINEAR CHANCE-CONSTRAINED
PROGRAMMING PROBLEMS BY DYNAMIC PROGRAMMING
In this chapter, we consider a nonlinear chance-constrained
programming problem which is one of the important and interesting
problems in the field of probabilistic programming. In the pre-
vious chapter, we have studied the applicability of dynamic pro-
gramming to ordinary nonlinear programming problems. Here we
find a sufficient condition for the chance-constrained programming
problem to be decomposed into subproblems and to be solved via
recursive functional equations of dynamic programming.
8.1 Introduction
Mathematical programming problems under uncertainty are gen-
erally called probabilistic programming problems or stochastic
programming problems [SI ][V2 ]. There are actually various ways
of formulating such problems and among others one of the commonest
formulations is that of chance-constrained programming [ el ][ Jl 1
[V2 ]. The basic idea of chance-constraints is to consider such
decision variables as feasible that violate the constraints con-
taining random variables within certain probability. Normally,
the chance-constrained programming problem is solved by transforming
160
it into its deterministic equivalent. However, the applicability
of such techniques is somewhat limited, because attention is
mostly restricted to the case where the constraint functions are
all linear and the random variables are of normal distribution.
In this chapter, we deal with nonlinear chance-constrained
programming problems from a viewpoint of dynamic programming
under a very general setting. Dynamic programming, as is well
known, can solve various types of optimization problems [B3 ][Nl ],
but there appears no attempt to solve chance-constrained program-
ming problems, except [Gil] which proposes an approach quite dif-
ferent from this chapter. Here, we discuss the decomposability
of a nonlinear chance-constrained programming problem into trac-
table subproblems by dynamic programming. In contrast with the
deterministic case, however, it is impossible to establish re-
cursive functional equations that yield an optimal solution for
such problems due to difficulties in computation of probabilities.
Therefore, we derive recursive functional equations of dynamic
programming which give the relations between, both upper and lower,
bounds of the optimal values of the subproblems. As a result, the
nonlinear chance-constrained programming problems may be solved
approximately. An advantage of this approach is that it enables
us to handle random variables which are not necessarily normal.
This chapter is organized as follows: In Section 8.2, the
problem is formally stated together with some assumptions on the
161
problem. In Section 8.3, we state the main theorem which gives
recursive functional equations of dynamic programming. In Sec-
tion 8.4, a simple example is given to illustrate this approach.
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8.2 The Problem and Assumptions
A chance-constrained programming problem to be considered here




Pr { G (g . (a, ,x.),..., g
^ta^.xj)
< 0 } > a ,
m ml 1 1 mN N N = = m
m = 1,...,M ,
and
x e X ,
n n
where x , n=l,...,N , is a k -vector, a
n n n
n = 1,...,N ,
(8.1)
n=l,...,N , is an inde-









, ...,M , are real valued functions on R , the real valued functions






X x R n , respectively, and a , m=l,...,M , is a given
n m
positive probability. Throughout this chapter, this problem is called
the principal problem. In the case that for N-dimensional vectors c ,
x , N-dimensional random vectors a , m=l,...,M , and random variables
m





Pr { <a , x> £ b } 2 ≪ , m=l, .. . , M ,
m ― m ― m
some methods of solving this problem are available [SI ][V2 ]. In case
of the problem with nonlinear objective and constraint functions, how-
163
ever, it seems that little attempt has been made to devise effective
solution methods.
In the following, to simplify the notation, the symbol a de-
notes the £ -dimensional random vector and its value interchangeably.
n
This will cause no confusion, since the distinction is always clear
from the context. We assume that all integrals which appear in this
chapter are well-defined. We also assume that every maximization
problem max { ･ | ･ } is finitely attained unless its feasible re-
gion is empty. In the latter case, we define max { ･ | 0} = -00 con-
ventionally.
In the remainder of this section, we give some assumptions and
notations that will be used in subsequent sections.
First we assume that the objective function F and the con-
straint functions G , m=l,...,M , are strongly decomposable [M12]
with real valued separating functions h , n=l,...,N , and h
n
2
itF=l,...,M , n=l,...,N , respectively, which are defined on R
mn
That is, there exist real valued functions F , n=l,...,N , and
n
G , m=l,...,M , n=l,...,N , defined on R such that
Ml
I
P1(f1(x1)) = h1(f1(x1)) ,
F (f (x ),...,f (x )) = h (F (f (x ),...,f (x ),f (x )) ,
nil n n n n-1 1 1 n-1 n-1 n n
n = 2 ,..., N ,
VW W} ^W fN(XN})
'












x,) ) = h (g (a ,x









(a .,x )),g (a ,x )) ,
' ^mn-l n-1 n-1 mn n n
n= 2,. .., N
G*N(gml(al'Xl} WVV5 = VWVV gn*(W}
Moreover, for m = 1,..., M and n = 1,..., N , the separating
functions h and h
n ran
(8.2)
are monotone, i.e., they are nondecreasing
with respect to each argument.







F (f (x ) ,f (x ))
nil n n
m = 1,... , M ,
＼e xk'
are real numbers and a mn
k = 1, . . ., n ,
are probabilities. This
problem is abbreviated to the following:
P (9 ,o) E max {F (f (x.) , f (x )) |
nnn nil n n '
Pr { G (g , (a, ,xj ,...,g (a ,x )) <6 }
mn ml 1 1 mn n n = mn
>
^
where 9 = (9, ,
n In
a , m=l,...,M and x e X , k=l,...,n } ,
mn K K
V and a = (a, , ...,a ) . In particular,n In Mn
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M
for 0 e R and a





(a ,...,a ) , the principal problem (8.1)
For m = 1, , M and n 1,...,N , the sets V mn





s (9 ,a )
mn mn mn








G (g _(a, ,x_),― ,g (a ,x ))<6 }
mn ml 1 1 mn n n = mn
{ (x ,...,x ) ; Pr { G (g (a ,x ),...,
In mn ml 1 1
and
(8.3)
g (a ,x )<6 }>a and x eX , k=l, ... ,n}, (8.4)
mn n n = mn = mn k k
- { (X1 V ; ^^mn^mlW'"-'
g (a ,x )) < 0 }>a }, m= 1, ..., m
mn n n = mn = mn
The set
M
and 2t e X , k=l,...,n }




V (x,,...,x ,0 ) is sometimes referred to as the accept-
mn 1 n ran
ance region for the chance constraint Pr { G (g .,(a, ,x_) ,... ,g (ainn ^ml 1 1 mn n
x ))<9 }>a under the decision rule (x ....,x ) [C2 ]
n = mn = mn 1 n
Therefore, for n=l,...,N ,




= max { h (F .,f ) I (x ....,x ) e S (0 ,a ) }
n n-1 n 1 n n n n
(8.5)
For m=l,...,M and n=2,...,N , by (8.2) and the monotonicity of
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the separating functions h
mn





v (x ,6 )
mn n mn












h (G ,g )
inn mn-1 mn
u
6 e D (0 )
mn mn mn
mn-1





(g (a ,x ),...,g (a ,x ))
ml 1 1 mn-1 n-1 n-1
< 6 . and g (a ,x ) < 6 }
= mn-1 mn n n = mn
u
mn







[ {(a ,...,a ) ; G < 8 }










(x , ... ,x .9 )
-1 1 n-1 mn-1
x v (x ,6 ) ] ,
mn n mn
{ 6 ; there exists 6'
ran mn-1
h (91 ,6 ) < 9
mn mn-1 inn = mn
{a ; g (a ,x ) < 6 }
n mn n n = mn
mn
= sup { 9

















where the supremum is assumed to be finite. Note that 6 de-
pends upon 0 and 6
mn mn
It then follows from (8.3), (8.4) and (8.6) that for n=2,...,N
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and m= 1,. .. ,M , S (6 ,a )
inn mn mn









is represented in terms of the
... deb (a )―d(j) (a )
> h (x ,...,x ,e ) 1
x
mn 1 n mn
and x e X , k=l,...,n }
r












.(x_ ,...,x ,6 ) x v (x ,6 ) ]
-1 1 n-1 mn-1 mn n mn
mn
x d<f>n(an) .. .d(j) (a ) > a and x, e X, ,
11 n n = mn k k
k = 1,...,n }















6 = sup { & ＼ &
mn inn inn
5 = (6n ,...,SM ) ,
n In Mn









e D (0 ) } ,
mn mn




















^VV^. and Xk£＼'k=1 n},(8.11)
mn n' mn
M











max{F (f (X ) f (x )) | (x .,x ) eS (6 ,a
nil nn'l n―nnn
= max{h (F f ) | (X , ...,x ) e S (9 ,a ) } ,
n n-l n 1 n ―n n n
















U V (x. ,










d(J) (a ) >_ a
v (x ,0 ) n n ~ mn
£D (e mn n mn
mn mn
and xk e X]<
M
x s (0 ,a )
m=l
mn mn mn






max { F (f (xn),...,f (x ) | (x . .. . ,x ) eS (9 ,a ) }
nil nnl n nnn
= max { h (F ,f ) | (x,,...,x ) e
n n-1 n 1 n
s (9 ,a ) }
n n n
(8.16)
In (8.9) and (8.10), the suprema are assumed to be finite. Further-









s (6 ,3 )
n n n
{ x ; Pr { g (a ,x ) < 6 } > 3







v (x ,6 )
mn n mn
p (6 ,S ) = max{ f (x ) I









. ) > B
n = mn
,e ) } ,
n n n
(6ln V and 3n= (3ln V
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and x X }
n n










The following theorem gives a sufficient condition for the
principal problem to be decomposed into subproblems and to be solved
approximately by dynamic programming.
Theorem 8.1 Assume that the objective function F and the con-
straint functions G , m=l,...,M , in the principal problem (8.1)
m
are strongly decomposable with separating functions h , n=l,...,N
n
and h , m=l,...,M , n=l,...,N , respectively. Then the following
mn
relations hold for n=2,...,N :





n n-1 n-1 n-1
),P(6,6))
5 e D (9 ) and a
n
(9 a ) = max { h (P





< 0 < 1 }
n ― n =
(9 ..a _),p (6 ,3 )) |
n-1 n-1 n n n
< 6 < l }
= n =
a = (a. .,,...,a ) = (a /B , ...,a
M
/BM )
n-l ln-1 Mn-1 In In n Mn







£ 1 , m= 1, ... ,M
p (6 ,a ) < P (9 ,a ) < P (0 ,a )
―n nn = nnn = nnn
171
(8.24)
Proof. From (8.11), (8.12), (8.17), and (8.18), for n=2,...,N ,




6 e D (6 ) a < 6
mn mn mn inn =




_ ＼X_ f ･ ･ . f X _ f H ^
mn-1 1 n-1 mn-1
d<f> (a ) ...d<J> (a .) >
1 1 n-1 n-1 =
a /3 and x e X , k = l,...,n-l } x { x
mn mn k k n
d<|> (a )






D (0 ) a < 6 < 1
































and x e X } ]
n n
I
(6 . ,a .) xs (6 ,3 ) ]
mn-l mn-1 mn mn mn
t s . (0 . ,a n)mn-l inn-1 mn-1
M
[ S (6 ,<x .
n-1 n-1 n-1
/





(8.24) and the monotonicity of the separating functions h of F
n
we have for n = 2,...,N ,
P (9 ,a )
―n n n
= max { h (F
n n-1
u
(f (x.),...,f ,(x )),f (x )) I (x_,...,x ) e
1 1 n-1 n-1 n n ' 1 n
6 e D (9 ) a
n
u
< 6 < 1
n n n= n =









[ s ) xs (6 ,3 ) ] }
n-1 n-1 n-1 n n
(V fn-l(Vl )} I (xi Vi1 e
a ) } , max { f (x ) I x e s (5 ,3 ) } ) I
n-1 n n n n n n
D (6 ) and a < B < 1 }
n n n = n =
n n-1
(6 ) ,p (6 ,6 ))| 6 e D (9 ) and a <3 <l}
n n n ' n n n n= n=
Next, we prove (8.21). From (8.14), for n=2,...,N
S (6 ,a )
mn mn mn
u
a < 8 < 1
mn = mn =
6
[ { (X ,..., X
n 1> '■
deb
u V (x ....,x ,6 )













xk Xk , k=l n-1
} x { xn ;
dd> (a ) > 6 and x e X } ]
, r , n n = mn n n
v (x ,6 )
mn n mn
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It is clear by the definition of V
mn-1
that 6 , > 9'
nmn-1 = mn-1
V (x_,...,x ,6 ) cv (x,...,x ,6' )









V (x , .. . ,x
mn-1 1 n 1'




is defined by (8.9). Similarly, since by (8.7)
6 > S1 implies
mn ― mn
we have
v (x ,6 ) c v (x ,6' ) ,
inn n mn mn n mn












Hence, from (8.14), (8.15), (8.17). and (8.18),
it follows that for n=2,...,N ,
s (9 ,a )
mn mn mn
u [




deb (a.) ...deb (a .) > a /0
1 1 n-1 n-1 = mn mn
and x e X, , k=l,...,n-l } x { x ; dd> (a )
'v (x ,0 )
mn n mn
> 3 and x e X } ]
= mn n n
u [ S . (9 ,a .) xs (6 ,6 ) ]





(0 ,a ) = n { u
mn n n
m=l a < B < 1
u




) xs (6 ,B ) ] }
mn mn inn
MM
[ n s . (6 ,a .) x n s (6 ,3 ) ]
n , mn-1 mn-1 mn-1 , mn mn mn
1 m=l m=l
u
a < 3 < l
n= n =
[ s ) xs (6 ,S ) 1
n-1 n-1 n-1 n n n
Consequently, by (8.16) and (8.19), and the monotonicity of the sepa-
rating functions h of F , we have for n=2,...,N ,
n
P (6 ,a )
n n n
= max { h (F
n n-1
u
a < 0 < 1
n= n =














= max { h (P
e
n 1
f )) ,f (x )) I (x. ,x ) e
n n 1 nn-1 n-1 n n
a
n
.) x s (6 ,6 ) ] }
1 n n n
(f (x ) ,f (x )) I (x. ,
1 1 n-1 n-1 ' 1
) } , max{ f (x ) | x e s (5 ,0 ) |
n n n n n n
n n-1 n-1 n-1
),p (6 ,B )) | a < 6 < 1 }







Finally, we prove (8.23). In view of (8.5), (8.13) and (8.16),
it suffices to show that, for n=2,...,N ,
s (9 ,a ) c s (0 ,a ) c s (0 ,a ) .
―n nn nnn nnn
Since for m=l,...,M and n=2,...,N ,
V (x ,...,x ,9 ) x v (x ,6 )




6 e D (0 )
inn ran mn
£
[ V (X , ...
mn-1 1
...
h .(x.,...,x .,e .)





6 e D (9 )
mn mn mn
This implies that
{ (x , X )
n
n-1 mn-1
) x v (x ,6 ) ] ,
inn n mn
d* (a )...d<b (a )･ d<L(aJ
1 1 n-1 n-1 I , x . n n
'v (x ,o )
mn n mn
[V (x , ...,x
inn―± ± n 1
d<K(a.)...d<|> (a )
n . v , x .1, 1 n n0 ) x v (x ,o ) ]
mn-1 mn n mn
d<J)1
(x ,...,x ,0 )
mn-1 1 n-1 mn-1
x d<|> (a ) _> a
I i r ＼ n n ― in
Jv (x ,6 )
ran n mn
<= { (x , .. . ,x ) ;












x d<t>.(an) .. .dcj) (a ) > a and x e X , k= 1, ... ,n }
11 n n = mn Tc k
Therefore, from (8.8) and (8.11),
and hence









v (x ,6 )]
mn n mn
Similarly, from (8.9), (8.10), (8.25), and (8.26), it follows that










x .0 .) x v (x ,6 ) ]
n-1 mn-1 mn n mn
C V (x ,...,X ,6 .) X v (X ,6 )
mn-1 1 n-1 mn-1 mn n ran














V (x ,...,x .,9 .) xv (x ,6 )]
mn-1 1 n-1 mn-1 mn n im
dd≫1(a1)...d≪|,n(an) >a and x £X k=l n}
(x , .. . ,x
mn-1 1 n-1





Therefore, by (8.8) and (8.14), we have
and hence




S (0 ,a ) c s (6 ,a )
n n n












and x e X , k = 1,.. ., n }
□
According to this theorem, a lower bound of the maximum of the
principal problem (8.1) is obtained by the following algorithm:
Algorithm.
Step 1: Solve for every 9 and a j£a.
pl O1,ai) = P1(9l,a1)
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<_ 1
= max { f1(x1) I *, e s (0 ,a ) }
= f1(x*(ei,a1)) .
Then let n=2 and go to Step 2.
Step 2: Solve for all 6 and a £ 3 ^ 1 ,
p (6 ,3 ) = max { f (x ) | x e s (6 ,3 ) }
nnn nn'n nnn
= f (x*(6 ,3 )) .
n n n ■n
Step 3: Calculate, for all 0 and a < a < 1 , P (0 ,a ) by
n ― n ― ―n n n
(8.20) where P .(9 .,a .) is used in place of P




, which was already obtained as well as p (6
n n
. Then put 6* (6 ,a ) , a*
n
(9 ,a ) and 6*(6
n-1 n n n-1 n n n n
a )
n
B*(8 ,a ) which achieve the maximum in (8.20).
n n n
Step 4: Set n = n + 1 and go to Step 5 if n > N ; otherwise go
to Step 2.
Step 5: A lower bound of the maximal value of the principal problem
is given by P
―N
(0,01)
step 6: Put 9** = 0* .(o,a) , a**. = a* .(o,a) , 6** = 6*(o,a)
N-l N-l N-l N-l N N
3≪* = 3*(0,a) and calculate x*(<5**,B**).. Then let n =
N N N N N
N-1 and go to Step 7.
step 7: Put 9** = 9*
n
(9**,a**) , a** = a*
n
(9**,a**) , 6** =









*) and calculate x*(6**,B**)
n n




Step 9: Calculate x*(0**,a**) and determine the solution as
x* = ( x*(0**,a**),x*(6**,a**),...,x*(0**,a**) )
On the other hand, in a way similar to the above, using (8.21)
we can obtain an upper bound of the maximal value, say P (0,a) ,
and the corresponding solution x* of the principal problem (8.1).
It may be expected that, if the difference between P





regarded as good approximate maximal values of the principal problem.
Furthermore, in such cases, x* and x* are expected to be suffi-













L. n n = =
n=l
and x _> 0 ,
n ―
n = 1,.. . ,N
where x , n=l,...,N , are real numbers and a
n n
(8.27)
, n = 1,...,N , are
random variables which are distributed uniformly in the interval
[0,10] . Assume that the functions f are nondecreasing for x > 0
n n ―
It follws from (8.17) that, for n=l, ,N ,
s(6,3)={x ;Pr(ax < 6 ) > 3 and x > 0 }
nnn n nn=n=n n =
= { x ; 0 < x < 6 /10B } ,
n = n = n n
where 0 < 6 < b and a < 3 < 1 . By the monotonicity of f ,
= n = =n= * * n
nth subproblems can be solved as
p (6 ,g ) = max { f (x ) |0<x < 6 /log }
n n n n n ' = n = n n
= f (6 /log ) .
n n n
(8.28)
Consequently, by (8.20) and (8.21), the following recursive relations
yield an approximate solution of P = P (b,a) , the principal
nroblem (8.27) :
pl (el
and for n =
,ax) WV = f1<ei/1Oai)
2 , . . . ,N ,
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and
P (0 ,a ) = max { P
―n n n
.(6 - 6 ,a /S ) + p (6 ,6 ) |
n-l n n n n n n n




and a < 3 < 1 } ,
n = n =
(8.29)
P (9 ,a ) = max { P .(0 ,a /B ) + p (9 ,8 )| a < 3 <1 } ,(8.30)
n n n n-1 n n n n n n n= n =
where P , n = 2,...,N , are approximated by P and P , respec-
n ―n n
tively.
A numerical example of the type (8.27) is given in which N = 2 ,
2
f (x ) = 5x , f (x ) = x , b = 1 and a = 0.8 . Then by (8.28),
(8.29), and (8.30), we obtain









(1,0.8) = max { 5x1/10(0.8/6) + (10/lOg)2 | 0.8 <B<1 }
= 0.626 ( 8=1 )
The solutions of P_ and P are (x?/X*) = (0.125,0) and
(x*,x*) = (0.125,0.1) , respectively. Consequently, the optimal
value P of the principal problem (8.27) satisfies
0.625 £ P £ 0.626 .
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8.5 Conclusion
In this chapter, a method of solving a chance-constrained
programming problem with a nonlinear objective function and non-
linear constraint functions has been presented. It should be
noted that this method does not require random variables to be
specifically distributed, while most other methods are concerned
with particular distributions like the normal distribution or the
chi-square distribution [ SI ]. Because of the inherent complexity,
however, it is inevitable that this method provides only approxi-
mate optimal solutions. Although it depends upon the original
problem whether such approximation is allowable, this method gives
good approximation for some problems which have never been solved.
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CHAPTER 9
DECOMPOSITION OF MULTIPLE CRITERIA MATHEMATICAL
PROGRAMMING PROBLEMS BY DYNAMIC PROGRAMMING
In this chapter, we give a method of generating efficient and
properly efficient solutions of a multiple criteria mathematical
programming problem. The method is based on the principle of opti-
mality of dynamic programming in the similar way as in the last
two chapters. Assuming the separability and monotonicity of the
problem, we derive generalized recursive functional equations of
dynamic programming. Moreover, we discuss some computational pro-
cedures which reduce multiple criteria problems into scalar cri-
terion problems.
9.1 Introduction
Recently, multiple criteria optimization problems have been
studied extensively from various viewpoints [C5 ][K3 ][Z3 ]. Un-
fortunately, unlike problems with a scalar criterion, it is not a
trivial matter to define the concept of optimality since generally
multiple criteria problems do not have feasible solutions which
simultaneously maximize all criteria. At present, the most approved
concept of optimality for multiple criteria might be that of effi-
ciency, or Pareto optimality [ K3 H K6 ]. An efficient solution is
a feasible solution such that value of any criterion cannot be
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increased without decreasing the value of at least one other. More
recently, properly efficient solutions have been characterized by
Geoffrion [ G2 ] in order to exclude certain efficient solutions
which are unusual in some sense. Since efficient or properly effi-
cient solutions of a multiple criteria problem are, in general, not
unique and any efficient solution is as preferable as any other
efficient solutions as long as we do not take account of a certain
additional criterion such as a utility function, it seems important
to find a set of all or possibly some efficient solutions. To this
end, there have been a number of techniques devised to obtain a set
of efficient solutions.
In this chapter, we formulate a method of generating efficient
and properly efficient solutions of mathematical programming prob-
lems with multiple objective functions which possess certain struc-
ture. The method is based on the principle of optimality of dynamic
programming [B2 ][Nl ] and is formally a natural extension of the
results for single objective mathematical programming problems pre-
sented in Chapter 7. However, the present method takes the char-
acteristics of the multiple criteria problems into account, and
thus has little in common with the proofs of the theorems of the
previous chapter.
This chapter is organized as follws: In Section 9.2, some
definitions are given and multiple criteria subproblems are formu-
lated. Moreover, several notions used in the subsequent sections
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are also cited. In Section 9.3, relationships between the sets of
efficient or properly efficient solutions of subproblems are exam-
ined, and a recursive formula of dynamic programming is derived.
In Section 9.4, some computational aspects for this approach are
discussed.
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9.2 The problem and Definitions
The multiple criteria methematical programming problem con-




Vf£l(V f£N(XN)}' £=1 L (L^2)
G (g (x ),...,g (x )) £ 0 , m=l,...,M, (9.1)
m ml 1 mN N ―
x e X ,
n n
n=l,...,N ,
where for each n=l,...,N, X is a subset of R n and x is
n n
a k -vector, and the objective functions F. , £=1,...,L , and
the constraint functions G , m=l,...,M , are real valued func-m
Ntions on R , and fQ and g , £=1,...,L, m=l, ,M, n=l,...,
X/Ii Itili
N , are real valued functions on Xn . In the following, we shall

















for n =1,...,N .
Separability and monotonicity of functions have been utilized
for deriving the recursive formulas of dynamic programming in the
previous chapters. We give here definitions of those properties
for problem (9.1). "




n=l,...,N , defined on R and functions
I n = 2,...,N , de fined on
*>
R2 satisfying, for n=2,...,N ,
U(X1} fin(Xn))
= ([)"(F"~1(f0 (x.) ,...,f0 . (x ,)),f0 (x ))




FXl(V f£N(XN})= Vf£l(V f£N(V}
Similarly, the constraint function G is separable if for some
m
functions G ,n=l,...,N,on R and ^ , n = 2,.. .,N , on R
m m
it holds that for n=2,...,N ,
and
Gn(g . (x ) , g (x )) =
m ml 1 mn n
lJ;n(Gn~1(g (x ), g (x )),g (x ))
m m ml 1 mn-1 n-1 mn n
^Xl'V WV = VWl* WV}
(9.3)
If all objective and constraint functions are separable, we say
that problem (9.1) is separable. Furthermore, the separation of
problem (9.1) is said to be monotone if all functions cf>.and
4> are strictly increasing with respect to the first argumentm
for each fixed second argument. Specifically, for each y e R ,
and
cf>"(z,y) > c(K(z',y) if and only if z > z
＼b(z,y) > i) (z',y) if and only if z > z
m m
for every £=1,...,L, m=l,...,M, and n=2,...,N .
Assuming the separability of problem (9.1), we may define
an nth subproblem, which we denote P [z] , for each n=l,...,N






F£(f£l(xi} f£n(Xn}) ' £=1 L '
＼ e ＼ k= 1 n
It is clear that, when n = N and z = 0 , the above problem
coincides with problem (9.1). In the following, we shall often
use the convention F = (F ,...,F ) , G = (Gn,...,G ) , , etc.
1 L 1 M
The nth subproblem P [z] for each z e R is again a multiple
criteria mathematical programming problem.
Now we characterize efficient solutions of problem P [z].
n
Let (x ,...,x ) be a feasible solution to problem P [z]. It
In n
is called efficient, or Pareto optimal, if there exists no fea-
sible solution (x, ,...,x ) such that
1 n
F"(f. (x ) ,f (x )) > Fj(f0.(x°),...,f. (x°))
1 Jtl 1 £n n = it £1 1 £n n
for all H and
F"(f,. (x. ),..., f. (x)) > F,n(f (x°),...,f (x°))
k kl 1 kn n k kl 1 kn n
for at least one index k . Equivalently, (x,,...,x ) is
1 n
efficient if
FXl(V f*n(Xn)} l^hl^ fAn(xn≫
for all £ and feasible (x ,...,x ) implies
for all I
･5 (f£l (V f£n(V} =F£
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(f£l(xl > fin<#>
Properly efficient solutions may be characterized as those
particular efficient solutions for each of which ratio of marginal
gain in some criterion to marginal loss in another criterion is
bounded from above. More precisely, we can state as follows:
Let (x....,x ) be an efficient solution to problem P [z] .
In n
It is called properly efficient if there exists a scalar y > 0
such that, for each k and each feasible solution (x ,...,x )
1 n
satisfying
F"(f, . (x, ),..., f. (X)) >F"(f(x°
k kl 1 kn n k kl 1
) ,f. (x°))
kn n





(f£l (x ),..., f
(f, , (x.) f. (x ))
kl 1 kn n
(fon (x°) f, (x°))
ill 1 £n n
(V> <F£(f£l(x°> f 0
<*°>>
£n n
- pftf, . (x°) , f. (x°))
k kl 1 kn n
F X/V hn{＼)]
£ y
For each n=l,...,N and z e R. , the set of all efficient
solutions of problem P [z] is denoted by E [z] and the set
n n
of all properly efficient solutions is denoted by PE [z] . There-
fore, to solve problem (9.1) may be interpreted as finding the
set E [0] or PE [0]
N N
L O
For a given set Y in R , a point y e Y is called a
maximal point of Y if there exists no point y e Y such that
y≫^ y. for all Z and y > y for at least one k . The
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set of all maximal points of Y is denoted by Maximal Y .
It is clear from the definition that a feasible solution
(x ,...,x ) of problem P [z] is efficient if and only if the
In n
corresponding point F (f (x ),..., f (x )) in R is a maximal
point in the image of the feasible set of problem P [z] under
the mapping F (see [ L4 ]) .
Before proceeding to the next section, we define for n=2,
...,N functions z <-,･> = (z^C-) CV,-)) ■■Rkn><RM
->-R as follows: Assuming the mono tonic ity of ＼＼), let z
be defined by
z (x ,z) = sup { £e R ; ijj(£,g (x )) < z } , m=l,...,M
m n m mn n = m
(9.4)




In this section, we shall clarify the relationship between
the set of (properly) efficient solutions of the nth subproblem
and that of the (n-l)th subproblem. Let us focus our attention
to a particular nth subproblem, where n is any integer such
that 2 _£n <_N . The results of this section are based on the
following assumptions.
Assumption 9.1. Problem (9.1) is separable and the separation
is monotone.
Assumption 9.2. For every n , X is compact and the functions
F£(f£l(V f£n(Xnn ' £=1 L' and Gm(gml(V Wn"
m=l,...,M , are continuous with respect to (x ,...,x ) .
The first assumption is essential in dealing with the problem
by dynamic programming, as we have seen in the previous chapters.
The second assumption assures the property that for any noneffi-
cient solution there exists some efficient solution dominating it
Now we state our first result.
Theorem 9.1 Suppose that Assumptions 9.1 and 9.2 hold. Let









Proof. Assume that (x ,...,x















z .,(x°,z) , m= 1,...,M , (9.5)
inn-l n
Fr1(f£l(V fAn-l(Vl)}
^ Fr1(f£l(xi} f£n-l(Xn-l}) f°ra11 l
)) for some k
By (9.3), (9.4), (9.5) and the monotonicity of ijj , we have
G (g (x ),...,g (x ,),g (x )) < z ,'
m ml 1 mn-1 n-1 mn n = m
i.e., (x ,...,x ,x ) is feasible to problem P [z] . More-
1 n-1 n n





> F, (f, .(x ),... ,f (x )) for some k .
k kl 1 kn n
This shows that (x ,...,x ) i E [z] , which is a contradiction
1 n n




Note that the converse of the above result does not necessa-
rily hold. Namely, even if (x
o




erally not true that
[z] , it is gen-
(x , ...,x ,x ) e E [^n(z,g (x ))] for
1 n-l n n n n




Suppose that Assumptions 9.1 and 9.2 hold. Let
o




F"(fOn (x ), f (x )) , £=1,...,L ,
£ £1 1 £n n
(xn , . . . , x ) e U E [z11"1 (x , z) ] x {x }




Then the (x ,...,x ) constitutes an efficient solution of prob-
1 n
lem P [z] .
n
Proof. Obviously every feasible solution to (9.7) is also fea-
F£(f£l(V W
l^ll^ Vn" f°ra11l '
<
(9.8)
(f (x_ )...., f. (X ))
kl 1 kn n
> F,n(f
n
(x°) ,.. . ,f, (x°)) for some k
k kl 1 kn n
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sible to P [z] . Suppose that there exists some (x....,x )
n In
feasible to problem P [z] such that
n
Let us now consider problem P fz
n―1
(xi ViJ
is feasible to P
n-1
(x ,z)] . Clearly the point
n
n―1
[z (x ,z)] . It follows from
n
Assumption 9.2 that there exists some (x',...,x' ) e E [z11"
1 n-1 n-1
(x , z)] satisfying
n
Fr(f£i(xi} fto-i(x;-i})
i C'^/V f£n-l(xn-l}) f°ra11 l- (9'9)
By (9.2), (9.9
F£(f*l





F^(f£l(x1),...,f£n_1(xn)) for all I. (9.10)
Since (x',...,x' ,,x ) is feasible to (9.7), it follows from
1 n-1 n
(9.8) and (9.10) that (x. ,...,x ) cannot be an efficient solu-
1 n
tion of (9.7). This contradicts the assumption and completes
the proof.
Clearly if (xn,...,x ) is efficient to P [z] , then
In n
(x ,...,x ) is also efficient to (9.7), because, from Theorem
1 n
9.1, (x, ,...,x ) is feasible to problem (9.7) and the feasible
1 n
set of (9.7) is contained in that of P [z] .
n
Consequently, from Theorems 9.1 and 9.2, we obtain the fol-
lowing result which is a generalization of the recursive func-
tional equation of dynamic programming for ordinary mathematical
programming problems given in Chapter 7 to the case of multiple
criteria. A similar equation is given by Klotzler [ K4 ] for
a multistage decision process.
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n
Theorem 9.3 Let Assumptions 9.1 and 9.2 be satisfied. Then
the following recursive relations hold for n=2,...,N ,
*3n[z] = Maximal cf>ni^'1 [z*'1 (x ,z)],f (x )) ,
x eX n n n
n n
where °J* [z] is the image of the set E [z] under the mapping
n
Fn (f ,...,f ) and the right-hand-side is understood to be the
set of maximal points of the set { y £R ; y = <b(v,f (x )) ,
n n
ve^in"1[zn~1(x ,z)] , x e X } .
n n n
Proof. From the discussion above, the set E [z] coincides with
n
n
a I K - n | < I ctftS,?) - *J(n,o I 1 An U - n I o.ii)
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the set of efficient solutions to problem (9.7) . Hence the theorem
immediately follows.
Next we state a theorem concerning the properly efficiency
of subproblems. To this end, we need an assumption on the func-
tions d>
Assumption 9.3. For any n=2,...,N , the functions cj) satisfy
the following property: There exist scalars a > 0 and A
such that
for all £, D/ C and all £ .
This inequality (9.11) obviously holds if $.(･,£) and
JO
l/<j>0('.C) are Lipschitz continuous. Note that since $ is
monotone increasing with respect to the first argument, (9.11)
implies that for any E,,r＼,t, such that E > r＼.
o < a ( £ - n )£ <£f5,C> - <J>≪fn,^ < a r £ - n )
n ― & x≫ ― n
(9.12)
The following theorem states the relationship between the set of
properly efficient solutions of the nth subproblem and that of
the (n-l)th subproblem.
Theorem 9.4 Suppose that Assumptions 9.1, 9.2, and 9.3 are
satisfied. If for each n , n=2,...,N , (x.,...,x ) is a
1 n
properly efficient solution of problem P [z] , then (x ,...,
n-1




Proof. Since (x ,...,x ) e E [z (x ,z)] has already been
1 n n-1 n
<x°z)] Let k be any index such that
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(9.13)
proved in Theorem 9.1, we need only show that it is proper.




. (x.) ,...,f, n (x _))
k kl 1 kn-1 n-1
. _n-l, . o. , o , .
By (9.2), (9.13) and the monotonicity of <j) /
we have
F^(f (x.),...,f (x ),f (x°))
k kl 1 kn-1 n-1 kn n
> F^(f (x°),..., f, (x°)) .
k kl 1 kn n
Since (x°,...,x ) e PE [z] and (x ,...,x ,x ) is feasible
Inn 1 n-1 n




(x.),...,f. .(x ),f (x°))
1 £n-l n-1 £n n
*z
(fOl(x°) f (x°))
x,l 1 £n n
/ ･ ･ -
f . ･ .
f. , (x ),f (x°)) -F"(f. . (x°
kn-1 n-1 kn n k kl 1
f0 <x°))-f"
Jin n £(fM(V f£n-l(
1 y .
From (9.2), (9.12), and (9.13), it is seen that
{the numerator of (9.14)}
> a (Ff-'-ff, _(x_) ,f. _(x .))





F^^f _(x°),...,f ^x0 )) }
k kl 1 kn-1 n-1
{the denominator of (9.14)}
< A {F"~1(fn(x°),...,f (x° ))
= n £ x-1 1 Zn-1 n-1
" P£~1(f£l(xl) f£n-l(Xn-l



















[z (x ,z)] and completesn
D
In this section, we have established several recursive
relations to solve multiple criteria mathematical programming
problems by dynamic programming. Computational aspects of
these methods will be discussed in the next section.
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9.4 Computational Aspects
In this section, we discuss some computational aspects for
finding efficient and properly efficient solutions of multiple
criteria mathematical programming problems. Multiple criteria
problems are frequently reduced into scalar maximization problems
by introducing certain parameters. Perhaps, the most intuitive
scalar-criterion mathematical programming problem reduced from




Vf£i(V W*x]) ^b ' l = 2 L '
^'^^i' ^n'V1 ^° ' m=1 M '
where b = (b_,...,b )
(9.15)
x eX , n = 1,...,N ,
n n
is an (L-l)-vector such that (9.15) is not
infeasible. It is clear from the definition of efficiency that,
for each fixed b , at least one optimal solution of problem (9.15)
is an efficient solution of problem (9.1). If Assumption 9.1 is
satisfied, problem (9.15) can be decomposed into subproblems by
dynamic programming in the sense of Chapter 7,.since the conditions
therein are satisfied by problem (9.15). In this case, defining
the real valued functions p (£,z) for each n=l,...,N , each
) , and each z = (z ,...,z ) by
P (e,z) = max { F^f^x.^ 'fin{xn]) '
Fn£(fn(V f£n(V} ^er l=2 L
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^WV 9n≫n(Xn))
= "m ' m=1 M
and x e X , .. . , x e X },
1 n n
we obtain recursive relations of the form
p (e,z) = max <|>"(p(en-1(x ,e),zn"1(x ,z)),f (x )) , (9.16)
n in n n In n
n n
for n=2,...,N , where £ (*,*) is defined for F. in a manner
quite similar to (9.4). Obviously, problem (9.15) is identical
with problem of finding P (0,b) . Hence, generating efficient
solutions of problem (9.1) reduces to solving (9.16) recursively
to obtain P (b,0) for various values of b . It is noted that
N
any F. can be chosen as an objective function in place of F
in problem (9.15).
Another way of reduction of multiple criteria problems into
scalar maximization problems which give efficient solutions is a





G (g (x ),...,g (x ))
m ml 1 mN N
<_ 0 , m= 1, . .. ,M ,
n= 1, ... ,N
(9.17)
where A = (A ,...,A ) is an L-vector with positive components.
1 L
It is known [ G2 ] that if (x ,...,x ) is an optimal solution of
(9.17), then (x ,...,x ) is also a properly efficient solution
of problem (9.1). Conversely, every properly efficient solution
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of problem (9.1) is an optimal solution of (9.17) for some A =
(A ,...,A ) > 0 , provided that every X is closed and convex, and
Fp and G are concave and convex, respectively, in (x ,...,x )
The latter is particularly true if Fn and G are concave and
k, m
convex, respectively, and are increasing with respect to (f. ,...,
V and (gml V ' respectively, and if f^ and g^ are
concave and convex, respectively, in (x ,...,x ) . Moreover, when
1 N
each X is a linear polytope and each F_ is linear, every effi-
cient solution of problem (9.1) solves (9.17) for some A = (A. , ...,
A ) > 0 , since the set of efficient solutions is identical with that
L
of proper efficient solutions [ B5 ].
Let us suppose that every F. is additive, i.e., £=1,...,L ,
F£(f£l (V WV} = f£i(xi)+---+f£N(V
N L
Then the objective function in (9.17) becomes Y Y Anfn (x ) or
n=T 0=1 l £n n
N
Y X f (x ) . If we define real valued functions q (A,z) for
L. n n n
n=l
n= 1, ... ,N , each A.
by
= (A ,...,＼ ) > 0 , and each z = (z ,...,z )
1_ L J_ IYL







G (g (x ),...,g (x ) ) < z , m=l,...,M,
m ml 1 mn n =~- m
and x, e X, . .. ., x e X } ,
11 n n
we can obtain the recursive relations for n=2,...,N ,
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q (A,z) = max { q (X,z (x ,z)) + X f (x ) }




Using the recursive relations (9.18) for various values of A ,
we may find a set of properly efficient solutions of problem (9.1)
by obtaining q,,(A.,0) .
N
Although we have stated the recursive relations (9.16) and
(9.18) without proof, the validity of those relations is seen from
the results obtained in Chapter 7.
Finally, we compare problems (9.15) and (9.17) or formulas
(9.16) and (9.18). An advantage of (9.15) over (9.17) is in that
(9.15) can treat nonconvex problems as well as convex problems,
whereas (9.17) may fail to find some efficient solutions when used
for nonconvex problems. On the other hand, the merit of (9.17) is
a small number of constraints relative to (9.15). Since the number
of constraints is exactly the dimensionality of state space in the
dynamic programming formulation and computational effort is serious-
ly affected by the dimensionality of state space, so called "curse
of dimensionality", we may expect that cost of solving (9.18) is
considerably smaller than that of solving (9.16).
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9.5 Conclusion
We have described a dynamic programming approach to multiple
criteria mathematical programming problems. A remarkable charac-
teristic of the recursive functional equations derived here is
that the relations are given between the maximal set of multiple
criteria of the nth subproblem and that of the (n-l)th subproblem.
In fact, this is the outstanding feature that distinguishes the
present method from that of single criterion problems, for which
the relations are given between the maximum value of the nth sub-
problem and that of the (n-l)th subproblem.
It is noted that dynamic programming has been applied to non-
scalar criterion problems other than mathematical programming
problems. For example. Mitten [M17] and Sobel [ S4 ] obtained some
results for finite and infinite horizon sequential decision pro-
cesses, and Klotzler [ K4 ] reported a result on multistage optimal
decision problems.
To multiple criteria problems, there are other approaches that
make explicit or implicit use of utility functions [ F9 ]. Such
methods, which are sometimes interactive, enable us to find some
preferable solution among the set of efficient solutions, and thus
are rather relevant to actual decision making problems. To study
the application of dynamic programming from such a viewpoint is one




Throughout the thesis, we have considered nonlinear programming
problems from a variety of viewpoints. The thesis is roughly divided
into three parts. (i) Unification of penalty function methods has
been examined for convex programs. Furthermore, the dual approaches
have been proposed to overcome computational difficulties inherent
to these methods. The key to the dualization is Fenchel's duality
theorem in convex analysis. (ii) A certain type of nonconvex pro-
grams have been considered and two algorithms for solving these prob-
lems have been proposed. The first algorithm, regarded as a natural
extension of the Frank-Wolfe method, is applicable to considerably
general problems. The second one is a generalization of the proxi-
mal point algorithm for convex problems to deal with nonconvex func-
tions. The two proposed algorithms are closely related to each
other in the sense that both of them convexify the problem by lin-
earizing the nonconvex term and thus make the theory of convex analysis
applicable. (iii) Dynamic programming has been applied in a unified
manner to a variety of problems such as large-scale nonlinear pro-
gramming problems, nonlinear chance-constrained programming problems
and multiple criteria mathematical programming problems. Sufficient
conditions have been given for each of these problems to be decom-
posed and to be solved via recursive functional equations of dynamic
programming.
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A wide variety of mathematically modeled actual problems can
be formulated as nonlinear programming problems. Nonlinear pro-
gramming will undoubtedly increase its importance as a practical
tool in the field of engineering, and the developments in both
theory and applications will continue to enhance the future research.
The author hopes that the work contained in this thesis will be of
help in moving the status of nonlinear programming one step forward.
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APPENDIX
CONVEX SETS AND FUNCTIONS
In this appendix we summarize some definitions and notations
in convex analysis that are needed in the thesis. The reader
should refer to Rockafellar [R5 ] for the details. Some of them
can also be found elsewhere [F2 ][L7 ][R7 ][S6 ].
Let C be a set in R . C is said to be convex if (l-X)x +
Xy e C whenever x e C , y e C and 0 < X < 1 . The relative
interior of C is defined as the interior of C with respect to
the smallest affine set containing C and is denoted by ri C .
The interior of C in the ordinary sense is denoted by int C .
All functions are understood to be extended-real-valued.
A proper convex function f is a function, whose values are in
(-00,400] and not identically -H≫, such that f(Xx+(l-X)y) £
Xf(x) + (l-X)f(y) for all x, y and 0 < X < 1 . A proper
concave function g is a function such that -g is a proper
convex function. In what follows, we omit the term "proper" since
improper functions appear nowhere in the thesis.
For a convex function f and a concave function g on R",
the sets epi f = { (x,y) e R ; y >_ f(x) } and epi g =
{ (x,y) e R ; y _<_g(x) } are called the epigraphs of f and
g , respectively. Moreover, the sets dom f = { x e R ; f(x) < +°°}
and dom g = { x e R ; g(x) > +°°} are called the effective domains
of f and g , respectively. A convex (concave) function is said
to be closed if its epigraph is a closed set.
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Norms are convex functions of particular importance. The
T n
£ norm of a vector x = (x.,...,x ) in R ( T denotes the
p In




max {Ix. I,... , Ix I }
1 1' ' n '
1 _< p < oo
P = CD
The Z norm and £ norm are often called the rectangular norm and
the Euclidean norm, respectively. Normally, the Euclidean norm
is also denoed by * II■ It is noted that any norm is a gauge
i.e., a nonnegative positively homogeneous convex function with
value zero at the origin.
Conjugacy of convex or concave functions is one of the
striking topics in convex analysis. The basis of conjugacy is
the fact that the epigraph of a convex (concave) function is the
intersection of the closed halfspaces that contain it. The
conjugate of a convex function f on R is a function f* on
Rn defined by
f*(y) = supn{ <x,y> - f(x) } ,
xfR
where <*,*> denotes the inner product. The f* is closed and
convex. Moreover, if f is closed, the conjugate of f* is
again f . Therefore the conjugacy correspondence is one-to-one
in the class of all closed convex functions. Similarly, the con-
jugate of a concave function g on R is a closed concave func-
tion g* on R defined by
g*(y) = infn( <x,y> - g(x) }
xeR
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Let <j)be a nondecreasing closed convex function on [0,+°°)
with (j)(0) finite. The monotone conjugate of $ , which we de-
note <j) , is defined by
cj>+(n)= sup { 5n - <t>(0 I 5 > o }
It should be noted that the monotone conjugacy defines a symmetric
one-to-one correspondence in the class of all nondecreasing closed
convex functions on [0,+°°)which are finite at zero. In fact,
the monotone conjugacy correspondence may be viewed as a special
class of the conjugacy correspondence. In comparison with the
conjugates of convex functions on R , the monotone conjugates
are generally easier to calculate, since the domain of the func-
tions is a real half line. Moreover, it is not unusual to obtain
the monotone conjugate functions analytically.
The classical notion of differentiability of functions can
be extended to the notion of subdifferentials when functions are
convex or concave. The subgradient of a convex function f at
x is a vector y such that
f(z) ^ f(x) + <y,z-x> for any z
The subdifferential of f at x is the set of all subgradients
of f at x , and is denoted by 3f(x) . For a concave func-
tion g , the subgradient of g at x is a vector y such
that
g(z) _<_g(x) + <y,z-x> for any z .
The set of all such y is also called the subdifferential of g
at x , and is denoted by 9g(x) . Note that subgradients of
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convex or concave functions correspond to supporting hyperplanes
to epigraphs of functions. In particular, if functions are
differentiable in the ordinary sense, then the subgradients
reduce, of course, to the gradients and the usual notation such
as Vf(x) or Vg(x) is used.
Asymptotic properties of convex sets and convex (concave)
functions are important in the development of existence theorems
in convex analysis. The notion of 'recession' will be useful in
formulating various growth conditions that specify some behavior
of sets and functions at infinity. A direction of recession of
a convex set C is a nonzero vector y such that x + Ay e C
for every A _> 0 and x e C . The recession cone of C , denoted
by 0 C , is the set consisting of the zero vector and all direc-
tions of recession of C .
The recession function of a convex function f is defined as
a function whose epigraph is the recession cone of epi f in R
+ + +
We denote it by fO . Then epi fO = 0 (epi f) by definition.
The recession function fO of f is a positively homogeneous,
i.e., (fO )(Xy) = X(fO )(y) for every X > 0 , convex function.
One has
(fO )(y) = lim (fX) (y) for every y e dom f ,
X+0
where (fX)(y) = Xf(y/X) . The set of all vectors y such that
(fO )(y) £ 0 is called the recession cone of f and such vectors
are called the directions of recession of f . For a concave
function g , the recession function gO can be defined in a
similar manner. Directions of recession of q are vectors y such
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that (gO+) (y) >_ 0 and the set of those vectors is the recession
cone of g .
Although we make no distinction about symbols, e.g., *, 9, 0 ,
between for convex functions and for concave functions, the mean-
ings will be clear from context.
A fundamental and beautiful duality theorem proved by
Fenchel [ F2 ] is one of the splendid results in convex analysis.
This theorem has been refined by Rockafellar [ R3] in a generalized
form. These theorems play a central role in the development of
Chapters 3 and 4 of this thesis. We now state these theorems with-
out proof. Complete proofs may be found in [ R5 ].
Fenchel's Duality Theorem Let f and g be a convex function
and a concave function on R , respectively. If ri(dom f) n
ri(dom g) ^ 0 , then
infn{ f(x) - g(x) } = supn{ g*(y) - f*(y) } ,
xeR yeR
where the supremum is attained at some y
Fenchel's Duali Theorem (refined by Rockafellar) Let f be
a closed convex function on R , let g be a closed concave
function on R , and let A be a linear transformation from
R to R . If there exists an x e ri(dom f) such that Ax e
ri(dom g) , then
inf { f(x) - g(Ax) } = sup { g*(y) - f*(ATy) } ,
n m
xeR yeR
where the supremum is attained at some y
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