We study the causal effect of an active learning teaching method on grades. We designed a randomized experiment with students at an undergraduate business and economics program in Chile. Two groups were taught by the same professor: the control group used traditional lectures, while the treatment group used an active learning method. Treated students failed the class less but the effect was not significant. They also had significantly better grades at the end and during the semester. The treatment effect was larger for males and students with high application scores.
process through activities and/or discussions in class, as opposed to passively listening to an expert. (Prince, 2004; Freeman et al., 2014) . This broad definition includes many class strategies and activities used in economics and other fields, as flipped classrooms, classroom experiments and games, and peer instruction, among others.
Various authors from different fields have attempted to measure active learning's impact. Freeman et al. (2014) summarize these findings in a meta-analysis which examines 225 studies comparing student performance in traditional and active learning courses. They found that student performance in active learning groups was on average 6% higher than in traditional groups, and that students in traditional groups were 1.5 times more likely to fail a given course than students in active learning groups.
However, the studies used in this meta-analysis may not be sufficient to draw conclusions on the causal effect of active learning methods. The studies focused on many different forms of active learning 1 and included numerous non-experimental or quasi-experimental studies. They frequently used different instructors for treatment and control groups, and/or used students who had selected into their sections, and/or used students from different semesters, some of whom may have failed courses differently beforehand. These issues may prevent from identifying the causal effect of active learning methods on student performance.
Of the literature reviewed in the meta-analysis, we found sixteen studies where the instructor in both the control and treatment groups was the same. These studies were from a variety of fields, but none from economics: biology (Paschal 2002 , Knight and Wood 2005 , Armstrong et al. 2007 , Walker et al. 2008 , Carmichael 2009 ); chemistry (Williamson and Rowe 2002 , Bilgin 2006 , Bilgin et al. 2009 ); mathematics (Lovelace and McKnight 1980 , Keeler and Steinhorst 1994 , Giraud 1997 ; physics (Moelter et al. 2005) ; computer science (Hurley 2002) ; psychology (Lawson et al. 2006) ; and engineering (Van Dijk et al. 2001 , Pandy et al. 2004 ). Six of them studied large or medium groups, while ten of them looked at small groups. Although the average size of the treatment effect in the subgroup was 0.45 SDs (similar to the meta-analysis as a whole), only four of the sixteen studies found a positive and significant treatment effect.
Fourteen of these studies were classified as quasi-experiments, with the issues described abovegenerally, using students from different semesters for the treatment and control groups. Only two of the studies are random experiments. Lovelace and McKnight (1980) is the paper most similar to ours: they evaluate a peer tutoring method to foster mathematical reading skills by implementing an experiment using two randomly-assigned classes with the same instructor. Pandy et al. (2004) designed an experiment to evaluate a single multimedia-based learning module in a biomechanics course. Both studies find positive but non-significant treatment effects.
The economics literature on the effectiveness of different teaching methodologies has mostly focused on evaluating online learning (e.g., Brown and Liedholm 2002 , Figlio et al. 2013 , Green 2014 , Olitsky and Cosgrove 2014 , Joyce et al. 2014 ) and on specific classroom games (e.g., Brouhle 2011 , Cartera and Emersona 2012 , Valcarcel 2013 , among many others). Our study is more (loosely) related to the first literature: their findings so far suggest that live and/or hybrid classes are more effective than online courses, but they leave open the question of how to make live classes more effective. Other studies (Ghosh and Renna 2009 , Bergstrom 2009 , Salemi 2009 , Roach 2014 , Emerson et al. 2015 report increased student satisfaction in economics courses using interactive methods similar to the one used in this paper, but they use nonexperimental techniques. Our conclusion is that there is a need for experimental studies on the effects of active learning on student performance.
EXPERIMENTAL DESIGN
This paper aims to fill this gap by reporting on an experiment in which students were randomly assigned to sections taught by the same professor using two distinct methodologies. We implemented this experiment in two of six sections of Applied Algebra -a course specifically designed for and taught exclusively to first-semester students in the Business and Economics program at the Universidad de los Andes (Chile) -during the (Southern hemisphere) fall of 2014.
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A subsample of students from the regular admissions process were randomly assigned into each of the two sections, stratified by their gender and application score -low or high relative to the mean application score of the incoming class. Several features of this course make it ideal for a randomized experiment. As a first semester math course, students have not yet self-selected by advancing the curriculum at different paces, they are given their schedule and assigned into sections by the School administration, and we can control for their prior math knowledge via the nationwide application exam.
The same instructor (one of the authors) taught the two sections using two different methods. 4 The control group had a "traditional" lecture-style class. In it, the instructor used a variety of visual aids -including Power Point presentations. He solved exercises on the board, and received unprompted questions from the students. Students were encouraged to ask questions during lecture, and to solve problems outside of it. Students were not required to read before lecture, and according to a survey at the end of the semester very few of them did.
The treatment group used a mix of "active learning" strategies. Students were required to read and complete a short online quiz before lecture.
5
The instructor would start lecture with a brief summary of the main topics students had read about. Then, students would receive exercises to solve first individually and then with a classmate. Students would answer using some mobile device, which provided the instructor with real-time information on student performance.
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Both groups covered the same content. The final grade consisted of three quizzes, two midterm exams, and a final exam. All evaluations except for one -quiz 2 -were the same for both groups; quiz 2 was delivered in two different days so it was similar but not the same.
Additionally, the midterms and final exams were the same for the six Algebra sections, including those taught by other instructors.
All evaluations except for the final exam were graded by a team of teaching assistants. A single teaching assistant was responsible for grading each question across both groups. The instructor graded the final exam for both groups.
We use two statistical tests to check that the random assignment indeed worked. First, we use a ttest on the equality of mean characteristics (gender and application score) between both groups; it is not possible to reject the null of equal means at the 10% significance level. Second, we use a logit model to test if any of the observed characteristics correlate with assignment to the treatment group; the model is not globally significant (p-value = 0.1439), and none of the variables is significant at the 10% level.
REGRESSION RESULTS
We focus on the percentage of students that failed the course and on their final grade; however, looking at the results of different evaluations during the semester allows us to observe when differences between the groups begin to appear or disappear.
[Insert Table 1 about here.] Table 1 provides summary statistics for the outcome variables for both groups. In previous semesters, failures rates for this course have hovered between 20 and 40 percent, and grades range from 1 to 7, with 4 as the passing grade. Our sample size is 78 students, with 39 students in each group; administrative regulations prevented us from increasing the sample size. Attrition is very low: only 3 students are missing the final grade, 2 of whom quit the course and 1 who missed the final exam.
Students in the treatment group do better on average than students in the control group in all available outcomes. Table 1 shows that the proportion of students who failed the class is 12.8 percentage points lower in the treatment group, but this difference is not significant. The average final grade is 0.29 points larger in the treatment group, and significantly different. The differences between the treatment and the control group in the average grades of individual evaluations range from 0.1 points in midterm 1 and the final exam to 0.6 points in midterm 2 and 0.76 points in quiz 3; only the differences for quiz 3 and midterm 2 are significant. These differences show a distinct pattern when looked at chronologically. The difference between the two groups is small and insignificant at the beginning of the semester, then it increases and becomes statistically significant toward the middle of the semester, and finally it decreases again and practically disappears for the final exam.
[Insert Table 2 about here.] Table 2 presents summary statistics by individual characteristics. In general, males fail more than females, although they have similar average grades. Students with low application scores did worse than students with high application scores in every outcome: they fail more and have lower average grades. Students in the treatment group do better on average than students in the control group in all available outcomes for all types of students, but the difference is larger for males and for students with high application scores.
The difference in failure rates between both groups is 22 percentage points for males and 20
percentage points for students with high application scores. The difference in the final grade between both groups is 0.35 points for males and 0.31 points for students with high application scores. All differences are significant at the 5% level. This larger difference is also observed in every evaluation during the semester, not reported in Table 2 .
We measure the effect of the treatment on the probability of failing the course and on grades by using a logit model and a linear regression model respectively, controlling for individual characteristics in both cases (gender and application scores). Table 3 presents these results.
[Insert Table 3 about here.]
The treatment decreases the probability of failing by 13.4 percentage points, but it is not significant. It also increases the final grade significantly by 0.24 points. This effect corresponds to a 0.45 standard deviation increase in the final grade, which is quite large. The treatment has a positive effect in all evaluations. The effect ranges from 0.07 points in the final exam to 0.64 points in quiz 3. It is significant only for quiz 3 and midterm 2, both given in the second half of the semester.
We add interactions of the treatment status with each individual characteristic, to test if the treatment effect varies by student characteristics. Table 4 shows the effect of the treatment on the probability of failing the course. The treatment effect is negative, and it is larger for males (-25 percentage points) and for students with high application scores (-20.6 percentage points for a student with 681 points, the average, and -26.3 percentage points for a student with 700 points).
The effect is significant at the 5% level for students with 700 points, and at the 10% level for males and students with 681 points.
[Insert Table 4 about here.] Table 5 shows the effect of the treatment on the final grade. The treatment effect is positive, and it is larger for males (0.31 points or 58.7% SD) and for students with high application scores (0.23 points or 43.7% SD for a student with 681 points, and 0.27 points or 51.3% SD for a student with 700 points). All these results are significant at the 5% level. The effect of the treatment for females and students with low application scores is not different from zero.
[Insert Table 5 about here.]
ROBUSTNESS CHECKS
The results highlighted above are robust to variations in the models. Failing to include individual controls, or using probit or linear probability models for the failure rate do not significantly affect the results. We also use other checks, as detailed below. All these robustness checks increase the estimated treatment effect, which suggests that our baseline case is conservative.
Our first robustness check recognizes the panel structure of the data: instead of taking the data as six independent evaluations, we consider that each student's performance is observed six times, from quiz 1 to the final exam. We employ the following panel data model:
where the grade in evaluation j for student i, , depends on the student's characteristics , the treatment status , an individual unobserved effect , an evaluation unobserved effect , and an iid zero-mean error . We run 4 different panel data regressions: (1) fixed effects only for the evaluations, i.e., = 0 and a fixed-effect 7 ; (2) random effects only for the individuals, i.e., follows a normal distribution and = 0; (3) random effects for the individuals and fixed effects for the evaluations; and (4) random effects for the individuals and fixed effects for the evaluations, with treatment effects that vary by evaluation . 8
The conclusions from our analysis are essentially unchanged. Table 6 shows that the treatment effect is between 0.28-0.29 points when only the final grade is considered; it is significant at the 1% level and larger than before (see Table 3 ). When the treatment effect varies by evaluation we observe the same pattern than in the cross-sectional analysis: the treatment effect is always positive, but it is larger and significant in the middle of the semester.
[Insert Table 6 about here.]
For our second robustness check, we use as dependent variable the weighted grade before the exam to avoid any possible biases caused by the instructor having graded the exam. Because the effect of the treatment disappears toward the end of the semester, it is not surprising to find the results are in the same direction as those found when using the original final grade, but larger.
These are shown in Table 7 . The treatment effect increases to 0.34 points or 64% SD. The treatment effect is strongest for males and for students with high application scores, just as before.
[Insert Table 7 about here.]
For our third robustness check, we look more closely at grades in midterm 2. Students on average did far worse on midterm 2 than on midterm 1. We compare the grades from both midterms with the results from the four other sections not included in the experiment to see if the control group's performance in the second midterm was an outlier.
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The results are shown in Table 8 . All groups did better on average in midterm 1 than in midterm 2, but while the control group and the sections not included in the experiment dropped their performance substantially, the fall in the treatment group's average grade was smaller. This suggests the treatment helped them perform better than they otherwise would have.
[Insert Table 8 about here.]
DISCUSSION AND CONCLUSIONS
Despite the small sample size, we find significant treatment effects on the final grade. The active learning method had larger effects on males and on students with high application scores, and the effect was larger during the middle of the semester. Our estimates can also be viewed as conservative because of the effect the treatment may have had on student effort. Students in an active learning classroom were required to study constantly throughout the semester, and they may have felt they did not need as much study prior to the midterms or the exam. Likewise, students in the control group may have perceived they were underperforming relative to their peers in the treatment group, and this could have prompted them to double their effort prior to the midterms and the exam. We do not observe effort, but we present three measures related to effort levels across both groups.
First, we look at attendance. Students in the treatment group attended class slightly less (91.8%
attendance rate in the treatment group and 92.6% in the control group), but the difference was not significant. No clear pattern emerges when looking at weekly attendance: some weeks the treatment group has larger attendance, and some weeks the control group does.
Second, we have an anonymous survey the students completed at the end of the semester.
Among other things, we asked them about the number of hours they studied for the course. Selfreported hours of study are surely measured with error, although a priori we cannot expect the measurement error to differ between groups. Treated students report studying less frequently in groups before an evaluation. Regarding the overall hours they studied for each evaluation on the days prior, both groups report studying the same for quizzes -3.3 hours on average -but treated students report studying fewer hours for the midterms (7.9 hours vs. 8.8 hours on average for the control group). This difference is not statistically significant.
Third, we look more closely at the final exam. We found the treatment effect completely disappears in the final exam. One hypothesis is that student effort responds to the possibility of failing the course. We look at each student's weighted grade prior the exam, In Figure 1 we plot the grade in the exam and the weighted grade before the exam. Students above the 45 degree line obtained a higher grade in the exam than their weighted grade up to that point. We draw a vertical line at 4, which is the passing grade for the class.
Most students in the treatment group tend to be concentrated in the area to the right of the vertical line and below the 45 degree line; this means that treated students have "passing" weighted grades but they perform worse in the exam. Students with weighted grade below the passing grade are mostly from the control group: most of them performed better in the exam than their weighted grade suggests. This helps explain the lack of treatment effect in the final exam, and is consistent with the hypothesis that students in the control group put in higher levels of effort in the exam in order to pass the course.
Taken together, these three measures suggest that the treatment affected effort not through attendance but because students seem to be shifting time away from Algebra into other courses or leisure. We hope future research on the relationship between active learning and effort outside of class sheds more light on this.
Finally, we check if the treatment had an effect on subsequent courses. Of the 78 students in the experiment, 60 passed Algebra and enrolled in Calculus in the spring semester of 2014: 30 were from the control group and 30 from the treatment group.
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We regress the final grade in Calculus on the treatment dummy, plus individual covariates and a Calculus-instructor fixed effect. The effect of the treatment on the final grade in Calculus is 0.26 points, but it is not significant. This suggests gains from active learning in one course may help students in the subsequent course of the sequence, but the evidence is weak.
Taken as a whole, this experiment confirms findings from other experiments. The fact that this is one of the few experiments done in an economics course outside of the US suggests the positive impact of these methods is not constrained by discipline or culture. Future research on other aspects of learning under these methods -particularly effort and the aspects of peer instruction that seem to yield benefits -should provide useful insights.
The active learning interventions varied widely in intensity and implementation, and included approaches as diverse as occasional group problem-solving, worksheets or tutorials completed during class, use of personal response systems with or without peer instruction, and studio or workshop course designs." (Freeman et al. 2014, 1) 2 The experiment's design was approved by the Universidad de los Andes Ethics Committee. Students were not told they were part of an experiment, but they were aware that their instructor was teaching the other section using a different methodology.
3
The PSU ("Prueba de Selección Universitaria") is the Chilean college entry exam. It is mandatory for all universities. Together with high-school grades, they form the application score used to rank applying students to determine entry. The incoming students had application scores of 653 to 761 points, and the mean application score was 681.
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In an end-of-semester survey, students in the control group pointed out that the instructor was very motivated and interested in answering questions and explaining the material as thoroughly as possible.
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Online quizzes were not part of the students' final grades. They were a prerequisite to taking the final exam, one that every student in the treatment group met. 6 The treatment group used the Learning Catalytics platform (www.learningcatalytics.com) for delivering content, questions, and answers. 7 We obtain the same results using random effects for the evaluations. In practice we include evaluation dummies for regressions (1), (3) and (4), and interact the evaluation dummies with the treatment status for regression (4). It is not possible to use fixed effects at the individual level because they absorb the treatment status and individual characteristics.
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Some of these instructors implemented active learning methodologies to varying degrees. Students in these sections were not randomly selected. For these reasons, this comparison cannot be considered conclusive, but it can offer insights into the difficulty of the second midterm relative to the first.
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This corresponds to a weighted average of the evaluations taken up to midterm 2, weighted according to the weights for computing the final grade.
11
These numbers include the students that passed Algebra after the final exam. A few students who were close to passing were allowed to pass after individually considering their cases. However, the final grade considered for this study was the grade they obtained prior to these deliberations. 
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