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Abstract—With the proliferation of distributed energy re-
sources and the volume of data stored due to advancement in
metering infrastructure, energy management in power system
operation needs distributed computing. In this paper, we propose
a fully distributed Alternating Direction Method of Multipliers
(ADMM) algorithm to solve the distributed economic dispatch
(ED) problem, where the optimization problem is fully decom-
posed between participating agents. In our proposed framework,
each agent estimates the dual variable and the average of the total
power mismatch of the network using dynamic average consensus,
which replaces the dual updater in the traditional ADMM with
a distributed alternative. Unlike other distributed ADMM, the
proposed method does not rely on any specific assumption and
captures the real-time demand change. The algorithm is validated
successfully via case studies for IEEE 30-bus and 300-bus test
systems with the penetration of solar photovoltaic.
Index Terms—Distributed algorithm, dynamic average consen-
sus, economic dispatch, ADMM
I. Introduction
The steady growth of distributed energy resources (DER),
due to the societyâĂŹs increasing commitment to a low-carbon
economy along with the remarkable progress in technology, is
questioning the relative benefit of large-scale electricity gener-
ation that is supposed to stem from high economies of scale.
The disruption at the grid edge of the physical layers of the
power system–generation, transmission, and distribution–has
profoundly transformed the 21st-century power systems, and
the time has come to revisit the classic categorization of these
physical layers. The explosion of data with the proliferation of
DER has allowed researchers to look for new ways to control,
monitor, and optimize resources. The dispatch of generators
based on their marginal cost of production–known as economic
dispatch (ED)–has become challenging because of the number
of players in the electricity markets and their hesitation to share
their own control variables and economic data due to privacy
and economic reasons. To address these concerns, multi-agent
algorithms are projected as promising solutions to distribute
the economic dispatch problem between agents.
There are a significant number of research works in the
literature on decentralized and distributed methods includ-
ing analytical target cascading (ATC) [1] and alternating
direction method of multipliers (ADMM) [2]. ADMM has
been projected as a robust and powerful method to decouple
the centralized optimization problem. ADMM with model
predictive control is used to control and schedule DER in
real-time in a microgrid [3], but with a need of a central
coordinator to push the decision variable and clear the market.
The central idea in this method is that the central coordinator
gathers the optimal decision variables from all the agents to
compute the global dual variable and distributes the necessary
information back to the agents. In economic dispatch problems
and many other optimization problems on resource allocation,
this dual variable is the market-clearing price that is updated
to eliminate the power mismatch of the network. However, in
these ADMM frameworks, the need for central coordinator to
communicate directly with all agents involved may still cause
privacy concerns for the private agents.
To address the privacy concerns, distributed platforms are
considered as state-of-the-art solutions where each agent just
communicates with a limited number of agents as neighbors,
and they update the dual variables themselves [1]. To design
distributed algorithms, all global variables must be localized
and some consensus algorithms must be employed. In order
to localize the global variables, there are several solutions
proposed including primal-dual [4] and center-free algorithms
[5]. The concept is to make agents reach consensus on global
variables independently, without a need of a central coordina-
tor. [5] uses frequency as a proxy for power balance constraint
to coordinate among renewable generators in an attempt to
achieve a fully distributed platform, but at the expense of
the power system model (central coordinator) for the local
frequency measurement.
In [6], a distributed ADMM platform is proposed for
economic dispatch problem without a need for a central
coordinator or a leader. An average consensus algorithm and
projection methods are used to find the consensus of the
primal variables, i.e. the agents’ power generation. Despite
of the effectiveness of the algorithm, it suffers from a strong
assumption that requires the initial condition to start from a
zero-power-mismatch condition. That is total generation and
total demand must be equal at the first iteration for the
algorithm to work. The algorithm also cannot capture the
dynamics of demand change, which makes it impractical for
real-time implementations with high penetration of variable
renewable energy resources.
In this paper, a fully distributed ADMM algorithm is pro-
posed to solve the real-time economic dispatch problem. There
are three main contributions associated with the proposed
algorithm, none of which has been addressed in the literature
before.
1) The need for dual updater in the ADMM algorithm is
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removed by exploiting dynamic average consensus algo-
rithm reported in [7, 8]. In our proposed algorithm, each
agent solves its optimization problem for the given market
price and their own estimates of the dual variable and the
average of the total power mismatch of the network by
communicating with their neighbors only. This makes the
ADMM algorithm fully distributed which is applied to the
distributed economic dispatch problem.
2) The agents’ privacy is preserved better in our algorithm
as agents communicate the estimate of the average of
the total power mismatch to their neighbors instead of
communicating the generated power and the demand at
their node and carries little information about agents’
private information.
3) The proposed algorithm is robust enough to capture the
dynamic demand changes, which is more significant than
before with increasing penetration of variable renewable
energy in power grids.
The algorithm is tested against two IEEE test systems at
different scales (30-bus and 300-bus) with high PV penetra-
tions. The results demonstrates that the proposed algorithm is
robust and scalable enough for real-time applications.
The remainder of the paper is presented as follows. Sec-
tion II provides mathematical background on graph theory
and dynamic consensus algorithm. section III elaborates the
design of the distributed economic dispatch algorithm. Section
IV presents and discusses the simulation results. Section V
concludes the paper.
II. Preliminaries on Graph Theory and Dynamic
Average Consensus Algorithm
There are many excellent texts on graph theory and linear
iteration. We refer our discussion from [9] and restrict it to an
undirected, simple graph. Matrices and vectors are written in
bold throughout the paper.
A. Notation and Graph Theory
Let G denote a graph with a set of vertices V and a set
of edges E. Let vi ∈ V for all i ∈ [1, N] be the node and
e = (vi, vj) ∀i be the edges of the graph, where vi is referred
as head and vj as tail. Our network has neither self-edges nor
multi-edges, or simply vi 6= vj ∀i, j. The cardinality of node,
|V | is N and that of edge, |E | is M. Let di is the degree of
node vi defined as the total number of its neighbors.
Let A be the adjacency matrix of graph G, and D be the
degree matrix with the vertex degree along its diagonal. Then,
the graph Laplacian L ∈ RN×N can be expressed in matrix
form as:
L = D − A (1)
In full form:
li j :=

di i = j,
−1 i 6= jand there is an edge (i,j)
0 otherwise
(2)
The Laplaican consensus dynamics is given by the equation
[7]
Ûx = −Lx (3)
The following propositions can be made about the matrix
L.
1) Laplacian is a symmetric matrix, and has real eigen
values.
2) All eigen values of the Laplacian are non-negative.
3) Laplacian always has at least one zero eigen values, that
is L.1 = 0
4) The second smallest eigen value of Laplacian graph is
non-zero if and only if the network is connected, and
hence the value is called algebraic connectivity of the
network
The properties of L show that the dynamics is stable and
convergent, which take any random initial value to consensus.
It can be summarized in the following equation:
1
N
1Tx0 =
1
N
∑
i
x0i (4)
B. Dynamic Average Consensus
Let subscript i denote the initial value x0i ∈ RN, and x(0) =
(x1(0), · · · , xN (0)) be the vector of the initial values of the
network. The discussion below is on the computation of
average, 1N
∑N
i=1 x
0
i , in distributed fashion, where each node in
the graph communicates with only its neighbor. Let us consider
distributed linear iteration of the form
xk+1i = aii x
k
i +
∑
j∈Ni
ai j xkj , i = 1, . . . , N (5)
where k = 0, 1, 2, . . . and ai j is the weight on xj at node i, and
Ni denotes the set of all neighbors of agent i. Setting ai j = 0
for j /∈ Ni , this iteration can be written as
xk+1 = Axk (6)
According to [10], the constraint on the sparsity pattern of the
matrix A can be expressed as A ∈ S, where
S = {A ∈ RN×N |Ai j = 0 if {i, j} /∈ E and i 6= j} (7)
and (6) can be written as
xk = Akx0i , k = 0, 1, 2, · · · (8)
We are interested in the matrix A such that:
Ak = 11
T
N
as k →∞ (9)
As it is shown in [10], the left hand side of (9) converges if
and only if:
1TA = 1T (10)
A1 = 1 (11)
ρ(A − 11T /N) < 1 (12)
where ρ(·) is the spectral radius of the matrix.
There are different ways to set the coefficients of matrix
A such as constant edge Weight and local degree weight.
We are interested to assign weight that only depends on the
local information. The local degree weight matrix A with
coefficients that depend only the degree of the incident node
is:
ai j =

1
max{di,d j } {i, j} ∈ E
1 −∑j∈E 1max{di,d j } i = j
0 otherwise
(13)
This method comes from the Metropolis-Hastings algo-
rithm and often called the Metropolis method. The improved
Metropolis called Mean Metropolis is proposed in [11] where
ai j =

2
{di+d j+ } {i, j} ∈ E
1 −∑j∈E 2{di+d j+ } i = j
0 otherwise
(14)
where  is a very small number.
The average consensus described by (6) can be extended to
the network in which the signal in each node is the function
of time [7].
Let ∆z be the input bias applied to average consensus
system.
We can claim that the following modification to (6) makes
the dynamic consensus algorithm tracks the time-varying av-
erage consensus:
xk+1 = Axk + ∆z (15)
where the bias ∆z = zk+1 − zk .
The modification is still distributed as each agent has their
own bias and the algorithm is convergent as it still has the
conservation property proved in VI-A.
III. Distributed Economic Dispatch
Economic Dispatch is the determination of the optimal
output of each generator based on the marginal cost of produc-
tion in order to meet the demand of the network. Economic
Dispatch is defined as follows:
Economic Dispatch (ED):
min
Pg
∑
i∈V
Ci(Pgi) (16a)
s. t.
∑
i∈V
Pgi =
∑
i∈V
Pdi (16b)
Pmingi ≤ Pgi ≤ Pmaxgi ∀i ∈ V (16c)
Note that (16b) is the only constraint that requires power
balance across the entire network. If (16a) and (16c) are
convex, the optimization problem (16) is a convex problem.
A. ADMM for Economic Dispatch
ADMM is an extension of the method of multipliers but can
be decomposed into sub-problems. The scaled form of it can
be summarized in the following equations [2]:
Pk+1gi = argmin
pmingi ≤pgi ≤pmaxgi
{
ci(Pgi)
+
ρ
2
∑j Pkdj − (Pgi + ∑j 6=i Pkgj) + Uk
2
2
} (17)
Uk+1 = Uk +
∑
Pk+1di −
∑
Pk+1gi (18)
where ρ > 0 is the penalty parameter, ‖·‖2 is the usual
Euclidean norm, and U is the dual updater.
At each iteration, the dual updater which updates U gathers
the generation and the demand information from all the agents
to calculate the supply-demand imbalance of the network.
The dual variable is updated to drive the residue from the
network’s power mismatch to zero. In other words, U in
(18) is constantly pulling the decision variables toward the
optimal value projected onto the feasible space. In terms of
communication, each agent receives the updated dual variable
and the generation and the demand information of all agents
but itself, which sums to 2(N − 1) + 1 numbers of data.
Let Pgd denote the average power mismatch between gen-
eration and demand given as
Pgd =
1
N
(
N∑
i=1
Pgi −
N∑
i=1
Pdi
)
.
Then, (17)-(18) can be written as
Pk+1gi = argmin
pmingi ≤pgi ≤pmaxgi
{
ci(Pgi)
+ ρ/2
Pkgi − NPkgd − Pgi + Uk22
} (19)
Uk+1 = Uk − NPk+1gd (20)
Denoting W = UN , (19)-(20) can be simplified as:
Pk+1gi = argmin
pmingi ≤pgi ≤pmaxgi
{
ci(Pgi)
+
ρN2
2
 − PgiN + PkgiN − Pkgd + Wk
2
2
} (21)
Wk+1 = Wk − Pk+1gd (22)
Unlike in the formulation (17)-(18) which needs large
bandwidth for communication, the dual updater in (21)-(22)
needs to communicate only three variables namely average
power mismatch of the network, updated dual variable, and
number of agents. The modification in (21)-(22), thus, reduces
the communication burden in the sub-problems, except that it
is still not fully distributed.
B. Distributed-ADMM for Economic Dispatch
We leverage the concept of dynamic average consensus
discussed in II-B to convert all the three global variables Pgd ,
U, and N into local variables. We adopt the graph discovery
algorithm method proposed in [12] to localize N . Localization
of the other two parameters are proposed below.
1) Dynamic Power mismatch Consensus Algorithm: In or-
der to make the algorithm in III-A fully distributed, every
agent needs to calculate the average generation and the average
demand of the network which is changing in time, and the
effect is more pronounced with the increasing penetration
of unpredictable and variable renewable energy resources
including solar photovoltaic systems. With reference to (15),
the local variables of Pkgi , P
k
di , and P
k
gdi which are defined
as agent i’s estimate of the average generation, demand, and
power mismatch of the entire network at iteration k, can be
calculated as
P
k+1
gi = aiiP
k
gi +
∑
j∈Ni
ai jP
k
gj + (Pk+1gi − Pkgi) (23)
P
k+1
di = aiiP
k
di +
∑
j∈Ni
ai jP
k
dj + (Pk+1di − Pkdi) (24)
Subtracting (24) from (23) and substituting Pgdi for Pgi −Pdi:
P
k+1
gdi = aiiP
k
gdi +
∑
j∈Ni
ai jP
k
gdj + (Pk+1gdi − Pkgdi) (25)
Using (25), every agent can find consensus on average power
mismatch of the network based on its own information and its
neighbours’. This not only ensures that Pgdi is distributed, but
also preserves privacy of the agents. It is almost impossible
for an external agent to track the private information like
the characteristic parameters of the generations such as cost
function.
2) Dual Variable Consensus Algorithm: With (25), the
local dual variable in (22) is calculated in a distributed fashion
as
Wk+1i = aiiWi
k +
∑
j∈Ni
ai jWik − Pk+1gdi (26)
The dual variable Wi is a scaled variable of the market price
λi defined as:
λk+1i = ρNWi
k (27)
With these formulations where all variables are calculated
based on the agent i’s own data or its neighbors’, a fully
distributed ADMM equation boils down to:
Pk+1gi = argmin
pmingi ≤pgi ≤pmaxgi
{
ci(Pgi)
+
ρN2
2
 − PgiN + PkgiN − Pkgdi + Wik
2
2
} (28)
If the cost function of any generator i is modeled as a quadratic
function given by
Ci(Pgi) = aiP2gi + biPgi + ci, (29)
differentiating (28) with respect to Pgi leads to the optimal
decision of
Pk+1gi :=
[
Nρψki − bi
2ai + ρ
]Pgimax
Pgi
min
(30)
where ψki =
Pgi
k
N − P
k
gdi + Wki . Algorithm 1 elaborates the
entire update processes for the distributed ADMM method
proposed for economic dispatch problem.
Algorithm 1: Executed by each agent i ∈ V
Input: ρ
Initialization: W0i, P0gi, P
0
gdi
for t = 0 to ∞ do
calculate Pk+1gi using (28)
update Pgdi using (25)
update Wi using (26)
update λi using (27)
IV. Results and Discussions
A. Simulation Setup
In order to introduce variable renewable generation, we
simulate the case where the installed capacity of roof-top
solar equals to the demand at the node as specified in IEEE
benchmark. We normalize the real data of the irradiance
starting from 3 PM April 2018 in 10 second resolution taken
from from the PV Power Research Plant of Tampere University
[13]. The normalized irradiance Îr is defined as the ratio of
the irradiance at the time to the maximum irradiance observed
in the month of April. Let P˜d be the demand from the IEEE
test cases, then the demand in each node i is:
Pdi = P˜di − Îr iPPV
We test the algorithm 1 against IEEE 30-bus and 300-
bus test cases in MATLABR2019b environment. The other
simulation parameters are provided in Table I.
TABLE I: Case Study Parameters
Parameters Values
# of iterations (k) 1e5
Pg(0) 0 p.u.
Pd(0) Pd(0)
λ(0) ∼U(MCmin, MCmax )
Demand change step every 20k iterations
N2ρ 0.063546
 1
ai j using (14)
PV Installed capacity(PPV ) 100% of individual load
B. Simulation Results
1) Test Cases: Fig.1 shows the total generation of the
network following the total demand in IEEE 30-bus and 300-
bus systems. In IEEE 30-bus case, it takes 600 iterations
to catch the demand in the beginning and 400 iterations in
subsequent demand change, while it takes 5000 iterations to
TABLE II: λ convergence table
Test Total Total Initial Convergence Subsequent Convergence
Case Time Iteration # iteration Time [sec] # iteration Time [sec]
Case 30 1.9386 1e5 400 0.007 300 0.005
Case 300 7.1194 1e5 10000 0.711 5000 0.355
Fig. 1: (a) and (d):Network’s generation following demand for IEEE
30-bus and 300-bus respectively;(b) and (e) are magnified version
at the beginning , and (c) and (f) in the middle when the demand
changed for 30-bus case and 300-bus respectively
find the demand in 300-bus system. This validates the claim
that the algorithm is robust enough to address the power
imbalance.
Fig. 2 shows the convergence of market energy price λ for
both 30-bus and 300-bus test cases. The initial consensus of λ
takes more iterations than in the subsequent demand changes.
It is because in the beginning, the agents start from random
prices and no consensus exists, while they are at consensus
before any following demand changes. Table II details the
number of iterations and the computation time elapsed to reach
consensus.
Figs. 3 and 4 depict the output of generators at the optimal
point for both cases. These results demonstrate that the total
power generation perfectly follows the total demand changes.
Since in the proposed algorithm, agents share their own power
with their neighbors instead of individual information of power
generation and demand to better preserve their privacy, it is
important to look at the power mismatch signals and their
convergence.
Figs. 5 and 6 depict the agents’ estimate of the average
power mismatch between generation and demand for 30-bus
and 300-bus test systems, respectively. The results illustrate
Fig. 2: (a) and (d):Consensus on market price for IEEE 30-bus and
300-bus respectively;(b) is magnified version at the beginning for 30-
bus and (e) is the plot in a logarithmic scale in order to capture the
convergence’s dynamic of the algorithm for 300-bus; (c) and (f) in
the middle as demand changed for 30-bus and 300-bus respectively
Fig. 3: Generators output for IEEE 30-bus
Fig. 4: Generators output for IEEE 300-bus
Fig. 5: Average power mismatch in IEEE 30-bus
Fig. 6: Average power mismatch IEEE 300-bus
that the agents estimates reach consensus and converge to
zero in less than 50 iterations in 30-bus case and less than 80
iterations in 300-bus case. This demonstrates that the agents
fulfill the power balance constraint without communicating
their detailed information of generation and demand with their
neighbors.
2) Computation Time: The computer specification used to
implement the algorithm is Desktop PC with Intel Core i7
processor (3.6GHz) 64 GB RAM. Table II lists the time taken
for the convergence of λ. The convergence takes in millisecond
range for IEEE30 buses to IEEE300 buses, which shows the
real -time applicability of the algorithm.
V. Conclusion
In this paper, the ADMM algorithm is fully distributed
to solve the economic dispatch problem, removing the dual
updater from the optimization problem. The proposed solution
exploits dual decomposition and dynamic average consensus
algorithms to develop the update procedures with minimal
information shared just between neighbors. Performance of
the proposed solution including convergence and computation
speed is tested against different IEEE test cases at different
scales. Simulations demonstrate promising results for the al-
gorithm to solve real-time economic dispatch problems with
penetration of solar photo-voltaic.
VI. Appendix
A. Conservation Property
Rewriting (6),
xk+1 = Axk (31)
Adding ∆z to our original equation, we obtain:
xk+1 = Axk + ∆z (32)
If x(k) is subtracted from both sides of (32), we have:
xk+1 − xk = Axk + ∆z − xk (33)
1T (xk+1 − xk) = 1T (Axk + ∆z − xk) (34)
From the property of matrix A given by equation (10), we
can write: There is an error here∑
∆x = 1Txk − 1Txk + 1T∆z (35)∑
∆x =
∑
∆z (36)
Thus, the conservation property at iteration is proven.
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